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Preface

Collecting, processing, and analyzing data became important branches of computer
science. Many areas of our existence generate a wealth of information that must be
stored in a structured manner and processed appropriately in order to gain the knowl-
edge from the inside. Databases have become a ubiquitous way of collecting and storing
data. They are used to hold data describing many areas of human life and activity, and as
a consequence, they are also present in almost every IT system. Today’s databases have
to face the problem of data proliferation and growing variety. More efficient methods
for data processing are needed more than ever. New areas of interests that deliver data
require innovative algorithms for data analysis.

Beyond Databases, Architectures and Structures (BDAS) is a series of conferences
that intends to give the state of the art of the research that satisfies the needs of modern,
widely understood database systems, architectures, models, structures, and algorithms
focused on processing various types of data. The aim of the conference is to reflect
the most recent developments of databases and allied techniques used for solving prob-
lems in a variety of areas related to database systems, or even go one step forward –
beyond the horizon of existing databases, architectures, and data structures. The 11th
International BDAS Scientific Conference was a continuation of the highly successful
BDAS conference series started in 2005 in Ustroń, Poland. For many years BDAS has
been attracting hundreds or even thousands of researchers and professionals working
in the field of databases. Among attendees of our conference were scientists and repre-
sentatives of IT companies. Several editions of BDAS were supported by our commer-
cial, world-renowned partners, developing solutions for the database domain, such as
IBM, Microsoft, Sybase, Oracle, and others. BDAS annual meetings have become an
arena for exchanging information on the widely understood database systems and data
processing algorithms.

BDAS 2015 was the 11th edition of the conference, organized under the technical
cosponsorship of the IEEE Poland Section. We also continued our successful coop-
eration with Springer, which resulted in the publication of this book. The conference
attracted more than a hundred participants from 15 countries, who made this confer-
ence a successful and memorable event. There were five keynote talks given by lead-
ing scientists: Prof. Bora İ. Kumova from Department of Computer Engineering, İzmir
Institute of Technology (İYTE), İzmir, Turkey spoke on ‘Fuzzy syllogistic reasoning
over relational data.’ Prof. Dirk Labudde from Bioinformatics group Mittweida (bigM)
and Forensic Science Investigation Lab (FoSIL), University of Applied Sciences, Mit-
tweida, Germany gave an excellent talk entitled ‘Bioinformatics and Forensics - How
today’s Life Science technologies can shape the Crime Sciences of tomorrow.’ Prof.
Jean-Charles Lamirel from SYNALP team, LORIA, France gave a very enlightening
speech on ‘New metrics and related statistical approaches for efficient mining in very
large and highly multidimensional databases,’ Prof. Mikhail Moshkov from King Ab-
dullah University for Science and Technology (KAUST), Saudi Arabia honored us with
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a presentation on ‘Extensions of dynamic programming for design and analysis of de-
cision trees,’ and Dr. Riccardo Rasconi from Institute of Cognitive Science and Tech-
nology, National Research Council, Rome, Italy spoke on ‘Surveying the versatility
of constraint-based large neighborhood search for scheduling problems.’ The keynote
speeches and plenary sessions gained insight into new areas.

BDAS is focused on all aspects of databases. It is intended to have a broad scope,
including different kinds of data acquisition, processing, and storing, and this book
reflects fairly well the large span of research presented at BDAS 2015. This volume
consists of 53 carefully selected papers. The first three papers accompany the stunning
keynote talks. The remainder of the papers are assigned to eight thematic groups:

– Database architectures and performance
– Data integration, storage, and data warehousing
– Ontologies and Semantic Web
– Artificial intelligence, data mining, and knowledge discovery
– Image analysis and multimedia mining
– Spatial data analysis
– Database systems development
– Applications of database systems

The first group is related to various database architectures, query optimization, and
database performance. Papers gathered in this group discuss hot topics of query selec-
tivity estimation, testing performance of various database systems, NoSQL and data
consistency, temporal and probabilistic databases. The next group of papers concern
issues related to data integration, data storage, and data warehousing. The group con-
sists of seven papers presenting research devoted to the data mapping semantics while
sharing and exchanging data, novel data integration architectures, efficiency of storage
space configuration, new ETL concepts, and data warehouse modeling.

The third group consists of three papers devoted to ontologies and the Semantic
Web. These papers discuss problems of automatic approaches for building ontology
from relational data, data integration with ontology, and RDF graph partitioning. The
research devoted to artificial intelligence and data mining is presented in eight papers
gathered in the fourth group. These papers show a wide spectrum of applications of
various exploration methods, like decision rules, knowledge-based systems, clustering,
artificial immune systems and memetic algorithms, Dynamic Gaussian Bayesian Net-
work models, to solve many real problems.

The next group of papers is focused on image analysis and multimedia mining.
This group consists of six papers devoted to lossless compression of images, querying
multimedia databases, real-time object detection from depth images, analysis of facial
expressions, emotions, and medical images.

Some aspects of the spatial data collecting and processing are discussed in three
successive papers. The next three papers show various aspects of database systems
development. Finally, the last 10 papers present different usage of databases starting
from mining and metallurgical industries, through different fuel and energy consump-
tion related problems and ERP systems, ending with bioinformatics knowledgebase and
databases storing affect-annotated data and faces.
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We would like to thank all Program Committee members and additional review-
ers for their effort in reviewing the papers. Special thanks to Piotr Kuźniacki - builder
and for ten years administrator of our website www.bdas.pl. The conference organiza-
tion would not have been possible without the technical staff: Dorota Huget and Jacek
Pietraszuk.

We hope that the broad scope of topics related to databases covered in this proceed-
ings volume will help the reader to understand that databases have become an important
element of nearly every branch of computer science.

April 2015 Stanisław Kozielski
Dariusz Mrozek

Paweł Kasprowski
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Daniel Kostrzewa



Organization

BDAS 2015 was organized by Institute of Informatics, Silesian University of
Technology, Poland.

BDAS 2015 Program Committee

Honorary Member

Lotfi A. Zadeh University of California, Berkeley, USA

Chair

Stanisław Kozielski Silesian University of Technology, Poland

Members

Sansanee Auephanwiriyakul Chiang Mai University, Thailand
Werner Backes Sirrix AG Security Technologies, Bochum,

Germany
Susmit Bagchi Gyeongsang National University, South Korea
Patrick Bours Gjøvik University College, Norway
George D.C. Cavalcanti Universidade Federal de Pernambuco, Brazil
Po-Yuan Chen China Medical University, Taichung, Taiwan,

University of British Columbia, BC, Canada
Yixiang Chen East China Normal University, Shanghai
Tadeusz Czachórski IITiS, Polish Academy of Sciences, Poland
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Adam Świtoński Silesian University of Technology, Poland
Karin Verspoor University of Melbourne, Australia
Alicja Wakulicz-Deja University of Silesia in Katowice, Poland
Sylwester Warecki Intel Corporation, San Diego, California, USA
Tadeusz Wieczorek Silesian University of Technology, Poland
Konrad Wojciechowski Silesian University of Technology, Poland
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Abstract. As regard to the evolution of the concept of text and to
the continuous growth of textual information of multiple nature which is
available online, one of the important issues for linguists and information
analysts for building up assumptions and validating models is to exploit
efficient tools for textual analysis, able to adapt to large volumes of het-
erogeneous data, often changing and of distributed nature. We propose
in this communication to look at new statistical methods that fit into
this framework but that can also extent their application range to the
more general context of dynamic numerical data.

For that purpose, we have recently proposed an alternative metric
based on feature maximization. The principle of this metric is to define
a measure of compromise between generality and discrimination based
altogether on the properties of the data which are specific to each group of
a partition and on those which are shared between groups. One of the key
advantages of this method is that it is operational in an incremental mode
both on clustering (i.e. unsupervised classification) and on traditional
categorization. We have shown that it allowed to very efficiently solve
complex multidimensional problems related to unsupervised analysis of
textual or linguistic data, like topic tracking with data changing over time
or automatic classification in natural language processing (NLP) context.
It can also adapt to the traditional discriminant analysis, often exploited
in text mining, or to automatic text indexing or summarization, with
performance that are far superior to conventional methods. In a more
general way, this approach that freed from the exploitation of parameters
can be exploited as an accurate feature selection and data resampling
method in any numerical or non numerical context.

We will present the general principles of feature maximization and
we will especially return to its successful applications in the supervised
framework, comparing its performance with those of the state of the art
methods on reference databases.

Keywords: Classification · Feature selection · Resampling · Clustering ·
Big data
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1 Introduction

Since the 1990s, progress in computing, and in storage capacities, has allowed
the handling of extremely large volumes of data: it is not rare to deal with space
for the description of several thousand, or even tens of thousands, features. It
could be thought that the classification algorithms are more effective with a
large number of features, but the situation is not so simple. The first problem is
the increase in the calculation time. Additionally, the fact that a large number
of features are redundant, or irrelevant, for the classification task, considerably
disrupts the functioning of the classifiers. Furthermore, most training algorithms
use probabilities whose distributions may be difficult to estimate in the presence
of a very large number of features. The integration of a process of feature selection
in the frame of large dimension data classification has thus become a central
issue. In the literature, essentially three types of approach are proposed for
the selection of features: approaches directly incorporated into the classification
methods, known as “embedded”, methods based on techniques of optimization,
or “wrapper”, and approaches based on statistical tests, also named filter-based
methods. Thorough states-of-the art have been described by numerous authors,
such as Ladha et al. [21,3,13] ou [8]. Therefore, below we will simply give a brief
overview of the existing approaches.

“Embedded” approaches integrate the selection of features in the learning pro-
cess [5]. The most popular methods in this category are those based on SVM and
the methods founded on neural networks. For example, RFE-SVM (Recursive
Feature Elimination for Support Vector Machines) [14] is an integrated process,
where the selection of features is carried out in an iterative manner using an SVM
classifier and suppressing features that are the most distant from the decision
boundary.

For their part, the “wrapper” methods use a performance criterion to seek out
a pertinent sub-group of predictors [20]. Most often it is the error rate (but that
can be a prediction cost, or the area under the ROC curve). As an example, the
WrapperSubsetEval method begins with an empty set of features, and continues
until the addition of new features no longer improves performance. It uses cross-
validation to estimate learning for a given group of features [39]. Comparisons
between methods, such as that of Forman [10] clearly demonstrate that, without
taking their effectiveness into account, one of the principal drawbacks of these
two classes of methods is that they require long calculation times. This prohibits
their use in the case of strongly multidimensional data. In this context, a possible
alternative is to exploit filter-based methods.

Filter-based approaches are selection methods that are used upstream and
independently of the learning algorithm. Based on statistical tests, they require
less calculation time than do other approaches. Most classical examples of filter-
based methods are chi-squared method [21], mutual information-based methods,
like MIFS [16], information gain-based methods, like CBS [7], correlation-based
methods, like MODTREE [22], or, nearest-neighbour-based methods, like Relief
or ReliefF [19].
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As for all statistical tests, filter-based approaches are known to behave er-
ratically in the case of very low frequency features, which are common in text
classification [21]. In this article we show that, despite their diversity, all existing
approaches are inoperative, or even detrimental, in the case of extremely unsta-
ble, multidimensional and noisy data, with a high degree of similitude between
classes. As an alternative, we propose a new method of feature selection and
contrast, based on the recently developed feature maximization metric. Further-
more, we compare the performance of this method to that of classical techniques
in the context of help with patent validation. Then we extend the range of our
study to habitually used textual reference data. The rest of this manuscript is
structured as follows: section 2 presents our new approach for feature selection;
section 3 details the data used; section 4 compares the results for the different
data corpora of the classification with and without the use of the proposed ap-
proach; section 5 outlines the use of the method in unsupervised context; section
6 presents our conclusions and perspectives.

2 Feature Maximization for Feature Selection

Feature maximization (F-max) is an unbiased metric with whichto estimate the
quality of an unsupervised classification, which uses the properties (i.e. the fea-
tures) of data associated with each cluster without prior examination of the
cluster profiles [24]. Its principal advantage is that it is totally independent of
the classification method and of its operating mode. When it is used after learn-
ing, it can be exploited to establish global indices of clustering quality [26] or
for cluster labelling [28].

Consider a group of clusters C which results from a method of clustering
applied to a dataset D represented by a group of features F . The feature maxi-
mization metric favours clusters with a maximal feature F-measure. The feature
F-measure FFc(f) of a feature f associated with a cluster c c is defined as the
harmonic mean of the feature recall FRc(f) and of the feature precision FPc(f),
themselves defined as follows:

FRc(f) =
Σd∈c′W

f
d

Σc′∈CΣd∈c′W
f
d

FPc(f) =
Σd∈cW

f
d

Σf ′∈Fc,d∈cW
f ′
d

(1)

with

FFc(f) = 2

(
FRc(f)× FPc(f)

FRc(f) + FPc(f)

)
(2)

where W f
d represents the weight of the feature f for the data d and Fc represents

all the features present in the dataset associated with the cluster C.
Taking into account the basic definition of the feature maximization metric,

its use for the task of feature selection in the context of supervised learning
becomes a simple process. Therefore, this generic metric can be applied to data
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associated with a class, as well as those associated with a cluster. The selection
process can thus be defined as non-parametered, based on classes in which a class
feature is characterised using both its capacity to discriminate between classes
(FPc(f) index) and its ability to faithfully represent the class data (FRc(f)
index). The Sc set of features that are characteristic of a given class c belonging
to the group of classes C is translated by:

Sc =
{
f ∈ Fc | FFc(f) > FF (f) and FFc(f) > FFD

}
where (3)

FF (f) = Σc′∈C

FF c′(f)

|C/f | and FFD = Σf∈F
FF (f)

|F | (4)

where C/f represents the subset of C in which the f feature is represented.

Finally, the set of all selected features SC is the subset of F defined by:

SC = ∪c∈CSC . (5)

In other words, the features that are judged relevant for a given class are those
whose representations are better than average in this class, and better than the
average representation of all the features in terms of feature F-measure.

In the specific context of the process of feature maximization, an improvement
by contrast step can be exploited as a complement to the first step of selection.
The role of this is to adapt the description of each single data to the specific
characteristics of its associated class. This consists of modifying the data weight-
ing schema in a distinct way for each class, taking into account the information
gain supplied by feature F-measure of the features locally in this class.

The information gain is proportional to the relation between the F-measure
value of a feature in the FFc(f) class and the average F-measure value of this
feature for the whole partition. Given one single data and one single feature
describing this data, the resulting gain acts as a contrast factor that adjusts the
weight of this feature in the data profile, optionally taking into account its prior
establishment. For a feature f belonging to the group of selected features Sc

from a class C, the gain Gc(f) is expressed as:

Gc(f) = (FFc(f)/FF (f))k (6)

where k is a magnification factor that can be optimized according to the resulting
accuracy.

The active features of a class are those for which the information gain is higher
than 1. Given that the proposed method is one of selection and of contrast based
on the classes, the average number of active features per class is comparable to
the total number of features selected in the case of habitual selection methods.
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3 Validating the Approach on Real-World Data

One of the goals of the QUAERO project is to use bibliographic information
to help experts to judge patent precedence. Thus, initially it was necessary to
prove that it is possible to associate such information with the patent classes
in a pertinent manner; or in other words, to classify it correctly within these
classes. Main experimental data source comprised 6387 patents from the phar-
macological domain in an XML format, grouped into 15 sub-classes of the A61K
class (medical preparation). The bibliographic references in the patents were
extracted from the Medline database1. 25887 citations were extracted from the
6387 patents. Interrogation of the Medline database with the extracted citations
allowed bibliographic notices of 7501 references to be recovered. Each notice was
then labelled with the first classment code of the citing patent [15]. Each notice’s
abstract was treated and transformed into a bag of words [36] using the TreeTag-
ger tool [37]. To reduce the noise generated by this tool, a frequency threshold of
45 (i.e. an average threshold of 3 per class) was applied to the extracted descrip-
tors. The result was a description space limited to the 1804 dimension. A last
TF-IDF weighting step was applied [36]. The series of labelled notices, which
were thus pre-treated, represented the final corpus on which training was car-
ried out. This last corpus was highly unbalanced. The smallest class (A61K41)
contained 22 articles, whereas the largest contained 2500 (A61K31 class). The
inter-class similarity was calculated using a cosine correlation. This indicated
that more than 70% of pairs of classes had a similarity of between 0.5 and 0.9.
Thus, the ability of a classification model to precisely detect the correct class is
strongly reduced. A solution commonly used to contend with an imbalance in
classes’ data is sub-sampling of the larger classes [12] and/or over-sampling of
the smaller ones [6]. However, re-sampling, which introduced redundancy into
the data, does not improve the performance of this dataset, as was shown by
Hajlaoui et al. (2012). Therefore, we have proposed an alternative solution de-
tailed below, namely to edit out the features that are judged irrelevant and to
contrast those considered reliable [25].

As a complement, 4 other well-known reference text datasets have been ex-
ploited for validation of the method:

– The R8 and R52 corpora were obtained by Cardoso Cachopo2 from the R10
and R90 datasets, which are derived from the Reuters 21578 collection3.
The aim of these adjustments was to only retain data that had a single
label. Considering only monothematic documents and classes that still had
at least one example of training and one of test, R8 is a reduction of the R10
corpus (the 10 most frequent classes) to 8 classes and R52 is a reduction of
the R90 corpus (90 classes) to 52 classes.

– The Amazontm corpus (AMZ) is a UCI dataset [2] derived from the rec-
ommendations of clients of the Amazon web site that are usable for author

1 http://www.ncbi.nlm.nih.gov/pubmed/
2 http://web.ist.utl.pt/∼acardoso/datasets/
3 http://www.research.att.com/∼lewis/reuters21578.html

http://www.ncbi.nlm.nih.gov/pubmed/
http://web.ist.utl.pt/~acardoso/datasets/
http://www.research.att.com/~lewis/reuters21578.html
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identification. To evaluate the robustness of the classification algorithms with
respect to a large number of target classes, 50 of the most active users who
have frequently posted comments in these newsgroups were identified. Thirty
messages were collected for each of them. Each message included the authors’
linguistic style, such as the use of figures, punctuation, frequent words and
sentences.

– The 20Newsgroups dataset [19] is a collection of approximately 20,000 docu-
ments (almost) uniformly distributed among 20 different discussion groups.
We consider two “bag of words” versions of this dataset in our experiments.
In the (20N - AT) version, all words are preserved and non-alphabetic charac-
ters are converted into spaces. It resulted in a 11153 words description space.
The (20N - ST) version is obtained after a additionnal step of stemming.The
words of less than 2 characters, as well as stopwords (S24 SMART list [36]),
are eliminated. The stemming is performed using Porter’s algorithm [33].
The description space is thus reduced to 5473 words.

– The WebKB dataset (WKB) contains 8282 pages collected from the depart-
ments of computer science of various universities in January 1997 by the
World WideKnowledge Base, a project of the CMU text learning group4

(Carnegie Mellon University, Pittsburgh). The pages have been manually di-
vided into 7 classes: student, faculty, department, course, personal, project,
other. We operate on the Cardoso Cachopo’s reduced version in which classes
“department” and “staff” were rejected due to their low number of pages,
and the class “other” has been deleted. Cleaning and stemming methods
used for the 20Newsgroups dataset are then applied on the reduced dataset.
It resulted in a 4158 items dataset described by a 1805 words description
space.

4 Experiments and Results

4.1 Experiments

To carry out our experiments, we first took into consideration different classifica-
tion algorithms that are implemented in the Weka tool box5: decision trees (J48)
[35], random forests (RF)[4], KNN [1], habitual Bayesian algorithms, i.e. the
Multinomial Nave Bayes (MNB) and Bayesian Network (BN), and finally, the
SMO-SVM algorithm (SMO) [32]. The default parameters were used during
the implementation of these algorithms, apart from KNN for which the num-
ber of neighbours was optimized based on the resulting precision. Secondly, we
placed the accent more particularly on tests of the efficacy of feature selection
approaches, including our new proposition (FMC). In our test, we included a
panel of filter-based approaches applicable on large dimension data, using once
again the Weka platform. The methods tested include: chi-squared [21], informa-
tion gain [16], CBF [7], symmetric incertitude [40], ReliefF [19] (RLF), Principal

4 http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
5 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/
http://www.cs.waikato.ac.nz/ml/weka/
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Component Analysis [31] (PCA). Default parameters were used for most of these
methods except for PCA, where the explained variance percentage is tuned with
respect to the resulting accuracy. Initially we tested the methods separately. In a
second phase, we combined the feature selection supplied by the different meth-
ods with the F-max contrast method that we have proposed (eq. 6). We used a
10-fold cross-validation in all our experiments.

4.2 Results

The different results are presented in tables 1 to 8. They are based on measure-
ments of standard performance (level of true positives [TP] or recall [R], level
of false positives [FP], Precision [P], F-measure [F] and ROC) weighted by class
size, then averaged for all the classes. For each table and each combination of
selection and classification methods, an indicator of performance gain/loss (TP
Incr) is calculated using the TP of SMO level on original data as a reference. Fi-
nally, as the results for chi-squared, information gain and symmetric incertitude

Table 1. Classification results on initial data

TP(R) FP P F ROC TP Incr

J48 0.42 0.16 0.40 0.40 0.63 -23%

RandomForest 0.45 0.23 0.46 0.38 0.72 -17%

SMO 0.54 0.14 0.53 0.52 0.80 0% (Ref)

BN 0.48 0.14 0.47 0.47 0.78 -10%

MNB 0.53 0.18 0.54 0.47 0.85 -2%

KNN (k=3) 0.53 0.16 0.53 0.51 0.77 -2%

Table 2. Results of classification after the selection of features (BN classifier)

TP(R) FP P F ROC Nbr. var. TP Incr

CHI+ 0.52 0.17 0.51 0.47 0.80 282 -4%

CBF 0.47 0.21 0.44 0.41 0.75 37 -13%

PCA (50% vr.) 0.47 0.18 0.47 0.44 0.77 483 -13%

RLF 0.52 0.16 0.53 0.48 0.81 937 -4%

FMC 0.99 0.003 0.99 0.99 1 262/cl +90%

Table 3. Results of classification after the selection of FMC features

TP(R) FP P F ROC TP Incr

J48 0.80 0.05 0.79 0.79 0.92 +48%

RandomForest 0.76 0.09 0.79 0.73 0.96 +40%

SMO 0.92 0.03 0.92 0.91 0.98 +70%

BN 0.99 0.003 0.99 0.99 1 +90%

MNB 0.92 0.03 0.92 0.92 0.99 +71%

KNN (k=3) 0.66 0.14 0.71 0.63 0.85 +22%
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were identical, they only figure once in the tables, as results of the chi-squared
type (and are noted CHI+).

For our main patent collection, table 1 shows that the performances of all
classification methods are weak for the dataset considered, provided no feature
selection process is carried out. In this context, this table also confirms the
superiority of the SMO, KNN and Bayesian methods compared to the other
two methods, based on decision trees. Additionally, SMO gave the best global
performance in terms of discrimination, as demonstrated by its highest ROC
value. However, this method is clearly not usable in an operational context of
patent evaluation such as QUAERO, because of the major confusion between
classes. This shows its intrinsic inability to cope with the attraction effect of the
largest classes. Each time that a standard feature selection method is applied in
our context, in association with the best classification methods, its use alters the
quality of the results slightly, as indicated in table 2. Table 2 also underlines the
fact that the reduction in the number of feature by the FMC method is similar
to CHI+ (in terms of active features; see section 2 for more details), but that
its use stimulates the performances of classification methods, particularly those
of Bayesian methods (table 3), leading to impressive classification results in the
context of highly complex classification: 0.987 accuracy i.e. only 94 misclassed
data with the BN method, amongst a total of 7252.

The results presented in table 4 illustrate more precisely the efficiency of the
F-max contrast method that acts on data description (eq. 6). In experiments re-
lating to this table, the contrast is applied individually to the features extracted
by each selection method, and in a second step a BN classifier is applied to
the resulting contrasted data. The results show that, irrespective of the type of
method used for feature selection, the performances of the resulting classification
are re-enforced each time that the F-max contrast is applied downstream of the
selection. The average performance increase is 44%. Finally, table 5 illustrates
the ability of the FMC approach to efficiently confront the problems of imbal-
ance and class similitude. The examination of TP level variations (especially in
the small classes) seen in this Table shows that the attraction effect of data from
the largest classes, produced at a high level in the case of the use of original
data, is practically systematically overcome each time the FMC approach is ex-
ploited. The ability of this approach to correct class imbalance is equally clearly
demonstrated by the homogeneous distribution of active features in the different
classes, despite the extremely heterogeneous class size.

Table 4. Results of classification with different feature selection methods, and F-max
contrast (BN classifier)

TP(R) FP P F ROC Nbr. var. TP Incr

CHI+ 0.79 0.08 0.82 0.78 0.98 282 +46%

CBF 0.63 0.15 0.69 0.59 0.90 37 +16%

PCA (50% vr.) 0.71 0.11 0.73 0.67 0.53 483 +31%

RLF 0.79 0.08 0.81 0.78 0.98 937 +46%

FMC 0.99 0.003 0.99 0.99 1 262/cl +90%
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Fig. 1. Confusion matrix of the optimal results before and after feature selection on
PAT-QUAERO dataset (SMO classification)

Table 5. Characteristics/class before and after FMC selection (BN classifier)

Class Label Size Feat. Select. % TP FMC % TP before

a61k31 2533 223 1 0.79

a61k33 60 276 0.95 0.02

a61k35 459 262 0.99 0.31

a61k36 212 278 0.95 0.23

a61k38 1110 237 1 0.44

a61k39 1141 240 0.99 0.65

a61k41 22 225 0.24 0

a61k45 304 275 0.98 0.09

a61k47 304 278 0.99 0.21

a61k48 140 265 0.98 0.12

a61k49 90 302 0.93 0.26

a61k51 78 251 0.98 0.26

a61k6 47 270 0.82 0.04

a61k8 87 292 0.98 0.02

a61k9 759 250 1 0.45

The summary of the results of the four complementary datasets is presented
in tables 6 to 8. These tables highlight the fact that the FMC method can very
significantly improve the performance of the classifiers in different types of cases.
As in the context of our previous experience (patents), the best performances
are obtained with the use of the FMC method in combination with the MNB
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Table 6. List of high contrast features (lemmes) for the 8 classes of the REUTERS8
corpus

Trade Grain Ship Acq

6.35 tariff 5.60 agricultur 6.59 ship 5.11 common
5.49 trade 5.44 farmer 6.51 strike 4.97 complet
5.04 practic 5.33 winter 6.41 worker 4.83 file
4.86 impos 5.15 certif 5.79 handl 4.65 subject
4.78 sanction 4.99 land 5.16 flag 4.61 tender

Learn Money-fx Interest Crude

7.57 net 6.13 currenc 5.95 rate 6.99 oil
7.24 loss 5.55 dollar 5.85 prime 5.20 ceil
6.78 profit 5.52 germani 5.12 point 4.94 post
6.19 prior 5.49 shortag 5.10 percentag 4.86 quota
5.97 split 5.16 stabil 4.95 surpris 4.83 crude

Table 7. Results of classifications after FMC feature selection (MNB/BN classifier)

TP (R) FP P F ROC TP Incr.

- 0.937 0.02 0.942 0.938 0.984
Reuters8 (R8) FMC 0.998 0.001 0.998 0.998 1 +6%

- 0.91 0.01 0.909 0.903 0.985
Reuters52 (R52) FMC 0.99 0.001 0.99 0.99 0.999 +10%

- 0.748 0.05 0.782 0.748 0.981
Amazon FMC 0.998 0.001 0.998 0.998 1 +33%

- 0.882 0.006 0.884 0.881 0.988
20NewsGroup-AT (all terms) FMC 0.992 0 0.992 0.1 1 +13%

- 0.865 0.007 0.866 0.864 0.987
20NewsGroup-ST (stemmed) FMC 0.991 0.001 0.991 1 1 +15%

- 0.842 0.068 0.841 0.841 0.946
WebKB FMC 0.996 0.002 0.996 0.996 0.996 +18%

Table 8. Dataset information an complementary results after FMC feature selection
(5 reference datasets and MNB or BN classification)

R8 R52 AMZ 20N-AT 20N-ST WKB

Nb. class 8 52 50 20 20 4

Nb. data 7674 9100 1500 18820 18820 4158

Nb. feat. 3497 7369 10000 11153 5473 1805

Nb. sel. feat. 1186 2617 3318 3768 4372 725

Act. feat./class (av.) 268.5 156.05 761.32 616.15 525.95 261

Magnification factor 4 2 1 4 4 4

Misclassed (Std) 373 816 378 2230 2544 660

Misclassed (FMC) 19 91 3 157 184 17

Comp. time (s) 1 3 1.6 10.2 4.6 0.8
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C1- 7(7) [315(315)]
----------

Prevalent Label --- = Cause-Experiencer

0.273245 G-Cause-Experiencer
0.173498 C-SUJ:Ssub,OBJ:NP
0.138411 C-SUJ:NP,DEOBJ:PP
0.091732 C-SUJ:NP,DEOBJ:PP,DUMMY:REFL
. . .
**********
**********
0.013839 T-Asset
0.013200 C-SUJ:NP,DEOBJ:Ssub,POBJ:PP
0.009319 C-SUJ:Ssub,OBJ:NP,POBJ:PP
. . .
[flatter 0.907200 3(1)] [charmer 0.889490 3(0)] [ex-
ulter 0.889490 3(0)] [**frissonner 0.889490 3(0)]
[mortifier 0.889490 3(0)] [époustoufler 0.889490
3(0)] [pâtir 0.889490 3(0)] [ravir 0.889490 3(0)]
[**trembler 0.889490 3(0)] [**trembloter 0.889490
3(0)] [décourager 0.872350 2(2)]. . .

Fig. 2. Sample output for a French verb cluster produced with the IGNGF cluster-
ing method. The exploited features represent either verb subcategorization frames or
semantic labels.

and BN Bayesian classifiers. Table 7 presents the comparative results of such a
combination. It demonstrates that the FMC method is particularly effective in
increasing the performance of the classifiers when the complexity of the classi-
fication task becomes higher because of an increasing number of classes (AMZ
corpus). Table 8 supplies general information about the data and the behaviour
of the FMC selection method. They illustrate the significant reduction in the
classification complexity obtained with FMC because of the drop in the number
of features to manage, as well as the concomitant decrease of badly classed data.
It also stresses the calculation time, which is highly curbed for this method (the
calculation is carried out on Linux using a laptop computer equipped with an
Intel R© Pentium R© B970 2.3Ghz processor and 8Go of memory).

For these datasets, similar remarks to those mentioned for the patent dataset
can be made on the subject of the low efficiency of common feature selection
methods and the re-sampling methods. Table 8 also shows that the value of the
contrast magnification factor utilised to obtain the best performances can vary
throughout the experiments (from 1 to 4 in this last context). However, it can
be observed that by taking a fixed value for this factor, for example the highest
(here 4), the results are not down-graded. This choice thus represents a good
alternative to confront the problem of configuration.

The 5 most contrasted feature (lemmes) of the 8 classes issued from the
Reuter8 corpus are shown in table 6. The fact that the main lines of the themes
covered by the classes can be clearly demonstrated in this way illustrates the
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Table 9. Classification results on UCI Wine dataset

TP FP P F ROC TP
R Incr

J48 0.94 0.04 0.94 0.94 0.95 0% (Ref)

BN + FMC 1 0 1 1 1 +6%

Fig. 3. WINE dataset: “Proline-Color intensity” decision plan generated by J48 -
Proline is on Y axis on this and next figures

Fig. 4. WINE dataset: “Proline-Magnesium” decision plan generated by FMC (before
data contrasting)
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Fig. 5. WINE dataset: “Proline-Magnesium” decision plan generated by FMC (after
data contrasting with a magnification factor k=1)

Fig. 6. WINE dataset: “Proline-Magnesium” decision plan generated by FMC (after
data contrasting with a magnification factor k=4)

topic extraction capacities by the FMC method. Finally, the acquisition of very
good performances by combining the FMC feature selection and constrast with
a classification method such as MNB is a real advantage for large-scale usage,
given that the MNB method has incremental abilities and that the two methods
have low calculation times.

Complementary results obtained with the numerical UCI Wine dataset inter-
estingly show that, with the help of FMC, NB/BN methods are able to exploit
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only two features (among 13) for classification as a decision tree classifier like
J48 (i.e. C4.5 [27]) would do on standard data. The difference is that a perfect
result is obtained with NB/BN and FMC whereas it is not the case with J48
(table 9). Some explanations are provided by looking up at the distribution of
the class samples on the alternative decision plans of the two methods. In the
“Proline-Color intensity” decision plan exploited by J48, the different classes
are not clearly discriminable (Fig. 3). On its own side, the FMC method “ap-
parently” generates an even more complex “Proline-Magnesium” decision plan,
if contrast is not considered (Fig. 4). However, as shown in Fig. 5- 6, with the
combined effect of contrast and magnification factor (4) on data features, the dif-
ferent classes become very clearly discriminable on that decision plan, especially
when the magnification factor is increased sufficiently (Fig. 6).

5 Feature Maximization for Clustering

Like other neural free topology learning methods such as Neural Gas (NG) [30],
Growing Neural Gas (GNG) [11], or Incremental Growing Neural Gas (IGNG)
[34], the IGNGF method makes use of Hebbian learning [17] for dynamically
structuring the learning space. Hebbian learning is inspired by a theory from
neurosciences which explains how neurons connect to build neural networks.
Whereas for NG the number of output prototypes is fixed, GNG adapts this
number during the learning phase, guided by the characteristics of the data
to be classified. Prototypes and connections between them can be created or
removed depending on evolving characteristics of learning (as for example the
“age” or “maturity” of connections and the cumulated error rate of each proto-
type). A drawback of this approach is that prototypes are created or removed
after a fixed number of iterations yielding results which might not appropriately
represent complex or sparse multidimensional data. With the IGNG clustering
method this issue is addressed by allowing more flexibility when creating new
prototypes: a prototype is added whenever the distance of a new data point to an
existing prototype is above a predefined global threshold, the average distance
of all the data points to the centre of the data set. The learning process thus
becomes incremental: each incoming data point is considered as a potential pro-
totype. For all the above-mentioned methods, at each iteration over all the data
points, a data point is connected with the “closest” prototypes and at the same
time interacts with the existing model by strengthening the connections between
these “closest” prototypes and weakening those to other, less related prototypes.
Because of these dynamically changing interactions between prototypes, these
methods are “winner take most” methods in contrast to K-means (for example),
which represents a “winner-take-all” method. The notion of “closeness” is based
on a distance function computed from the features associated to the data points.

IGNGF uses the Hebbian learning process as IGNG, but the use of a standard
distance measure as adopted in IGNG for determining the “closest” prototype
is replaced in IGNGF by feature maximization.
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With feature maximization, the clustering process is roughly the following.
During learning, an incoming data point x is temporary added to every existing
cluster, its feature profile constituted by its maximal features and its average
feature F-measure are computed. Then the winning prototype is the prototype
whose associated cluster maximises the κ criterion given in Equation (7),

κ(c) = Δ(FFc) ∗ |Fc ∩ Fx| − ‖pc, x‖
weight

(7)

where Δ(FFc) represents the gain in feature F-measure for the new cluster,
|Fc ∩ Fx| represents the number of features shared by cluster c and the data
point x and pc is the codebook vector of the prototype associated to cluster c.
This way, those clusters are preferred which share more features with the new
data point and clusters which don’t have any common feature with the data
point are ignored. The gain in feature F-measure multiplied by the number of
shared features is adjusted by the euclidean distance of the new data point x
to the cluster’s prototype codebook vector pc. Thus, the smaller the euclidean
distance to the cluster’s prototype, less the κ value decreases. The influence
of the euclidean distance can be parametrised with a weight factor (

√
2 for

usual application). Clusters with negative κ score are ignored. The data point
is then added to the cluster c with maximal κ(c) and the connections between
its associated prototype and the neighbour prototypes are updated. If κ value is
negative for all clusters, a new prototype is created and an associated cluster is
formed with the currently considered data point.

The IGNGF method was shown to outperform other usual neural and non
neural methods for clustering tasks on sparse and/or highly multidimensionnal
and/or noisy data [27]. Moreover, it can be fruitfully combined with unsuper-
vised Bayesian reasoning for setting up the first parameter-free method capable
of automatically tracking research topics evolving over time in a realistic multi-
dimensionnal context [23]. It was also recently shown to outperform supervised
classification methods in the context of websites classification task thanks to its
capacity to highlight ”latent classes” not initially planed by the analyst [29].

Another main advantage of the method is that maximized features used by
IGNGF during learning can also be exploited in a final step for accurately la-
beling the resulting clusters. An example of such results is given in the case
of French verb clustering [9,18]. In this specific context, the IGNGF clustering
method does not only provides accurate verb clusters, outperforming state-of-
the-art methods of the domain, like spectral clustering [38]. As a complementary
result, it associates each verb cluster c with a profile containing syntactic and
semantic features characteristic of that cluster. Features are displayed in de-
creasing order of feature F-measure given by Equation (2) and features whose
feature F-measure is under the average feature F-measure of the overall clus-
tering are clearly separated from others. In the sample cluster shown in Fig. 2
these are listed above the two star lines. In addition, for each verb in a cluster,
a confidence score can be easily computed [9].
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6 Conclusion

Our main aim was to develop an efficient method of feature selection and con-
trast, which would allow routine problems linked to the supervised classification
of large volumes of textual data to be overcome. These problems are linked to
class imbalance, with a high degree of similarity between them, as they house
highly multidimensional and noisy data. To achieve our aim, we adapted a re-
cently developed metric in the unsupervised framework to the context of super-
vised classification. By means of different experiments on large textual datasets,
we illustrated numerous advantages of our approach, including its effectiveness to
improve the performance of classifiers in such a context. Notably, this approach
places the accent on the most flexible classifiers, and the least demanding in
terms of calculation times, such as the Bayesian classifiers. Another advantage
of this method is that it concerns an approach without parameters that depends
on a simple feature extraction schema. The method can thus be used in numer-
ous contexts, such as those of incremental or semi-supervised learning, and more
generally, in large scale digital learning.
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Abstract. Existing standards for crisp description logics facilitate in-
formation exchange between systems that reason with crisp ontologies.
Applications with probabilistic or possibilistic extensions of ontologies
and reasoners promise to capture more information, because they can
deal with more uncertainties or vagueness of information. However, since
there are no standards for either extension, information exchange be-
tween such applications is not generic. Fuzzy-syllogistic reasoning with
the fuzzy-syllogistic system 4S provides 2048 possible fuzzy inference
schema for every possible triple concept relationship of an ontology. Since
the inference schema are the result of all possible set-theoretic relation-
ships between three sets with three out of 8 possible fuzzy-quantifiers,
the whole set of 2048 possible fuzzy inferences can be used as one generic
fuzzy reasoner for quantified ontologies. In that sense, a fuzzy syllogistic
reasoner can be employed as a generic reasoner that combines possibilis-
tic inferencing with probabilistic ontologies, thus facilitating knowledge
exchange between ontology applications of different domains as well as
information fusion over them.

Keywords: Relational data · Ontology learning · Syllogistic reasoning ·
Fuzzy logic

1 Introduction

Relational modelling facilitates maintaining data consistency, whereas ontolog-
ical modelling facilitates logical reasoning with the data [30]. Since most data
of every enterprise is usually maintain in relational models, there is increasing
demand for automating reasoning with the relational data, in order to further
utilise the information systems as decision support systems (Fig. 1). The objec-
tive of this paper is to review state-of-the-art in ontology learning and reasoning
and to suggest a common possibilistic reasoner for probabilistic and quantified
ontologies.

A variety of approaches for ontology learning have been proposed, ranging
from unstructured data, like internet text search results, over semi structured
data, like partially normalised data, to structured ones, like object-oriented data
[29,51] or normalised relational data [37,20]. Here we will focus on relational data
only.
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22 B.İ. Kumova

In most approaches, first an ontology is generated manually for a given re-
lational data schema, thereafter the ontology is used in conjunction with the
relational schema for reasoning with the data [18].

Ones an ontology is available for a particular relational data schema, an ap-
propriate ontology reasoner can be chosen, which will then enable reasoning over
the relational data, via the ontology. While an ontology is usually stored sepa-
rately in a file or database, a reasoner is part of the semantic web application.

It is widely accepted that uncertainties of a domain that find reflections in the
relational data, can be represented with related probabilities within ontologies.

Reasoners for probabilistic ontologies are mostly based on Bayesian networks.
If data about such probabilities is unavailable, fuzzy ontologies [42,8,5] or pos-
sibilistic1 ontologies [34] and reasoners may be preferred instead for processing
vague information [28].

Fig. 1. Utilising relational data sources in the semantic web

The lack of standards for ontologies with probabilist or possibilistic extensions,
prevent from efficient knowledge exchange between semantic web applications
(Fig. 1) that have such extensions.

Here we propose the fuzzy-syllogistic (FS) reasoning system as a common
logic for ontology reasoning. The 2048 syllogistic moods of the system cover any
possible inference for any transitive concept relationship of the ontology [49].
Every such syllogistic inference has a fixed truth ratio [23], which can however
change relative to the cardinalities of the probabilistic samples that make up
the concepts and their relationships within the probabilistic ontology. A sam-
ple design for FS reasoning with an ontologies that was learned from text was
presented elsewhere [49].

1 In this work we will use the term “possibilistic” as a generic term that includes
possibilistic logics as well as fuzzy logic, since fuzzy-syllogistic systems cover both.
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Reasoning with fuzzy quantifiers or intermediate quantifiers is referred to
as approximate reasoning [47]. Fuzzy syllogism refers to individual syllogistic
moods that have fuzzy quantifiers [48]. Whereas fuzzy syllogistic system refers
to the whole set of all 256 syllogistic moods, along with the truth ratio of
every individual mood [24], where moods may have classical quantifiers or fuzzy
quantifiers [22].

The paper is organised as follows. First the literature on ontology learning and
reasoning with probabilistic and possibilistic approaches is reviewed, thereafter
FS reasoning for ontology learning and reasoning is proposed as common reasoner
for quantified ontologies with probabilist and possibilistic extensions.

2 Ontology Learning and Reasoning

Before we review approaches for learning ontologies, particularly database on-
tologies and approaches for reasoning with them, we briefly explain ontolo-
gies, database ontologies and how database ontologies can be compiled from
databases.

2.1 Ontologies

An ontology is an object-oriented conceptualisation of a particular domain, such
that it allows for logical reasoning about the domain. It is used to specify and
share a domain in a common language. Ontologies are always attached with
uncertainties, whether they emerge from probabilistic data or are created from
possibilistic knowledge, but such extensions are not always reflected on the on-
tology.

An ontology consists of the following primitives [29]:

– Domain objects: Classes and instances.
– Object attributes: Aspects, properties, features, characteristics, parameters.
– Object relationships: Qualitative or quantitative relations between attributes.
– Processes & events involving objects: Functionalities modifying attribute

values.
– Logic: Rules for valid reasoning information from attribute values.
– Uncertainties: Probabilities attached to anyone of the above primitives.
– Vagueness: Possibilities attached to anyone of the above primitives.

An ontology usually does not store or reference samples for any of its prim-
itives, but could be extended with such a capability. Such an extension for
database ontologies [27] is discussed below.

Database Ontologies
The relational database model is a derivation from first-order predicate logic [12].
However, there are no reasoners available for databases. Since ontologies are also
based on first-order predicate logic, the primitives of the different models can be
transformed into each other, based on common logical concepts. For instance,
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valid column values of a database table can be specified with predicate-logical
quantifiers, which is analogous to valid values of an attribute of an ontology class
(table 1).

Table 1. Mapping between relational data concepts and ontological concepts

Relational Ontological

Entity Table Class

Relation Table Class Relationship

1-n Relationship+ Superclass-Subclass Relationship

n-n Relationship+ Multiple Superclass-Subclass Relationships

View Process

Foreign Key Attribute

Primary Key Relational Instance

Attribute Attribute

Attribute Value Attribute Value

Row Class Instance

Not Null; Unique Cardinality Constraints
+Possible class-instance relationships instead of class hierarchy

2.2 Compiling Database Ontologies

Formal transformations between the models are one way for generating database
ontologies.

Transformations could be performed principally bidirectional, if formal def-
initions for mapping the elements between the two models [26] are available.
Whereby the time complexity of such mapping algorithms is usually linear [26].
However, since most solutions transform unidirectional, from database to ontol-
ogy, we prefer the term compiling.

Two major approaches are distinguished for compiling an ontology from a
database, reverse engineering and schema transformation. The former trans-
form relational schema into ontological schema [18,44,21,1,26], whereas the latter
transform entity-relationship (ER) schema into ontology schema [45,15,32]. The
latter has the advantage that the generated ontology can be used for performing
relational database operations via the ontology [27]. Even transformations of
fuzzy extended ER into fuzzy ontologies are proposed [50].

In such systems the ontology can be used for strategic decisions using the data
concept relationships, while the database is used for retrieving sample data that
supports these decisions [38]. Ontological decision making is discussed below
under reasoning with ontologies.

2.3 Learning Database Ontologies

Learning an ontology is achieved by conceptualising objects of the applica-
tion domain, their attributes and relationships. This can be accomplished with
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probabilistic approaches that can identify regularities in the data. Therefore,
probabilistic ontologies are the result of logical evaluations of domain statistics.

There are various approaches for learning database ontologies [20]. We will
focus on approaches that work at least partially automated on the database and
that learn either crisp, probabilistic or possibilistic database ontologies (table 2).

Table 2. Tools for ontology learning from relational models

Ontology Learning Source Data Model Ontology Logic

RDBToOnto [10] ER$ Schema & Relational Schema Crisp

MASTRO [14] ER Schema Crisp

PROGNOS [13] Relational Schema Probabilistic

SoftFacts [43] Relational Schema Fuzzy

$ER: Entity-Relationship

Some approaches do not generate an ontology, but aim at learning probabilis-
tic models from large relational data [17]. Popular probabilistic approaches are
mostly based on Bayesian updating and inferencing, like Multi-Entity Bayesian
Networks (MEBN) [25], for learning from relational data [33].

Data mining is rich on techniques for learning regularity of a data set that
may be structured or unstructured. Some of these techniques have been adapted
to learning database ontologies too. RTAXON is such a learning technique that
transforms statistically identified relational data into ontological relationships
[11]. It takes both as input, the relational schema and the entity-relationship
schema, and can discover data relations not specified in either schema, but found
in the data [10].

Interesting is further a data mining example for learning fuzzy ontologies
from unstructured data of a hyper-media database that can learn time-varying
dynamics of the domain. The adaptive ontology is used in return, to adapt
querying the dynamically changing database [7].

2.4 Reasoning with Ontologies

Formal systems have the disadvantage of having no learning capability. However
they have the advantage that they can be axiomatised and formally checked
for consistency, satisfiability, subsumption or redundancy. Such formal methods
have to be part of any reasoner [28]. Any ontology, whether specified, compiled
or learned, needs to be validated formally, in order to be acceptable as common
knowledge.

Inferencing is rule execution in propositional logic. An inference engine is an
implementation of the logic, with the objective to execute rules of the knowl-
edge base according to given inference rules, ie resolving rules in forward or
backward chaining. The engine may additionally use utility functions, like the
Rete algorithm [16], for improving efficiency of rule searching (Fig. 2).
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Fig. 2. Probabilistic/possibilistic extensions of logics used in ontology reasoners

Description Logic Reasoners
Most description logic reasoners use existing inference engines and utilise further
techniques, such as decision tree, tableau algorithm or subsumption hierarchy,
for handling specifics of description-logical (table 3).

Ontology Reasoners
An ontology reasoner is an implementation of a description logic reasoner for
a particular domain ontology. Both reasoners may be extended separately with
probabilistic or possibilistic information (Fig. 2).

For instance, the fuzzy ontology reasoner HyFOM extends the Fuzzy DL fur-
ther with Mamdani inferencing [46]. Likewise SoftFacts extends Pellet and Fuzzy
DL further with fuzzy database query features [43] (table 3).

Table 3. Ontology reasoners and underlying logics

Ontology Reasoner Ontology Logic Reasoning Logic# DL Reasoner

MASTRO [14] Crisp – Presto [36]

MEBN [25] Probabilistic Bayesian MEBN

BUNDLE [35] Probabilistic Probabilistic Pellet+ [39]

HermiT [31] Fuzzy Hyper-Tableau [31] HermiT [31]

FIRE [41] Fuzzy – Fuzzy DL [40]

FuzzyDL [3] Fuzzy Fuzzy Rough Sets;
Fuzzy; �Lukasiewicz [5]

Pellet

DeLorean [2] Fuzzy Zadeh, Gödel Fuzzy Operators Pellet

HyFOM [46] Fuzzy Mamdani Fuzzy DL

SoftFacts [43] Fuzzy DB Fuzzy Pellet

KAON [34] Possibilistic Possibilistic Possibilistic
#Ontology reasoners extended DL reasoners to a specific reasoning logic
+Pellet implements tableau reasoning
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3 Applications

Some of the above discussed ontology learning and reasoning approaches have
been implemented as plug-in extensions for ontology development tools, such as
Protégé [19] or KAON [34]. Fuzzy Protg is such a sample plug-in [19].

It turns out that only a few applications can learn database ontologies and
reason with them probabilistically or possibilistically (table 4). We require these
capabilities for our further extension of such systems with FS reasoning.

Table 4. Sample applications that use uncertain ontology learning or reasoning

Application Originality Ontology
Learning Tool Reasoning Tool

PROGNOS [13] Knowledge Fusion MEBN [25] MEBN [25]

UnBBayes [9] Knowledge Fusion MEBN [25] MEBN [25]

FEER2FOnto [50] Semantics-Preserving Probabilistic DeLorean [2]

Multi-Entity Bayesian Networks (MEBN) [25] extends first-order proposi-
tional ontologies with probabilistic information and infers within Bayesian net-
works of those probability distributions. Whereby the probability distributions
are learned again Bayesian. Thus applications that use MEBN can learn and rea-
son probabilistically. PROGNOS [13] and UnBBayes [9] use MEBN for knowl-
edge fusion over relational databases.

FEER2FOnto [50] is interesting in that it combines probabilist learning and
fuzzy reasoning with the reasoner DeLorean [2].

4 Fuzzy-Syllogistic Reasoning

Fuzzy-syllogistic (FS) reasoning is based on a fuzzy-logical extension of the syl-
logistic system that consists of all possible combinations of the well known cate-
gorical syllogisms. We interpret the system as one complex approximate reasoner
that consists of all possible fuzzy-inferences for any given triple concept of an
ontology. Here we introduce the fuzzy-syllogistic system 4S that consists of four
affirmative and four negative quantifiers.

4.1 Fuzzy-Syllogistic System

A categorical syllogism Ψ1Ψ2Ψ3F is an inference schema that concludes a quan-
tified proposition Φ3 = SΨ3P from the transitive relationship of two given quan-
tified proportions Φ1 = {MΨ1P, PΨ1M} and Φ2 = {SΨ2M,MΨ2S}:

Ψ1Ψ2Ψ3F = (Φ1 = MΨ1P, PΨ1M,Φ2 = SΨ2M,MΨ2S, Φ3 = SΨ3P ) (1)
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where F={1, 2, 3, 4} identifies the four possible combinations of Φ1 with Φ2,
namely syllogistic figures and Ψ={A=all; 3I=most; 2I=half; 1I=several;
A=allNot; 3I=mostNot; 2I=halfNot; 1I=severalNot} are the fuzzy quantifiers.
Every syllogistic figure produces 83=512 permutations, which are called fuzzy-
syllogistic moods. Thus the whole system 4S has in total 2048 fuzzy-syllogistic
moods.

Every mood has a structurally fixed truth ratio in [0,1], which is calculated
algorithmically [24] by relating the number of its true cases to the number of
false cases [23] (table 5 shows sample inferencing in the system S, since these
are easier to follow manually). Moods of the FS system become inferences in FS
reasoning.

Table 5. Sample fuzzy-syllogistic moods, their truth cases, truth ratios and sample
interpretations of the fuzzy-syllogistic system S

Mood Ψ1Ψ2Ψ3F AAA1, AAI1 EEI1, 2, 3, 4

Cases Δ#
i t: 0100101 t: 0110010; t: 1010010

t: 1110010; f: 1110000

Truth Ratio τ 1t/(1t+0f)=1.0+ 3t/(3t+1f)=0.75

Interpretation of – At least P ∩ S �= Φ is missing
false cases∗

Example All primates are mammals Not All are {Turks, Muslim}
All humans are primates Not All are {Orientals, Turks}

{All, Some} humans are mammals Some Orientals are Muslim

Concluding with All is true, All four examples that can be
Interpretation of probably without exception; loaded into the four moods are

Example concluding with Some is true only possibly more true than false,
for the possible All case in Some however possibly not fully true

+t=true case; f=false case
∗The conclusions of the examples assume that P ∩ S �= Φ equals the truth ratio τ of
the mood
#Δi syllogistic case i=[1,96]; all possible distinct space permutations of the possible
7 spaces of three sets

4.2 Fuzzy-Syllogistic Learning and Reasoning

The objective of FS reasoning is to find the best matching fuzzy-syllogistic in-
ference for a given triple concept with transitive relationships. The objective
of FS reasoning within the learning process is to accumulate the samples for
all possible 7 spaces of three sets, since their 96 possible distinct permutations
constitute the universal set, from which the fuzzy-syllogistic moods match some
as true syllogistic case and some as false [22]. The outcome of learning is an
ontology with quantified relationships.

The FS reasoner calculates for every triple concept with transitive relation-
ships a truth ratio using the very same algorithm for calculating the truth ratios
of the individual moods/inferences [22]. In case of learning a fuzzy-syllogistic
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database ontology (Fig. 3) data quantities can easily be determined from the
related tables.

Fig. 3. Learning fuzzy syllogistic ontologies from relational databases using fuzzy syl-
logistic reasoning

5 Conclusion

We have reviewed state-of-the-art in ontology learning and reasoning, with an
emphasis on database ontologies. We have pointed out that there are no stan-
dards for probabilist or possibilistic extensions of such system and therefore
knowledge exchange between them is currently not efficient. Based on these ob-
servations, we have suggested fuzzy-syllogistic (FS) reasoning as a common logic
for both, learning FS ontologies and reasoning with them. Principally any prob-
abilist learning approach can be extended with FS reasoning, provided that all
quantities of the data samples that lead to ontological concepts and their re-
lationships can be calculated during the learning process and remain available
along with the FS ontology after learning.

We have briefly discussed FS reasoning using the FS system 4S that consists
of 4 affirmative and 4 negative quantifiers.

Since FS reasoning is based on clear FS systems like, S or 4S, it could be used
as a common possibilistic reasoner for probabilistic ontologies, thus facilitate
knowledge exchange in the semantic web. The reasoner can further adjust itself
to changing quantities of the domain data, by applying the most suitable FS
system nS to every triple concept relationship individually. With the FS reasoner
individual optimisations are not required, like with fuzzy aggregation operators
[6] or fuzzy integrals [4].
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Abstract. Constraint-based search techniques have gained increasing
attention in recent years as a basis for scheduling procedures that are
capable of accommodating a wide range of constraints. Among these,
the Large Neighborhood Search (lns) has largely proven to be a very
effective heuristic-based methodology. Its basic optimization cycle con-
sists of a continuous iteration of two steps where the solution is first
relaxed and then re-constructed. In Constraint Programming terms, re-
laxing entails the retraction of some previously imposed constraints,
while re-constructing entails imposing new constraints, searching for a
better solution. Each iteration of constraint removal and re-insertion can
be considered as the examination of a large neighborhood move, hence
the procedure’s name. Over the years, LNS has been successfully em-
ployed over a wide range of different problems; this paper intends to
provide an overview of some utilization examples that demonstrate both
the versatility and the effectiveness of the procedure against significantly
difficult scheduling benchmarks known in literature.

Keywords: Scheduling · Metaheuristics · Constraint Programming ·
Databases

1 Introduction

Among the existing constraint-based search techniques, the Large Neighborhood
Search (lns) has proven to be a remarkably effective and versatile problem solv-
ing methodology. Initially proposed to tackle Vehicle Routing problems ([24]),
the lns has been henceforth successfully used with many other kind of difficult
combinatorial problems. This paper intends to present a survey of utilization ex-
amples of a lns-based procedure called Iterative Flattening Search (ifs) applied
to the scheduling problem domain. ifs represents a family of stochastic local
search ([11]) techniques that was originally introduced in [5] as a non-systematic
approach to solve difficult time and resource-constrained scheduling problem
instances, and it has been shown to have very good scaling capabilities. The
ifs procedure basically iterates two solving steps: (1) a relaxation step, where a
subset of solving decisions made at iteration (i − 1) are randomly retracted at
iteration i, and (2) a flattening step, where a new solution is re-computed after
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each previous relaxation. The choice of the term “flattening” stems from the fact
that finding a solution equates to pushing down the resource usage profiles be-
low the maximum capacity threshold of each resource involved in the scheduling
problem.

Besides representing a lively area in research, scheduling problems notoriously
find a wide range of different applications in the real world, ranging from the
manufacturing processes field, to space related domains. Among the many ap-
plications of scheduling, DataBase management is of no secondary importance.
Data Service Providers need effective query scheduling algorithm in order to
guarantee efficient quality of service in high workload situations ([16]); more
and more efficient scheduling algorithms are required to guarantee the timing
constraints associated with transactions by means of dynamic serialization ad-
justments (concurrency control) in real-time databases ([25]); multi-objective
scheduling algorithms are typically required in the cases where the stringent
timing requirements associated with real-time querying meet the need to guar-
antee a high quality of the data to be retrieved ([27]).

This paper has the following structure: section 2 provides some technical
details about the ifs schema, while section 3 describes the Constraint Satis-
faction Problem (csp), i.e., the constraint-based problem representation used
throughout this survey. Section 4 is devoted to the description of some results in
the literature obtained utilizing the ifs against two difficult scheduling problem
benchmarks. Finally, section 5 presents some conclusions.

2 The Iterative Flattening Search Schema

Figure 1 introduces the generic ifs procedure. The algorithm basically imple-
ments an optimization loop, alternating relaxation and flattening steps as long
as improved solutions are found, and terminates when a maximum number of
non-improving iterations is reached. The procedure takes three parameters as
input: (1) an initial solution S; (2) a positive integer MaxFail, which specifies
the maximum number of non objective-improving moves that the algorithm will
tolerate before terminating; (3) a parameter γ which controls the solution relax-
ation extent. After the initialization (Steps 1-2), a solution is repeatedly modified
within the while loop (Steps 3-10) by applying the Relax procedure, and subse-
quently rebuilt by means of the Solve procedure. At each iteration, the Relax
step reintroduces the possibility of resource contention, and the Solve proce-
dure (i.e., the ifs’s flattening step) is called again to restore resource feasibility.
In the case a better makespan solution is found (Step 6), the new solution is
saved in Sbest and the counter is reset to 0. If no improvement is found within
MaxFail moves, the algorithm terminates and returns the best solution found.

Following the approach described in section 3, the Solve step in Fig. 1 relies
on a core constraint-based search procedure which returns a scheduling solu-
tion (further detailed in the next section), while in the Relax step of the ifs
cycle, a feasible schedule is relaxed into a possibly resource infeasible but prece-
dence feasible schedule, by retracting some number of the precedence constraints
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IFS(S,MaxFail, γ)
1. Sbest ← S
2. counter ← 0
3. while (counter ≤ MaxFail) do
4. Relax(S, γ)
5. S ←Solve(S)
6. if C(S) < C(Sbest) then
7. Sbest ← S
8. counter ← 0
9. else
10. counter ← counter + 1
11. return (Sbest)

Fig. 1. The ifs schema

previously imposed in any of the Solve steps. In general, the relaxation step
can be executed according to different strategies.

In the next section we first provide a formal definition of the Constraint
Satisfaction Problem, as well as a description of how this paradigm has been
used to represent and solve scheduling problems.

3 A CSP-Based Scheduling Problems Representation

Constraint Programming (see Rossi et al. 2006) is an approach to solving com-
binatorial search problems based on the Constraint Satisfaction Problem (csp)
paradigm (Montanari 1974, Kumar 1992, Tsang 1993). Constraints are just re-
lations and a CSP states which relations should hold among the given prob-
lem decision variables. This framework is based on the combination of search
techniques and constraint propagation. Constraint propagation consists of using
constraints actively to prune the search space.

Constraint satisfaction and propagation rules have been successfully used to
model, reason and solve about many classes of problems in such diverse areas as
scheduling, temporal reasoning, resource allocation, network optimization and
graphical interfaces. In particular, csp approaches have proven to be an effec-
tive way to model and solve complex scheduling problems (see, for instance,
[8,23,26,1,2,6]).

A CSP is defined by a set of variables, X1, X2, ..., Xn, and a set of constraints,
C1, C2, ..., Cm. Each variable Xi has a nonempty domain Di of possible values.
Each constraint Ci involves some subset of the variables and specifies the allow-
able combinations of values for that subset. A solution of a CSP is defined as
a consistent assignment of values to all of the variables X1, X2, ..., Xn, i.e., an
assignment that satisfies all the constraints.

There are different ways to formulate this problem as a Constraint Satisfaction
Problem (csp) [15]. Analogously to [7,20], we treat the problem as the one of
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CSP-Solver(P)
1. if CheckConsistency(P ) then
2. if IsSolution(P ) then
3. S ← P
4. return(S)
5. else
6. vi ← SelectVariable(P )
7. λi ← ChooseValue(P, vi)
8. CSP-Solver(P ∪ {λi})
9. else
10. return(∅)

Fig. 2. A general csp-based algorithm

establishing precedence constraints between pairs of activities that require the
same resource, so as to eliminate all possible conflicts in the resource use.

The general form of a complete csp solving procedure is presented in Fig. 2,
and consists of the following three steps: (a) the current problem P is checked
for consistency (CheckConsistency(P )) by the application of a constraint propa-
gation procedure; if the propagation fails (i.e., at least one constraint is violated)
the algorithm exits with failure. Otherwise, the following two steps are executed;
(b) a csp variable vi is selected by means of a variable ordering heuristic; (c)
a value λi is chosen by a value ordering heuristic and added to P . Lastly, the
solver is recursively called on the updated problem P ∪ {λi}.

When applied to scheduling problems, the procedure generates a consistent
ordering of activities that require the same resource by incrementally adding
precedence constraints between activity pairs belonging to a temporally feasible
solution. Resource constraints are super-imposed on the problem’s activities by
projecting “resource demand profiles” over time. The time intervals character-
ized by resource oversubscription are detected as resource conflicts, and are then
resolved by iteratively posting simple precedence constraints between pairs of
activities competing for the resource involved in the conflict ([6]). The proce-
dure iteratively propagates the current temporal constraints, and then proceeds
to select another resource conflict until no more conflicts are detected (i.e., a
solution is found), or an unresolvable conflict is encountered, in which case the
procedure terminates with no solution found.

4 Putting the IFS to the Test

In this section we provide evidence of the efficacy and of the versatility of
the ifs approach. In particular, we describe the utilization of the approach
against two classes of particularly interesting scheduling problems, as their struc-
ture underlies a number of real-world scheduling applications: the Resource
Constrained Scheduling Problem with Time Windows (RCPSP/max), and the
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Flexible Job Shop Scheduling Problem (FJSSP). The RCPSP/max ([17]) is an
extended formulation of the Resource Constrained Project Scheduling Problem
(RCPSP) frequently used to model manufacturing, logistics and project man-
agement scheduling problems, and is considered particularly difficult due to the
presence of temporal separation constraints (in particular maximum time lags)
between project activities (even the search of a feasible solution is NP-hard). The
FJSSP ([22]) is an extension of the Job Shop Scheduling Problem (JSSP), of
particular interest in the field of Flexible Manufacturing Systems development,
whose resolution integrates a routing policy search to the ordinary sequencing
of activities that concurrently use the same resource; being an extension of the
JSSP, also the FJSSP is NP-hard.

4.1 Tackling the Resource Constrained Scheduling Problem with
Time Windows (RCPSP/max)

The RCPSP/max can be formalized in terms of the following three sets: (1) a
set V of n non-preemptive activities where each activity ai has a fixed duration
di. Each activity has a start-time si and a completion-time ei that satisfies the
constraint si+di = ei; (2) a set E of temporal constraints that may exist between
any two activities 〈ai, aj〉 of the form sj−si ∈ [Tmin

ij , Tmax
ij ], called start-to-start

constraints (time lags or generalized precedence relations between activities); (3)
a set R of renewable resources, where each resource rk is characterized by a
maximum integer capacity ck ≥ 1. The execution of an activity ai requires
some capacity from one or more resources. For each resource rk the integer
rci,k represents the capacity required by the activity ai. A schedule S is an
assignment of values to the start-times of all activities in V (S = (s1, . . . , sn)).
A schedule is said to be feasible if it is both time and resource-feasible. Solving
the RCPSP/max optimization problem equates to finding a feasible schedule
with minimum makespan MK, where MK(S) = maxai∈V {ei}.

From section 3 it is clear that in order to provide a csp-based representation
of the RCPSP/max, it is sufficient to determine the decision variables of the
problem, as well as the value domains associated to each such variables. In
our case, the project scheduling problem is formulated as a csp as follows: the
decision variables of the csp are identified as the so-called Forbidden Sets also
known as Minimal Critical Sets, or mcs (see [12]). As anticipated in section 2,
given a generic resource rk, a conflict is a set of activities requiring rk, which can
mutually overlap and whose combined resource requirement is in excess of the
resource capacity ck. A Minimal Critical Set MCS = {a1, a2, . . . , ak} represents
a resource conflict of minimal size (each subsets is not a resource conflict), which
can be resolved by posting a single precedence constraint between two of the
competing activities in the conflict set. Hence, in csp terms, a decision variable
is defined for each MCS = {a1, a2, . . . , as} and the domain of possible values
is the set of all possible feasible precedence constraints ai � aj which can be
imposed between each pair of activities in the mcs. A solution of the scheduling
problem is a set of precedence constraints that, when added to the original
problem, removes all the mcss from the problem.
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The general Solve step of the ifs procedure (whose csp-based schema is pre-
sented in Fig. 2) therefore proceeds by iteratively selecting mcs variables (i.e.,
resource conflicts), and resolving them by posting simple precedence constraints
between pairs of competing activities ([6]) that belong to the selected mcs. The
procedure iteratively propagates the current temporal constraints, and then pro-
ceeds to select a new resource conflict until no more mcss exist in the problem,
in which case a solution is found.

Table 1. Experimental results on the ubo200 set (RCPSP/max)

Metrics cp-based chain-based best

No. improved MKs (Impr.) 14 21 27
Avg. Makespan Gap (Δmk) 1.47 0.02 -0.44

Avg. Cpu time (Cpu) 6867.08 13395.42 -
Avg. ifs Cycles 580.04 693.38 -

No. new optimal solutions 2 1 3

Relatively to theRelax step, two different versions of the procedure have been
compared in [18]: the first strategy, used in [5,13], removes precedence constraints
between pair of activities on the critical path of a solution, and hence is called cp-
based relaxation. Such relaxation is more targeted to directly reducing the
makespan of a solution, as the latter equates to the length of the critical path, by
definition, even though it seems more prone to becoming trapped in local minima.
The second strategy, from [10], starts from a POS-form solution (see [21]) and ran-
domly breaks some chains in the input POS schedule, and hence is given the name
chain-based relaxation; this strategy promotes a search with an higher degree of
diversification. BothRelax strategies are compared against two of the most chal-
lenging and widely used RCPSP/max benchmarks, namely the j30 set (medium
size, 30 activities per instance) and the ubo-200sets (large size, 200 activities per
instance), both available at http://www.om-db.wi.tum.de/psplib/otherlibs.html.
In particular, the cp-based relaxation procedure is controlled by two parameters:
nr determines the number of individual relaxation attempts performed at each re-
laxation cycle, and for each attempt, pr determines the percentage of decision con-
straints that will be randomly removed from the critical path. On the other hand,
the relaxation procedure within the chain-based relaxation uses the pr parameter
only, which takes a slightly differentmeaning, determining the percentage of activ-
ities to be randomly selected and eliminated from the solution.

In [18], the experimental analysis has proceeded in two steps. First, a number
of tests has been executed on the j30 set, establishing a significant superiority of
the chain-based relaxation w.r.t. the cp-based relaxation; secondly, both Relax
methods have been used against the ubo-200 set. The experiment results of the
second run are summarized in table 1. The table is organized as follows: the
first two columns, with names cp-based and chain-based, represent the perfor-
mance of the proposed ifs algorithm. The last column, named best, represents
the results obtained merging the best performances of the previous two columns.

http://www.om-db.wi.tum.de/psplib/otherlibs.html
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These experiments demonstrate the efficacy of the ifs, as 27 instances have been
improved over the best results as known at the time of the analysis, and 3 new
optimal solutions have been discovered (of these improvements, 21 have been
found using the chain-based relaxation method).

4.2 Adding Flexibility on Resource Availability: The Flexible Job
Shop Scheduling Problem (FJSSP)

In this section we evaluate the ifs procedure for solving a scheduling problem
with a different structure than the multi-capacity job-shop problem. We focus
specifically on the Flexible Job Shop Scheduling Problem (FJSSP), a general-
ization of the classical JSSP where a given activity may be processed on any
one of a designated set of available machines.

The Flexible Job Shop Scheduling Problem (FJSSP) entails synchronizing the
use of a set of machines (or resources) R = {r1, . . . , rm} to perform a set of n
activities A = {a1, . . . , an} over time. The set of activities is partitioned into
a set of nj jobs J = {J1, . . . , Jnj}. The processing of a job Jk requires the
execution of a strict sequence of nk activities ai ∈ Jk and cannot be modified.
All jobs are released at time 0. Each activity ai requires the exclusive use of a
single resource ri for its entire duration chosen among a set of available resources
Ri ⊆ R. No preemption is allowed. Each machine is available at time 0 and can
process more than one operation of a given job Jk (i.e., recirculation is allowed).
The processing time pir of each activity ai depends on the selected machine
r ∈ Ri, such that ei − si = pir, where the variables si and ei represent the start
and end time of ai. A solution S = {(s1, r1), (s2, r2), . . . , (sn, rn)} is a set of
pairs (si, ri), where si is the assigned start-time of ai, ri is the selected resource
for ai and all the above constraints are satisfied. An optimal solution S∗ is a
solution S with the minimum value of the makespan Cmax.

The FJSSP is more difficult than the classical Job Shop Scheduling Problem
(which is itself NP-hard), since it is not just a sequencing problem; in addition to
deciding how to sequence activities that require the same machine, it is also nec-
essary to choose a routing policy, that is which machine will process each activity.
There are different ways to model the problem as a csp; in [19] an approach has
been used that focuses on assigning resources to activities (a distinguishing as-
pect of the FJSSP) and on establishing precedence constraints between pairs of
activities that require the same resource, so as to eliminate all possible conflicts
in the resource usage. In order to correctly represent both previous aspects of
the FJSSP in csp terms, once again it is necessary to determine the problem
decision variables as well as the associated value domains. In particular, two sets
of decision variables are identified: (1) a variable xi is defined for each activity
ai to select one resource for its execution, the domain of xi is the set of available
resources Ri: (2) A variable oijr is defined for each pair of activities ai and aj
requiring the same resource r (xi = xj = r), which can take one of two values
ai � aj or aj � ai.
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Table 2. Results on the BCdata Benchmark (FJSSP)

inst. best γ
0.2 0.3 0.4 0.5 0.6 0.7

mt10x 918 980 936 936 934 918 918
mt10xx 918 936 929 936 933 918 926
mt10xxx 918 936 929 936 926 926 926
mt10xy 905 922 923 923 915 905 909
mt10xyz 847 878 858 851 862 847 851
mt10c1 927 943 937 986 934 934 927
mt10cc 910 926 923 919 919 910 911
setb4x 925 967 945 930 925 937 937
setb4xx 925 966 931 933 925 937 929
setb4xxx 925 941 930 950 950 942 935
setb4xy 916 910 941 936 936 916 914

setb4xyz 905 928 909 905 905 905 905
setb4c9 914 926 937 926 926 920 920
setb4cc 909 929 917 907 914 907 909
seti5x 1201 1210 1199 1199 1205 1207 1209
seti5xx 1199 1216 1199 1205 1211 1207 1206
seti5xxx 1197 1205 1206 1206 1199 1206 1206
seti5xy 1136 1175 1171 1175 1166 1156 1148
seti5xyz 1125 1165 1149 1130 1134 1144 1131
seti5c12 1174 1196 1209 1200 1198 1198 1175
seti5cc 1136 1177 1155 1162 1166 1138 1150

The Solve procedure used in [19] to tackle the FJSSP instances is an exten-
sion of the sp-pcp procedure proposed in [20], in which both the variable and
value ordering heuristics guiding the search have been extended to incorporate
the additional set of xi decision variables, related to the resource selection. The
procedure (again following the general schema of Fig. 2) selects the decision vari-
ables xi and oijr , and respectively decides their values in terms of imposing a
duration constraint on a selected activity or a precedence constraint (i.e., ai � aj
or aj � ai) between two activities assigned to the same resource. The tempo-
ral constraints deriving from each decision are iteratively propagated, until all
decision variables are assigned and no conflict is detected.

The Relax step adopted in [19] is the chain-based relaxation. Based on the
fact that in the FJSSP each scheduling decision is either a precedence constraint
between a pair of activities that are competing for the same resource capacity
and/or a resource assignment to one activity, the chain-based relaxation starts
from a POS-form solution S and randomly breaks some total orders (or chains)
imposed on the subset of activities requiring the same resource r. In more details,
it proceeds by randomly selecting a subset of activities ai from the input solution
S, with each activity having an uniform probability γ ∈ (0, 1) to be selected (γ
is called the relaxing factor). For each selected activity, the resource assignment
is removed and the original set of available options Ri is re-estabilished.

In [19], the ifs framework is tested against one of the most challenging FJSSP
benchmark composed of 21 instances initially provided by Barnes and Chambers
(BCdata), where the objective of minimizing the makespan. Table 2 presents a
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summary of the results obtained in [19]. The table lists all the BCdata instances,
and shows the makespan value obtained by the ifs varying the value of the
relaxing factor γ from 0.2 to 0.7. The best column contains the best results
known in current literature at the time of the analysis (obtained with at least one
of the approaches described in [3,14,9,4]). Table 2 confirms the competitiveness of
the ifs approach against the FJSSP. The efficacy of the ifs approach is proven by
the fact that 10 previously known bests on a total of 21 instances are confirmed
(in bold). More importantly, the three bold underlined instances in the table
represent newly improved instances w.r.t. the current bests. For the record, the
same improvements had also been obtained in [4] by means of a specialized tabu
search algorithm using a high performance GPU with 128 processors. The fact
that the ifs succedeed in finding the same results running on a single processor
machine represents a remarkable confirmation of the efficacy of the approach.

5 Conclusions

Iterative Flattening Search (ifs) is a meta-heuristic strategy that has been
largely and successfully used in literature to solve many types of scheduling
problems. Prior research has shown ifs to be an effective and scalable heuristic
procedure for minimizing schedule makespan in both multi-capacity and flexible
resource settings.

In this paper, we have surveyed the performances of the Iterative Flattening
Search (ifs) model obtained in previous research against two significant and
notoriously difficult scheduling problem benchmarks. The scheduling problem
types selected for this analysis are the Resource Constrained Scheduling Prob-
lem with Time Windows (RCPSP/max) and the Flexible Job Shop Scheduling
Problem (FJSSP). The RCPSP/max is a notoriously hard and general scheduling
problem, such that even the search of a feasible solution is NP-hard, while the
FJSSP an extension of the Job Shop Scheduling Problem (JSSP) whose reso-
lution integrates a routing policy search to the ordinary sequencing of activities
that concurrently use the same resource. Being an extension of the JSSP, also
the FJSSP is NP-hard.

The analysis carried on in this survey confirms the versatility and the efficacy
of the ifs methodology; the broad sampling of the search space produced by
the relax-solve loop, integrated with the local optimization guaranteed by the
inner solving procedure within each iteration, provide an overall mechanism that
inherently promotes both diversification and intensification. Versatility is demon-
strated by the simplicity of the optimization loop and by the high adaptability of
the procedure; the efficacy is demonstrated by comparing the approach’s perfor-
mances against different solutions, for a range of differently structured scheduling
problems of medium/large size.
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4. Bożejko, W., Uchroński, M., Wodecki, M.: Parallel meta2heuristics for the flexible
job shop problem. In: Rutkowski, L., Scherer, R., Tadeusiewicz, R., Zadeh, L.A.,
Zurada, J.M. (eds.) ICAISC 2010, Part II. LNCS (LNAI), vol. 6114, pp. 395–402.
Springer, Heidelberg (2010)

5. Cesta, A., Oddi, A., Smith, S.F.: Iterative Flattening: A Scalable Method for Solv-
ing Multi-Capacity Scheduling Problems. In: 17th National Conference on Artificial
Intelligence, AAAI/IAAI, pp. 742–747 (2000)

6. Cesta, A., Oddi, A., Smith, S.F.: A constraint-based method for project scheduling
with time windows. J. Heuristics 8(1), 109–136 (2002)

7. Cheng, C., Smith, S.F.: Generating Feasible Schedules under Complex Metric Con-
straints. In: Proceedings of the 12th National Conference on AI, AAAI 1994 (1994)

8. Fox, M.S.: Constraint Guided Scheduling: A Short History of Scheduling Research
at CMU. Computers and Industry 14(1-3), 79–88 (1990)

9. Gao, J., Sun, L., Gen, M.: A hybrid genetic and variable neighborhood descent
algorithm for flexible job shop scheduling problems. Computers & Operations Re-
search 35, 2892–2907 (2008)

10. Godard, D., Laborie, P., Nuitjen, W.: Randomized Large Neighborhood Search for
Cumulative Scheduling. In: Proceedings of the 15th International Conference on
Automated Planning & Scheduling, ICAPS 2005, pp. 81–89 (2005)
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16. Moon, H.J., Chi, Y., Hacigümüş, H.: Performance evaluation of schedul-
ing algorithms for database services with soft and hard slas. In: Proceed-
ings of the Second International Workshop on Data Intensive Computing
in the Clouds, DataCloud-SC 2011, pp. 81–90. ACM, New York (2011),
http://doi.acm.org/10.1145/2087522.2087536

17. Neumann, K., Schwindt, C.: Activity-on-Node Networks with Minimal and Max-
imal Time Lags and Their Application to Make-to-Order Production. Operation
Research Spektrum 19, 205–217 (1997)

http://doi.acm.org/10.1145/2087522.2087536


Surveying the Versatility of Constraint-Based Large Neighborhood 43

18. Oddi, A., Rasconi, R.: Solving resource-constrained project scheduling prob-
lems with time-windows using iterative improvement algorithms (2009),
http://aaai.org/ocs/index.php/ICAPS/ICAPS09/paper/view/736/1142

19. Oddi, A., Rasconi, R., Cesta, A., Smith, S.F.: Iterative flattening search for the flex-
ible job shop scheduling problem. In: Proceedings of the 22nd International Joint
Conference on Artificial Intelligence, IJCAI 2011, Barcelona, Catalonia, Spain, July
16-22, pp. 1991–1996 (2011), http://ijcai.org/papers11/Papers/IJCAI11-332.pdf

20. Oddi, A., Smith, S.F.: Stochastic Procedures for Generating Feasible Schedules.
In: Proceedings 14th National Conference on AI (AAAI 1997) (1997)

21. Policella, N., Cesta, A., Oddi, A., Smith, S.F.: From Precedence Constraint Posting
to Partial Order Schedules. AI Communications 20(3), 163–180 (2007)

22. Rossi, A., Dini, G.: Flexible job-shop scheduling with routing flexibility and sepa-
rable setup times using ant colony optimisation method. Robotics and Computer-
Integrated Manufacturing 23(5), 503–516 (2007)

23. Sadeh, N.: Look-ahead Techniques for Micro-opportunistic Job-Shop Scheduling.
School of Computer Science, Carnegie Mellon University (1991)

24. Shaw, P.: Using constraint programming and local search methods to solve vehicle
routing problems. In: Maher, M., Puget, J.-F. (eds.) CP 1998. LNCS, vol. 1520, pp.
417–431. Springer, Heidelberg (1998), http://dx.doi.org/10.1007/3-540-49481-2 30

25. Son, S.H., Park, S.: A Priority Based Scheduling Algorithm for Real-Time
Databases. Journal of Information Science and Engg. 11(2), 233–248 (1995)

26. Smith, S.: OPIS: A Methodology and Architecture for Reactive Scheduling. In:
Zweben, M., Fox, M. (eds.) Intelligent Scheduling. Morgan Kaufmann (1994)

27. Thiele, M., Bader, A., Lehner, W.: Multi-objective scheduling for real-time data
warehouses. Computer Science - Research and Development 24(3), 137–151 (2009),
http://dx.doi.org/10.1007/s00450-009-0062-z

http://aaai.org/ocs/index.php/ICAPS/ICAPS09/paper/view/736/1142
http://ijcai.org/papers11/Papers/IJCAI11-332.pdf
http://dx.doi.org/10.1007/3-540-49481-2_30
http://dx.doi.org/10.1007/s00450-009-0062-z


 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Database Architectures  
and Performance 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Query Workload Aware Multi-histogram

Based on Equi-width Sub-histograms
for Selectivity Estimations of Range Queries

Dariusz Rafa�l Augustyn(�)

Institute of Informatics, Silesian University of Technology,
16 Akademicka St., 44-100 Gliwice, Poland

draugustyn@polsl.pl

Abstract. Query optimizer uses a selectivity parameter for estimating
the size of data that satisfies a query condition. Selectivity value calcu-
lations are based on some representation of attribute values distribution
e.g. a histogram. In the paper we propose a query workload aware multi-
histogram which contains a set of equi-width sub-histograms. The multi-
histogram is designated for single-attribute-based range query selectivity
estimating. Its structure is adapted to a 2-dimensional distribution of con-
ditions of last recently processed range queries. The structure is obtained
by clustering values of boundaries of query ranges. Sub-histograms’ reso-
lutions are adapted to a variability of a 1-dimensional distribution of at-
tribute values.

Keywords: Selectivity estimation · Range query · Multi-histogram ·
embedded sub-histogram · Query workload · Data clustering · Bucket
boundaries distribution · Variability metrics

1 Introduction

Selectivity factor is used by a database query optimizer to choose the best query
execution plan. It is needed for an early estimation of size of the data that
satisfying a query condition. For a simple single-table selection condition the
selectivity is the number of rows satisfying the condition divided by the number
of all table rows. For a simple range condition based on single attribute x with
continuous domain, it may be defined as follows:

sel(Q(a < x < b)) =

b∫
a

f(x)dx. (1)

where x – a table attribute, a and b – range boundaries, f(x) – a probability
density function (PDF) that describes x attribute values distribution.

There are many approaches to representing an attribute values distribution
using different types of histogram [8]. Most of them use only an information
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about x values distribution but also there are some that take into account an
information about query workload [6, 5, 9, 11, 1–3].

The proposed method also uses information about processed queries, but it
only collects data about the range conditions (values of range boundaries), not
about their real selectivity values obtained just after a query execution (like the
approaches presented in [6, 5, 9, 11]. [7]. Some of those approaches to query-
workload-based selectivity estimation (so-called feedback driven) are dedicated
for multi-dimensional queries (m-D range queries with conditions based on many
attributes), e.g. the approaches that use: self-tunning histogram and STHoles
[5, 9, 10], ISOMER – the maximum entropy based algorithm for feedback-driven
m-D histogram creation [11], proactive and reactive m-D histogram [7].

In this paper we introduce a new representation of attribute values distribu-
tion – a multi-histogram – which consists on non-overlapping equi-width sub-
histograms. Domains of sub-histograms depend on 2-D distribution of pairs (a, b)
that describe range boundaries of last recently processed queries. Such 2-D repre-
sentation is more detailed than 1-D one given by the including function proposed
in [1, 2]. In the proposed approach we use clustering of query range boundary
values (like in [3]) for adapting the multi-histogram to historical data about con-
ditions of processed range queries. This allows to divide whole domain of multi-
histogram and to use simple equi-width histograms (called sub-histograms) in
obtained sub-domains (there is no usage of sub-histogram in [3]).

The contributions of the paper are as follows:

– query workload aware multi-histogram representation of an attribute values
distribution,

– methods of improvement of sub-histograms’ resolutions (also partially adapted
to query workload) by increasing them in domain regions of high variability of
PDF(x).

2 Description of the Proposed Method and the Example
of Usage

2.1 Exemplary Attribute Values Distribution

The proposed method will be presented by using a sample distribution of x
attribute [3]. To build an exemplary distribution representation we use a pseu-
dorandom generator based on superposition of G = 4 Gaussian clusters with
bounded support (limited to [0, 1]), where parameters of used univariate trun-
cated normal distributions are shown in table 1. The relevant PDF is defined as
follows:

PDF(x) =

G∑
i=1

pi PDFTN(x,mi, σi, 0, 1) (2)

The distribution consists of two narrow clusters (no 3, 4 with small sigmas)
and two wide ones (no 1, 2). Of course, we may use here any type of 1-D distri-
bution, based not only on Gaussian clusters.
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Table 1. Parameters of clusters used in the definition of exemplary PDF of x
attribute [3]

Cluster no 1 2 3 4

pi 0.25 0.25 0.3 0.2

mi 0.2 0.8 0.6 0.8

σi 0.12 0.12 0.001 0.01

In the further consideration we will use a high resolution equi-width histogram
which is based onN = 100 buckets. We assume that it will describe PDF(x) with
enough accuracy. To build this histogram we used 10000 samples of x values that
were generated using PDF(x). The histogram uses a series of obtained fi values
(series of frequencies of falling a x values in the i-th bucket) where i = 1, . . . , N .
It defines a probability density function:

f(x) =
1

h
fiIi(x) ∧ Ii(x) =

{
1 if x belongs to the i-th bucket

0 otherwise
(3)

where h = (max(x) − min(x))/N is a width of buckets of the histogram. The
probability density function f(x) is presented in Fig. 1. It will be called a high
resolution referential histogram.

Fig. 1.Referential representation of x attribute values distribution – the high resolution
equi-width histogram with N = 100 buckets (solid lines); SEW – standard equi-width
histogram with B = 20 buckets (dotted lines) further defined in section 2.2

This histogram is named the high resolution one because other considered-
below low resolution histograms will have significantly less number of buckets
(B � N). The histogram presented in Fig. 1 (solid lines) will be used as tempo-
rary referential accurate distribution representation. It will be used for obtaining
exact values of selectivities for any query ranges during creating standard equi-
width histograms or multi-histograms.
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2.2 Standard Equi-width Histogram

Let us use standard equi-width histogram (with B buckets) as a well-known
typical representation of the distribution of x attribute values. It will be called
SEW. Bucket’s boundaries of SEW are uniformly distributed along the x do-
main. B = 20 is the assumed number of buckets in our exemplary histogram
shown in Fig. 1 (dotted lines).

In the paper, we will try to find a better distribution representation (more
accurate for selectivity estimations) subject to the assumed value of number of
buckets (B) and taking into account an additional information about a distri-
bution of previously processed range queries.

2.3 Exemplary of Distribution of Range Query Condition Bounds

Let us assume that we have information about a distribution of boundaries
(aj , bj) of previously processed range queries Qj(aj < x < bj), where 0 ≤ aj ≤
bj ≤ 1. We assume that we have a sample – a set named Qset – which consists
of pairs (aj , bj) for j = 1, . . . ,M that come from conditions of M last processed
range queries. Our exemplary Qset presented in Fig. 2 has M = 20 pairs [3]. 16
of them (circles) are highly clustered in so-called hot regions A, B, C). Zoomed
parts of domain a× b were shown in Fig. 2 for presenting hot regions.

Fig. 2. Qset – the set of boundaries of recently processed range query – the exemplary
set of pairs (aj , bj) for j = 1 . . .M(M = 20); A, B, C – hot regions [3]

2.4 Clustering Range Query Boundaries from Learning Set

To take into account a distribution of boundaries of query ranges we will use cen-
ters of some clusters that were built from values of aj and bj as some boundaries
of buckets in a new histogram.

To obtain the error-optimal number of clusters we use K-fold cross valida-
tion method. In the k-th step of K-fold procedure (where k = 1, . . . ,K) we
divide Qset into a learning set Qset learnk and a testing one Qset testk [3].
Qset learnk will be used for obtaining some boundaries of new histogram’s
buckets. Qset testk will be used for validation of the new histogram using some
selectivity estimation error metrics.
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Fig. 3. Distribution of values from Sk which consists of either a or b values from
Qset learnk – dashed lines; Medians of four accepted clusters (with their cardinality
and width)

Let us assume that K equals 5 in our example. Thus Qset learnk consists of
16 boundaries pairs. Using Qset learnk we build a vector Sk. Sk has a 32 values
(either aj or bj) that all come from Qset learnk. Elements of Sk was presented
in Fig. 3 (dashed lines).

By applying clustering procedure for Sk we may obtain a few clusters. In the
example we use Fuzzy C-means algorithm (FCM) [4]. After that we eliminate
some so-called weak clusters (clusters with relatively low cardinality or too wide
clusters i.e. with relatively high values of standard deviation) [3]. For our example
we get Cacc = 4 accepted clusters (Fig. 3).

We will use centers of accepted clusters i.e. medians me1, . . . ,meacc = 0.0103,
0.0888, 0.586, 0.7190 as some buckets of the new histogram. Those steps are
described more detailed in [3].

2.5 Creating Equi-width-Based Multi-histogram

A new type of histogram – a multi-histogram denoted by MH – is constructed
as a series of equi-width sub histograms (sH) embedded in intervals defined by
the centers of clusters obtained from historical data about the distribution of
boundaries of query ranges.

Due to Cacc clusters, we have Cacc + 1 sub-histograms. They are located be-
tween Cacc cluster centers, i.e. min(x),me1, . . . ,meacc,max(x). Each equi-width
sub histogram sHr is described by: sr – a start value, er – an end value, Br –
a number of buckets where r = 1, . . . , Cacc + 1 and er = sr + 1 for r ≤ Cacc,
s1 = min(x), eCacc+1 = max(x).

Let us assume that B is a given total number of bucket in the multi-histogram
(i.e. in all sub-histograms). Thus:

B =

Cacc+1∑
r=1

Br. (4)

The multi-histogram has B + 1 buckets boundaries. Cacc + 2 boundaries are al-
ready defined by domains of sub-histograms, i.e. set of pairs (sr, er), and min(x),
and max(x). Remaining B + 1 − (Cacc + 2) boundaries should be distributed
among sub-histograms.
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To obtain a final multi-histogram definition we should propose values Br − 1,
i.e. numbers of internal boundaries in each sub-histogram sHr.

In this first approach to distributing locations of B − Cacc − 1 boundaries
we assume that those locations should be almost uniformly distributed. Let us
denote Lr = er − sr as a width of the sub-histogram sHr, and L = max(x) −
min(x) =

∑Cacc+1
r=1 Lr as a width of the whole multi-histogram. We assume here

that Br−1 should by approximately proportional to a relative width of the r-th
sub-histogram:

Br − 1 ≈ A
Lr

L
(5)

where A is some unknown constant.
Using (4) and (5) we may obtain A and Br:

A ≈ B − Cacc − 1, (6)

Br − 1 ≈ (B − Cacc − 1)
Lr

L
. (7)

In (5)–(7) we used symbol ≈ because Br is a natural number so, in fact,
we numerically find the optimal series of B1, . . . , Br, . . . , BCacc+1 and Br ∈ N
that minimizes some square evaluation function F (B1, . . . , Br, . . . , BCacc+1) =∑Cacc+1

r=1 ((B − Cacc − 1)Lr

L + 1−Br)
2 subject to (4).

Having Br we may construct all sub-histograms i.e. the final multi-histogram,
using values of the high-resolution referential histogram (which is shown in
Fig. 1).

To evaluate an accuracy of any histogramH we use the following error metrics:

– a relative selectivity estimation error for Q (a given condition range query):

RelErrSelH(a, b)=RelErrSelH(Q(a < x < b))=
|ŝelH(Q)−sel(Q)|

sel(Q)
· 100%,

(8)
– a mean relative selectivity estimation error for QS (a given set of conditions):

MeanRelErrSelH(QS) = mean(a,b)∈QS RelErrSelH(a, b). (9)

ŝelH denotes an approximated selectivity value calculated with a H histogram.
H is SEW (standard equi-width histogram) or MH (multi-histogram). sel de-
notes an exact value of selectivity calculated with the high-resolution referential
histogram from Fig. 1.

Using (9) and the testing set Qset testk (see section 2.3) as QS we obtain:
MeanRelErrSelMH(Qset testk) ≈ 15.8 < MeanRelErrSelSEW (Qset testk) ≈
31.7. Thus, in our example the multi-histogram (MH shown in Fig. 4a) gives bet-
ter accuracy (than SEW ) in selectivity estimations for range query conditions
from Qset testk.
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Fig. 4. SEW – standard equi-width histogram (dashed lines); locations of borders
between sub histograms (vertical dotted lines) – series of medians; multi-histograms:
a) MH – simple multi-histogram (solid lines), b) MHVar (alternatively called VARIA2-
aware) – frequencies variability aware multi-histogram (solid lines) further defined in
section 2.7

2.6 Improving Multi-histogram by Eliminating Boundaries
from those Sub-histograms that Describe almost Uniform
Distributions

To improve a multi-histogram we propose to take into account variability of
frequencies (describing x distribution) in process of obtaining a distribution of
numbers of internal buckets (Br) in sub-histograms (sHr).

In this second approach to built a multi-histogram we will assume that after
finding Cacc we do not introduce any internal boundaries into such sub-histogram
where there exist no significant changes of frequencies fi (eq. (3) and Fig. 1) that
belong to the domain of this sub-histogram. After the proposed step, such sub-
histogram will have only a one bucket. So there will be more boundaries to
distribute among remaining sub-histograms.

To select such sub-histogram sHr we propose to use such condition:

VARIA1r =
std(f(x))|x∈[sr ,er ]

MVr
≤ THR (10)

where THR is some threshold value (e.g. from 1% ∼ 10%), and

MVr = mean(f(x))|x∈[sr ,er ] =

∫ er

sr

f(x)dx, (11)

and std(f(x))|x∈[sr ,er] =
(∫ er

sr
(f(x)−MVr)

2dx
) 1

2

.
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For the exemplary sub-histograms we obtain (VARIA1r)
Cacc+1
r=1 = (0.01, 72.3,

89.3, 97.6, 114) what allows to select only the first sub-histogram (r = 1) accord-
ing to the assumed threshold value (THR = 10%). This sub-histogram i.e. sH1

will not be taken into account in further distributing of B − Cacc − 1 locations
of boundaries (described in section 2.7). It will have only a one bucket.

In fact, the above-considered try of improvement of this MH does not change
the distribution of B−Cacc− 1 locations of boundaries in our example (because
the selected sub-histogram sH1 already has only a one bucket) but it may have
an impact on the distribution of boundaries locations for other distribution of x
values or values in Qset’s elements.

2.7 Improving Multi-histogram by Increasing Resolution of
Selected Sub-histograms

In this section we propose more advanced metrics of variability of distribution
of frequencies fi within a domain [sr, er] of some sub-histogram sHr. Using
it we may increase a resolution of some sub-histograms for high variability of
frequencies.

Till now we have assumed that we take into account a distribution of query
conditions i.e. a 2-dimensional distribution of pairs (a, b) (samples from this dis-
tribution are given byQset learnk) to find extreme boundaries of sub-histograms
(series of cluster’s medians). Now let us also take into account a distribution of
widths or query ranges, i.e. a 1-dimensional distribution of z = b − a. This
distribution of z will have an impact on a distribution of number of internal
boundaries of sub-histograms. Such approach may allows to partially adapt a
multi-histogram to a (possible in future) shifted distribution of query ranges.
The exemplary discrete z values distribution (obtained from Qset learnk) is
shown in Fig. 5.

Fig. 5. The distribution of z = b − a, i.e. the distribution of widths of query ranges
obtained from Qset learnk

z distribution allows to obtain a window size for further analysis i.e. we chose
as the window size such maximal z∗ that:

P (z ≥ z∗) = p (12)

where p is an assumed value of confidence level.



Query Workload Aware Multi-histogram Based on Equi-width Sub-histograms 55

Let us assume p = 0.9. Then for the considered example (i.e. the z distribution
from Fig. 5) we obtain z∗ = 0.082 (dashed line in Fig. 5).

We will use the value of z∗ to determine a maximal resolution with which we
will evaluate a variability of frequencies fi (see section 2.1) within a domain of
a sub-histogram.

Let us define a window function w(t) with width equals z∗:

w(t) = 1(t)− 1(t− z∗) (13)

where 1(t) is the step function.
We will consider a series of queries with ranges that are included in a domain

of a sub-histogram sHr and with range lengths equal z∗. This means that we
will consider window queries Qw(t < x < t+ z∗) for all t ∈ [sr, er − z∗].

If we assume for a little that a sub-histogram sHr has only a one bucket then
such histogram contains only one single value equals MVr (given by (11). Let us
find a selectivity of Qw for given t using such one-bucket sHr:

sel1bck-sHr(Qw(t < x < t+ z∗)) =

t+z∗∫
t

MVrdτ = MVr z∗ = const. (14)

We may find a selectivity of Qw for given t using f(x):

sel(Qw(t < x < t+ z∗)) =

t+z∗∫
t

f(τ)w(τ − t)dτ (15)

as a function convolution of f and w on interval [t, t+ z∗].
Let us define a scaled selectivity formula as follows:

sel(Qw(t < x < t+ z∗))
z∗

=
1

z∗

t+z∗∫
t

f(τ)w(τ − t)dτ. (16)

We may consider the scaled sel(Qw) as a moving average filter. The result
of applying the filter for the exemplary frequencies fi (see section 2.1) and z∗

equals 0.08 is shown in Fig. 6.
We introduce a new metrics of variability of frequencies within a sub-histogram

sHr (using a filter based on value of z∗) as mean selectivity estimation absolute
error:

VARIA2r=
∫ er−z∗

sr
|sel1bck-sHr(Qw(t<x<t+z∗))−sel(Qw(t<x<t+z∗))|dt,

VARIA2r=
∫ er−z∗

sr
|MVr z∗ − sel(Qw(t < x < t+ z∗))|dt,

VARIA2r=frac1z∗
∫ er−z∗

sr
|MVr − sel(Qw(t<x<t+z∗))

z∗ |dt.
(17)

The presented above definition of VARIA2r ratio (17) is valid for er − sr ≥ z∗.
For a narrow sub-histogram sHr where er−sr < z∗, a value of VARIA2r equals 0.
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Fig. 6. Applying scaled selectivity sel(Qw)/z
∗ as a moving average filter (z∗ = 0.08);

frequencies fi (connected by solid lines); averaged frequencies after applying the scaled
selectivity filter (dotted lines)

Let us denote VARIA2 defined as follows:

VARIA2 =

Cacc+1∑
r=1

VARIA2r. (18)

Using VARIA2r/VARIA2 ratios we may refine the formula (5) for obtaining
Br − 1 as follows:

Br − 1 ≈ A

(
α
Lr

L
+ β

VARIA2r
VARIA2

)
(19)

where α – a weight of an importance of a sub-histogram domain width and β –
a weight of an importance of variability of frequencies within this sub histogram
(α, β ≥ 0 , α+ β = 1).

Using (4) and (19) we may obtain:

A ≈ B − Cacc − 1∑Cacc+1
r=1

(
αLr

L + β VARIA2r
VARIA2

) . (20)

A multi-histogram which numbers of SHr ’s boundaries (Br) depend either on
Lr and VARIA2r will be called MHVar (or VARIA2-aware histogram).

Here, in the considered example, we propose equal impacts of the both ratios
i.e. α = β = 1/2. Thus using (19) and (20) and Br ∈ N we obtain (B1, . . . , Br,
. . . , BCacc + 1) = (1, 2, 7, 6, 4). The new MHVar based on (1, 2, 7, 6, 4) is pre-
sented in Fig. 4b (solid lines). The 4-th sub-histogram of MHVar has 6 buckets
(domain of sH4 is a region of higher variability of frequencies fi). It is the greater
value than 4 – the number of bucket of the 4-th sub-histogram of MH (shown
in Fig. 4a).

To evaluate MHVar we again use (9) and the testing set Qset testk (sec-
tion 2.3): MeanRelErrSelMHV ar(Qset testk) ≈ 10.1 < MeanRelErrSelMH

(Qset testk). For Qset testk applying the VARIA2-aware histogram (MHVar)
gives a little better selectivity estimation accuracy than applying the previously
obtained multi-histogram (MH ).
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2.8 Selecting Number of Clusters of Range Boundaries to Obtain
Error-Optimal Multi-histogram

K-fold cross validation method allows to find a value of the error-optimal Copt

amnong C values – numbers of clusters in Sk, where C ∈ N and 1 ≤ C ≤ B− 1
(B−1 because two of boundaries from all B+1 boundaries are already defined by
min(x) and max(x)). For each value of C we obtain a value of accepted clusters
Cacc (0 ≤ Cacc ≤ C) after eliminating weak clusters.

Averaged MeanRelErrSel (which uses (9)) allows finding the optimal Copt for
our example as we can see in Fig. 7. We show here only values 3 ≤ C ≤ 9 (not
1 ≤ C ≤ 19) because for the other C values we have Cacc values are equal 0
(there are no accepted clusters).

Fig. 7. K-fold cross validation results: the dependency between Averaged MeanRel-
ErrSel (calculated for histograms: MHVar, MH, SEW ) and the number of clusters
equals C

For our example we obtain C = 6 (with corresponding Cacc = 4) as the error-
optimal value, i.e. with the smallest Averaged MeanRelErrSel equals 10.9%.

MHVar based on Copt = 6 clusters proved to be the most accurate represen-
tation for the considered example i.e. for the exemplary attribute distribution
(given by f(x) in Fig. 1) and for the exemplary distribution of boundaries of
query ranges (given by Qset in Fig. 2).

3 The Algorithm for Obtaining Multi-histogram

The proposed method allows obtaining the error-optimal multi-histogram
MHVar for an arbitrary given value of B i.e. the number of MHVar ’s buck-
ets.

We assume that we have available Qset i.e. M pairs of boundaries of last
recently processed range query conditions.

The proposed method consists on the following steps:

1. Create a temporary referential representation of x attribute values distribu-
tion i.e. build a high resolution equi-width histogram which describes f(x).

2. Create SEW – a low resolution standard equi-width histogram using the
high resolution histogram.
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3. For each C from 1, . . . , B − 1 (using K-fold cross validation method) ob-
tain an error metrics value i.e. an Average MeanRelErrSel which evaluates
MHVar histogram based on C clusters:
3.1. Cluster a learning set Qset learn (formed from values of Qset) using

FCM.
3.2. Eliminate weak clusters, i.e. obtain Cacc accepted clusters (this deter-

mines Cacc + 1 sub-histograms sHr where r = 1, . . . , Cacc + 1).
3.3. Assume an only one bucket in those sub-histograms sHr where VARIA1r

≤ THR (eq. (10)).
3.4. Distribute B − Cacc − 1 locations of bucket boundaries among sub-

histograms according to (19) and (20) using VARIA2r (but omitting
the sub-histograms with one bucket that were selected in 3.3).

3.5. Having bucket’s boundaries, create MHVar using the high resolution
histogram.

3.6. Obtain MeanRelErrSel for MHVar and SEW using query ranges from
a testing set (i.e.: Qset test = Qset \Qset learn).

3.7. Aggregate values of MeanRelErrSel.
4. Choose this MHVar multi-histogram which has the smallest Averaged Mean-

RelErrSel (if Averaged MeanRelErrSel for MHVar is less than the one for
SEW, else choose SEW ).

The proposed method of obtaining MHVar is designated to be invoked during
update statistics (not during on-line query processing) so it is rather not a time-
critical operation (in opposite to selectivity calculation).

4 Conclusions

The proposed method of range query selectivity estimation is based on a multi-
histogram –MH. A MH is such representation of an attribute values distribution
which additionally takes into account a distribution of range boundaries of re-
cently processed queries. Query workload is reflected in a division of MH into
sub-histograms by using centers of clusters of range boundaries values. These
results in creating equi-width sub-histograms embedded in MH. In the paper
we also propose an improved multi-histogram – MHVar – which additionally
supports an increased resolution in sub-histograms based on regions of high
variability of an attribute values distribution. In MHVar we do not distribute
buckets among the sub-histogram where attribute distribution is almost uni-
form. Additionally, having a knowledge of past query workload we may set a
window size in some moving average filter and measure the variability of fre-
quencies in sub-histograms. This allows refining the distribution of boundaries
among selected sub-histograms embedded in MHVar.

In future we plan to confirm advantages ofMHVar (in accuracy of range query
selectivity estimations) against different query workload profiles in more experi-
ments.

The future work may concentrate on improving of handling historical data
about query workload. In this approach we store M last processed queries. This
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may be too short-time description of a past query workload. Thus in future, we
plan to use the micro clustering technique [12] which allows taking into account
some impact of older queries.

Another direction of research may be considering the other type of histogram
as a sub-histogram (i.e. not necessary equi-width one) like equi-high one or V-
optimal one.
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Abstract. The paper presents an analysis of the influence of chosen
initialization parameters on database efficiency and processing time. Ex-
perimental research is performed on a real banking system model which
includes data structures characteristic to banking systems - structures sup-
porting bank accounts, and reflecting a typical bank organization. Exper-
imental results are compared with results of a real banking system.

Keywords: Database · Database efficiency

1 Introduction

Obtaining maximal performance of a complex system like Oracle database is a
complicated task. It requires database tuning, optimization of SQL queries, as
well as appropriate configuration of the hardware running the DBMS.

System performance is indicated by response time and throughput. Response
time is a time measured between user request and system reply, while throughput
shows the number of tasks (business transactions) processed in a time unit. For
the overall performance of a system based on object-relational Oracle database
performance of the database is critical. In order to achieve desired performance
one has to consider two aspects [8]:

– code optimization and database design reflecting a relational or object-
relational model,

– selection of system parameters optimal for certain installation.

Oracle has numerous initialization parameters [7]. Part of them is responsible
for database performance. Selection of these parameters values provides a way of
system tuning for actual application, user and operating system requirements.

Oracle DBMS is characterized by high functionality including mechanisms
assisting the administrator in the process of adjusting parameters important for
database operation [1–4, 6, 9]. It can be assumed that only some of the avail-
able publications contain experimental results. In [3] Boronski examined the
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effect of db file multiblock read count parameter (which is responsible for set-
ting the maximal number of blocks read in a single operation) on the SQL
query processing time. experiments start with a default value of parameter
which is later modified. Described results show clearly that the default setting of
db file multiblock read count parameter is suboptimal in terms of time required
to read the complete table. Optimal values of the parameter are proposed for
several cases, based on experimental results.

Oracle database optimization is a complicated process and requires awide range
of adjustments - starting fromhardware running theDBMSto optimization of SQL
queries. Li at al. [4] divided the process into four levels of optimization: operation
system, database configuration, database design, SQL application level. Presented
in [4] are specificmethods andmeasures aimed atOracle database performance ad-
justment. Proposed is also a method of calculating a metric of shared pool size op-
timality based on cache hit ratio. Qingfeng andWeishan inspected [9] variousways
of optimization of a sample application and their effect on database response time.
Some adjustments on database design and SQL level may be performed automat-
ically. Belknap at al. [1] present a self-tuning mechanism introduced in Oracle 11g
which - by analyzing performance statistics - may automatically correct database
designers errors such as missing indexes and propose corrections to SQL queries.
Suggested optimizations comply with general rules given e.g. in [5]. Berkovic at al.
inspected the effect of using bulk operations on performance in connection to allo-
cated memory, i.e. system and process global area sizes (PGA and SGA) [2]. Ling
at al. also inspected the effect of PGA and SGA size on performance [6].

2 Subject of Study

The file containing database parameters is automatically generated and filled
with starting values of required initialization parameters. Values of initialization
parameters are automatically set to defaults (depending on database and operat-
ing system versions) which are sufficient to start up the database, however they
require changes in order to optimize database operation. Database administrator
may change individual parameters in order to:

– optimize processing performance by adjusting memory structure to database
requirements, e.g. selecting a certain number of memory buffers, assigning
memory for sorting, hash-join, etc.

– change some of the default values,
– set database constraints, e.g. maximal number of database users, number of

simultaneous transactions, public rollback segments, etc.

Depending on the characteristics of processing required by an application various
criteria may be applied:

– maximal processing power,
– maximal processing performance,
– transaction count per time unit,
– minimal transaction time.
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For an application which generates millions of small transactions every day
most important is the criterion of maximal processing power allowing for per-
formance increase. For decision support systems performance equals to short
response time. At the stages of designing and construction of the system ap-
plication designers have a possibility of selecting such combination of system
resources and Oracle mechanisms, which will result in the best realization of sys-
tem tasks and requirements. Reactive tuning regards avoiding situations which
could severely impact system operation performance. It is important that Or-
acle server and application be tuned to operate best on specific platform and
exploitation conditions. Full use of Oracle server capabilities should result in
achieving top system operation performance.

System processing performance may decrease during operation because of
expansion of data volume, which will degrade the whole system. Therefore it is
important to tune the system during normal operation.

3 Test Database Model

Database chosen for tests is a real commercial system for complex centralized
banking. A typical bank structure is implemented in the system. In such model
database various tests were performed in order to show what is the effect of
chosen configuration parameters on processing performance.

The following assumptions were made: known is the total data size stored in
real database as well as the relation between row counts in particular tables.

Only the following elements of database storage structure were included in
the basic database model:

– tablespace set,
– about 500 tables storing all the data,
– indexes,
– primary, foreign and unique keys,
– set of constraints regarding certain table fields.

Also included were certain descriptional values:

– set of RPi parameters describing the structure of every i-th tablespace,
– rowcount for i-th table Wi,
– total database rowcount W,
– set of rowcount ratios between relation-connected tables Znm where

Znm=Wn/Wm.

4 Simplified Model

A set of eight tables comprising database core were taken from the real database
and appended by 5 tables for storing simple client registration data in order to
automatically reduce the set of indexes, keys and constraints. The rowcount for
individual tables chosen for the simplified model is limited as well. Assumed is
a new set of tablespaces and parameters to characterize their structure.
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The simplified model has the following structure:

– data tablespace storing all database tables with all the contained data,
– indexes tablespace storing all database indexes,
– swycof tablespace storing rollback segments,
– pstym tablespace storing temporary segments.

In such model database various benchmarks were run in order to show the
influence of chosen configuration parameters and their storage on processing
performance.

In order to perform the research a special tool was designed which among
others comprises modules used to:

– analyze the results of performed experiments,
– display plots of all measured parameters as a function of time.

5 Measurements

The primary measured value was the time needed to complete a single test. To
eliminate random errors every test was performed multiple times until repeatable
results were obtained. In the sameway the influence of initial database buffer filling
was compensated; for large SGA it could noticeably affect the results.

To correctly interpret the time measurement results additional information
was required: thorough operation statistics for the database and operating sys-
tem. This information was obtained from:

– Performance monitor for the Windows system running the database
– Oracle Statspack package collecting data from database system perspective

Monitored operating system performance included:

– Bytes written to disk,
– Bytes read from disk,
– Virtual memory file activity.

Database operation statistics were obtained from statspack package, which
may generate a database activity report for a chosen period of time. For the
analyzed parameters the following statistics were most useful:

– buffer cache hit ratio,
– library cache hit ratio,
– memory sorts ratio,
– number of checkpoint calls,
– number of block reads,
– number of consistent block gets.

The above parameters were useful because of their impact on disk activity
and memory caching level.
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6 Test Research

The following parameters were examined during the tests: DB BLOCK SIZE,
DB BLOCK BUFFERS, SHARED POOL SIZE. Due to the high importance
of block size for Oracle database operation the following tests were conducted:

– TestA contained large number of queries requesting ormodifying little amount
of data; in such queries access to specific row is usually accomplished by direct
addressing with ROWID value obtained from appropriate index leaf,

– TestB contained mostly queries asking for large amount of data; database
access is then realized by way of FULL SCAN, i.e. reading whole tables.

The above tests were to investigate the influence of DB BLOCK SIZE parameter
changes on processing performance. Anticipated test results are connected to
their characteristics.

TestA requested little amounts of data contained in rows spread across the
whole tablespace. As a result of a single query to a database with large block
a number of blocks containing rows with data irrelevant to the query will be
inserted into SGA. Thus the SGA memory will be partially filled with unneces-
sary data. For a smaller block the amount of data not relevant to the query is
smaller, thus the advantage of using of smaller blocks.

TestB requires reading a large number of adjacent rows in every query. The
advantage of large block size results from getting larger amount of data in one
read. The time effect may be less visible here and dependent on buffer size and
method of buffering employed in the file system.

Fig. 1 and Fig. 2 present the results of experimental research including:

– Test completion time depending on DB BLOCK SIZE,

– Number of write operations during the test as a function of DB BLOCK SIZE,

– Number of read operations during the test as a function of DB BLOCK SIZE.

Average number of read and write operations per second are characteristics of
the operating system performance from which a conclusion may be drawn that
in a database whose operation is dominated by a large number of little queries it
is advantageous to use the smallest data block possible. Plots of blocks written
and read by database should be interpreted as showing the number of disk access
operations.

The value of DB BLOCK BUFFERS parameter determines the number of
database blocks cached in SGA memory by Oracle. Basing on the assumption
that processing performance is proportional to the amount of in-memory buffer-
ing (because of shorter access time of RAM than that of a hard drive) one
should try to set this parameter to maximal value. The restriction is the amount
of physical memory which can be assigned to one Oracle instance without pag-
ing and swapping being used, i.e. secondary caching of operational memory in
a swap-file. Value of this parameter has a visible effect on processing time. The
following tests were run:
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Fig. 1. Measured parameters as a function of DB BLOCK SIZE (TestA)

Fig. 2. Measured parameters as a function of DB BLOCK SIZE (TestB)

– TestC - many operations processing small number of rows in a single query,
– TestD - only queries modifying a large number of rows without committing,
– TestE - only queries modifying a large number of rows with commit.

The influence of DB BLOCK BUFFERS parameter value on processing per-
formance between SGA and disk memory is shown in Fig. 4.

Analysis of the influence of DB BLOCK BUFFERS value on data processing
time shows that increase of database blocks cached in memory (higher value of
the DB BLOCK BUFFERS parameter) results in slightly increased processing
performance for all the above tests.
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Fig. 3. Average number of read and write operations per second as a function of
DB BLOCK SIZE (TestA)

Fig. 4. Measured test time as a function of DB BLOCK BUFFERS

Measured data shown in Fig. 4 allows to estimate an optimal value od
DB BLOCK BUFFERS parameter above which a drop of processing perfor-
mance occurs. The decrease in performance is caused mostly by the limits of
hardware configuration and the necessity to use disk swap file (additional read
and write operations).

The value of SHARED POOL SIZE parameter determines the size of shared
area containing shared cursors, stored procedures, control structures, etc. Shared
pool allows for reduction of processing time for same SQL queries issued by one
or multiple users by buffering realization schemes for those queries.
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TestF contained a large number of different queries. Queries were simple,
thus required short processing time. The test was constructed to fill the whole
shared pool of certain close to maximal value. In this way operation of an
application consisting of N shared queries executed by M users was simulated.
Such operation is common to properly designed OLTP applications based on
Oracle database. In such applications queries from the outside of set N occur
sporadically or do not occur at all. The aim of this test was to measure the
influence of shared pool on processing performance, in particular: the influence
of shortage of shared pool. The influence of SHARED POOL SIZE parameter
value on processing time, database processing and processor load is shown in
Fig. 5.

Fig. 5. Influence of shared memory on data processing performance

Test results show a distinct effect of processing performance drop - in case of
shortage of shared memory the processing time increases. Performed test shows
that for an application utilizing a shared queries model there exists an optimal
amount of shared pool above witch no gain in performance is obtained. This
value should be estimated for every production application.

7 Conclusions

Experimental results show a great influence of parameter value changes on Or-
acle database operation. It should be stated here, that only a thorough analysis
of numerous measured values and statistics indicated a possibility of undesir-
able effects impeding the performance of certain processing type caused by a
change of value of certain parameter. It has been shown that characteristics of
the database application requires contradictory parameters tuning. For exam-
ple a little data block is appropriate for OLTP applications, but not optimal
for DSS applications. Additional factors that complicate tuning is the pursue of
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balance between minimization of database volume and reduction in I/O oper-
ations, obtaining a maximal number of concurrent transactions and efficiently
balancing index trees. Some of the above problems are solved by the maker in
newer database versions, e.g. introduction of variable block size, others require
application designers and database administrators to have thorough experience
and knowledge. After analyzing the obtained results it may be concluded that
tuning of Oracle database in a purely automated manner is not possible.
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Abstract. Making changes in production database or changes in
database system configuration often requires these changes to be priorly
tested in a test system. This also requires to replay the original workload
in the test environment by simulating client’s activity on many worksta-
tions. In the paper, we show how this task can be realized with the use of
many Workload Replay Agents working in Microsoft Azure public cloud.
We present model and architecture of widely scalable, cloud-based stress
testing environment, called CloudDBMonitor, which allows controlled
execution of captured SQL scripts against a specified database in Mi-
crosoft SQL Server database management system. The stress testing en-
vironment provides the possibility to investigate how the tested database
works under a large pressure generated by many simulated clients.

Keywords: Databases · Stress testing · Performance testing · Efficiency ·
Cloud computing · Workload replay · Scalability · Microsoft Azure

1 Introduction

Changes in an existing database system may affect performance of the system
and efficiency while processing client transactions. The main risk when imple-
menting different changes lies in the question how these changes affect the system
performance, whether they will have positive or negative effect on the system,
and how they influence the user experience of the database application.

Companies may want to improve their database systems in response to a
number of factors and feedbacks from customers. For example, the company
may notice a growing number of customers that connect to their database from
client applications. Or it can notice that due to the growing amount of data
the database system becomes inefficient. Or the company extends the database
system toward other areas. In all these and other situations, the company may
respond by introducing several types of changes.
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1.1 Use Cases

The company may decide to change the architecture of the system. Typical client-
server architecture with one database server and many clients may turn out to
be inefficient. A growing number of clients may put too much pressure on the
single server. Single server may not cope with the number of client transactions.
The company may want to switch to the architecture, which consists of a farm
of servers connected by a network that work in various topologies, but is still
visible to clients as one logical database server. Or due to availability reasons,
the company may want to switch to the high-availability cluster that contains
many nodes.

The company may also change the physical structure of the database. For
example, due to maintenance requirements the database can be splitted into
several data files and each file can be placed in a different location. Transaction
logs can be divided to different files. The space for temporal operations can be
separated from data files and located on different hard drive with the expec-
tations to get some improvements. New indexing strategy or data partitioning
schema can be adopted and the company may want check how it works for a
real workload.

The company may decide to make some improvements in the code of exist-
ing stored procedures or user defined functions. Some code units recognized as
inefficient can be rewritten, for example, to benefit from new indexes created in
the database or as a part of the code optimization process. Transaction isolation
levels can be elevated or lowered in some particular transactions.

The company may decide to migrate to a different hardware or increase com-
putational resources available for the database server. This may include changing
the number of processors or CPU cores, increasing the amount of RAM, increas-
ing the number of hard drives available or the use of RAID storage systems,
changing components of the network infrastructure, e.g. switches. Migration can
be also done between various versions or editions of the database management
system (DBMS). The company may migrate to new version of the DBMS or
elevate the edition from Standard to Enterprise in order to get access to some
advanced features.

Finally, the configuration of the DBMS or the database can be changed in
order to make use of new resources. For example, database administrators of
the company may change the number of CPU cores utilized by the DBMS, the
minimum and maximum of RAM used, the number of concurrent batches that
can be executed against the DBMS, data page size, fill factor for existing indexes,
and others.

Changes in all these areas of the database environment may affect perfor-
mance much. However, there is always a risk associated with such changes that
some of them may not be beneficial in terms of efficiency. Therefore, they should
be verified in a test environment before they are implemented in the produc-
tion system. The verification requires the test environment to be established,
real workload to be captured and replayed in the test database system (Fig. 1).
It also requires the stress testing environment that will be able to replay the
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workload, monitor the database and provide appropriate statistics when the
testing phase is completed. Establishing the stress testing environment that sim-
ulates the real activity of clients can be sometimes difficult due to the lack of
appropriate computer resources. Cloud computing is a computing model that
allows to lease the resources in minutes on a pay-as-you-go basis giving the
possibility to scale the testing process on many computers.

Fig. 1. Overview of workload capturing, replaying, and analysis

1.2 Related Works

Testing performance of database systems or testing application compatibility
for databases after reconfigurations became one of the important problems in
recent years. In terms of performance, various approaches and benchmark sets
has been designed and deployed. The Transaction Processing Council (TPC) is
an institution that develops standard workloads that can be used to test perfor-
mance of various types of database systems, including OLTP, OLAP, cloud and
Big Data systems [8,12]. On the other hand, there are also various commercial
tools, like Oracle Database Replay [1] and SQL Server Distributed Replay [11],
and scientific frameworks, like AgentTeam [4] and DBPerfTester@UMAP [6],
created for database management and for testing workloads on various DBMSs.
A commercial Oracle Database Replay enables users to replay a full production
workload on a test system to assess the overall impact of system changes [1].
Similarly, Microsoft SQL Server Distributed Replay is also a commercial tool
used for application compatibility testing, database performance testing, or ca-
pacity planning. It allows replaying a workload from multiple computers and
better simulation of a mission-critical workload [11]. On the other hand, more
sophisticated database architectures require dedicated approaches, like the one
presented in [4] which uses the AgentTeam framework for dynamic database
management (DDBM) and CourseMan environment for testing different DDBM
protocols on heterogeneous DBMSs. In [3] authors present how to test multi-tier
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database applications by the use of a number of agents. And in [2] the same
authors present an agent-based approach for the maintenance of database ap-
plications in terms of changes on the schema of the database underlying the
application. Finally, in [6] we show application of the UMAP [7,14] multi-agent
system in testing performance of DBMSs.

In this paper, we present model and architecture of the CloudDBMonitor,
the stress testing and SQL workload replay environment for databases. The
system has been developed in Microsoft Azure public cloud, which assures its
high scalability. Before we discuss details of the system in chapter 3 and 4, we
provide basic definitions regarding Microsoft Azure public cloud and Microsoft
Azure programming model in chapter 2.

2 Microsoft Azure Cloud Platform

Microsoft Azure is a public cloud that provides compute resources within the
Infrastructure as a Service (IaaS) model [5] and platform for software developers
within the Platform as a Service (PaaS) model [5]. Developers of applications
that work in the Microsoft Azure cloud are equipped with appropriate Applica-
tion Programming Interface (API) that allows a programmatic creation of the
application components. Among many components of the Microsoft Azure API
the following elements are used in the construction of CloudDBMonitor [15]:

– Compute - refers to compute capabilities of the Microsoft Azure platform
providing separate services for particular needs:
• Cloud Services - represent an application that is designed to run in
the cloud service and XML configuration files that define how the cloud
service should run; the application is defined in terms of component roles
that implement the logic of the application; configuration files define the
roles and resources for an application; the following roles can be used to
implement the logic of the application:
∗ Web role - is a virtual machine instance used for providing a web
based front-end for the cloud service;

∗ Worker role - is a virtual machine instance used for generalized de-
velopment that performs background processing and scalable compu-
tations, accepts and responds to requests, and performs long running
or intermittent tasks;

• Virtual Machines - represent instances of virtual machines with pre-
installed operating systems (Windows Server or Linux);

– App Services - provide multiple services related to security, performance,
workflow management, and finally, messaging including Storage Queues
and Service Bus providing efficient communication between application tiers
running in Microsoft Azure.

Basic tier of the Microsoft Azure platform provides five classes of virtual ma-
chines (compute units): ExtraSmall, Small, Medium, Large, ExtraLarge.
They differ with the number of cores possessed, CPU/core speed and amount
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of memory delivered, and efficiency of I/O channel. These compute units can
be used while building custom cloud-based applications. Detailed features of
available compute units are listed in [13].

3 Model of the Stress Testing System

Model of the stress testing system that we propose is based on the Microsoft
Azure programming model. Microsoft Azure programming model introduces the
concept of role as a working unit: Web role that provide web-based Graphical
User Interface (GUI), and Worker role for long running computational tasks.
During the design phase we defined the stress testing environment STE as a set
of roles RSTE and queues QSTE :

STE = 〈RSTE ;QSTE〉. (1)

The set of roles RSTE is defined as follows:

RSTE = {rWeb} ∪RWrk, (2)

where: rWeb is a Web role responsible for the interaction with the STE users,
and RWrk is a set of worker role instances that serve as Workload Replay Agents
that replay in parallel the specified SQL workload.

Queues are very important for the functioning of the entire testing environ-
ment, since they provide asynchronism in gathering test requests by the Web
role and processing these requests by Worker roles. By introducing queues to
the system, the Web role does not have to wait for any reply from Worker roles
and can accept user’s requests as they come. There are three queues in the STE
stress testing environment:

QSTE = {qCS, qSQL, qres}, (3)

where: qCS is the connection string queue that broadcasts connection strings of
tested database(s) to Workload Replay Agents (Worker role instances), qSQL is
the SQL workload queue for transferring the same workload to Workload Replay
Agents, qres is the result queue for transferring results of stress tests back to the
Web role.

The set of instances of the Worker role RWrk is defined as follows:

RWrk = {rWrk(i)|i = 1, ..., n} (4)

where rWrk(i) is a single instance of the Worker role (single Workload Replay
Agent), and n is the maximum number of Workload Replay Agents that work
in the STE (n ∈ N+).

Scalability is a key property of the system and one of the main reasons why
the system is designed to work in the cloud. We assumed that the system will be
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scaled mainly horizontally (scaling out) by increasing the number of Workload
Replay Agents n of the same size (i.e. possessing the same compute capabilities).

Communication between Web role and Worker roles is achieved by sending
and receiving messages of various types t. The set of messages M is defined as
follows:

MSTE =
⋃
t∈T

Mt, (5)

where T defines types of messages:

– CS - messages for transferring connection strings to tested databases;
– SQL - messages for transferring SQL workload;
– res - messages for transferring results of performance tests.

For the communication between components of the system we also define the
following operations:

– a(mt) � b means that component a sends message mt to component b, and
– a(mt) ≺ b means that component a gets message mt from component b.

Having such defined communication operations, we assumed the following rules
for acts of communication that may arise in the system:

rWeb(mCS) � qCS rWrk(mCS) ≺ qCS

rWeb(mSQL) � qSQL rWrk(mSQL) ≺ qSQL

rWrk(mres) � qres rWeb(mres) ≺ qres

(6)

4 Architecture of the Stress Testing Environment

On the basis of the presented model we have developed the architecture of the
stress testing environment. Fig. 2 shows the architecture of the entire environ-
ment, including stress testing system that works in the Microsof Azure cloud
and tested databases. These databases may be located in different places, e.g.
local hardware infrastructure of the company or remote hardware infrastructure
leased from a cloud provider.

Stress testing system implements the model presented in sections 3. Users
interact with the system through the Web role. The Web role provides a kind of
wizard that helps a user to start testing the specified database. Passing through
the steps of the wizard the Web role implements steps of Algorithm 1. It gathers
the data that are needed to create the connection string to the tested database
(line 1). Then, it creates a message mCS with the connection string (line 2)
and places in the queue qCS one copy of the message mCS for each Worker role
rWrk(i) employed for tests (lines 3-5). The SQL workload that is provided by
the user in one of the wizard’s steps is then encoded as message mSQL (line 6).
The Web role then sends #iter copies of the message to the qSQL queue (lines
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Fig. 2. General architecture of the CloudDBMonitor

7-9). The SQL workload is replayed #iter times against the tested database by
instances of the Worker role.

Worker role instances implement the logic of Algorithm 2. An instance of
the Worker role works continuously and accepts messages from the connection
string queue and SQL workload queue. When it gets message mCS containing a
connection string to the database (line 2-3), it opens connection to the database
(line 4). While there is a SQL workload prepared for execution (line 5), it gets
the workload from the queue qSQL (line 6), starts measuring time (saves tstart(j),
j = 1, ..,#iter, line 7), and executes the workload against the tested database
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Algorithm 1. Web role: processing a testing request

1: Gather connection string data from the web page;
2: Create message mCS ;
3: for each rWrk(i) do
4: rWeb(mCS) � qCS ;
5: end for
6: Create message mSQL with SQL workload;
7: for i ← 1,#iter do
8: rWeb(mSQL) � qSQL;
9: end for

DB (line 8). When the execution of the SQL workload is finished, the Worker role
stops measuring time (saves tend(j), j = 1, ..,#iter, line 9) and gets execution
statistics from DBMS (line 10). Execution statistics are encoded as messages
mres (line 11) and placed in the results queue qres (line 12). Single execution of
the SQL workload is then finished and the Worker role checks again the qSQL

queue if there is any SQL workload for replaying (line 5). Finally, after replaying
a number of workloads the connection to the tested database is closed (line 14)
and the Worker role is ready for processing the next testing request.

Algorithm 2. Worker role: execution of the SQL workload

1: while true do
2: if exists(mCS) in qCS then
3: rWrk(i)(mCS) ≺ qCS ;
4: Open connection to tested database DB;
5: while exists(mSQL) in qSQL do
6: rWrk(i)(mSQL) ≺ qSQL;
7: Start measuring time (save tstart(j)); � j = 1, ..,#iter
8: DB ← mSQL � Execute SQL workload
9: Stop measuring time (save tend(j));
10: Get execution statistics from DBMS;
11: Create message mres with execution statistics;
12: rWrk(i)(mres) � qres;
13: end while
14: Close connection to DB;
15: end if
16: end while

When instances of the Worker role process the SQL workload, the Web role
passes to the monitoring state and behaves according to Algorithm 3. The role
connects to the tested database (line 1) and continuously gets values of speci-
fied counters and displays them to the user as a chart (lines 2-6), like the one
presented in Fig. 3. Counter values are collected periodically every d seconds (d
is configured internally).
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Algorithm 3. Web role: online monitoring of the database

1: Connect to tested database DB;
2: while monitoring in progress do
3: Get counter values;
4: Display counter values to the user;
5: Wait d seconds;
6: end while

Fig. 3. Online monitoring of the specified database with CloudDBMonitor

There are different counter values that can be collected. Counters depend on
the database management system. For example, for Microsoft SQL Server we
can monitor:

– The number of connections to the tested database;
– CPU usage of the server hosting the database;
– Buffer cache hit ratio;
– Physical memory (MB);
– Target server memory (MB);
– Server memory in use (MB);
– Number of DBMS threads in particular states: running, runnable (waiting

for CPU), suspended (waiting for resources);
– SQL compilations/sec;
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– Number of deadlocks/sec;
– Lock waits/sec;
– and others.

After the whole SQL workload has been replayed #iter times and testing
phase has been completed the Web role collects and displays results of the whole
testing process. It implements the Algorithm 4 for this purpose. The Web role
displays the Summary web page with aggregated counter values as a table (line
1) and periodical counter values in particular moments of time as charts (line 2).
Then, it collects execution statistics from all messages mres(j) (j = 1, ...,#iter)
stored in the results queue qres and calculates the total execution time (lines
3-6). Finally, the role shows on a chart execution times for #iter successive exe-
cutions of the SQL workload. Sample charts for selected counters are presented
in Fig. 4.

Algorithm 4. Web role: gathering and displaying monitoring results

1: Show aggregated counter values;
2: Display distribution of counter values in time;
3: for each mres(j) in qres, j = 1, ..,#iter do
4: rWeb(mres(j)) ≺ qres;
5: ttotal ← max(tend(j))−min(tstart(j));
6: end for
7: Display execution times for successive iterations;

5 Discussion and Concluding Remarks

Replaying the captured SQL workload is very important for newly established
database systems or production database systems after reconfigurations. It al-
lows to check how the new architecture or new configuration affects the per-
formance of the database system. CloudDBMonitor stress testing environment
allows the simulation and replay of an increased SQL workload in the chosen
database management system by executing the SQL workload from many vir-
tual workstations in the cloud. In such a way, it allows to test how the specified
database works under a large pressure from concurrent transactions executed by
many simulated client applications.

The main goal of the CloudDBMonitor is then the same as commercial sys-
tems, like Oracle Database Replay and Microsoft SQL Server Distributed Replay,
and DBPerfTester@UMAP scientific prototype. The purpose of other mentioned
frameworks and tools is slightly different - a dynamic management of various
DBMSs with AgentTeam [4], and maintenance of complex database applications
[2,3]. The core functionality of CloudDBMonitor is very similar to compared
commercial tools and DBPerfTester@UMAP and all systems are based on the
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Fig. 4. Selected counter values: (top) the number of DBMS threads in particular states
(running, runnable, suspended), (bottom) script execution time (ms), displayed by
CloudDBMonitor for successive iterations (x-axe) of a sample SQL workload

same idea of employing many workload replay agents. However, CloudDBMon-
itor introduces queues into the system architecture, which provides temporal
decoupling and independence of the system components. Commercial tools pro-
vide more functionality in terms of workload capturing, preparation, analysis
and reporting. Scientific DBPerfTester@UMAP collects only basic statistics of
the transaction execution time. CloudDBMonitor collects more statistics than
its predecessor, DBPerfTester@UMAP. CloudDBMonitor also has a unique fea-
ture of possible infinite scalability as it is the system designed to work in the
cloud.

Likewise its predecessor presented in [6], CloudDBMonitor stress testing sys-
tem can be also used to verify database performance in the following situations:

– when migrating a database to work under control of different DBMS, e.g.
when thinking of changing a database provider,

– when providing changes in database schema, business logic implemented in
stored procedures, functions and triggers,

– when changing transaction isolation levels,
– when changing the SQL code in user’s database application,
– when scaling hardware resources,

– when making changes in DBMS configuration.

At the moment, capabilities of the CloudDBMonitor are limited only to test-
ing and monitoring Microsoft SQL Server DBMS. Tested databases can reside
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on stand-alone servers, clusters owned by a company, or in the cloud. The inter-
nal structure of the system is prepared for further development toward testing
and monitoring other database management systems. This remains one of the
directions for further development of the system in the future. Future works will
also cover more sophisticated methods for controlling the activity of workload
replay agents, including e.g., artificial immune systems [9,10]. This bio-inspired
technique is widely used to solve many optimization problems. We believe that it
will be a correct step toward the coordination of distributed systems containing
a large number of agents.
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Abstract. Data storage and information retrieval are some of the most
important aspects when it comes to the development of a language cor-
pus. Currently most corpora use either relational databases or indexed
file systems. When selecting a data storage system, most important facts
to consider are the speeds of data insertion and information retrieval.
Other than the aforementioned two approaches, currently there are var-
ious database systems which have different strengths that can be more
useful. This paper compares the performance of data storage and re-
trieval mechanisms which use relational databases, graph databases, col-
umn store databases and indexed file systems for various steps such as
inserting data into corpus and retrieving information from it, and tries
to suggest an optimal storage architecture for a language corpus.

Keywords: Corpus · Relational Databases · NoSQL · Graph Database ·
Neo4j · Index file system · Apache Solr · Column stores · Cassandra

1 Introduction

Today, corpus based approach can be identified as the state of the art methodol-
ogy in language studying for both prominent and inconspicuous languages in the
world. Corpus based approach mines new knowledge on a language by answering
two main questions:

1. What particular patterns are associated with lexical or grammatical features
of the language?

2. How do these patterns differ within varieties and registers?

According to Bennet, et al. [2]: A corpus is a principled collection of authen-
tic texts stored electronically that can be used to discover information about
language that may not have been noticed through intuition alone.

From the top view architecture, a corpus may have three main components.
And those are a mechanism to insert new data into the corpus, a data storage
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and information retrieval system, and data visualization tools. Among these
components, data storage system is the most vital part, because the performance
of data insertion and retrieval mainly depends on it. In this study we have carried
out a comprehensive comparison on a set of widely used database systems and
technologies in their role of being a data storage component for a corpus in order
to find an optimal solution with optimal performance.

The remaining five sections of this paper describe our study. First in section
2, we briefly look at the storage mechanisms that have been used in existing
corpora and the data storage technologies we are going to analyse with relevant
architectures. Section 3 describes the method we are using to compare those
storage mechanisms. Then in section 4 we present the results and observations
of our study and finally in section 5, we present the drawn conclusions.

2 Suggested Solutions for Comparison

According to the literature there are two main storage systems used in the
existing corpora. They are relational databases and indexed file systems.

Popular corpora like Corpus of Contemporary American English (COCA)
and Corpus del Espaol use relational databases. Davies [3,4] has described the
relational database model used in COCA and the details of database model used
in Corpus del Espaol.

On the other hand British National Corpus (BNC), uses indexed file systems
where data is stored as XML like files which follows a scheme known as the
Corpus Data Interchange Format (CDIF).Aston, et al. [1] describes about the
storage mechanism of BNC.

The idea of this study is to compare existing database systems and to come
up with strengths and weaknesses of each system as a candidate for a storage
mechanism of a language corpus.

In this study we are using H2 database as a relational database system be-
cause its licensing permits us to publish benchmarks and according to H2 bench-
mark tests [5], H2 has performed better than other relational databases such as
MySQL, PostgreSQL, Derby and HSQLDB that allow publishing benchmarks.
We did not do these performance testings on relational databases such as Or-
acle, MS SQL Server and DB2 because their licenses are not compatible with
benchmark publishing.

We used Apache Solr which is powered by Apache Lucene as an indexed file
system. We selected Solr because Lucene is a widely used text search engine and
Solr is licensed under Apache License which allows us to do benchmark testing
on that.

When storing details about words, bigrams, trigrams and sentences, one of
the biggest challenges faced is storing the relationships between each of these
entities. One way to represent relationships between entities is to use a graph.
Hence, we also considered graph databases in our study as a candidate for the
optimal storage system. Currently there are several implementations of graph
databases such as Neo4j, OrientDB, Titan and DEX. In our study we used
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Neo4j as our graph database system because, it has been identified by Jouili
and Vansteenberghe [6] that Neo4j has performed better than the other graph
databases.

Column databases improves the performance of information retrieval at the
cost of higher insertion time and lack of consistency. Since one of our main goals
is fast information retrieval, we considered column databases as a candidate too.
We used Cassandra since it has proven to give higher throughput than other
widely used column databases [7].

3 Method of Comparison

This section describes the method that we used for the comparison and how
we set up each database system. All codes and dataset used for this analysis is
available on a Github repository (goo.gl/JyoHRa ).

3.1 Benchmarking Conditions

Dataset - The dataset we used in this study contains data which were crawled
from online sources that are written in the Sinhala language. The final dataset
consisted of 5 million word tokens, 400000 sentences and 20000 posts.

Testing Environment - All tests were run in a 2.4 GHz core i7 machine with
12GB of physical memory and a standard hard disk (spinning disk). Operating
system was Ubuntu 14.04 with java version 1.8.0 05.

Data Insertion Mechanism - For every database system mentioned in the
previous section, words were added in 50 iterations in which each iteration added
100,000 words with relevant sentences and posts.

Data Retrieval Mechanism - At the end of each iteration mentioned above,
queries to retrieve information for following scenarios were passed to each data-
base. Same query was executed 6 times in each iteration and selected the median
of recorded values.

1. Get frequency of a given word in corpus using same word for every database
system

2. Get list of frequencies of a given word in different time periods and different
categories

3. Get most frequently used 10 words in a given time period or a given category
4. Get latest 10 posts that include a given word
5. Get latest 10 posts that include a given word in a given time period or a

given category
6. Get 10 words which are most frequent as the last word of a sentence
7. Get the frequency of a given bigram in given time period and a given category
8. Get the frequency of a given trigram in given time period and a given cate-

gory
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9. Get most frequent bigrams
10. Get most frequent trigrams
11. Get most frequent word after a given word
12. Get most frequent word after a given bigram

3.2 Method of Evaluating H2 DB

We used H2 version 1.3.176 for this performance analysis. Evaluation was done
using JDBC driver version 1.4.182. Cache was set to 0 Mb. We used relational
schema shown in Fig. 1.

Fig. 1. Schema used in H2

We used below indexes for H2 database.

1. Index on CONTENT column of the WORD table
2. Index on FREQUENCY column of the WORD table
3. Index on YEAR column of the POST table
4. Index on CATEGORY column of the POST table
5. Index on CONTENT column of the BIGRAM table
6. Index on WORD1 INDEX column of the BIGRAM table
7. Index on WORD2 INDEX column of the BIGRAM table
8. Index on CONTENT column of the TRIGRAM table
9. Index on WORD1 INDEX column of the TRIGRAM table
10. Index on WORD2 INDEX column of the TRIGRAM table
11. Index on WORD3 INDEX column of the TRIGRAM table
12. Index on POSITION column of the SENTENCE WORD table
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When inserting the data to the database we dropped all the indexes except
the one on CONTENT column of the WORD table. The indexes were recreated
when retrieving information.

3.3 Method of Evaluating Neo4j

We used Neo4j community distribution 2.1.2 licensed under GPLv3. Evaluation
was done using java embedded Neo4j database mode with heap size of 4048 MB
which can pass database queries through a java API. We measured performance
using both warm cache mode and cold cache mode. In warm cache mode, all
caches were cleared and a set of warm up queries were run before running each
actual query. In cold cache mode, queries were run with an empty cache. We did
batch insertion through csv import function with pre-generated csv files.

We used graph structure in Fig. 2 to evaluate the performance.

Fig. 2. Graph structure used in Neo4j

Properties of Nodes

1. Post - post id, topic, category, year, month, day, author and url
2. Sentence - sentence id, word count
3. Word - word id, content, frequency

Properties of Relationships

1. Contain - position
2. Has - position

Procedure of Data Insertion. We used csv file formatted database dumps
of relational database in-order to insert data into Neo4j using its csv import
function.

1. Word.csv includes word id, content and frequency
2. Post.csv includes post id, topic, category, year, month, day, author and url
3. Sentence.csv includes sentence id, post id, position and word count
4. Word Sentence.csv includes word id, sentence-id and position

Evaluations were done for both data insertion times and data retrieval times.
Data retrieval time was calculated by measuring the execution time for each
cypher query. For each cypher query, two time measurements were recorded for
warm cache mode and cold cache mode.
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3.4 Method of Evaluating Apache Solr

We used Apache Solr version 4.10.2. Cache sizes of LRUCache, FastLRUCache
and LFUCache were set to 0 in solrconfig.xml and autoWarmCount for each
cache was set to 0.

The following field types were defined to store data in Solr.

1. text general - This was implemented using solr TextField data typeand the
standard tokenizer was used.

2. text shingle 2 - This was implemented using solr TextField data type and
ShingleFilterFactory with minShingleSize=”2” and maxShingleSize=”2”.

3. text shingle 3 - This was implemented using solr TextField data type and
ShingleFilterFactory with minShingleSize=”2” and maxShingleSize=”2”.

To evaluate the performance, fields shown in table 1 were added to documents.

Table 1. Data types definition of Solr search engine

Fieldname F ieldtype Indexed Sorted

id string true true
date date true true
topic text general true true

author text general true true
link text general false true

context text general true true
content shingled 2 text shingle 2 true true
content shingled 3 text shingle 3 true true

For each doc, an unique id of 7 characters was generated. All fields except
link were indexed and all the fields were sorted.

3.5 Method of Evaluating Cassandra

We used Apache Cassandra version 2.1.1. Both Key Caching and Row Caching
were disabled when retrieving information from the database.

Cassandra uses a query based data modeling where it maintains different
column families to address querying needs. Hence, when designing our database
we also maintained different column families for different querying needs and
consistency among them was maintained at the application level that we used
to insert data.

Following are the column families we used, with the indexes used in each one
of them.

1. word frequency ( id bigint, content varchar, frequency int, PRIMARY KEY
(content) )
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2. word time frequency ( id bigint, content varchar, year int, frequency int,
PRIMARY KEY ( year, content ) )

3. word time inv frequency ( id bigint, content varchar, year int, frequency int,
PRIMARY KEY( ( year ) , frequency, content ) )

4. word usage ( id bigint, content varchar, sentence varchar, date timestamp,
PRIMARY KEY ( content, date, id ) )

5. word yearly usage ( id bigint, content varchar, sentence varchar, position int,
postname text, year int, day int, month int, date timestamp, url varchar,
author varchar, topic varchar, category int, PRIMARY KEY ( ( content,
year, category ) ,date,id ) )

6. word pos frequency ( id bigint, content varchar, position int, frequency int,
PRIMARY KEY ( ( position ), frequency, content ) )

7. word pos id ( id bigint, content varchar, position int, frequency int, PRI-
MARY KEY ( position, content ) )

8. bigram with word frequency ( id bigint, word1 varchar, word2 varchar, fre-
quency int, PRIMARY KEY (word1, frequency, word2 ) )

9. bigram with word id ( id bigint, word1 varchar, word2 varchar, frequency
int, PRIMARY KEY ( word1, word2 ) )

10. bigram time frequency ( id bigint, bigram varchar, year int, frequency int,
PRIMARY KEY ( year, bigram ) )

11. trigram time frequency ( id bigint, trigram varchar, year int, frequency int,
PRIMARY KEY ( year, trigram ) )

12. bigram frequency ( id bigint, content varchar, frequency int, category int,
PRIMARY KEY ( category, frequency, content ) )

13. bigram id ( id bigint, content varchar, frequency int, PRIMARY KEY (
content ) )

14. trigram frequency ( id bigint, content varchar, frequency int, category int,
PRIMARY KEY ( category, frequency, content ) )

15. trigram id ( id bigint, content varchar, frequency int, PRIMARY KEY (
content ) )

16. trigram with word frequency ( id bigint, word1 varchar, word2 varchar,
word3 varchar, frequency int, PRIMARY KEY ( ( word1, word2 ), frequency,
word3 ) )

17. trigram with word id ( id bigint, word1 varchar, word2 varchar, word3 var-
char, frequency int, PRIMARY KEY ( word1, word2, word3 ) )

4 Observations and Results

Fig. 3 shows the comparison between the data insertion time for each data stor-
age mechanism. Fig. 4 and Fig. 5 illustrate the comparison between times taken
for the each information retrieval scenario for each data storage mechanism.
When plotting graphs, we have ignored relatively higher values to increase the
clarity of graphs.
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Fig. 3. Data insertion time in each data storage system

Fig. 4. Data retrieval time for each scenario in each data storage system - part 1

Fig. 5. Data retrieval time for each scenario in each data storage system - part 2
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Normalized Time Measurements for Data Insertion. All data insertion
time measurements of each database were normalized with respect to data in-
sertion time measurements of H2 database.

Normalized time for data insertion in database

DBi =
1

number of iterations

∑ time to insert data to DBi

time to insert data t H2
(1)

Table 2. Normalized Time for Data Insertion in Each Data Storage System

H2 Solr Neo4j Cassandra

1 0.00047 0.2333 1.5306

Normalization of Time Measurements for Data Retrieval for Each
Scenario. All time measurements were normalized with respect to time mea-
surements of H2 database.

Normalized time for query q in database

DBi =
1

number of iterations

∑ measured time of DBi iteration k for query q

measured time of H2 iteration k for query q
(2)

Table 3. Normalized data retrieval time for each scenario in each data storage system

Normalized time Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12

H2 1 1 1 1 1 1 1 1 1 1 1 1
Solr 192 8.34 N/S 0.26 0.13 N/S 3.25 3.23 N/S N/S N/S N/S

Neo4j Cold Cache 5.3 224 1.35 5.84 197 12.4 60 586 T/E T/E 1228 2464
Neo4j Warm Cache 6 221 1.32 5.52 192 12 56 566 T/E T/E 1141 2286

Cassandra 0.7 0.02 0.04 0.04 0.06 0.03 0.1 0.23 0.002 0.001 11.0 1.25

Reasons for having N/S and T/E values for the entries in table 3 are:

1. N/S (Not Support) - Storage system or the schema does not support data
retrieval of such scenarios.

2. T/E (Time Exceeds ) - Data retrieval time takes more than 120 seconds in
such scenarios

5 Conclusion

Based on our observations, in data insertion point of view, Solr performed better
than the other three databases with a significant amount of time gap ( Solr : H2 :
Neo4j : Cassandra = 1 : 2127 : 495 : 3256 ). That means Solr is approximately
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2127 times faster than H2, 495 times faster than Neo4j and 3256 times faster
than Cassandra with respect to data insertion time.

From data retrieval point of view Cassandra performed better than other
databases. In couple of scenarios H2 outperformed Cassandra. But in those sce-
narios, Cassandra also showed a considerably good speed. Neo4j did not perform
well in any scenario and hence it is not suitable to create a structured dataset
such as a language corpus. Solr also marked a decent performance in some scenar-
ios but there were issues in implementing some scenarios because its underlying
indexing mechanism did not provide support to do those.

Only issue with Cassandra was its less flexibility in supporting new queries.
If we had another information need other than the above mentioned scenarios,
we would have to create new column families in Cassandra that support given
information need and insert data from the beginning which is a very expensive
process.

In conclusion Cassandra can be named as a good candidate for a data storage
system of a language corpus because

1. Data insertion time of Cassandra is linear which can be very effective in a
long term data insertion process

2. Performed well in 10 out of all 12 scenarios for information retrieval.
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Abstract. Recently, the ANSI committee for the standardization of the
SQL language has published the specification for temporal data support.
This new ability allows users to create and manipulate temporal data in a
significantly simpler way instead of implementing the same features using
triggers and database applications. In this article we examine the creation
and manipulation of temporal data using built-in temporal logic and
compare its performance with the performance of equivalent hand-coded
applications. For this study, we use an existing commercial database
system, which supports the standardized temporal data model.

Keywords: Temporal data · SQL:2011 · Performance · Trigger

1 Introduction

A database represents a model of objects of the real world. During the lifetime
of an object stored in a database, its properties can change. For such objects
it is necessary to consider their time-variant aspects. For this reason, it is an
important task of database systems to support management of temporal data, i.e.
that current, past and future values of time-variant attributes can be persistently
stored.

Timestamps can be represented using time points, time intervals and set of
time intervals. Time points are an infinite but countable ordered set, which is
used to specify a time domain [16]. Time intervals specify a time domain of
an entity as the continuous set of time instants. Interval-based temporal data
models are introduced in TSQL2 [14] and in the SQL:2011 standard [6]. Sets
of time intervals represent time domain as a finite union of time intervals [15].
Almost all existing temporal data models today are based upon time intervals.

Also, there are three fundamental and orthogonal kinds of time: user-defined,
valid and transaction time. User-defined time is a time representation designed
to meet the specific needs of users. Valid time specifies when certain conditions
in the real world are, were or will be valid. Several models supporting valid time
are described in [15]. Transaction time automatically captures changes made to
the state of time-variant data in a database. This time dimension represents the
time period during which an instance is recorded in the database. Taxonomy
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for classifying databases in terms of valid time and transaction time has been
developed in [13].

The first proposal for standardization of temporal data for database systems
has been submitted in 1995 and was based on [14]. This proposal showed some
shortcomings and was criticized in an article [3], thus failed to get a support of
the SQL standardization committee. Another proposal [9] has been submitted,
but the committee did not accept it. The next attempt to standardize temporal
data as a part of the SQL specification started in 2006 and ended successfully
with the publishing of the SQL:2011 standard [7]. The standard has adopted
a model, where a time period represents all time granules starting from and
including the start time, and ending with the last time granule before the end
time.

The standard introduces three different forms of tables [11]: application-time
period tables, system-versioned tables and bitemporal tables. An application-
time period table captures time periods during which data are valid in the real
world. For this reason, the user is responsible for setting the start and end times
of each time-variant attribute. Also, the user modifies the validity periods of
rows, when an error is detected. Generally, the valid time support is provided
by these tables.

One of main requirements for system-versioning table is that any modification
of rows immediately preserves the old state of these rows before executing the
UPDATE or DELETE statement. By specifying a table with system-versioning,
the user tells the system to immediately capture changes made to the state of
tables rows and, at the same time to memorize the old state of the same rows.
Therefore, the time period of a row in a system-versioning table begins at the
time in which the row was inserted into the table and ends when the row was
deleted or updated.

Bitemporal tables store and manage data with valid as well as with transaction
time. Therefore, a bitemporal table is a union of data from a corresponding
application-time period table and system-versioned table, and rows in such tables
are associated with both application-time period as well as with system-time
period. (Note that SQL:2011 does not use any particular name for these tables.
In this article, the phrase bitemporal is used in accordance to its use in the
literature.)

The aim of this paper is to examine whether the built-in support for temporal
logic reduces execution time in relation to hand-coded database applications.
Our tests showed that in the most cases execution times of built-in code is ca.
1.5 times quicker than execution time of the corresponding triggers and stored
procedures.

For this study, we use an existing commercial database system, IBM DB2,
which supports the standardized temporal logic [12]. Besides DB2, Oracle Ver-
sion 12c as well as Teradata support temporal logic. Teradatas temporal support
does not correspond to the specification in the SQL:2011 standard, while Oracles
implementation is incomplete in relation to the DB2 support of this specification.
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1.1 Related Work

Temporal databases have been a research topic since more than 25 years. During
this time, numerous temporal models and query languages have been proposed.
An annotated bibliography on temporal aspects can be found in [5]. The glossary
of temporal database concepts is given in [8]. Taxonomy for the classification of
temporal databases according to time dimensions has been developed in [13]. Ac-
cording to this taxonomy, Gadias work, described in [15] is a temporal data model
concerning valid time. Ben-Zvi proposed the first data model for bitemporal
databases, a temporal query language, storage architecture, indexing, recovery,
concurrency, synchronization, and its implementation [4]. Snodgrass attached
four implicit attributes to each time-varying relation, and presented a corre-
sponding temporal query language [15]. The bitemporal data model, BCDM [1]
forms the basis for the Temporal Structured Query Language. The article [17]
discusses the standardization of database systems from another angle of view.

Performance issues in relation to temporal data have been investigated in
several papers. In her work [1], Attay compared attribute and tuple timestamp-
ing in relation to the BCDM data model. Our work is similar to the work at
IBM described in [12]. In contrast to our tests, the authors in [12] compare im-
plementation of a subset of valid time capabilities with built-in temporal data
management versus hand-coded implementation of equivalent logic. The built-
in implementation of temporal logic reduced coding requirements by ca. 90%
in relation to the implementation of the same in corresponding applications. In
relation to lines of code, triggers and Java applications required 16 and 45 times
more LOCs, respectively.

1.2 Roadmap

The rest of this article is organized in the following way: Section 2 deals with
issues in relation to application-time period tables. Different cases concerning
integrity constraints as well as DML statements on such tables are analyzed and
compared. Section 3 discusses two different cases in relation to DML statements
of system-versioned tables. In Section 4 we show cases in relation to integrity
constraints and DML statements concerning bitemporal tables. Section 5 sum-
marizes all experimental results from Chapters 2-4. The last section gives con-
clusions and discusses future work. The article has an appendix (Supplement),
which contains the code of all triggers and stored procedures used for testing.

Each of the following three sections (Sections 2-4) has the same structure.
First, we give basic specifications of all tables used in the following subsections.
After that, the issues in relation to key integrity are discussed. In the final
subsection, the discussion of DML statements is given.

2 Application-Time Period Tables

The creation of application-time period tables requires that the user explicitly
defines two time-variant columns, which specify the start and end times of the
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period of each row. Both columns must be defined with the NOT NULL property
and their type can be any date type (DATE or TIMESTAMP). The PERIOD
clause, which is a new extension to SQL, instructs the system to use these time-
variant columns to track the start and end points of time values for each row.
(This clause implicitly enforces the constraint that start time < end time.)

2.1 Basic Specifications

The employees table is an SQL table used for testing of a logic implemented
in hand-coded applications. The corresponding CREATE TABLE statement is
given in Example 1. Similarly, the T employees table is the corresponding table
with the built-in temporal logic and handles valid time. (IBM calls such a table
”table with business time”.) The corresponding statement is given in Example 2.

Example 1

CREATE TABLE employees (
E_Id INT NOT NULL , E_Name CHAR (20) NOT NULL ,
E_Start DATE NOT NULL , E_End DATE NOT NULL ,
E_Dept INT ,
PRIMARY KEY (E_Id , E_Start ));

-- Start_Time <= End_Time -> must be explicitly checked
ALTER TABLE employees ADD CONSTRAINT emp_check

CHECK(E_Start <= E_End);

Example 2

CREATE TABLE T_employees (
E_Id INT NOT NULL , E_Name CHAR (20) NOT NULL ,
E_Start DATE NOT NULL , E_End DATE NOT NULL ,
E_Dept INT ,
PERIOD BUSINESS_TIME (E_Start , E_End),
PRIMARY KEY (E_Id , BUSINESS_TIME WITHOUT OVERLAPS ));

For our tests, each of these tables is consecutively loaded with 100, 1000,
10.000, and 100.000 rows. Examples for loading data in both tables are given
in Examples 3 and 4, respectively. As can be seen from these examples, both
INSERT statement are equivalent. The reason is that in both CREATE TABLE
statements the user has to specify start and end time of the corresponding time
period.

Example 3

INSERT INTO employees
VALUES (115, 'Dante', DATE '2012 -01 -01', DATE '2012 -12 -01', 10);

Example 4

INSERT INTO T_employees
VALUES (115, 'Dante', DATE '2012 -01 -01', DATE '2012 -12 -01', 10);

2.2 Key Integrity Constraints on Application-Time Period Tables

Primary Key Integrity. There are two key integrity constraints: one con-
cerning primary key (PK) and the other concerning foreign key i.e. referential
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integrity (RI). The first consequence of adding time support to an application-
time period table is that the ”convenient” primary key for the relational model
is not sufficient for temporal logic and tables with time-variant columns have to
consider the timestamp. In other words, the E Id column in Example 2 does
not suffice to guarantee uniqueness of rows in the T employees table and the
primary key specification has to include the E start and E End columns. How-
ever, this is still not enough for the uniqueness of rows, while we wish to specify
that there can be only one E Id value at any given time. In other words, we
want that an employee belongs to exactly one department at the same time. For
this reason, the standard specifies the WITHOUT OVERLAPS clause, which
forbids overlapping of time periods. The first test we applied concerns the prob-
lem of primary key integrity. Example 5 tries to insert a row, which violates
the constraint specified with the WITHOUT OVERLAPS clause in the CRE-
ATE TABLE statement of Example 2 and the already existing row inserted in
Example 3.

Example 5

INSERT INTO T_employees
VALUES (115, 'Dante', DATE '2012 -01 -01', DATE '2012 -03 -01', 10);

The same constraint for the convenient SQL table (employees) is shown
in Example 6. The trigger in this example rejects the execution of INSERT
statements that violate the PK constraint on the employees table. Note that
this trigger is the only one, which is presented in the text of this article to
demonstrate implementation of hand-coded applications. All other applications
that will be discussed below can be found in the Supplement.

Example 6

-- the '!' sign is used as a delimiter
CREATE OR REPLACE TRIGGER EMPLOYEES_TRIGGER_INSERT

BEFORE INSERT ON employees REFERENCING NEW AS newRow
FOR EACH ROW
BEGIN

DECLARE i INTEGER ;
SELECT COUNT (*) INTO i

FROM employees
WHERE newRow.E_Id = E_Id

AND newRow.E_End > E_Start
AND newRow.E_Start < E_End;

IF i > 0 THEN CALL
RAISE_APPLICATION_ERROR(-20001, 'PK Times overlaps ');

END IF;
END!

Referential Integrity. If we suppose that there is the T Departments table,
which is a parent table of the T employees table, the convenient referential in-
tegrity involving these two tables cannot be satisfied, if the similar requirements
from the last subsection are valid, i.e. that every value of the E Dept column of
the T employees table corresponds to the department number column of the
T Departments table at every point in time. The SQL:2011 standard specifies
the corresponding FOREIGN KEY clause (with the REFERENCES option),
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but the implementation of such a clause does not yet exist in IBM DB2 [10]. For
this reason, a corresponding case cannot be tested at this moment.

2.3 DML Statements and Application-Time Period Tables

The semantics for DML statements differ significantly for application-time period
tables in relation to the conventional SQL. Table 1 shows the differences for all
three of these statements.

Table 1. The semantics of DML statements for application-time tables

Conventional SQL SQL Temporal

INSERT
(one row)

Inserting the new row Inserting a new row or prolonging the
valid time of an existing row.

UPDATE
(one row)

Updating the row Shortening the valid time of the row and
inserting a new row or prolonging valid
time of an existing row.

DELETE
(one row)

Deleting the row Shortening the valid time of the row or
deleting the row.

The case we examine concerns the DELETE statement. As can be seen from
Table 1, the deletion of a row with a time-variant attribute means that its valid
time is shortened or deleted. Example 7 shows such a DELETE statement for
the T employees table. After execution of this statement, the result contains
two rows with E Id = 115, one with the time period ending on 15.7.2012, and
the other beginning on 15.8.2012.

Example 7

DELETE FROM T_employees FOR PORTION OF BUSINESS_TIME
FROM DATE '2012 -07 -15' TO DATE '2012 -08 -15' WHERE E_Id = 115;

The example above uses the new clause - FOR PORTION -, which is the
temporal extension of the DELETE (and UPDATE) statement. The Supplement
shows the implementation of the corresponding stored procedure. (In this case,
we used a stored procedure to implement temporal logic, because that way the
explicit values of start and end times can be passed to the system using two
parameters.)

3 System-Versioned Tables

System-versioned tables comprise system times, which are always updated, when
the data modification statements are executed. These tables contain two ad-
ditional columns, for system start time and system end time. In contrast to
application-time period tables, the system maintains the start and end times of
the periods of rows.
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3.1 Basic Specifications

The departments table, created in Example 8 is the parent table of the em-
ployees table from Example 1. This table and the corresponding history ta-
ble are used for testing a logic implemented in hand-coded applications and
for transaction time. Similarly, the S departments table is the corresponding
system-versioned table with the built-in temporal logic. (IBM calls such a table
”table with system time”.) The corresponding CREATE TABLE statement is
given in Example 9.

The two time-variant columns of the S departments table (D Start and
D End) are specified by the user, but their values are provided by the system.
The third column, TRANS Start, is used to track when the transaction first
executed a statement that changes the tables data. The PERIOD clause has
the same meaning as the clause with the same name for application-time period
tables.

As can be seen from Example 9, IBM DB2 uses two tables, one for current
data, (S departments) and one for historical data (Dept history). This is in
contrast to the SQL:2011 specification, which defines only one table for current
and historical data. Both DB2 tables are compatible to each other, and the sys-
tem automatically moves the non-current data in the history table. Additionally,
the ALTER TABLE statement in Example 9 alters the current table to enable
versioning and identify the corresponding history table.

Example 8

CREATE TABLE departments(
D_id INT NOT NULL , D_Name CHAR(20),
D_Start TIMESTAMP(12), D_End TIMESTAMP(12),
PRIMARY KEY (D_Id));

CREATE TABLE departments_History(
D_id INT NOT NULL , D_Name CHAR(20),
D_Start TIMESTAMP(12) NOT NULL , D_End TIMESTAMP(12) NOT NULL ,
PRIMARY KEY (D_Id , D_Start ));

Example 9

CREATE TABLE S_departments(
D_id INT NOT NULL , D_Name CHAR(20),
D_Start TIMESTAMP(12) GENERATED ALWAYS AS ROW BEGIN NOT NULL ,
D_End TIMESTAMP(12) GENERATED ALWAYS AS ROW END NOT NULL ,
TRANS_Start GENERATED ALWAYS AS TRANSACTION

START ID IMPLICITLY HIDDEN,
PERIOD SYSTEM_TIME (D_Start , D_End), PRIMARY KEY (D_id));

CREATE TABLE Dept_History LIKE S_departments;
ALTER TABLE S_departments ADD VERSIONING USE HISTORY TABLE Dept_History;

The following examples show how rows can be inserted in both tables created
in Example 8 and Example 9.

Example 10

INSERT INTO departments
VALUES (1, 'D1', CURRENT TIMESTAMP , DATE '9999 -12 -31');

Example 11

INSERT INTO S_departments (D_Id , D_Name) VALUES ('1', 'D1');
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The INSERT statements in Examples 10 and 11 are different, because in
temporal logic, values for transaction start and end times are assigned by the
system.

3.2 Key Integrity Constraints on System-Versioned Tables

The specification of key integrity constraints on system-versioned tables is sig-
nificantly simpler than the specification of the same integrity constraints on
application-time period tables. The reason is that these constraints (primary
key constraint and referential integrity) must be enforced only on the current
rows, because the same constraints have been already checked at the time where
historical rows were current ones. For this reason, there is no need to include
time-variant columns (begin system time and end system time) in the primary
key and referential integrity definitions. In other words, the key integrity con-
straints on system-versioned tables are analogous to the same constraints in the
conventional SQL.

3.3 DML Statements and System-Versioned Tables

The semantics for the INSERT, UPDATE and DELETE statements differ for
system-versioned tables in relation to the conventional SQL. Table 2 shows the
differences for all three of these statements.

Table 2. The semantics of DML statements in system-versioned tables

Conventional SQL SQL Temporal

INSERT Inserting a new row Inserting a new row

UPDATE
(one row)

Modifying the row Ending the currentness of that row and
inserting a new row as a substitution for
the ex-current row.

DELETE
(one row)

Deleting the row Ending the currentness of the row.

For system-versioned tables, our tests for DML concern the UPDATE (Ex-
ample 12) and DELETE (Example 13) statements.
Example 12

UPDATE S_departments SET D_Name = 'D3' WHERE D_id = 1;

As can be seen from Table 2, the UPDATE statement in Example 12 will
be replaced by an UPDATE and an INSERT statement: the former concerning
the table with current values and the latter concerning the history table. The
existing row in the S departments table will be modified, with the new value
for the D Name column, and the start system time of the row will be set to the
time, when the UPDATE statement has been performed. The historical row will
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have the end transaction time set to the time, when the UPDATE statement
has been performed. (All other values of this row will be unchanged.)

Example 13

DELETE FROM S_departments WHERE D_id = 1;

The DELETE statement in Example 13 ends the currentness of the row with
D id=1. This means that two statements will be executed: a DELETE and
an INSERT. In other words, the row will be deleted from the S departments
table and the new row will be inserted in the history table with the value of end
transaction time set to the current time.

4 Bitemporal Tables

As already stated, valid time and transaction time represent two different kinds
of time, which are orthogonal to each other. In the case that an application needs
both of these dimensions, bitemporal tables are used. For this reason, the main
requirement in relation to bitemporal tables is to present start and end of the
valid time as well as its currentness in relation to transaction i.e. system time.

4.1 Basic Specifications

The B departments table is an SQL table used for testing of bitemporal
logic implemented in hand-coded applications. The CREATE TABLE state-
ment for this table is given in Example 14. (The second CREATE TABLE
statement in this example creates the corresponding history table.) Similarly,
the BITemp departments table is a table with the built-in temporal logic
and it handles bitemporal time. As in the case of system-versioned tables, the
user has to create a corresponding history table and to activate versioning for
it. The corresponding CREATE TABLE statements are given in Example 15.

Example 14

CREATE TABLE B_departments(
D_id INT NOT NULL , D_Name CHAR(20), D_Dept INT,
V_Start DATE NOT NULL , V_End DATE NOT NULL , -- BUSINESS_TIME
D_Start TIMESTAMP(12), D_End TIMESTAMP(12), -- SYSTEM_TIME
PRIMARY KEY (D_id , V_Start ));

-- Start_Time <= End_Time -> must be explicitly checked
ALTER TABLE B_departments

ADD CONSTRAINT B_departments_check CHECK(V_Start <= V_End);
-- History Table
CREATE TABLE B_departments_History(

D_id INT NOT NULL , D_Name CHAR(20), D_Dept INT,
V_Start DATE NOT NULL , V_End DATE NOT NULL ,
D_Start TIMESTAMP(12) NOT NULL , D_End TIMESTAMP(12) NOT NULL ,
PRIMARY KEY (D_id , D_Start , V_Start ));

Example 15

CREATE TABLE BITemp_departments(
D_id INT NOT NULL , D_Name CHAR(20), D_Dept INT,
-- BUSINESS_TIME
V_Start DATE NOT NULL , V_End DATE NOT NULL ,
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PERIOD BUSINESS_TIME (V_Start , V_End),
-- SYSTEM_TIME
D_Start TIMESTAMP(12) GENERATED ALWAYS AS ROW BEGIN NOT NULL ,
D_End TIMESTAMP(12) GENERATED ALWAYS AS ROW END NOT NULL ,
TRANS_Start GENERATED ALWAYS AS TRANSACTION

START ID IMPLICITLY HIDDEN,
PERIOD SYSTEM_TIME (D_Start , D_End),
PRIMARY KEY (D_Id , BUSINESS_TIME WITHOUT OVERLAPS ));

CREATE TABLE BITemp_Dept_history LIKE BITemp_departments;
ALTER TABLE BITemp_departments

ADD VERSIONING USE HISTORY TABLE BITemp_Dept_history;

The following two examples show how rows can be inserted in the
B departments and BITemp departments tables, respectively.

Example 16

INSERT INTO B_Departments (D_Id , D_Name , V_Start , V_End , D_Start , D_End)
VALUES (1, 'D2', DATE '2011 -01 -01', DATE '2012 -01 -01',

CURRENT TIMESTAMP , DATE '9999 -12 -31');

Example 17

INSERT INTO BITemp_Departments (D_Id , D_Name , V_Start , V_End)
VALUES (1, 'D1', DATE '2011 -01 -01', DATE '2012 -01 -01');

The INSERT statements in Examples 16 and 17 are different, because in the
case of built-in temporal logic, the start system time and end system time are
assigned by the system.

4.2 Key Integrity Constraints on Bitemporal Tables

The integrity constraint for primary key on bitemporal tables is similar to the
corresponding constraint for application-time period tables. The INSERT state-
ment in Example 18 violates this constraint.

Example 18

INSERT INTO BITemp_Departments (D_Id , D_Name , V_Start , V_End)
VALUES (115, 'D1', DATE '2011 -02 -01', DATE '2012 -03 -01');

4.3 DML Statements and Bitemporal Tables

Temporal modifications for bitemporal tables are similar to temporal modifi-
cations for application-time period tables. The main difference is that updates
(instead of deletions) are performed on transaction end time.

Example 19

DELETE FROM BITemp_departments FOR PORTION OF BUSINESS_TIME
FROM DATE '2011 -01 -01' TO DATE '2011 -02 -01' WHERE D_id = 115;

For the DELETE statement in Example 19 above, the system performs two
statements, an UPDATE and an INSERT. The UPDATE statement will modify
the existing row. The start valid time of the row will be updated to the new
value (2011-02-01), while the start system time and end system time will be
the time, when the DELETE statement above has been executed and forever,
respectively. (The end valid time will be unchanged.) The INSERT statement
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inserts a new row in the history table and modifies the system end time of the
original row from forever to the time, when the row has been deleted. Both valid
time values as well as the start system time will be unchanged.

5 Test Results

To evaluate performance tests described above, we use a host system with 8 GB
RAM and the Intel Q6600 processor with 2.4 GHz. The software was installed on
a virtual machine (VMware) with 3 GB RAM and four kernels. The operating
system was Windows 7 Professional 64 Bit.

The database system used for testing is IBM DB2 V 10.5 (64 bit edition), with
IBM Data Studio V 3.2 as interface to the database server. Although Data Studio
displays execution times for each executed statement, our tests showed that these
times are unreliable i.e. vary significantly from each other and therefore this tool
could not be used for performance test. For this reason, we used a command
script, which starts the db2batch command. Each table is consecutively loaded
with 100, 1000, 10000, and 100000 rows and tests with each load have been
executed ten times. The tables below contain the following columns: number
of rows, the tables name, average of each execution time and corresponding
standard deviation. The last column shows the ratio between execution times
of built-in code and execution times of corresponding triggers. All measures are
given in milliseconds.

Table 3. Application-time period table, test of PK integrity

# Rows Table Mean Standard devation Speedup
(ms) (ms)

100 Employees 72 9
100 T employees 59 9 1.21

1000 Employees 824 68
1000 T employees 620 58 1.33

10000 Employees 9135 202
10000 T employees 6878 95 1.33

100000 Employees 90229 1397
100000 T employees 69661 469 1.30

Table 3 shows execution times for violation of PK integrity with the INSERT
statement in Examples 5 and 6. For all loads, the ratio shows that execution
time of temporal logic is ca. 1.3 times faster than corresponding hand-coded
applications.

Table 4 shows execution times for the DELETE statement in Example 7
and the corresponding stored procedure. For all but first load, the ratio shows
the similar results as for the previous test, i.e. that execution time of temporal
logic is ca. 1.45 times faster than corresponding hand-coded applications. (The
anomalous result is due to the very small amount of rows in the first load.)
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Table 4. Application-time period table: Execution of a DML statement (DELETE)

# Rows Table Mean Standard devation Speedup
(ms) (ms)

100 Employees 109 12
100 T employees 514 54 0.21

1000 Employees 1007 11
1000 T employees 694 92 1.45

10000 Employees 9004 273
10000 T employees 6089 247 1.48

100000 Employees 88388 613
100000 T employees 58956 223 1.50

Table 5. System-versioned table: Execution of a DML statement (UPDATE)

# Rows Table Mean Standard devation Speedup
(ms) (ms)

100 Departments 79 16
100 S departments 63 9 1.24

1000 Departments 813 100
1000 S departments 616 70 1.32

10000 Departments 8033 94
10000 S departments 6936 178 1.16

100000 Departments 82026 2444
100000 S departments 70803 723 1.16

Table 6. System-versioned table: Execution of a DML statement (DELETE)

# Rows Table Mean Standard devation Speedup
(ms) (ms)

100 Departments 69 10
100 S departments 59 8 1.18

1000 Departments 658 85
1000 S departments 544 78 1.21

10000 Departments 7885 164
10000 S departments 6597 524 1.20

100000 Departments 82987 2302
100000 S departments 71040 696 1.17

Table 5 shows execution times for UPDATE in Example 12 and the corre-
sponding trigger. The execution times differ non-significantly from the times in
Table 3 and 4. The slightly better ratio for hand-coded applications can be ex-
plained with the minor complexity of system-versioned tables (see Section 3.3).
The same is true for execution times of the DELETE statement in Table 6.

Table 7 shows execution times for violation of PK integrity with the IN-
SERT statement for bitemporal tables. The corresponding statement is given
in Example 18 and the corresponding trigger. The semantics of this constraint
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Table 7. Bitemporal table: Test of PK integrity

# Rows Table Mean Standard devation Speedup
(ms) (ms)

100 B departments 75 17
100 BITemp departments 59 10 1.27

1000 B departments 895 76
1000 BITemp departments 668 50 1.34

10000 B departments 10546 200
10000 BITemp departments 7713 146 1.37

Table 8. Bitemporal table: Execution of a DML statement (DELETE)

# Rows Table Mean Standard devation Speedup
(ms) (ms)

100 B departments 297 25
100 BITemp departments 58 11 5.13

1000 B departments 3175 262
1000 BITemp departments 573 50 5.54

10000 B departments 45078 1813
10000 BITemp departments 7277 225 6.19

for bitemporal tables is equivalent to the semantics of the same constraint for
application-time period tables. Therefore, the ratio of execution times is similar.

Table 8 shows execution times for a DML statement (Example 19) for bitem-
poral tables. As can be seen in Section 4.3, the semantics of UPDATE and
DELETE statements on bitemporal tables is very complex. (The most complex
form of an UPDATE statement requires an UPDATE and three INSERT state-
ments.) Therefore, execution times of triggers and stored procedures for DML
statements of bitemporal tables are several times more slowly than the corre-
sponding implementation of temporal logic.

6 Conclusions and Future Work

In database systems, which do not support built-in temporal logic, users have to
implement this functionality in their application code. The SQL:2011 standard
with its specification of temporal data and IBM DB2 with the implementation
of the same dramatically simplify the code that has to be written.

In order to show execution times of built-in temporal logic vs. corresponding
hand-coded applications, we performed experiments to measure the performance
of both groups using the same data. Our performance tests showed three im-
portant results. First, execution times of built-in code is ca. 1.5 times quicker
than execution time of the corresponding triggers and stored procedures. Sec-
ond, standard deviation of hand-coded applications is significantly greater than
corresponding deviation for applications implemented using built-in temporal
logic. Another conclusion is: the more complex the semantics of a statement, the
bigger the difference in their execution times.
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It is well known that the first specification of temporal data model in SQL:2011
is non-satisfying [11]. The main defect is that the standard, at this time, does
not specify two very important temporal features: the PERIOD data type and
coalescing. The PERIOD data type is defined as the time interval, which contains
a set of consecutive time units. This data type has the lower and upper limit,
which are both of type DATE or TIMESTAMP. The most important property
of this data type is that it can be used in the natural way to represent time
intervals. Additionally, it supports operations, such as CONTAINS, EQUALS,
PRECEDES and OVERLAPS as methods of the data type. We expect that
the support of this data type will come soon, and the study of performance
advantages of the PERIOD data type is one of our main goals in the future.
Also, the current standard lacks the support for coalescing. Coalescing means
that the system automatically merges the rows of a table, which overlaps [2].
This problem appears very often when an INSERT (UPDATE) statement is
performed, and time-invariant attributes of the rows are equal and at the same
time their timestamps overlaps or adjoin. It can be expected that performance
gains of the support for coalescing will bring significant benefits in relation to
hand-coded solution. For this reason, this is also one of the goals in our work.
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Abstract. There are many studies which discuss the problem of using
various NoSQL databases and compare their efficiency thus confirming
their usefulness and performance quality. However, there are very few
studies dealing with the problem of replacing data storage for systems
currently working. This lack has become a motivating factor to examine
how difficult and laborious it is to move an existing, regularly used ap-
plication, based on the relational environment to a non-relational data
structure. The difficulty of carrying out a data migration process, the
scope of changes which would have to be done in the existing environ-
ment and the efficiency of an application while using new data structures
were considered in the presented research. As an example one of on–line
games, being a good representative for popular web applications, was
chosen.

Keywords: Web application · Relational database ·NoSQL · Efficiency ·
Data migration

1 Introduction

In the field of the database science NoSQL databases has become more and
more popular. Many computer users mistakenly interpret this term as system,
which does not use SQL language, while NoSQL stands for ”not only SQL”.
Data stored in such databases does not use strictly defined schemas, data access
is often realized without joins, which make NoSQL databases more scalable and
efficient. Sometimes these systems are identified with one technology while there
are many various solutions being an alternative for relational databases.

This appearance of new data models has led some applications developers to
question whether it is more beneficial to transfer existing data from relational
databases to these new structures. Going further the next questions regarding
the possibility, feasibility and reasonableness of undertaking such tasks should
be asked. To answer these questions the difficulty of carrying out a data migra-
tion process, the scope of changes which would have to be done in the existing
environment and the efficiency of an application while using new data structures
were considered in the presented research.
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There are many studies which discuss the problem of using various NoSQL
databases and compare their efficiency thus confirming their usefulness and
performance quality, yet they focused their attention mainly on comparing fea-
tures or a performance of particular databases [1–4, 10, 12]. Some research com-
pared NoSQL and relational databases but taking another point of view or SQL
databases differing from that used in this research [7, 13, 14]. However, there are
very few studies dealing with the problem of replacing data storage for systems
currently working. This lack has become a motivating factor to examine how dif-
ficult and laborious it is to move an existing, regularly used application, based
on the relational environment to a non-relational data structure. As an example
one of on–line games, being a good representative for popular web applications,
was chosen.

2 The Research Environment

The on-line web game www.wygrajmecz.pl, uniting many thousands of users,
was chosen as a test environment. It combines features of managerial and role
playing games (RPG) in a football area. The users impersonate football club
owners and compete with each other by playing games, which, together with their
results, are the basis for building the game ranking. The game is very similar
to many other games on the market. Its main module is a kernel, with which
cooperate all the elements of the application. The module is developed using PHP
language. The operation of this game is based on the MySQL relational database;
in which the way of data storing and modelling can be treated as universal and
commonly used. There is a lack of untypical solutions with one exception. There
was a new text type defined, in which the structure depends on a record type.
From that point of view it may be compared to XML documents. The database
structures have their equivalents in the application classes described by three
terms:

– MetaClass – an equivalent to a database table,
– MetaList – a set of rows of a particular table,
– MetaAttributes – a column cell including one or a few values.

MetaClass is a base class, after which inherits all classes defined by developers.
Each of the previously–mentioned classes plays an important role in setting

the communication between the application and the database using the function-
ality included in the TConnectionDB.php file. The contribution of a particular
element in that cooperation is presented in Fig. 1.

The modification of those files was required to achieve one of aims of the
research – provide the on–line game with connection possibilities for both rela-
tional database and the analysed structures minimizing the necessity of changing
the application code and development patterns used. As a new database struc-
tures two representatives of NoSQL databases; MongoDB - a document database
and Cassandra – referred as a column database were chosen. Usage of a graph
database were also considered [11]. However an analysis of its characteristic
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Fig. 1. Schema of the connection process to the relational database

features indicated that such type of database is thought to be used in other
application types than that studied in the research.

3 Tests of Data Migration

The basis for conducting the experiments planned was developing a connection
between the application and databases. The changes, which had to be done in
the application kernel turned to be simple and easy to implement. Drivers of
both selected database types for PHP language (php mongo.dll and phpCassa
respectively) are equipped with appropriate functions to facilitate opening and
closing connection to a database [8].

Establishing this connection opened possibilities to carry out a data migration
process from the relational database to NoSQL tools [6]. It was based on scripts
defined especially for this purpose. This process was repeated for various number
of records to check scalability of the solution. The outcomes of the experiments
are presented in table 1.

Table 1. Duration of data migration [s]

Database 100 records 500 records 1000 records 10000 records

MongoDB 1.571 8.281 16.652 174.986
Cassandra 4.694 23.908 49.912 512.164

MongoDB, in this process, turned out to be meaningfully more efficient than
Cassandra – the duration of the same task for Cassandra was three times longer
than for MongoDB. Nevertheless, it should be emphasized that such operation is
realized only once thus its efficiency should not be a key problem if a performance
of execution of other statement types is satisfactory. Dealing with these issues
was the direction of subsequent studies.
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However, the problem may arise when such relational and NoSQL databases
will be used in federated database systems, in which process of synchronizing
data is repeated on a regular basis.

4 Mapping Database Statements

Fulfilling requirements of minimizing an influence of changes made on develop-
ers work, as it was mentioned above, was a simple task in case of opening and
closing a connection to databases. The more complicated problem to be faced
was query processing. The original solution assumed using SQL language to for-
mulate operations for the relational database. For this reason all the application
functions cooperating with a data source expect a parameter of this form. The
variety of NoSQL database languages in conjunction with requirements defined
earlier has led to working out a mechanism translating SQL operation to a text
formatted in a way ensuring a possibility for representing SQL constructions in
a notation typical for a particular NoSQL language. The description of these
symbols is presented in table 2.

Table 2. Description of formatted text symbols

Symbol Description

| Dividing a string into parts describing a table and filtering conditions
/ The separation of a table name from an operation to be performed
ˆ The separation of WHERE and ORDER BY clauses into parts including

filtering conditions
# The separation of subsequent WHERE and ORDER BY clauses terms
& Defining a key and its value in a single term

Each of SQL statements defined by MetaClass and MetaList methods is trans-
lated to elements being subsequent parts of a formatted string, returned as re-
sults of these method execution (Fig. 2). The example of two operation in Mon-
goDB and Cassandra databases written using proposed convention is presented
in subsequent listings.

– MongoDB

$ls_sql = "$temp->TableName/find|$ls_key."&".$ls_value.

"#".$ls_key."&".$ls_value."^".$ls_key."&".$ls_value

"#".$ls_key."&".$ls_value;

The first section of the string includes data on a collection (TableName) and
an operation to be performed (find). The filtering conditions being criterions
for MongoDB find method constitutes the second part of the string. There
can be WHERE (|) and ORDER BY ( ”ˆ”) clause distinguished, both with
two elements of key–value type.
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Database abstract class

Connect()
DisConnect()

Read()
Save()
Delete()

z_getSQLSelect()
z_getSQLInsertt()
z_getSQLDelete()
z_getSQLUptade()

getld()
array_sort()

MongoDB class

getld()

NoSQL database class

getld()

[...]

MySQL class

getld()

Cassandra class

getld()
array_sort()

Fig. 2. Dependency of the abstract database class and classes cooperating with
databases of different types

– Cassandra

$ls_sql = "".$this->TableName."/update|".$this->PmFieldName."&"

.$this->Pm."^".$lo_attr->Name."&".$lo_attr->Value."#"

.$lo_attr->Name."&".$lo_attr->Value."";

In this string the symbols separate table name, Cassandra function to be
performed (update), primary key name (PmFieldName) and its value (Pm),
and attributes to be changed (Name and Value)

5 The Application Efficiency Comparison

Developing one general solution for coding database operations allowed for ex-
tending the scope of the experiments to compare an efficiency of the application
tasks realization while using different data storages. Tests were built taking two
points of view into account. First of them assumed checking the application per-
formance in terms of its functionality. The second one regarded the analysis of
the efficiency of various database statement types. As an environment for the
experiments the youth club module was chosen, in which task is to give an ap-
plication user an opportunity to search for new football players. The analysed
scope of the functionality included:

– sending a scout to search a new football junior,
– cancelling search activities,
– accepting a scout suggestion,
– rejecting a scout suggestion.

The listed functionalities consisted of select, insert, update and delete oper-
ations and were studied using small databases – filled with several thousand
records as well as bigger sets – with thirty thousand records. The latter config-
uration corresponds to a situation, in which ten thousand players are registered
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in a database. At the beginning of the experiments small and big databases for
each system studied were filled with the same numbers of records, which was
changing during the experiments.

5.1 The Application Performance Discussion

The analysis of the results was conducted for small and big databases indepen-
dently (tables 3 and 4 respectively), however in both cases similar outcomes were
obtained. The performance of tasks realized on the basis of MongoDB turned
out to be almost the same as in MySQL instance. Furthermore in some cases the
application cooperation with MongoDB database was more efficient than with
MySQL one (Sending scout and Accepting junior). Comparing the results for
different database sizes it may be observed that both of discussed systems are
highly scalable. Duration of particular tasks realization was almost the same for
both small and big databases. The outcomes for the third system, Cassandra,
differ significantly from those obtained for MongoDB and MySQL databases.
Operating on data in Cassandra databases was several times less efficient (in
case of bigger database even hundreds times) and less scalable than in other
databases.

Table 3. Small databases - tasks duration [s]

Small Presenting Sending Cancelling Rejecting Accepting
database database scout search junior junior

content

MySQL 0.015 0.2 0.03 0.03 0.25
MongoDB 0.015 0.075 0.04 0.04 0.05
Cassandra 0.4 1.0 0.8 0.8 1.1

Table 4. Big databases - task duration [s]

Big Presenting Sending Cancelling Rejecting Accepting
database database scout search junior junior

content

MySQL 0.015 0.2 0.03 0.03 0.45
MongoDB 0.018 0.09 0.03 0.03 0.05
Cassandra 6.0 5.0 5.26 5.26 5.7
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Table 5. MySQL: various type operation duration [s]

MySQL: Presenting Sending Cancelling Rejecting Accepting
Small database scout search junior junior
database content

SELECT 0.015 0.02 0.026 0.026 0.065
INSERT - 0.0175 - - 0.18
UPDATE - 0.005 0.002 0.002 0.002
DELETE - - 0.002 0.002 0.003

Table 6. MongoDB: various type operation duration [s]

MongoDB: Presenting Sending Cancelling Rejecting Accepting
Small database scout search junior junior
database content

SELECT 0.015 0.01 0.025 0.025 0.015
INSERT - 0.05 - - 0.025
UPDATE - 0.0015 0.01 0.01 0.005
DELETE - - 0.005 0.005 0.005

5.2 The Analysis of Statement Efficiency

To explore the reasons of the previously obtained results, the subsequent step
of the research was carried out. It included the studies on the application per-
formance in terms of an executed operation type. To achieve better readability
they were presented for each of database servers independently. Times of SQL
statements realization in MySQL database were shown in table 5. The results
indicate that a task performance was mostly influenced by INSERT operations
(in case a task included such statements). The second most time consuming task
was SELECT one, whereas both DELETE and UPDATE statements had a little
impact on the application efficiency. In case of MongoDB databases, although
the general results were similar to outcome obtained for MySQL one, a contribu-
tion of particular statements were slightly different. Once again inserting records
proved to be the most time consuming operation, however meaningful difference
is visible only in one task (Accepting Junior – table 6). The bigger impact of
the UPDATE and DELETE operations is also worth noting. As it was discussed
earlier summarized results shown low efficiency of the application and Cassandra
database cooperation. The studies of particular operation types revealed huge
influence of SELECT duration on the final outcome (between 40–75% of the
total execution time). It results from the fact that while reading data from a
Cassandra database redundant records, filtered locally in the application, had
to be taken, lengthening a statement execution time. The INSERT statement
which requires unordered data scanning to find the maximal value of a record
identifier also turned out to be time–consuming operation (between 20 and 40%
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Table 7. Cassandra: various type operation duration [s]

Cassandra: Presenting Sending Cancelling Rejecting Accepting
Small database scout search junior junior
database content

SELECT 0.4 0.43 0.6 0.6 0.7
INSERT - 0.42 - - 0.3
UPDATE - 0.15 0.05 0.05 0.05
DELETE - - 0.15 0.15 0.05

of the execution time). In case of the most of the other statements durations
differences are on the 8–15% level.

The results obtained for bigger databases created in MySQL and MongoDB
system were almost identical as for smaller databases. All proportion was kept
as well. The outcomes related to Cassandra usage confirmed earlier insights,
however the influence of SELECT statement increased to 75-99% of the total
time of the task execution. It maked duration of other operations negligible.

6 Conclusions

The research presented in the paper revealed that the MongoDB database, in
most of the analysed cases (during the application adaptation process and data
migration), turned out to be the better of the studied solutions. The performance
tests strengthened this impression – Cassandra seemed to be a less efficient sys-
tem and from the developers point of view using it in the analysed system would
be useless and pointless. One of the main reasons of the weaker performance is
the shortcomings of the Cassandra driver for PHP language. It may be expected
that the development of such software, more adjusted to the environment used,
could significantly improve the quality of the Cassandra system utilisation.

Nevertheless, the analysis conducted in the research requires another point of
view to be taken into consideration as well. The application modification to work
with new types of data sources and the later experiments had to be organized in
a precisely defined and strictly imposed way. These limitations probably made
Cassandra not fit to the analysed environment. It may be anticipated that devel-
oping an application from scratch to cooperate with this kind of database would
provide a more efficient solution. In fact there are studies ([1, 5, 9]), in which
the results show that Cassandra is a system of high availability and scalability,
yet they were obtained based on different types of experiments.

The most important findings reveal a very good interoperability of the appli-
cation and MongoDB databases, in a few cases it was even better than using the
original data source. Although these results were obtained for a subset of the
game functionality, they allow having an expectation of a performance recur-
rence while using other its modules. Such a prospect is reasonable because the
chosen part of the application included representatives for all types of data and
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operations available in the application. The confirmation of these assumptions
as well as involving other types of NoSQL databases is planned as a future work.
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Poznań University of Technology, Poland

tadeusz.pankowski@put.poznan.pl

Abstract. We propose an algorithm, called Lorq, for managing NoSQL
data replication. Lorq is based on consensus quorum approach and is
focused on replicating logs storing update operations. Read operations
can be performed on different levels of consistency (from strong to even-
tual consistency), realizing so-called service level agreements (SLA). In
this way the trade-off among availability/latency, partition tolerance and
consistency is considered. We discuss correctness of Lorq and its impor-
tance in developing modern information systems based on geo-replication
and cloud computing.

1 Introduction

New classes of information systems such as Web services, Web search [8,7], e-
commerce [9], and social networks [15], demand data stores using paradigms
different from those of centralized conventional databases. They need more scal-
able distributed solutions for managing huge data repositories based on NoSQL
key-value data models [6,4], and guaranteeing very high availability and low
latency [9,15,19]. An important way in which such data stores differ from con-
ventional databases is that they have to deal with the trade-off between consis-
tency, availability/latency and partition tolerance. This issue was formulated by
so-called CAP theorem [5]. The theorem states that these three features cannot
be achieved simultaneously, and a lot of research have been done to propose
solutions considering this trade-off [1,12,14].

In this paper, we propose a new data replication algorithm called Lorq (Log
Replication based on Quorum consensus). The algorithm is based on a consen-
sus quorum approach [11,16], and on eventual consistency [21,20,13], which is a
weak variant of strong consistency. In Lorq, the replication is realized through
replication of logs (storing update operations) instead of data, like in Raft [18]
managing data in a replicated state machine. To solve the trade-off between con-
sistency and high availability, read operations in Lorq may be performed using
different levels of guaranteed consistency – from strong consistency to one of
four kinds of eventual consistency.

The outline of this paper is as follows. The next sections reviews ideas of
consensus quorum algorithms. Section 3 presents the Lorq algorithm and some
ways for achieving strong and eventual consistency in Lorq. The correctness of
Lorq is discussed in section 4. Finally, section 5 concludes the paper.

c© Springer International Publishing Switzerland 2015
S. Kozielski et al. (Eds.): BDAS 2015, CCIS 521, pp. 116–125, 2015.
DOI: 10.1007/978-3-319-18422-7_10
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2 Basic Idea of Quorum Consensus Algorithms

In a quorum-based data replication, it is required that an execution of an opera-
tion (i.e., a propagation of an update operation or a read operation) is committed
if and only if a sufficiently large number of servers acknowledge the successful
termination of this operation [11]. Let us denote: N – a number of servers storing
copies of data (replicas); R – an integer called read quorum, meaning that at least
R copies were successfully read; W – an integer called write quorum, meaning
that propagations to at least W servers have been successfully terminated. The
following relationships hold between N , R and W :

W > N/2, (1)

R+W > N. (2)

To commit a read operation, a server must collect the read quorum, and to com-
mit a write operation must collect the write quorum. Condition (1) guarantees
that the majority of copies is updated, and (2) that among read copies at least
one is up-to-date.

The aim of consensus algorithms is to allow a collection of servers to process
users’ commands (updates and reads) as long as the number of active servers is
not less than max{W,R}. It means that the system is able to survive failures of
some of its servers.

3 Lorq – Log Replication Based on Quorum Consensus
Algorithm

During last decade, the research on consensus algorithms is dominated by Paxos
algorithms [10,16,17]. Lately, a variant of Paxos, named Raft [18], was presented
as a consensus algorithm for managing a replicated log. Lorq is based on ideas
underlying Paxos and Raft, and includes such steps as: (1) leader election; (2)
log replication, execution and commitment of update operations; (3) realization
of read operations on different consistency levels.

3.1 Architecture

The architecture of Lorq (Fig. 1), like in the case of Raft [18], is organized having
in mind: operations, clients, and servers occurring in the system managing data
replication.

Operations. We distinguish three update operations: set, insert, and delete,
and one read operation. In order to informally define syntax and semantics of
operations, we assume that there is a NoSQL database DB = {(x, {A : a})}
storing a key-value data object (x, {A : a}). Additionally, any data object in
DB has a timestamp of the last operation updating this object. Operations are
specified as follows:
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Fig. 1. Architecture of Lorq system. Thera are update and read operations in queues.
Update operations are delivered (1) by clients from queues to one leader (2). A repli-
cation module delivers them to leader’s log and to logs at all workers (3). Sequences
of operations in all logs tend to be identical and are applied in the same order to
databases (4). States of all databases also tend to be identical (eventually consistent).
A client may read (5) data from any server.

– set(dataId, dataV al) – the value of an existing data with identifier dataId
must be set to dataV al, e.g., set(x, {A : b}) and set(x, {B : b}) executed in
DB changes its state to {(x, {A : b})} and {(x, {B : b})}, respectively.

– ins(dataId, dataV al) – the new key-value data (dataId, dataV al) is inserted,
or the value of the existing data object dataId is modified accordingly, e.g.:
successive execution of ins(x, {B : b}) and ins(y, {C : c}) against DB,
changes its state to DB = {(x, {A : a,B : b}), (y, {C : c})}.

– del(dataId, dataV al) – the existing key-value data (dataId, dataV al) is
deleted, or the value of the existing data object dataId is modified accord-
ingly, e.g.: successive execution of del(x, {B : b}) and del(y, {C : c}) against
the DB state considered above, gives DB = {(x, {A : a})}.

– read(dataId) – reads the key-value data with identifier dataId.

Queues. Operations from users are serialized and put in queues. An operation
is represented as follows:

– any update operation, opType(dataId, dataV al), opType ∈ {set, ins, del}, is
represented as a tuple (opId, clId, stT ime, opType, dataId, dataV al);

– any read operation, read(dataId) – as a tuple (opId, clId, stT ime, dataId),

operation identifier (opId), client identifier (clId), and start timestamp (stT ime)
are determined, when the operation is delivered by a client to the leader.

Clients. Each queue is served by one client.
Servers. A server maintains one replica of a database along with the log related
to this replica, and runs the software implementing Lorq protocols. The number
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of servers depends on the assumed efficiency of the system and the intended
number of tolerated failures. For example, to be able to tolerate one failure, we
need three servers, but to tolerate two failures we need five servers (that follows
from conditions (1) and (2)). One server plays the role of leader and the rest
roles of workers. The state of each server is characterized by the server’s log and
database state. The following variables relate to the state of a server:

– lastIdx – last log index (the highest position storing an operation),

– lastOpT ime – the stT ime stored at lastIdx position,

– lastCommit – the highest log index storing a committed operation,

– currentLeader – identifier of the current leader, 0 – the leader is not elected,

– lastActivity – the observed latest activity time of the leader.

3.2 States and Roles in Lorq System

The Lorq system can be in one of the following three states: (1) UnknownLeader
– no leader is established in the system (when the system starts and a short time
after a leader failure). (2) LeaderElection – election of a leader is in progress. (3)
KnownLeader – a leader is known in the system. In these states, a client plays,
respectively, the following roles: Asking, Waiting, and Querying, whiles roles of a
server are, respectively: Server, Elector, and Leader or Worker.

Client in Asking role: Initially, and when the system is in UnknownLeader state,
a client asynchronously sends the request GetLeader to all servers. In response,
each available server can return:

– 0 – if a leader can not be elected because the majority quorum cannot be
achieved (the system is unavailable);

– currentLeader – identifier of the leader that is either actually known to the
server or has been elected in reaction to the GetLeader request.

Client in Waiting role: After issuing GetLeader request, the client plays the
Waiting role. Next, depending on the reply, changes its role to Asking or Querying.

Client in Querying role: A client reads from a queue the next operation, or
reads again a waiting one, if necessary, and proceeds as follows:

– determines values for opId, clId, and stT ime;

– any update operation is sent to the leader using an Update command

Update(opId, clId, stT ime, opType, dataId, dataV al); (3)

and the operation is treated as a “waiting” operation;

– any read operation is handled according to the required consistency guar-
antees (see section 3.4), and is sent using a Read command

Read(opId, clId, stT ime, dataId). (4)



120 T. Pankowski

If the Update command replays committed, the corresponding operation is re-
moved out from the queue. Otherwise, the client changes its role to Asking.

Server in Server role: A server plays the Server role when the system starts,
and when a worker detects that election timeout elapses without receiving any
message from the leader (that means the leader failure). A server in Server role
starts an election issuing the command StartElection to all servers. Next, the
systems goes to the LeaderElection state, and all servers change their roles to
Elector.

Server in Elector role: The community of servers attempt to chose a leader
among them. The leader should be this server that has the highest value of
lastCommit, and by equal lastCommit, the one with the highest identifier (or
satisfying another priority criterion). Next, the system goes to the KnownLeader
state, the server chosen as the leader changes its role to Leader, and the remainder
servers to Worker.

Server in Leader role: The leader acts as follows:

1. After receiving Update command (3), a leader issues asynchronously to each
server (including itself) the command appending the operation to logs

Append(opId, clId, stT ime, opType, dataId, dataV al,
lastIdx, lastOpT ime, lastCommit).

(5)

The process can return with an exit code indicating:

– success – the entry was successfully appended to the server’s log,
– inconsistency – the server’s log is inconsistent with the leader’s one. Then

a procedure recovering consistency is carried out. After this, the leader
retries sending the Append command. It is guaranteed, that after a fi-
nite number of repetition, the command returns with success (unless the
worker fails).

If the number of servers returning with success is at least equal to the write
quorum (W), then the leader sends asynchronously to all these servers (also
to itself) the request to execute the appended operation and to commit it.
Next, replays committed to the client. If a worker does not respond to Append
(because of crash, delay, or lost of network packet), the leader retries Append
indefinitely (even after it has responded to the client). Eventually, all workers
store the appended entry or a new election is started.

2. If the leader activity timeout elapses the leader sends

Append(lastIdx, lastOpT ime, lastCommit)

to each worker, i.e., Append command with empty data-part (so-called heart-
beat), to confirm its role and prevent starting a new election. The response
to this message is the same as to regular Append. In particular, this is im-
portant for checking log consistency, especially for restarting workers.

3. When a new leader starts, then:



A Consensus Quorum Algorithm for Replicated NoSQL Data 121

– There can be some uncommitted entries in the top of the leader’s log
(lastCommit < lastIdx). These entries must be propagated to work-
ers by Append command in increasing order. If a delivered log entry is
already present in worker’s log, it is ignored.

– Some “waiting” operations in a queue, i.e., denoted as already sent to a
leader, could not occur in the leader’s log (the reason is that they have
been sent to a previous leader and that leader crashed before reaching
the write quorum). Then these operations must be again sent by the
client from the queue to the newly elected leader.

– After the aforementioned two operations have been done, the client starts
delivering the next update operation from the queue.

A server plays the Leader role until it fails. After recovery, it plays a role of
Worker.

Server in Worker role: Let a worker receive an Append command (possibly
with empty data-part) of the form (5), where leader’s parameters are denoted
as: lastIdxL, lastOpT imeL, lastCommitL. Then:

1. If lastIdx = lastIdxL and lastOpT ime = lastOpT imeL, then: if the data-
part is not empty, then append the new entry; execute and commit all uncom-
mitted entries at positions less than or equal to lastCommitL in increasing
order; reply success.

2. If lastIdx < lastIdxL, then reply inconsistency. The worker expects that the
leader will decide to send all missing entries.

3. If lastIdx = lastIdxL and lastOpT ime < lastOpT imeL, then delete lastIdx
entry and reply inconsistency.

4. If lastIdx > lastIdxL then delete entries at positions greater than or equal
to lastIdxL and reply inconsistency.

A server plays the Worker role until its failure or failure of the leader – then it
returns to the Server role.

3.3 Example

Now, we identify and discuss some steps in a process of receiving, replicating,
executing and committing operations in Lorq system. We assume that there
are five servers in the system (N = 5) (Fig. 2), and the write quorum is three
(W = 3). By “+” we denote committed entries, and by “?” the waiting ones.

Step 1. Operations a and b are already committed, but c and d are waiting, i.e.,
their execution in the system is not completed. S1 is the leader that propagated
c and d to S3, and after this failed. We assume that also S5 failed. There are
two uncommitted operations, c and d, in the top of S3, these operations are also
denoted as waiting.

Step 2. In the next election, S3 has been elected the leader. The client receives
information about the new leader and sends the waiting operations c and d to
him. Since c and d are already in the S3’s log, they are ignored. S3 propagates
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Fig. 2. Illustration to a scenario of managing data replication in Lorq

c and d to available workers S2, and S4. The write quorum is reached, so they
are executed and committed. Next, S3 receives the operation e, and fails.

Step 3. Now, assume that all servers are available and S4 is elected as the
leader. The client receives information about the new leader and sends the wait-
ing operation e to S4. Next, the leader propagates e as follows: (1) Propagation
to S1: e is appended at fifth position. Since leader’s lastCommit is 4, thus c
and d are executed in the S1’s database and committed. (2) Propagation to S2:
e is successfully appended at fifth position. (3) The leader (S4) recognizes that
the write quorum is already reached. Thus: asynchronously sends to S1, S2 and
to itself the command to execute and commit e; replies committed to the client;
continue propagations of e to S3 and S5. Note that e is already in S3’s log, so the
append is ignored. There is an inconsistency between logs in S4 and S5. Thus,
all entries at positions 3, 4 and 5 are propagated to S5. Moreover, operations c, d
and e are executed in S5’s database and committed. In the result, all logs will
be eventually identical.

3.4 Consistency Models

A strong consistency can be provided by Lorq when reading operations are ex-
ecuted in the set of servers constituting the read quorum (R). Then the answer
with the highest timestamp is chosen, and it is guaranteed, in force of (2), that
the chosen value is up-to-date. However, providing the strong consistency is
costly. For example, Amazon charges twice as much for strongly consistent reads
as for eventually consistent reads in DynamoDB [2]. Thus, applications are often
interested in possibility to declare their consistency and latency priorities [20].
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Except of strong consistency, a user may expect a weaker kind of consistencies,
which are referred to as eventual consistencies. This is similar to declaring iso-
lation levels in conventional SQL databases. Some kinds of weak consistencies
was discussed in [20]. In Lorq, some of them can be realized as follows:

1. Consistent prefix: A reader is guaranteed to see a state of data that existed
at some time in the past, but not necessarily the latest state. In Lorq, this
consistency is realized by reading from any server. It is guaranteed that
databases in all servers store past or current states, and that these states
were up-to-date sometimes in the past.

2. Bounded staleness: A reader is guaranteed that read results are not too
out-of-data. To guarantee this, each server provides lastUpdate timestamp
indicating when the last update of the server’s database took place. The read
operation is done against this server which guarantees acceptable staleness.

3. Monotonic read: A reader is guaranteed to see data states that is the same or
increasingly up-to-date over time. In Lorq, the monotonic read is guaranteed
by so-called session guarantee meaning that all read operations of a client
are always addressed to the same worker.

4. Read-my-writes: It is guaranteed that effects of all updates performed by the
client, are visible to the client’s subsequent reads. In Lorq, it is guaranteed
by reading from the leader database with considering the contents of its log.

4 Correctness

In this section we will discuss correctness of Lorq. To this order we will consider
some invariable correctness assertions, which are always satisfied.

1. Delivery guarantee: Operations sent be a client are not lost. If the timeout
elapses and the sent operation is not committed, it means that the leader
fails. Then the client asks for a new leader and re-sends the operation.

2. Superprioryty of leader’s lastCommit: The highest position of a committed
operation in the leader’s log is not less than this position in logs of any
worker, i.e., l.lastCommit ≥ w.lastCommit, where l denotes the leader and
w any worker.

3. Uniqueness of logs: Operations on logs cannot be duplicated. Before append-
ing an operation to a log, it is checked whether it already is stored in this
log. So, any operation is stored only once.

4. Monotonicity of leader’s log: Any operation that is sent to the leader’s log
can be either appended or ignored (if it is already in the log). No position
in the leader’s log can be removed or overwritten.

5. Monotonicity of database states: Changes in database states are caused by
operations with increasing timestamps. It means, that there are no rollback
(abort) of some previously executed operation.

6. Prefix matching of logs: If logs of two servers agree at a position k, then they
agree at any position i, i ≤ k. This follows from the precondition, which must
be satisfied while an entry is appended to the log.
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The following lemmas are consequences of the Lorq properties. They prove
some aspects of correctness of Lorq but of course they do not form any complete
proof.

Lemma 1. Operations are executed by all servers in the same order.

Proof. By contradiction, let us assume that a server srv1 has executed an op-
eration u1 before u2, and a server srv2 executed these operations in the reverse
order, denoted srv1.u1 < srv1.u2 and srv2.u2 < srv2.u1. Then there are indexes
j1 < j2 and k2 < k1, such that log1[j1] = u1, log1[j2] = u2, log2[k1] = u2,
log2[k2] = u1, where log1 and log2 are logs of servers, respectively, srv1 and
srv2. Let j1 < k1 < j2 < k2. Then, for the log log0 of the leader, we have
log0[j1] = u1, log0[k1] = u2, log0[j2] = u2, log0[k2] = u1. We see that opera-
tions are duplicated in the log. The same will be implied by another ordering of
j1, j2, k1, k2. Thus, the log cannot be under control of Lorq algorithms.

Now let us assume that u1 from a client cl1 has been stored in log0[j1] and
propagated to all workers. Before ending the propagation, an operation u2 has
been sent by a client cl2, stored at log0[j1 + 1] and propagated. Assume that
the propagation to srv1 succeeded, i.e., log1[j1] = u1, and the propagation
of u2 and arrived to srv2 before u1. However, u2 cannot be appended since
leader.lastIdx = j1, but srv2.lastIdx = j1 − 1. According to Lorq protocol, the
leader must send all missing entries preceding position j1. Thus, either the leader
will sent u1 or the propagation of u1 will arrive (the later of these two will be
ignored). �

By srv.read(x)(r) = (x, v, t), we denote that a read operation read(x) has
been issued in a real time r against a server srv and its result is (x, v, t).

Lemma 2. Let srv1.read(x)(r1) = (x, v1, t1), srv2.read(x)(r1) = (x, v2, t2),
and t1 < t2 (i.e., srv1 is delayed with respect to srv2). Then there is r2 > r1
such that srv1.read(x)(r2) = (x, v2, t2).

Proof. Let database states of srv1 and srv2 (in real time r2) were determined by
execution of all operations from logs, respectively, log1[1..j] and log2[1..k], where
log1[1..j] ⊂ log2[1..k]. It follows from Lemma 1 that after (k − j) appends log1
will have k-entries and log1[1..k] = log2[1..k]. This equality will have place after
a time interval Δ necessary to realize these (k − j) appends. So, r2 = r1 +Δ.

Note that in force of Lemma 2, the eventual consistency is guaranteed.

5 Conclusions

We discussed an algorithm, called Lorq, managing replicated NoSQL data using
a consensus quorum approach and based on replication of logs storing update
operations by respecting the write quorum. A system controlled by Lorq pro-
tocol consists of a set of autonomous servers, among them a leader is chosen.
Applications have possibilities to declare their consistency and latency priorities,
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from strong consistency to one kind of eventual consistencies. In this way the
server level agreement (SLA) is provided. We briefly discussed different kinds
of consistency, and some aspects of correctness of Lorq. The Lorq system have
been designed and implemented using tools oriented to asynchronous and par-
allel programing [3]. This research has been supported by Polish Ministry of
Science and Higher Education under grant 04/45/DSPB/0136.
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Abstract. The scalable NoSQL systems are often the best solutions to
store huge amount of data. Despite that they in vast majority do not pro-
vide some features known from database systems (like transactions) they
are suitable for many applications. However, in systems that require data
consistency, e.g. payments or Internet booking, the lack of transactions
is still noticeable. Recently the need of transactions in such data store
systems can be observed more and more often. The Scalable Distributed
Two Layer Data Structures (SD2DS) are very efficient implementation of
NoSQL system. This paper exposes its basic inconsistency problems. We
propose simple mechanisms which will be used to introduce consistency
in SD2DS1.

Keywords: NoSQL · SD2DS · Consistency

1 Introduction

For fulfilling modern needs for data storing and processing, distributed systems
are frequently used. Unfortunately, classic relational database model is ineffi-
cient for this type of systems. Splitting the data into multiple tables stored on
many servers combined with locking usually results in a poor throughput. All the
problems led to the new movement called NoSQL and beginning an era of “poly-
glot persistence” [14]. Many various solutions tailored to the specific needs were
worked out. Depending on the field of application some requirements concern-
ing consistency, persistence and method of data accessing should be redefined.
The data does not have to be normalized and can be stored in some form of
a schemaless aggregate. As a result the consistency restrictions are relaxed and
the whole system offers better scalability.

NoSQL datastores offer outstanding scalability and throughput, but in con-
trast to databases may not entirely support consistency, transactions and
sometimes even persistence. Assuring transactions and keeping consistency in a
distributed system is a well known and widely discussed problem [13,16,2,5,17].
There are many worked out solutions addressing these problems, but none of

1 The research used equipment funded by the European Union in the Innovative Econ-
omy Programme, MOLAB - Kielce University of Technology.
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them solves them completely and for all the cases. In practice, each distributed
data structure should be considered individually in terms of preserving data
consistency depending of the usage. On the other hand, transactions are not
required in many modern applications while lack of them can be catastrophic in
others. The banking, flight booking or any other systems that require payments
will always need full transactions mechanisms [17].

2 Related Work

The vast majority of distributed stores do not use classical transactions to pre-
serve data consistency. They base on weaker mechanisms that proved to be
sufficient in many applications [1]. For example the BigTable systems can only
support consistency which concerns only single data portion [4]. Many others,
like CloudTPS, offer only eventual consistency which guarantees that eventually
data will propagate to all its replicas if there are no further data modifications
[17]. In that case the newest version of data could not be visible to all of the
clients. The vast majority of NoSQL systems uses data versioning to preserve
integrity of the data. NoSQL that provide strong consistency, like Neo4J, offer
very weak scalability features.

In general, systems that do not support transactions are good solutions only
if data can be well partitioned [16]. Because of that in the last few years there
is a noticeable trend of returning to the classic ACID (Atomic, Consistent, In-
dependent and Durable) transactions in NoSQL systems. The examples of such
systems with transactions supports are Google Percolator [13], Google Spanner
[5], Google Megastore [2], CloudTPS [17] or Calvin [16].

The vast majority of such systems were developed on top of the classic Big
Data systems and introduced the transactions. For example Calvin can use any
NoSQL system that provides basic data manipulation operations CRUD to pro-
vide full ACID transactions [16]. Some of them support transaction only in a
limited manner. Google Megastore partitions the data into so called entity group.
The full ACID transactions are provided only within the entity group [2].

CloudTPS is one of such systems that supports the transactions in full extent.
It was built on the top of the open source implementation of BigTable called
HBase and Amazon SimpleDB system. It provides Atomicity by using of two-
phase commit protocol which allows to confirm the changes in a distributed
system. The system assumes that if the transactions are performed correctly, the
Consistency is preserved. It uses timestamps to order and sequentially perform
the operations in conflicted transactions to fulfill the Isolation property. The
Durability property is preserved by ensuring that all of the changes will be
written to the store when the transaction is completed [17].

Percolator is another example of Big Data systems that provides transactions.
It was originally developed to handle web search indexing [13]. It was built on the
top of the Google BigTable system and utilize its versioning system to preserve
consistency. It also introduce locking mechanisms and timestamps for stronger
data consistency [13].
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There are numerous software solutions that present different approach to
a processes coordination in distributed applications. The main feature of these
systems is the elimination of locking and waiting for the resource. They use
strong consistency model by utilizing asynchronous version of linearizability [8]
called A-linearizability. One of the most recognizable example of such a system
is ZooKeeper [11]. It provides kernel for building more complicated coordina-
tion mechanism at the client. ZooKeeper has two basic ordering guarantees:
Linearizable writes and FIFO client order. A client can use ZooKeeper API to
build mechanisms such as Rendezvous, Read/Write Locks, Double barrier, and
others.

3 Scalable Distributed Data Structures

Main purpose of Scalable Distributed Data Structures (SDDS) is storing huge
sets of data using distributed RAM in a multicomputer [6]. The data is divided
into records identified by the unique keys. The records with the keys are stored
in so called buckets which are distributed among multicomputer nodes. All the
buckets in a single addressing space form a file. There is a number of proposed
architectures using different algorithms for addressing records [6]. An SDDS
file consists of at least three different components: buckets storing the data,
clients manipulating the data and additional control components. The file scales
through splitting of the overloaded buckets.

Main feature of SDDS is that there is no central directory for addressing
records. The distributed directories, so called file images, are used instead. As
a result, a client may commit an addressing error while trying to access the
data using an outdated file image. In such a case, the incorrectly addressed
message is forwarded to the correct recipient and the client receives so called
Image Adjustment Message (IAM). The IAM updates the client’s file image, so
it will never make the same addressing error again.

The SDDS offers outstanding scalability and throughput (as the data is stored
in the distributed RAM). There is a number of extended SDDS architectures in-
troducing storage of objects [3] and fault tolerance [12]. The transactions in
SDDS were introduced in [9,10]. Ensuring consistency in SDDS is simplified, be-
cause each record with its key is always stored completely in one place (bucket).

Scalable Distributed Two Layer Data Structures (SD2DS) were developed on
a basis of SDDS [15]. Main difference of SD2DS, in contrast to the SDDS, is
that the structure is build of two layers, managed and addressed independently.
The data is divided into so called components. Each component consists of two
parts:

– The header, including the unique key of the component and so called locator
pointing a place where the second part of the component is stored. Headers
may contain also other metadata describing the components.

– The body, consisting of the component data supplemented with the key.

Headers are stored in the first layer of SD2DS, called the file, while bodies
are stored in the second layer, called the storage. Both layers consist of buckets.
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To manipulate the data, indirect addressing is used, so a client must firstly
communicate with the first layer to obtain the locator and then gets access to
the desired component body.

Main advantage of SD2DS over SDDS is that the component bodies are stored
always in the same bucket, thus they are not moved during evolution of the file.
Only the first layer must be split during the expansion of the file. Because the
first layer consists of small headers, the process is fast and efficient.

Many different strategies may be applied for management of the first and the
second layer. Moreover, the component header may be expanded with additional
metadata such as checksums, additional locators, counters, etc. This allows for
ensuring fault tolerance, load balancing and additional capabilities [15]. Summa-
rizing, the SD2DS is a very efficient, scalable and flexible data structure, which
may be easily adopted to many specific needs.

On the other hand, the separation of a header and a body in SD2DS may
lead to serious problems concerning consistency. During the indirect access to
the data there is a possibility of seeing not consistent state. It may happen when
a client’s operation is interrupted between access to the first and the second
layer by another client. From the first client’s point of view the data may become
incomplete or partially correct.

4 SD2DS Architectures Providing Consistency

We propose two extended SD2DS architectures which significantly decrease the
number of consistency faults in real-world applications, like non-critical social
web applications. The following well known mechanisms are used as a basis:
locking of the data and versioning of the data. Although these two methods are
quite simple, the results proved that they provide not only efficiency but also
safety when combined with SD2DS.

4.1 Component Locking

The component locking is one of the basic methods used to cope with the lack
of consistency [7]. We propose a new SD2DS with Component Locking (SD2DS-
CL). The locking mechanism involves applying the lock on a component so only
one client can update it sequentially. The locking mechanism is managed by the
first layer of SD2DS-CL and all necessary information is stored as component
metadata. If a component is locked, any other clients are unable to access it,
until the client that puts the lock will remove it. In that scenario we assume
that all clients work without faults and all clients will eventually commit their
changes. Otherwise, each server must periodically check not committed changes
and rollback the expired ones.

Algorithm 1 presents the procedure of inserting a component into SD2DS-CL
using locking. The lock is released after the client completes the operation and
commits the changes to the store.
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Algorithm 1. Inserting a component into a SD2DS-CL store

1: The client C sends a message to the first layer of the store with request to add
a component CP

2: The corresponding server SH from the first layer creates a header H for the com-
ponent and the component locator CL. The header H is marked as locked with
a current timestamp T.

3: The server SH sends the CL and the timestamp T to the client C.
4: The client C inserts the component body in place indicated by the CL.
5: The client C commits the changes of the desired component (indicated by H) by

sending a message with the previously received timestamp T to the server SH.
6: The server SH compares the received timestamp with the timestamp stored in the

header H and if they are equal the component lock is removed.

The timestamps are used to prevent from removing the lock put by other
clients. This may occur when a single component is modified by many clients
simultaneously. Such situation leads to many consistency faults. However it may
be neglected in some applications by replacing the old version of the component
body with the new one.

In the environment vulnerable to faults, the locking mechanism may cause
serious delays in accessing the data. Moreover, it can lead to starvation of clients.
In the worst case a client can wait forever for desired component while other
clients continuously lock the component. Consider a situation when a client C1

locks a component, but does not commit the changes. Afterwards, a client C2

wants to access the same component. The client C2 requests the component
header from the first layer. The first layer responds with information that the
desired component is currently locked and cannot be accessed. The client C2

waits until the component is accessible again.
A limited number of attempts eliminates the possibility of locking the entire

client application when trying to access the continually locked component. In the
optimistic case that scenario never occurs but can not be neglected. After a spec-
ified (predefined, e.g. 10) number of attempts the client may decide whether to
abort the process, repeat the operation again or access different component in-
stead.

The length of the delay between attempts must be carefully considered. If the
time is longer the risk of starvation is reduced but the clients’ latency is greatly
increased. We have analysed different strategies to find the best answer. In the
simplest solution there is no delay at all. We have also considered strategies with
constant, increasing and randomly chosen delays. The experimental results are
presented in the chapter 5.

4.2 Component Versioning

As it was presented above, simple locking is not the best and the most effective
solution. Thus, we propose the second variant of the SD2DS with Component
Versioning (SD2DS-CV).
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Algorithm 2 presents the outline of retrieval of a component with versioning.
At any moment there can be two component locators which point to two different
versions of the associated body. One of the locator points to the current version
L1 and the another one to the backup L2 (read-only). All the time the backup
version is accessible, and current version can be locked and then modified.

Algorithm 2. Retrieving a component with versioning in SD2DS-CV

1: Request the component header (H)
2: if H.state �= locked then
3: Send locator L1 to client
4: end if
5: if H.state = locked then
6: Send locator L2 to client
7: end if
8: Client retrieves the appropriate version of component body

Algorithm 3 presents outline of an algorithm for performing modification.
Before the next modification if the current version is not locked it becomes the
backup version and the current version can be modified. It ensures that the
second version of the component under L2 is always consistent and clients can
access it at any time even when another client is currently modifying the data.
The backup version is also useful if clients’ faults are frequent, in such case it is
used to revert the incorrect data.

Algorithm 3. Modification of a component in SD2DS-CV

1: Request the component header (H)
2: if H.state �= inuse then
3: Swap locators L1 and L2

4: end if
5: H.state:= inuse
6: Retrieve the header H
7: Retrieve component body from L2

8: Process component
9: Send body to L1

10: Commit changes (H.state = available)

Two versions of components are enough to provide consistency. In such a case
the total size of a store is doubled but all consistency faults are eliminated. If
the limitation of data space is critical, the backup version can be removed after
successful modification. The space for that version can be recycled for another
component. This simple versioning system eliminates the need of waiting for
a locked component in almost every situation. The client will be forced to wait
only when the desired component was not yet added completely.
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5 Experimental Results

For the evaluation purposes a prototype multicomputer implementation of the
proposed architectures was developed. The first layer consisted of 4 buckets with
the capacity of 50 headers and the second layer was built of 5 buckets with the
capacity of 50 bodies.

During the tests a variable number of clients retrieving (Cr) and updating
(Cu) components was used. Each client operated on approximately 2000 ran-
domly chosen components.

5.1 Performance Analysis

During the experiment, the time of retrieving and updating operations for the
basic and proposed architectures was measured. During the experiment, 2000
components of 10MiB each were randomly retrieved and updated. In the case
of the SD2DS-CL architecture, clients are waiting between the consecutive at-
tempts in order to gain access to an unlocked component. The following strategies
for waiting were evaluated:

– CLN – no delays between attempts,
– CLC – constant delays of 2.5s between attempts,
– CLP – delays increased by 0.5s proportionally to the number of attempts

(e.g. 5; 5.5; 6, . . . ),
– CLR – delays randomly chosen from range ¡1.5s; 3.5s¿.

In the figures, the SD2DS-CV is denoted as ’CV’ and the basic SD2DS as ’Basic’.
Average times of execution for different ratio of updating/retrieving clients

are similar (Fig. 1 and 2). The results show that in case of SD2DS-CL, the time
for processing the data was longer, in comparison to SD2DS-CV and the basic
SD2DS. The SD2DS-CV got the best results among all tested architectures,
because none of the clients was forced to wait for an access to an unlocked
component. Moreover, the second copy of a component improves the average
time, as both copies may be accessed simultaneously by different clients.

5.2 Starvation Measurement

During the experiment, the number of starved requests was measured. If a com-
ponent is still locked after 10 consecutive retries, the request is considered as
starved. The Fig. 3 shows the percentage of starved requests during retrieval.

For all tested architectures, the possibility of starvation during retrieving and
updating is increasing, it increases along with the number of updating clients.
However, the results for CLN are significantly worse. In the case of SD2DS-
CL, introducing the delays between attempts significantly reduces the number
of starved requests. An interesting fact is that for the constant delays (CLC)
the number of starved requests was lower than for the increasing delays (CLP ).
There was no starvation in the case of SD2DS-CV, because this architecture
never requires locking of the components.
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Fig. 1. Time comparison of retrieving operations for the basic and proposed architec-
tures

Fig. 2. Time comparison of updating operations for the basic and proposed architec-
tures
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Fig. 3. Starvation during retrieving for the basic and proposed architectures

6 Conclusions and Future Work

In the paper the problem of preserving consistency of the data in SD2DS was
discussed. As a result two new SD2DS architectures, utilizing component locking
and versioning (denoted SD2DS-CL and SD2DS-CV respectively), were devel-
oped. Next, a prototype, multicomputer implementation of both SD2DS-CL and
SD2DS-CV were prepared and then used in the experiments.

The results of our experiments show that the component locking proved to be
good enough to prevent from consistency problems but can lead to poor latency.
Thus it may be unacceptable in some real-life applications. Moreover, the locking
mechanism may lead to starvation of clients. To reduce the problem of starvation
many different strategies may be applied. We found that, despite worse client
effectiveness, the delays between accesses and limited number of attempts are
the best solutions.

The versioning mechanism used in SD2DS-CV provides the remedy for the
client starvation and eliminates the problem completely. Moreover, the efficiency
of the store is greatly improved by storing two versions of each modified compo-
nent. Both versions may be processed by clients simultaneously thus the actual
load of components is balanced. This method proved to be useful but may lead
to doubled size of the store.

In our future work we are going to introduce to the SD2DS more advanced
methods of components versioning and other mechanisms known from transac-
tions. Moreover, architectures which can provide consistent data even in the case
of system faults will be developed. We believe that the future research in that
area can have significant influence on improving the consistency in all Big Data
and NoSQL systems.
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Abstract. Time is generally a challenging task. All issues in relation to
time can be better supported using a temporal data model than imple-
menting them in user applications. More than two-dozen temporal data
models have been introduced in time period between 1982 and 1998. Af-
ter several years of stagnancy, the last couple of years brought the new
revival of the topic and the emergence of new data models. Two tempo-
ral data models have been specified recently. The one is the SQL:2011
standard, published in 2011. The second one is from Teradata. In this
article we present the temporal data model of the ANSI SQL standard
on one side and the data model of an existing relational DBMS on the
other. After that, we compare their support of several temporal con-
cepts. Finally, we discuss strengths and weaknesses of both models and
give suggestions for future extensions.

Keywords: Temporal data models · ANSI SQL standard · RDBMS

1 Introduction

Research of temporal data in relation to database systems has a very long his-
tory. Hence, there is a lot of work on this topic, and many temporal data models
have been introduced. All these models can be evaluated in relation to general
concepts. Hence, we will examine the following concepts in relation to the con-
sidered models: time dimensions, the PERIOD data type, coalescing, temporal
joins, implicit vs. explicit timestamps and key constraints.

1.1 Time Dimensions

In relation to time dimensions, there are three different forms: user-defined time,
valid time and transaction time. User-defined time is a time representation de-
signed to meet the specific needs of users. Valid time concerns the time when an
event is true in the real world. For this reason, an event is independent of the
time when it is stored and can concern the past, present and future snapshots
of it. Using timestamps, it is possible to form a history of an event, and this is
the central aspect of the realization of temporal databases.
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Transaction time concerns the time when an event was present in the database
as stored data. Therefore, transaction time of an event presents the correct
database image of the modeled world. Timestamps of transaction time are de-
fined according to the schedule adopted by the operating system. According to
this, we can build the history of all such timestamps in relation to the past and
current time, but not in relation to future. Furthermore, only the current values
may be updated, and the updates cannot be retroactive, as in case of valid time.

A data model that supports only valid time is called valid-time model and one
that supports only transaction time is called transaction-time model. If a data
model supports both of them, it is called bitemporal. Therefore, a bitemporal
table is a union of data with corresponding valid and transaction time, and each
row in such a table is associated with both valid time as well as transaction
time periods. There is also a special case of bitemporal model, when the valid
and transaction times of an event are identical. The situation, where an event is
recorded as soon as it becomes valid in reality is a simple example for this case.

1.2 PERIOD Data Type

The PERIOD data type is specified as a time interval, which comprises the set
of subsequent time units. These units use a closed-open concept, meaning that
the starting granule of the time period is included, while the end granule is
excluded. The data type of the start and end of the period can be DATE, TIME
or TIMESTAMP. The main advantage of the PERIOD data type is that it can
be used in the natural way to represent time intervals.

The use of the PERIOD data type requires the specification and implementa-
tion of corresponding functions i.e. methods. First, a temporal constructor with
the same name as the data type is implicitly defined, when the PERIOD type
is specified. (A temporal constructor is an expression that returns a temporal
value.) Second, unary and binary functions, which operate on the instances of
the PERIOD data type are specified and implemented, too. The following are
examples of such functions: CONTAINS, EQUALS, PRECEDES and OVER-
LAPS. (The proposal, how the PERIOD data type should be specified, can be
found in [18].)

1.3 Coalescing and Value Equivalence

Two tuples are value equivalent if they are identical. A tuple is coalesced, if over-
lapped or consecutive value-equivalent tuples are disallowed. When timestamps
of tuples have temporal elements as values, the requirement of coalescing is
identical to the requirement that there will be no value-equivalent tuples. The
goal of coalescing is that the “merge” of the corresponding rows should be done
by the DBMS system, and not by users in their applications.

The need for coalescing happens when a projection or union operation is
performed during retrieval of data or INSERT i.e. UPDATE statements are
executed. The general approach for implementation of coalescing is similar to the
problem of computation of the transitive closure of a graph, with the subsequent
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deletion of non-maximal paths and can be implemented by iterating an INSERT
statement that coalesces two paths and inserts a new tuple into the relation.

1.4 Temporal Joins

A temporal join is an important operation for applications that maintain time-
evolving data. A typical temporal record has a key, one or more time-varying
attributes and a time interval representing the record’s time validity. The result
set is fetched based on the time interval mapped using the temporal column. A
record is only included in the result set if the considered time interval lies within
the valid one. A time interval is assigned to each record in the result set. The
records are valid for the duration of the interval to which they are assigned.

Several approaches have been proposed for implementing temporal joins. The
most of them are based upon ordering of the involved tables. If the tables are
ordered, the merging of value-equivalent rows can be handled in a way similar
to the projection operation. The use of multi-way joins is generally not an issue,
because the most temporal join in the practice can be evaluated using 2-way join
algorithm. For instance, all queries defined in the temporal test suite are 2-way
joins [8].

Like the convenient outer join operation, the temporal outer join retain tuples
that do not participate in the join operation. However, in a temporal database,
a tuple may dangle over a portion of its time interval. Hence, implementation of
the outer join operations is performed using the convenient outer join operations
and coalescing [6].

1.5 Implicit vs. Explicit Timestamps

The association of time with facts is different for existing temporal data models.
Some of them specify that this association is explicit, meaning that temporal
facts are displayed directly. Other models treat display of data so, that they are
not displayed in the same way as other, temporal-invariant attributes. This issue
has also consequences in relation to update languages in the following way: While
transaction times of facts are supplied by the system itself, update operations
in transaction-time models treat the temporal aspect of facts implicitly. On the
other hand, the user is responsible to supply valid times of facts. Therefore,
updating facts in valid time and bitemporal data models generally must treat
time explicitly and are forced to represent a choice as to how the valid times of
facts should be specified by the user [9].

1.6 Temporal Key Constraints

There are two temporal key constraints: one in relation to primary key (PK)
and the other in relation to referential integrity. The requirements concerning
primary key depends whether the table captures valid or transaction time. In the
case of valid time, the convenient primary key of relational tables is not sufficient
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and the primary key has to include time-variant attributes, because there can
be several rows with one value for the relational primary key and several time
periods (see Example 2). On the other hand, tables capturing transaction time
always include only one row concerning current time, and (possibly) several his-
tory rows, which cannot be modified. For this reason, in case of transaction time,
relational primary key is also the temporal primary key of the corresponding ta-
ble with time-variant attributes. In the case of temporal referential integrity,
each value of the relational foreign key in the child table must correspond to
some value of the relational primary key in the parent table at every point in
time. Hence, it must be possible to forbid a row in a child table whose valid time
is not contained in the time period of a corresponding row in the parent table.

Two temporal data models have been specified recently. The one is the
SQL:2011 standard, published in December, 2011. The second one is from Ter-
adata, implemented in Versions 13 and 14. The goal of this paper is to compare
these models in relation to temporal concepts and to show strengths and weak-
nesses of both of them.

The rest of the paper is organized as follows. Section 2 introduces the Tera-
data’s temporal data model. In the first subsection, basic definitions are given.
The following five subsections discuss the support of the issues mentioned in the
introductory part of the paper and explain how Teradata supports these con-
cepts. Section 3 discusses the temporal model specified in the SQL:2011. The
structure of this section is identical to the structure of the previous one. Section
4 deals with related work to the topics discussed in the paper. The last section
shows our conclusions.

2 Teradata’s Temporal Data Model

2.1 Teradata: Basic Definitions

To discuss Teradata’s temporal model, we use two tables, shown in Example 1.

Example 1
CREATE MULTISET TABLE Dept( DNo INTEGER NOT NULL ,

DName VARCHAR (30) NOT NULL ,
Dept_period PERIOD(DATE) NOT NULL AS VALIDTIME

) PRIMARY INDEX (DNo);
CREATE MULTISET TABLE Emp ( ENo INTEGER NOT NULL ,

EDept INTEGER NOT NULL ,
Emp_period PERIOD(DATE) NOT NULL AS VALIDTIME

) PRIMARY INDEX (ENo);

The Dept table contains, among other attributes, the Dept Period attribute,
which is time-variant and as such is specified using the PERIOD data type. Also,
the specification of this attribute contains the VALIDTIME option, meaning that
this attribute comprises valid time. (The syntax for tables with transaction time
as well as bitemporal tables will be given shortly.) Also, the second CREATE
TABLE statement specifies that the Emp period column is of the type PERIOD.
Example 2 shows several INSERT statements that are used to load data in the
Dept and Emp tables.
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Example 2
INSERT INTO Emp (ENo , EDept) VALUES (22217 , 3);
SEQUENCED VALIDTIME
INSERT INTO Emp VALUES (22218,4,PERIOD (DATE '2010 -01 -01',DATE'2010 -11 -12'));
SEQUENCED VALIDTIME
INSERT INTO Emp VALUES (22219 , 3, PERIOD (DATE '2010 -01 -01',DATE'2011 -11 -12'));
SEQUENCED VALIDTIME
INSERT INTO Dept VALUES (3,'Test', PERIOD(DATE '2010 -01 -01',DATE'2011 -12 -31'));
INSERT INTO Dept (DNo , DName) VALUES (4, 'Development');

Example 2 contains two forms of the INSERT statement. The first one, which
is equivalent to the convenient INSERT statement, inserts a row, which has a
current time as its start time and “forever” as its end time. If the start and end
time has to be explicitly defined in INSERT, the prefix “SEQUENCED TIME”
has to be specified. (All other INSERT statements in Example 2 are specified in
this manner.)

2.2 Teradata: Time Dimensions

Teradata supports all three time dimensions. As can be seen from Example 1, the
VALIDTIME clause in the specification of the column with the PERIOD data
type defines valid time. According to this, the TRANSACTIONTIME clause
specifies the column which comprises transaction time periods. Bitemporal ta-
bles contain the TRANSACTIONTIME as well as the VALIDTIME clause (see
Example 3).

Example 3
CREATE MULTISET TABLE Bi_Emp(

ENo INTEGER NOT NULL , EDept INTEGER NOT NULL ,
Emp_VT_period PERIOD (DATE) NOT NULL AS VALIDTIME ,
Emp_TT_period PERIOD (TIMESTAMP(6)) NOT NULL AS TRANSACTIONTIME

) PRIMARY INDEX (ENo);

2.3 Teradata: PERIOD Data Type

One of main properties of Teradata’s temporal data model is the support for
the PERIOD data type. Teradata introduced this data type with Version 13.0,
together with several methods, which can be applied to instances of this type.
Teradata also supports the PERIOD constructor. The comparison of period
values as well as the assignment of them is supported, too.

2.4 Teradata: Coalescing

Teradata does not support coalescing of the data. The only way to coalesce
data is using the P NORMALIZE() function, but it works only for the output
and does not modify storage of the underlying rows. The function returns an
instance of the PERIOD data type that is the combination of the two instances
of the same data type, which overlap or are consecutive. Example 4 shows the
use of the P NORMALIZE() function. First, two rows, which are consecutive are
inserted and after that, in the SELECT statement the P NORMALIZE function
coalesces the corresponding rows, before the result is displayed.
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Example 4
SEQUENCED VALIDTIME
INSERT INTO Emp VALUES (22220 , 3, DATE '2011 -01 -01', DATE '2011 -12 -31');
SEQUENCED VALIDTIME
INSERT INTO Emp VALUES (22220 , 3, DATE '2012 -01 -01', DATE '2012 -12 -31');
SEQUENCED VALIDTIME
SELECT * FROM Emp AS E1 INNER JOIN Emp AS E2 ON E1.ENo = E2.ENo

WHERE E1.Emp_period <= E2.Emp_period
AND E1.Emp_period P_NORMALIZE E2.Emp_period IS NOT NULL;

The implementation of temporal coalescing in Teradata is under way and is
based upon the paper of Al-Kateb et al [1]. The approach uses higher analytic
functions together with runtime partitioning. That way, self-joins and nested
queries are avoided.

2.5 Teradata: Temporal Joins

The temporal functionality of Teradata supports inner joins. Example 5 shows
how tables from Example 1 can be joined when the join attributes are time-
variant. (Teradata does not support temporal outer joins.)

Example 5
SEQUENCED VALIDTIME
SELECT ENo, EDept FROM Emp INNER JOIN Dept ON Emp.EDept = Dept.Dno

WHERE DName = 'Test';

2.6 Teradata: Implicit vs. Explicit Timestamps

Teradata supports the implicit display of values of time-variant attributes. For
temporal tables in general, only the values of non-temporal columns are returned,
when an asterisk is used in a SELECT list. The first SELECT statement in
Example 6 displays only values of time-invariant columns. To display all values,
the syntax form with asterix is used to display values of non-temporal columns,
followed by the list of all temporal columns, whose values should be returned.
(The second query in Example 6 shows this issue.)

Example 6
SELECT * FROM Emp;
SELECT Emp.*, Emp_period FROM Emp;

2.7 Teradata: Temporal Key Constraints

Teradata supports the PRIMARY KEY option in the CREATE (ALTER) TA-
BLE statement to specify that any given value in the constrained column will
not exist in more than one row at any time granule. Temporal referential in-
tegrity is not enforced by Teradata. This means that these constraints have to
be implemented by users using triggers. (The general discussion how temporal
referential integrity can be implemented using trigger can be found in [16].)
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3 Temporal Data Model of SQL:2011

3.1 SQL:2011: Basic Definitions

Before we start to discuss temporal concepts in relation to the SQL:2011 specifica-
tion, let us see, how the necessary definitions of the Emp and Dept tables look
like. Example 7 shows how both tables are created. (As in the case in section
2.1, we will first create tables with valid time.)

Example 7
CREATE TABLE Dept( DNo INT, DStart DATE , DEnd DATE ,

DName VARCHAR (30), PERIOD FOR DPeriod (DStart , DEnd),
PRIMARY KEY (DNo , DPeriod WITHOUT OVERLAPS ));

CREATE TABLE Emp ( ENo INTEGER , EStart DATE , EEnd DATE ,
EDept INT, PERIOD FOR EPeriod (EStart , EEnd),
PRIMARY KEY (ENo , EPeriod WITHOUT OVERLAPS ));

The definition of temporal tables in the SQL:2011 standard is significantly
different than in the case of Teradata. The main difference is that begin and
end of a time period has to be specified explicitly, using two columns. (In the
case of the Dept table, these two columns are DStart and DEnd.) The syntax
of the PERIOD clause is different, too, and this is the direct consequence of the
explicit definition of the time period in the standard specification.

Both tables created in Example 7 show another property of the SQL:2011 spec-
ification: The PRIMARY KEY clause is extended with the WITHOUT OVER-
LAPS option. This option specifies an integrity constraint meaning that two
tuples with the same value in the primary key cannot timely overlap.

3.2 SQL:2011: Time Dimensions

The SQL:2011 standard specifies tables for all three time dimensions. A table
with valid time is called application-time period table. (The tables in Example
7 are application-time period tables.) Also, a table, which supports transaction
time is called system-versioned table. The standard does not explicitly use the
phrase bitemporal, but supports the union of valid and transaction time. The
following example shows a bitemporal table according to the SQL standard.

Example 8
CREATE TABLE BI_Emp ( id VARCHAR (30) NOT NULL ,

name VARCHAR (20) NOT NULL , dept_id VARCHAR (30),
g_start DATE NOT NULL , g_end DATE NOT NULL ,
s_start DATE NOT NULL GENERATED ALWAYS AS ROW START ,
s_end DATE NOT NULL GENERATED ALWAYS AS ROW END,
PERIOD FOR SYSTEM_TIME (s_start , s_end),
PERIOD FOR time_period (g_start , g_ende),
PRIMARY KEY (Id, time_period WITHOUT OVERLAPS )

) WITH SYSTEM VERSIONING;

3.3 SQL:2011: PERIOD Data Type and Coalescing

The specification of the temporal data model in SQL:2011 does not include the
PERIODdata type [7].This feature is probably themost importantone, and should
be specified in one of the future versions of the standard, as proposed in [14].
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The specification of the temporal data model in SQL:2011 does not include the
specification of coalescing, too. (The standard uses the phrase “normalization of
data” as a synonym for coalescing.)

3.4 SQL:2011: Temporal Joins

The SQL:2011 specification does not include the support for joins, where rows from
one table are linked with rows from another one so, that their valid or transaction
time periods satisfy a given condition. On the other hand, it is possible to apply
inner join operations using the SQL:2011’s OVERLAPS operator as Example 9
shows. (The description of this operator can be found in [7]. Outer joins require
additional syntax built into the language, and are not supported, too.

Example 9
SELECT R.ENo , S.ENo FROM Emp R, Emp S WHERE R.Emp_period

OVERLAPS S.Emp_period;

3.5 SQL:2011: Implicit vs. Explicit Timestamps

In 1994, during the standardization process of the temporal data model, Snod-
grass et al proposed bitemporal data model called TSQL2 [17] to be the temporal
extension of the SQL standard. This proposal has been criticized by Date and
Darwen [3] primarily because of its treatment of timestamps. Date and Darwen
state that access to implicit (i.e. hidden) columns cannot be done in regular
relational fashion, and hence the whole table with time-variant attributes is not
relational table any more.

The SQL:2011 standard, as a specification for a relational language, strongly
supports explicit timestamps. In other words, the time-variant columns are asso-
ciated with the rows of a temporal table using user-defined columns. Therefore,
SELECT * FROM table displays time-invariant as well as time-variant columns.

It is interesting to note that temporal implementation in IBM DB2 supports
explicit timestamps, but allows a user to hide them [12]. Example 10 shows the
use of the IMPLICITLY HIDDEN option. When this option is used, the time-
variant columns will not be displayed after executing the “SELECT * FROM
..” statement.

Example 10
CREATE TABLE policy (

id INT primary key not null , vin VARCHAR (10), annual_mileage INT,
rental_car CHAR(1), coverage_amt INT,
sys_start TIMESTAMP(12) GENERATED ALWAYS AS ROW BEGIN IMPLICILY HIDDEN ,
sys_end TIMESTAMP(12) GENERATED ALWAYS AS ROW END IMPLICITLY HIDDEN,
trans_start TIMESTAMP(12) GENERATED ALWAYS AS TRANSACTION

START ID IMPLICITLY HIDDEN ,
PERIOD SYSTEM_TIME (sys_start , sys_end ));

3.6 SQL:2011: Temporal Key Integrity

The semantics of the primary key integrity is the same as in the case of Teradata,
but the syntax is different. The requirement that each value of the relational
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Table 1. Support of temporal concepts: Overview

x Time dim PERIOD Type Coalescing Temp joins Impl/Expl Key constraint

SQL:2011 + - - - Explicit +

Teradata + + - +- Implicit +-

primary key is unique at any given time and hence forbids overlapping of time
periods, is solved using the WITHOUT OVERLAPS clause in the CREATE
or ALTER TABLE (see Example 7.) The temporal referential integrity can be
prohibited using the statement:

ALTER TABLE Emp ADD FOREIGN KEY (Edept , PERIOD EPeriod )
REFERENCES Dept (DNo, PERIOD DPeriod );

4 Related Work

The first two temporal data models have been founded in the doctoral thesis of
Clifford [2]. The main contribution of Clifford was the introduction of the new
data model called HRDM (historical relational database model). Besides that,
he considered the traditional RDBMS as a special case of a historical database,
when the time interval is reduced to (Now, Now).

After 1982, the research on temporal database models began to make signifi-
cant progress. The most important result of this phase was the book written by
Tansel, Clifford, Gadia, Jajodia, Segev and Snodgrass [20]. The first part of the
book describes several temporal data models: the two models mentioned above
as well as Gadia’s TempSQL [5], Snodgrass TQuel [17] and Lorentzos IXRM
model [11]. Also, the special temporal data models, such as Elmasri’s temporal
model called TEER have been discussed [4].

The era of modern temporal models started 2008, when the work on the time-
variant extensions in the SQL standard has been resumed. The final specification
of the standard has been published in December, 2011. After that, two vendors
of RDBMSs - IBM DB2 [16] and Oracle [13] - implemented the temporal features
published in the standard. In the years 2010-11, Teradata released its temporal
extensions, which significantly differ from the published standard [15].

5 Conclusions

The main advantage of the Teradata system is support of the PERIOD data
type. From our point of view, the cornerstone of temporal data support is the
introduction of this data type with all necessary methods [19]. At the same time,
probably the biggest weakness of the SQL standard is lack to support this data
type. The reason, why the PERIOD data type is not specified in the standard can
be found in [10], but this explanation is not helpful, knowing the importance of
this type. On the other hand, Teradata’s support for implicit timestamps is from
our point of view not a good solution. There are several drawbacks in relation
to implicit timestamps. First, the existence of implicit i.e. hidden columns is
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incompatible with the notion of the relational table. (Such a table requires all
information associated with the table’s rows to be caught explicitly as columns
values.) Second, as can be seen in Example 6, all queries of the form: “SELECT *
FROM temp table” do not display time-variant information associated with the
rows. (Teradata forces the user to explicitly name temporal column in projection,
if it should be displayed.)

The both model lack the support for coalescing and temporal outer joins, but,
according to our discussion in sections 2.4 and 2.5, it seems so that Teradata is
on the way to support these concepts soon. (The publication of the next SQL
standard is not yet known, and it is questionable whether it will contain these
two concepts.) Table 1 gives an overview, how the discussed temporal concepts
are supported with the SQL:2011 standard and Teradata DBMS.
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Abstract. In the paper we consider the possible coexistence of associa-
tions between k < n attributes of the n-ary relationship. The analysis is
carried out using the theory of functional dependencies. We assume that
attribute values are represented by means of possibility distributions.
According to the representation of data the notion of fuzzy functional
dependency has been appropriately extended. Its level is evaluated with
the use of possibility and necessity measures. The dependencies between
all n attributes describe the integrity constraints of the n-ary relationship
and must not be infringed. They constitute a restriction for dependencies
of fewer attributes. The paper formulates the rules to which fuzzy func-
tional dependencies between (n-1) attributes of the n-ary relationship
must be subordinated.

Keywords: Possibilistic databases · Possibility distribution · Fuzzy
implication operator · n-ary relationships · Fuzzy functional dependencies

1 Introduction

Conventional database systems are designed with the assumption of precision
of information collected in them. The problem becomes more complex if our
knowledge of the fragment of reality to be modeled is imperfect. In such cases
one has to apply tools for describing uncertain or imprecise information [9].
One of them is the theory of possibility. In the possibilistic database framework
attribute values are represented by means of possibility distributions [1, 2, 5,
12]. Each value x of an attribute X is assigned with a number πX(x) from
the unit interval which expresses the possibility degree of its occurrence. The
possibility distribution takes the form: {πX(x1)/x1, πX(x2)/x2, ..., πX(xn)/xn},
where xi is an element of the domain ofX . At least one value must be completely
possible i.e. its possibility degree equals 1. This requirement is referred to as
the normalization condition. Different ways of determination of the possibility
degree have been described in [7]. Possibilistic databases allow for a unified
way of representing of precise and ill-known information [2]. A precise attribute
value is represented by {1/x}. A fuzzy value expressed by a fuzzy set A with the
membership function μA(x) is represented by the possibility distribution such
that πX(x) = μA(x).
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The main concepts of the possibility theory are possibility and necessity
measures, denoted by Pos and Nec, respectively. A possibility measure is a
function P (U) → [0,1], where P (U) denotes the power set of a universe of dis-
course U , such that Pos(∅) = 0, Pos(U) = 1 and ∀A,B ∈ P (U) Pos(A ∪B)
= max(Pos(A), Pos(B)). Based on the possibility distribution one can derive
a possibility degree Pos(A) for any event A ∈ P (U): Pos(A) = supx∈AπX(x).
However, having P (A) we cannot conclude to what extent A is certain. In or-
der to improve the description of A the necessity measure has been introduced.
Its value is equal to the impossibility of the opposite event Ā: Nec(A) = 1 -
Pos(Ā). Thus, the certainty degree of A can be equal 0 even if A is completely
possible (Pos(A) = 1). The necessity measure cannot be greater than the possi-
bility measure. Thus, Nec(A) ≤ Pos(A). Moreover Pos(A) < 1 ⇒ Nec(A) = 0.
By means of possibility and necessity measures one can compare values X and
Y represented by possibility distributions. According to [12] Pos(X = Y ) =
supumin(πX(u), πY (u)) and Nec(X = Y ) = 1 - supu�=u′min(πX(u), πY (u

′)).
One of the most important notions in the database theory is the notion of

functional dependency (FD) between attributes. Functional dependencies reflect
integrity constraints and should be studied during the design process [15]. If
attribute values are imprecise, one can say about a certain degree of data de-
pendencies. The notion of functional dependency has to be extended according
to the representation of fuzzy data [14]. Hence, different approaches have been
described in professional literature. A number of different definitions concerning
fuzzy functional dependencies (FFDs) in the possibilistic data model emerged
(see for example [3, 11]). In the presented paper the level of FFD is evaluated
with the use of possibility and necessity measures. In the definition there was
applied the extended Gödel implication [11].

In database models, usually binary relationships occur between entity sets.
When designing, it may be necessary to define relationships which involve three
or more entity sets. They are referred to as n-ary or multiargument relationships.
Within such connections there may exist relationships comprising fewer than n
sets. However, there is no complete arbitrariness [4, 6, 8]. The relationships “em-
bedded” in n-ary relationships are subjected to certain restrictions. This issue
for ternary relationships in conventional databases was considered in [8]. The
authors provided guidelines for database designers. For various types of ternary
relationships there were formulated the rules to which cardinalities of binary
relationships between pairs of sets are subjected. Pursuant to these, cardinali-
ties of imposed binary relationships cannot be lower than the cardinality of the
ternary relationship. The analysis may be also carried out by means of functional
dependencies. In this paper multiargument relationships existing in possibilistic
databases are analysed with the use of fuzzy functional dependencies.

Identifying relationships between attributes in databases plays an important
role in the process of knowledge discovery. There are many possible ways of
defining the approximation degree of data dependencies. In order to simplify a
dependency one should reduce irrelevant attributes. In [13] Ślȩzak introduced the
notion of an association reduct as a pair of disjoint attribute sets A and B such
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that A determines B. The set A has to be minimal i.e. there is no a proper subset
A′ of A such that A′ determines (A \ A′) ∪ B. Data dependencies are usually
not exact. So the notion has been extended with the use of an approximation
threshold to β-approximate association reduct, the definition of which is based
on entropy. The concept of the approximate association reduct is to some extent
similar to the concept of θ-key of relation scheme which was introduced for fuzzy
databases [3].

The paper is an extension of the analysis presented in [10]. Section 2 dis-
cusses n-ary relationships in conventional databases. In section 3 we define a
fuzzy functional dependency and fuzzy normal forms for possibilistic databases.
Analysis of multiargument relationships is contained in section 4.

2 Multiargument Relationships

A multiargument relationship R between n entity sets E1, E2, ..., En may be
formally presented using the relational notation: R(X1,X2, ... ,Xn), where R is a
relation scheme, and attributesXi denote keys of entity sets Ei which participate
in it. Cardinality of an n-ary relationship may be presented as M1 : M2 : ... : Mn,
where Mi denotes the number of entities ei of Ei that can occur for each (n-1)-
tuple (e1, e2, ... , ei−1, ei+1, ... , en).

Let X , Y be subsets of attribute set U = {X1, X2, ... , Xn}. The functional
dependency (FD), denoted by X → Y , holds in R if and only if in any relation
r of R for any two tuples t1, t2 of r, if t1(X) = t2(X) then t1(Y ) = t2(Y ), where
t1(X), t2(X), t1(Y ), t2(Y ) denote X-values and Y -values for t1 and t2. The FDs
describing a relationship R(X1, X2, ... , Xn) are of the following form:

U − {Xi} → Xi, i = 1, 2, ... , n. (1)

The maximal number of FDs (1) equals n. It occurs for relationships of cardi-
nality 1:1: ... :1. If Mi > 1 for every i, the FDs (1) do not occur at all. The
scheme R with m ≤ n FDs (1) has m candidate keys. The attributes occurring
only on the left side of FDs (1) determine values of other attributes. They belong
to every candidate key of R. The FDs (1) define the integrity constraints for R.
They constitute a restriction for (n-1)-ary relationships.

The FDs describing relationships between (n-1) attributes “embedded” in the
n-ary relationship may be presented as follows:

U − {Xi, Xj} → Xi, i 	= j, i, j = 1, 2, ... , n. (2)

The imposition of (2) disturbs integrity conditions if its consequence is the oc-
currence of a new FD (1). This takes place if Xi does not occur on the right side
of any FD (1). Thus, the imposition of (2) is admissible if Xi does not belong
to every candidate key of R [10].

3 Functional Dependencies in Possiblistic Databases

In conventional databases a relation r of the scheme R(U) is a subset of Cartesian
product of attribute domains: r ⊆ D1 ×D2 × ...×Dn, where U denotes a set of
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attributes, U = {X1, X2,...,Xn} and Di denotes a domain of Xi. Let us assume
that attribute values are given by means of normal possibility distributions:

t(Xi) = {πt(Xi)(x)/x : x ∈ Di} , supx∈Di
πt(Xi)(x) = 1 ,

where t is a tuple of r and πt(Xi)(x) is a possibility degree of t(Xi) = x. Thus,
a relation is a subset of Cartesian product ΓD1 × ΓD2 × ... × ΓDn , where ΓDi

is a set of possibility distributions of Xi on Di.
The degree of closeness of t1(Xi) and t2(Xi), denoted by ≈ (t1(Xi), t2(Xi)) =

(≈ (t1(Xi), t2(Xi))N ,≈ (t1(Xi), t2(Xi))Π), is evaluated by means of possibility
and necessity measures. For identical values ≈ (t1(Xi), t2(Xi)) = (1,1). Other-
wise ≈ (t1(Xi), t2(Xi)) = (Nec(t1(Xi) = t2(Xi), Pos(t1(Xi) = t2(Xi))). Thus

≈ (t1(Xi), t2(Xi))N = 1− supx �=ymin(πt1(Xi)(x), πt2(Xi)(y)) ,

≈ (t1(Xi), t2(Xi))Π = supxmin(πt1(Xi)(x), πt2(Xi)(x)) .

For estimation of tuple closeness, denoted by =c(t1(X), t2(X)) = (=c(t1(X),
t2(X))N , =c(t1(X), t2(X))Π), one must consider all the components Xi of X
(Xi ∈ X) and apply the operation min:

=c (t1(X), t2(X))N = mini ≈ ((t1(Xi), t2(Xi))N ,

=c (t1(X), t2(X))Π = mini ≈ ((t1(Xi), t2(Xi))Π . (3)

In [3] Chen defined a fuzzy functional dependency for the possibilistic data
model with the use of Gödel implication operator. Its level was evaluated by
means of the possibility measure of equality of two possibility distributions. If
evaluation of closeness of imprecise values is made by means of both possibility
and necessity measures the degree of FFD should be evaluated by two numbers
from the unit interval. It requires the modification of the definition given by
Chen. One can apply the following extension of Gödel implicator IGE(a,b) [11]:

IGE(a, b) = (IGE(a, b)N , IGE(a, b)Π) , a = (aN , aΠ) , b = (bN , bΠ) , (4)

where aN , aΠ , bN , bΠ ∈ [0, 1] and

IGE(a, b)Π =

{
1 if aΠ ≤ bΠ
bΠ otherwise ,

IGE(a, b)N =

⎧⎨
⎩

1 if aN ≤ bN and aΠ ≤ bΠ
bΠ if aN ≤ bN and aΠ > bΠ
bN otherwise .

Definition 1. Let R(U) be a relation scheme where U = {X1, X2, ... , Xn}.
Let X and Y be subsets of U : X, Y ⊆ U . Y is functionally dependent on X in
θ = (θN , θΠ) degree, denoted by X →θ Y , if and only if for every relation r of
R the following conditions are met:

mint1,t2∈rI(t1(X) =c t2(X), t1(Y ) =c t2(Y ))N ≥ θN ,

mint1,t2∈rI(t1(X) =c t2(X), t1(Y ) =c t2(Y ))Π ≥ θΠ , (5)
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where θN , θΠ ∈ [0,1], =c is the closeness measure (3) and I is the following
implicator:

I(a, b) =

{
Ic if t1(X) and t2(X) are identical
IGE otherwise ,

(6)

where Ic is the classical implication operator and IGE is defined by (4).

Example 1. Relation PES (table 1) presents a relationship between the post
held (P ), education (E) and salary (S). The domains attached to attributes are
categorical. Attributes of PES satisfy the following FFDs: PE →(0.5,0.8) S and

Table 1. Relation PES for example 1

P E S

t1 {1/P1, 1/P2} {0.4/E1, 1/E2} {1/high, 0.8/very
¯
high}

t2 P1 { 0.9/E2, 1/E3} very
¯
high

t3 P1 E4 high
t4 {1/P1, 0.3/P3} {1/E4, 0.4/E5} {1/high, 0.5/average}
t5 {0.4/P4, 1/P5} {0.3/E5, 1/E6} {1/very

¯
low, 0.2/low}

t6 P5 E6 very
¯
low

t7 P4 E4 very
¯
low

SE →(0.6,1) P . For we have:
1. for tuples t1 and t2: =c(t1(PE), t2(PE)) = (0,0.9), =c(t1(S), t2(S)) = (0,0.8)
=c(t1(SE), t2(SE)) = (0,0.8), =c(t1(P ), t2(P )) = (0,1)
2. for tuples t3 and t4: =c(t3(PE), t4(PE)) = (0.6,1), =c(t1(S), t2(S)) = (0.5,1)
=c(t1(SE), t2(SE)) = (0.5,1), =c(t1(P ), t2(P ))L = (0.7,1)
3. for tuples t5 and t6: =c(t5(PE), t6(PE)) = (0.6,1), =c(t1(S), t2(S)) = (0.8,1)
=c(t1(SE), t2(SE)) = (0.7,1), =c(t1(P ), t2(P ))L = (0.6,1)
For other pairs ti, tj : =c(ti(PE), tj(PE)) = =c(ti(SE), tj(SE)) = (0,0)
Basing on formulas (4) and (5) we obtain the mentioned dependencies.

A FFD X →θ Y is partial if there exists a set X ′ ⊂ X such that X ′ →θ Y . In
the opposite case X →θ Y fully i.e. Y is fully functionally dependent on X in θ
degree. A FFD X →θ Y , θ = (θN , θΠ), is transitive if there exists attribute Z
such thatX →α Z and Z →β Y with θN =min(αN , βN ) and θΠ =min(αΠ , βΠ).
According to the definition 1 one can formulate the following set of axioms
(extended Armstrong’s axioms):

A1: Y ⊆ X ⇒ X →θ Y for all θ
A2: X →θ Y ⇒ XZ →θ Y Z
A3: X →α Y ∧ Y →β Z ⇒ X →λ Y , λ = (min (αN , βN ), min (αΠ , βΠ))

From A1, A2 and A3 the following inference rules can be derived:
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D1: X →α Y ∧ X →β Z ⇒ X →γ Y Z, γ = (min(αN , βN ),min(αΠ , βΠ));
D2: X →α Y ∧ WY →β Z ⇒ XW →γ Z, γ = (min(αN , βN ),min(αΠ , βΠ));
D3: X →α Y ∧ Z ⊆ Y ⇒ X →α Z;
D4: X →α Y ⇒ X →β Y for βN ≤ αN and βΠ ≤ αΠ .

According to the definition 1 one should extend the notion of relation key. Let
F be a set of FFDs with respect to the relation scheme R(U). Let us denote by
F+ a set of all FFDs logically implied by F .

Definition 2. Let F be a set of FFDs (5) defined over a relation scheme R(U).
A set of attributes K ⊆ U is called a θ-key of R, θ = (θN , θΠ), if K →θ U ∈ F+

and K →θ U fully i.e. there is no proper subset K ′ of K such that K ′→θ U ∈ F+.

Attributes belonging to any θ-key of R are called θ-prime attributes, the
others are called θ-nonprime attributes. The scheme PES from Example 1 has
two candidate keys: PE - (0.5, 0.8)-key and SE - (0.6, 1)-key.

Based on the notions of FFD (5) and θ-key one can extend the definitions of
classical normal forms. We assume that relations under consideration occur in
the first fuzzy normal form (F1NF), which means that every attribute value is
represented by an excluding possibility distribution.

Definition 3. Scheme R (X1, X2, ... , Xn) is in θ-fuzzy second normal form
(θ-F2NF), θ = (θN , θΠ), if every θ-nonprime attribute is fully functionally de-
pendent on a θ-key in α degree, where α = (αN , αΠ).

Example 2. Scheme PES from Example 1 is in (0.5,0.8)-F2NF. (It is also in
(0.5,0.8)-F3NF.) Let us augment it by attribute A determining age and assume
that its values are connected with values of attribute P . Let us assume that the
relationship between P and A is expressed by P →φ A, φ = (φN , φΠ). In result of
such modification PE is a θ-key with θN = min(φN ,0.5) and θU = min(φΠ ,0.8).
However, because of the introduced dependency the modified scheme is not in
(0.5,0.8)-F2NF. There is a nonprime attribute dependent on a part of the θ-key.

Definition 4. Scheme R (U), U = {X1, X2, ... , Xn}, is in θ-fuzzy third normal
form (θ-F3NF), θ = (θN , θΠ), if for every FFD (5) X →φ Y ∈ F+, where X,
Y ⊆ U , Y � X, X contains a θ-key of R or Y is a θ-prime attribute.

Example 3. Let us consider scheme EES with attributes Em - employee, E
- education, S - salary and FFDs: Em→(0.6,0.8)E and E→(0.7,0.9)S. By A3
Em→(0.6,0.8)S. The key of EES is Em. It is the (0.6,0.8)-key. Conditions of
Definition 4 are disturbed, because E is not a θ-key and S is not θ-prime. The
θ-F3NF can be obtained by decomposition into schemes: EE(Em,E) - (0.6,0.8)-
F3NF and ES(E,S) - (0.7,0.9)-F3NF. This decomposition maintains FFDs.

In relation occurring in θ-F3NF there are no θ-nonprime attributes that would
be transitively dependent on any θ-key. The imposition of the requirement that
the left side of any FFD must contain the θ-key leads to a stronger normal form.
This is the θ-fuzzy Boyce-Codd normal form.

Definition 5. Scheme R (U), U = {X1, X2, ... Xn}, is in θ-fuzzy Boyce-Codd
normal form (θ-FBCNF), θ =(θN , θΠ), if for every FFD (5) X →φ Y ∈ F+,
where X, Y ⊆ U , Y � X, X contains a θ-key of R.
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4 Consistency Rules for Multiargument Relationships
in Possibilistic Databases

Let us consider a ternary relationship R(X ,Y ,Z) with the following FFDs:

XY →α Z , XZ →β Y , Y Z →γ X , (7)

where α =(αN , αΠ), β =(βN , βΠ), γ =(γN , γΠ). The scheme R has three can-
didate θ-keys and occurs in θ-FBCNF, where θN = min(αN ,βN ,γN ) and θΠ =
min(αΠ ,βΠ ,γΠ).

Let us define the following fuzzy sets of attributes:

LN = {γc
N/X, βc

N/Y, αc
N/Z} , BN = {γN/X, βN/Y, αN/Z} ,

LΠ = {γc
Π/X, βc

Π/Y, αc
Π/Z} , BΠ = {γΠ/X, βΠ/Y, αΠ/Z} , (8)

where αc
N = 1− αN , βc

N = 1− βN , γc
N = 1− γN , αc

Π = 1− αΠ , βc
Π = 1− βΠ ,

γc
Π = 1− γΠ . Membership grades of attributes depend on levels of corresponding

FFDs. If an attribute does not occur on the right side of any FFD (7) its degrees
of membership to LN , BN , LΠ and BΠ are equal to 1, 0, 1, 0, respectively.

Theorem 1. Within the fuzzy ternary relationship R(X,Y ,Z) with FFDs (7)
there may exist binary relationships determined by FFDs of the form V →φ W ,
φ =(φN , φΠ), where V,W ∈ {X,Y, Z}, if φN ≤ αN and φΠ ≤ αΠ for W = Z,
φN ≤ βN and φΠ ≤ βΠ for W = Y , φN ≤ γN and φΠ ≤ γΠ for W = X.

Proof. Let us consider the imposition of X →φ Z, where φ = (φN , φΠ). Basing
on A2 and D3 we obtain XY →φ Z. If φN > αN or φΠ > αΠ , the integrity
constraints (7) will be disturbed. The membership degrees of Z in the fuzzy
sets (8) will change. In the opposite case i.e. if φN ≤ αN and φΠ ≤ αΠ the
imposition is allowed because then XY →α Z ⇒ XY →φ Z (rule D4). Thus,
the level of the imposed FFD is limited by values of α, β and γ in (7). The
proof for other impositions is similar. �

Let us notice that the imposition ofX →φ Z introducesX →λ Y , where λN =
min (φN , βN ) and λΠ = min (φΠ , βΠ). For we have: X →φ Z ∧ XZ →β Y ⇒
X →λ Y . Thus, the new FFD results in additional limitations for the next im-
positions. One cannot impose X →ψ Y with ψN > λN or ψΠ > λΠ . The im-
position of Z →ψ Y is also not allowed because it would insert Z →η X with
ηN = min (ψN , γN ) and ηΠ = min (ψΠ , γΠ), which is in contradiction with
the primary imposition. After imposition of X →φ Z X becomes a new θ-key
with θ = (min(φN , βN ), min(φΠ , βΠ)). The scheme R(X ,Y ,Z) remains in θ-
FBCNF. However, if φN < min(αN , βN , γN ) or φΠ < min(αΠ , βΠ , γΠ), the
level of θ-FBCNF will decrease.

Let us consider the ternary relationship R(X ,Y ,Z) with two FFDs:

XY →α Z , XZ →β Y . (9)
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The sets (8) are as follows: LN = {1/X, βc
N/Y, αc

N/Z}, BN = {βN/Y, αN/Z},
LΠ = {1/X, βc

Π/Y, αc
Π/Z} and BΠ = {βΠ/Y, αΠ/Z}. Let us impose the binary

relationship Y →φ Z with φN ≤ αN and φΠ ≤ αΠ (or Z →φ Y with φN ≤ βN

and φΠ ≤ βΠ) between attributes occurring on the right sides of dependencies
(9). As a result of this imposition the scheme R(X ,Y ,Z) will not occur in θ-
FBCNF. The left side of the imposed FFD does not contain a key. It remains in
θ-F3NF with the unchanged level.

Example 4. Relation scheme PES from Example 1 is in (0.5,0.8)-FBCNF. The
sets (8) are as follows: LN = {0.6/P, 1/E, 0.5/S}, BN = {0.4/P, 0.5/S}, LΠ =
{1/E, 0.2/S} and BΠ = {1/P, 0.8/S}.
(1) Let us consider the imposition of E→(0.4,0.6)S. Since E→(0.4,0.6)S implies
E→(0.4,0.6)P , a new θ-key (attribute E) with θ = (0.4,0.6) is created. Scheme
PES remains in θ-FBCNF with a smaller level θ = (0.4,0.6). Membership grades
in sets (8) remain the same. The imposition is admissible. If the level φ of the
imposed dependency did not satisfy the conditions φN ≤ 0.5 and φΠ ≤ 0.8,
the integrity constraints would be disturbed. The FFD E→(0.4,0.6)S introduces
limits for the secondary imposition of E→ψP . Values of ψN and ψΠ cannot be
greater than 0.4 and 0.6, respectively. The initial limitation was (0.6,1).
(2) Let us consider the imposition of P→(0.4,0.7)S. No new key is created. The
left side of P→(0.4,0.7)S does not contain a key, which disturbs the definition of
θ-FBCNF. Since S is a (0.6,1)-prime attribute, PES remains in θ-F3NF with
the unchanged level (θ = (0.5,0.8)).

Let us consider relationships comprising n attributes. The FFDs describing a
relationship R(X1, X2, ... , Xn) may be presented as follows:

U − {Xi} →αi Xi, where αi = (αiN , αiΠ ), i = 1, 2, ... , n . (10)

The scheme R has n θ-keys in the form U − {Xi} and occurs in θ-FBCNF,
where θN = mini(αiN ) and θΠ = mini(αiΠ ).

Let us define the following fuzzy sets of attributes:

LN = {αc
1N/X1, ... , αc

nN
/Xn} , BN = {α1N/X1, ... , αnN/Xn} ,

LΠ = {αc
1Π/X1, ... , αc

nΠ
/Xn} , BΠ = {α1Π/X1, ... , αnΠ/Xn} , (11)

where αc
iN = 1− αiN and αc

iΠ = 1− αiΠ .

Theorem 2. Within the fuzzy n-ary relationship R(X1, X2, ... , Xn) with FFDs
(10) there may exist (n-1 )-ary relationships determined by the following FFDs:

U − {Xi, Xj} →γi Xi, where i 	= j, i, j = 1, 2, ..., n, γi = (γiN , γiΠ ), (12)

in which γiN ≤ αiN and γiΠ ≤ αiΠ .

Proof. The possibility to impose (n-1)-ary relationships is limited by values of
αiN and αiΠ . The membership degrees of attributes in the sets (11) cannot be
changed. Due to the Armstrong’s rules: U−{Xi, Xj}→γiXi ⇒ U−{Xi}→γiXi

and U−{Xi}→αiXi ⇒ U−{Xi}→γiXi for γiN ≤ αiN and γiΠ ≤ αiΠ . Thus, lev-
els of FFDs (10) remain the same as well as the fuzzy sets (11). The imposed
relationship does not disturb the integrity conditions. �
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The imposition of U−{Xi, Xj}→γiXi introduces U−{Xi, Xj}→λi,jXj , with
λi,jN = min(γiN , αjN ) and λi,jΠ = min(γiΠ , αjΠ ). For we have:

U − {Xi, Xj} →γi Xi ∧ U − {Xi} →αj Xj ⇒ U − {Xi, Xj} →λi,j Xj

with λi,jN = min(γiN , αjN ) and λi,jΠ = min(γiΠ , αjΠ ) . (13)

As a result we cannot impose U−{Xi, Xj}→φjXj with φjN > λi,jN or φjΠ >
λi,jΠ although initially the admissible level was given by αj .

If the number of FFDs (10) is lower than n there are attributes which do not
occur on the right side of any dependency (10). Let us denote these attributes by
Xm+1, Xm+2, ... , Xn, where m denotes the number of FFDs (10) and assume
that m > 1. Attributes Xm+1, Xm+2, ... , Xn fully belong to LN and LΠ . The
sets LN , LΠ , BN , BΠ are as follows:

LN = {αc
1N/X1, ... , αc

mN
/Xm, 1/Xm+1, ... , 1/Xn} ,

BN = {α1N/X1, ... , αmN/Xm} ,

LΠ = {αc
1Π/X1, ... , αc

mΠ
/Xm, 1/Xm+1, ... , 1/Xn} ,

BΠ = {α1Π/X1, ... , αmΠ/Xm} . (14)

The imposition of the relationship (12) may result in disturbance of conditions
of θ-FBCNF (Definition 5).

Let us impose U −{Xi, Xj} →γi Xi, where j ≤ m, γiN ≤ αiN and γiΠ ≤ αiΠ .
By (13) one can remove the attribute Xi from the left side of U − {Xj} →αj Xj .
Thus, the left side of the imposed dependency forms the new θ-key with level λi,j .
The scheme R is in θ′-FBCNF, where θ′N = min(θN , λi,jN ) and θ′Π = min(θΠ ,
λi,jΠ ). If j > m the imposition of U − {Xi, Xj} →γi Xi will disturb conditions
of Definition 5. The left side of the imposed dependency does not contain the
key. However, the scheme R will remain in θ-F3NF, because Xi is θ-prime. If
m = 1 there is only one candidate key, which is formed by the left side of the
existing dependency (10). Imposition of (12) introduces a partial dependency of
attribute Xi on the θ-key which means a disturbance in the conditions defining
the θ-fuzzy second normal form.

5 Conclusions

In the paper we applied and extended the definition of fuzzy functional depen-
dency which was formulated by Chen [3] within the possibilistic data model. Its
level is evaluated by two numbers from the unit interval which correspond to the
possibility and necessity measures. We used an extension of the Gödel implica-
tion operator. The concept of the fuzzy functional dependency has been applied
in definitions of extended fuzzy normal forms which correspond to definitions
in classical relational model. The subject of considerations was the possible oc-
currence - within the n-ary relationship with attributes represented by means
of possibility distributions - of fuzzy functional dependencies (12) describing the
relationships between (n-1) attributes. The starting point are fuzzy functional
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dependencies (10) existing between all attributes of the relation scheme R(X1,
X2, ... , Xn). They determine the integrity constraints for R. According to The-
orem 2 dependencies (12) are admissible if their levels do not exceed the levels
of relevant dependencies (10). The imposition of them may disturb the normal
form of scheme R.
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Abstract. Traditional data sharing and exchange solved the problem
of exchanging data between applications that store same information us-
ing different vocabularies. We discuss in this paper the data sharing and
exchange problem between applications that store related data which do
not necessarily possess the same meaning. We first consider this problem
in settings where source instances are complete – that is, do not con-
tain unknown data. Then we address more collaborative scenarios where
peers can store incomplete information. We define the semantics of these
settings, and we provide the data complexity for generating solutions
and the minimal among those. Also, we distinguish between sound and
complete certain answers as semantics for conjunctive query answering.

1 Introduction

Integrating related data from independent sources which possess differences in
both structure and vocabulary, is a problem that was first addressed in data
coordination (DC) settings [6]. A DC setting [6] S consists of two schemas
S1 and S2, and a set of mapping tables {M}. DC settings introduced so far
considered mapping tables M with general interpretation of related data; that
is, a pair (a, b) holds in M if a is related to b (where a belongs to the instance
of S1 and b belongs to the instance of S2), and the related relationship does not
possess any particular meaning. Although DC amalgamates data of different
applications in a single result, it still uses in this set the different vocabularies
of these applications. Such a property makes it harder in applications to analyse
this data and make decisions about it. We elaborate this property in the following
example.

Example 1. Let S = (S1,S2,M) be a DC setting. Assume that schema S1

of university Univa consists of the relation symbols Student(sname, sage) and
Enroll(sname, cname, cgrade), and schema S2 of Univb consists of the relation
symbols St(sname, sage) and Take(sname, cname, cgrade). Relation Student
(St) stores students’ names and ages information. Relation Enroll (Take) stores
the set of courses that each student completed with the final grades that he/she
received in these courses. In addition, assume that S1 and S2 are connected
by the mapping table M which contains the pairs: {(Cida,Cid1), (Cida,Cid2)}.
Let I1 = {Student(Alex,18), Enroll(Alex,Cida,80)} be an instance of S1, and I2

c© Springer International Publishing Switzerland 2015
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= {St(Ben,19), Take(Ben,Cid1,B), Take(Ben,Cid2,C)} be an instance of S2. To
retrieve the list of students from both universities that completed course Cida
or those corresponding to it according to M, authors in [6] rewrite a query Q
posed to Univa to a query Q′ using M then pose it to Univb. Query Q′ can be:
Select sname, cname From Take Where cname = Cid1 Or cname = Cid2. The
combined result of Q and Q′ is {(Alex,Cida), (Ben,Cid1), (Ben,Cid2)}.
In Example 1, the combined result ofQ andQ′ has elements Cida, Cid1, and Cid2
which are different vocabularies. Such a property makes it hard to compare the
performances of Alex and Ben in a certain course. In DC [6], one source element
can be mapped in M to one or more target elements. Clearly, a higher number
of mapped elements lead to bigger sizes of combined results, and more expensive
query computations. For some queries, retrieving a portion of the result can
be informative enough for users to escape the more expensive computation of
the full result.Therefore, to control the size or related information returned,
authers in [6] introduced the notions of complete and sound query translations
that allow users compute the full set of correct answers of conjunctive queries
(CQs), called complete answers, and a portion of those, named sound answers,
respectively. From Example 1, query Q′ is a complete query translation, while a
sound query translation can be Q′′ = Select sname, cname From Take Where
cname = Cid1 (since both Cid1 and Cid2 are mapped to Cida in M ).

Our main interest in this work is to solve the heterogeneity problem in DC
settings while allowing users to generate sound and complete answers of CQs.
Intuitively, one possible solution is to exchange data from independent sources
and store it in a separate target using a unified set of vocabularies, prior to
applying queries. It turns out that data sharing and exchange (DSE) settings
introduced recently in [3] provides such a functionality, and in particular, DSE
solutions in this setting suits well our requirement to generate sound and com-
plete answers. As given in [3], a DSE setting is a tuple S = (S,T,M, Σst),
where S and T are source and target schemas, respectively; M is an st-mapping
table, and Σst consists of a set of mapping source-to-target tuple-generating de-
pendencies (st-tgds). DSE [3] however supports applications that refer to same
elements using different sets of vocabularies; that is, they use the equivalence
semantics of related data in st-mapping tables.

We discuss in this paper a DSE setting, denoted by DSEG, to exchange related
information between applications that possess different schemas and different
domains of constants. Our main contributions are the following: (1) we provide
algorithms to generate DSE solutions in Logspace, (2) we provide algorithms
to generate more compact universal DSE solutions, minimal universal DSE solu-
tions, in Logspace, (3) we formally define sound and complete certain answers
as semantics for CQ answering and we provide algorithms to generate those, (4)
finally, we address the DSEG problem in more challenging settings where source
instances contain unknown information in the form of nulls.
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2 Preliminaries and Related Work

We start this section by defining the notations that we will use through our the
paper. Then we give a brief summary of two settings defined previously in the lit-
erature to address the data exchange and data coordination problems. These are
data exchange (DE) [5] and DSE [3] settings.

A schema R is a finite set {R1, . . . , Rk} of relation symbols, with each Ri

having a fixed arity ni > 0. Let D be a countably infinite domain. An instance I
ofR assigns to each relation Ri ofR a finite ni-ary relationRI

i ⊆ Dni . Sometimes
we write Ri(t̄) ∈ I instead of t̄ ∈ RI

i , and call Ri(t̄) a fact of I. The domain
dom(I) of instance I is the set of all elements that occur in any of the relations
RI

i . We often define instances by simply listing the facts that belong to them.

Data Exchange Settings. Data exchange [5] is the problem of extracting an
instance over a source schema S and transform it to confirm to an independent
target schema T. More formally, a DE setting is a tuple S = (S,T, Σst), where
S is a source schema, T is an independent target schema, Σst is a set of st-
tgds which are FO sentences of the form ∀x̄∀ȳ∀z̄ (φ(x̄, ȳ) → ∃w̄ ψ(z̄, w̄)), where
φ(x̄, ȳ) and ψ(z̄, w̄) are conjunctions of relational atoms over S and T, respec-
tively. It was customary in DE to exchange data based on st-tgds that consists
of positive predicates and equality formulas, until authors in [4] introduced a
solution that solved the problem of exchanging data using st-tgds which contain
negated predicates and/or inequality formulas. In their solution, they extended

the source schema S to Ŝ := S∪{R̂ : ¬R ∈ Σst}∪{N}. They also re-constructed
Σst to Σ̂st by replacing each negated literal ¬R(x̄) with R̂(x̄), and inequality

x �= y over S with and N(x, y) over Ŝ, respectively. Each table R̂ is populated
with the evaluation of ¬R(x̄) on the instance I of S, and N(x, y) contains all
the pairs of elements (a, b) in dom(I) such that a �= b.

An instance J of a target schema T is said to be a solution for a source
instance I under S = (S,T, Σst), if the instance (I, J) of S ∪ T satisfies Σst.
The DE literature identified a class of “good” solutions, called the universal
solutions, that in a precise way represent all other solutions. To define those,
authors in [5] used the notion of homomorphism between instances. Let K1

and K2 be instances of the same schema R. A homomorphism h from K1 to
K2 is a function h : dom(K1) → dom(K2) such that: (1) h(c) = c for every
c ∈ Const∩dom(K1), and (2) for every R ∈ R and tuple ā = (a1, . . . , ak) ∈ RK1 ,
it holds that h(ā) = (h(a1), . . . , h(ak)) ∈ RK2 . Let S be a DE setting, I a source
instance and J a solution under S. Then J is a universal solution under S, if
for every solution J ′ for I under S, there exists a homomorphism from J to J ′.

Data Sharing and Exchange Settings. DSE [3] exchanges data between
applications that refer to same objects using different instance values. Formally,
a DSE setting is a tuple S = (S,T,M, Σst), where: (1) S and T are a source and
a target schema, respectively; (2) M is a binary relation symbol that appears
neither in S nor in T, and that is called a source-to-target (st-) mapping and
(3) Σst consists of a set of mapping st-tgds, which are FO sentences of the
form ∀x̄∀ȳ∀z̄ (φ(x̄, ȳ)∧μ(x̄, z̄) → ∃w̄ ψ(z̄, w̄)), where (i) φ(x̄, ȳ) and ψ(z̄, w̄) are
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conjunctions of relational atoms over S and T, resp., (ii) μ(x̄, z̄) is a conjunction
of atomic formulas that only use the relation symbol M.

While data mappings possessed no particular meaning in DC settings [6], au-
thors in [3] adopted the equivalence semantics in st-mapping tables; that is two
elements a and b are mapped in an st-mapping table M only if they possess the
same meaning. Apparently, and as discussed in [3], such equivalence interpreta-
tion of related data can entail new equivalent elements in M. For example, if
an element a is related to elements a′ and a′′ in M and element b is related to
elements a′ and b′ in M, then as a consequence elements a′′ and b′ are considered
equivalent according to the semantics of M and a can be mapped to b′ in M.
This equivalence property in st-mapping tables made the knowledge exchange
framework [2] be a natural representation for DSE [3]. A knowledge base (KB)
over a schema R is a pair (K,Σ), where K is an instance of R (the explicit data)
and Σ is a set of logical sentences over R (the implicit data).

In DSE [3], source and target instances store explicit data accompanied with
implicit information in the form of full tgds1 – denoted byΣs andΣt respectively–
that complete the source KB, the st-mapping table, and the target KB with the
entailed information. They also defined a class of “good” solutions – they called it
universal DSE solutions – that could be generated in Logspace.

Let S = (S,T,M, Σst) be a DSE setting [3], I a source instance, M an st-
mapping table, J a target instance. Denote by KR′ the restriction of instance
K to a subset R′ of its schema R. Recall that Σs, Σt are the source and target
completions of S, respectively. Then, J is a DSE solution for I and M under S,
if for every K ∈ Mod((J ∪ {M}), Σt)

2 there is K ′ ∈ Mod((I ∪ {M}), Σs) such
that the following hold: (a)K ′

M ⊆ KM, and (b) KT � ((K ′
S∪{K ′

M}), Σst) under
S. In addition, J is a universal DSE solution for I and M under S, if J is a DSE
solution, and for everyK ′ ∈ Mod((I∪{M}, Σs) there is K ∈ Mod((J∪{M}, Σt)
such that (a) KM ⊆ K ′

M, and (b) KT � ((K ′
S ∪ {K ′

M}), Σst) under S.

3 General Data Sharing and Exchange

As before, instances of S (resp. T) are called source (resp. target) instances3.
Instances of M are called st-mapping tables4. Also, as the case in [3], we assume
the existence of two (not necessarily disjoint) countably infinite sets of constants
ConstS and ConstT, that denote the set of source and target constants, respec-
tively. We also assume the existence of a countably infinite set Var of labeled
nulls (that is disjoint from both ConstS and ConstT). For the time being we
assume that dom(I) ∈ ConstS. We will drop this assumption later in section 4.
Also, as the case in [3], st-mapping tables are over (ConstS,ConstT).

1 A full tgd is a tgd that does not contain existentially quantified variables.
2 Mod((J ∪ {M}), Σt) is defined as the set of instances of (T ∪ {M}) that contain
the explicit data in (J ∪ {M}) and satisfy the implicit data in Σt.

3 We denote source instances by I, I ′, I1, . . . and target instances by J, J ′, J1, . . . .
4 We slightly abuse notations and denote both st-mapping relations and st-mapping
tables by M.
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Formally, a DSEG setting S is a setting where the definition of a DSE setting
introduced in [3] applies to S. We consider in DSEG source KBs of the form ((I∪
{M}), ∅), which correspond to data in the source instance I and the st-mapping
table M. On the other hand, the target KBs are of the form ((J ∪ {M}), Σt),
where J contains a portion of the exchanged data, and Σt contains a set of FO
sentences, of type full tgds, over a schema that includes T and M.

We assume in a DSEG setting that the st-mapping table M possesses the
following particular characteristic: for each value a ∈ (dom(M)∩ConstS), there
exists an element a′ ∈ (dom(M)∩ConstT) such that M(a, a′) holds, and for no
b ∈ (dom(M) ∩ ConstS) – different than a – M(b, a′) holds. We say a′ uniquely
identifies a in M. More formally, we assume M satisfies the following constraint:
∀x∃y∀z(M(x, y)∧M(z, y) → x = z). To be used later, we store in a fresh table
C, defined in both schemas S and T, the set of values in (dom(M) ∩ ConstT)
that uniquely identify source elements mapped in M. So, following Example 1,
and assuming that M includes the pair {(Cidb,Cid2), (Cidb,Cid3)}, then Cid1
uniquely identifies Cida and Cid3 uniquely identifies Cidb, and C = {Cid1, Cid3}.

We adopt (universal) DSE solutions introduced in [3] with the restriction of
Σs = ∅ to define the semantics of DSEG. We illustrate DSE solutions in DSEG

settings in the following example.

Example 2. (Example 1 cont.) In reference to the DC setting S given in Ex-
ample 1, let I1 be the source instance and M the st-mapping table in S. Also,
assume that the set of mapping st-tgds Σst is the following:
(a) Student(x, y) ∧ M(x, x′) ∧ M(y, y′) → St(x′, y′).
(b) Enroll(x,w, u) ∧ M(x, x′) ∧ M(w,w′) ∧ M(u, u′) → Take(x′, w′, u′).

Then a possible DSE solution J for I and M under S would be J = {St(Alex,
18), T ake(Alex, Cid1, B), T ake(Alex, Cid2, B)}.

Clearly, C is the sole set of target values in a DSEG instance that correctly
captures the set of source values exchanged to a target instance. Therefore,
we use C as a fundamental part of the FO sentences – the implicit data – in
Σt. The set of FO sentences d over a schema that includes M, C, and a fresh
table C ′, which specify the target elements in (dom(M) ∩ ConstT) that are in
C, are the following: (1) ∀x∀y∀z(M(x, y) ∧ M(z, y) ∧ x �= z → C′(y)), (2)
∀x∀y(M(x, y) ∧ ¬C′(y) → C(y)).

Authors in [4] addressed the problem of chasing dependencies which contain
negated predicates and inequality formulas. We adopt this solution and apply it
to the set of rules d to populate the table C. We prove the following result:

Theorem 1. Let S be a fixed DSEG setting and M be an st-mapping table.
Then generating C is in Logspace.

We define below a target completion program as a set of full tgds, denoted Σt,
over a schema that includes T and M, such that applying Σt to a universal DSE
solution J generates a universal DSE solution J ′ for I and M under S which
contains the complete set of exchanged data; that is ((I ∪ {M}), J ′) � Σst.

Let S = (S,T,M, Σst) be a DSEG setting. Σt, is the following set of FO
sentences over T ∪ {M,Rel}, and Rel is a fresh binary table:
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1. For each T ∈ T ∪ {M} of arity n and 1 ≤ i ≤ n:
∀x1 · · · ∀xn(T (x1, . . . , xi, . . . , xn) → Rel(xi, xi)).

2. ∀x∀y∀z(M(z, x) ∧M(z, y) ∧ C(x) → Rel(x, y)).
3. For each T ∈ T of arity n:

∀x1, y1 · · · ∀xn, yn (T (x1, . . . , xn) ∧
∧n

i=1 Rel(xi, yi) → T (y1, . . . , yn)).

The first rule defines the reflexive relation Rel on the domain of the target
instance. The second rule captures the target elements that are related to the
same source value in the st-mapping table M. The last rule allows to complete
the symbols of T, by adding elements declared to be related in Rel.

Intuitively, applying a procedure (based on the chase [4]) to the instance
(I ∪ {M}), generates a universal DSE solution in DSEG. Thus, since the chase
runs in Logspace [1] and following Theorem 1, we can conclude that there exists
a Logspace algorithm that generates DSE solutions in fixed DSEG settings.

Most compact solutions in a DSEG setting can be identified by the class of
minimal universal DSE (MUDSE) solutions introduced in [3]. A MUDSE solution
J for a source instance I and an st-mapping table M in DSEG is such that (1)
there exists no proper subset J ′ of J where J ′ is a universal DSE solution for
I and M under S, and (2) there exists no universal DSE solution J ′ such that
(dom(J ′) ∩ ConstT) is properly contained in (dom(J) ∩ ConstT ).

Example 3. (Example 2 cont.) In reference to Example 2, a possible MUDSE so-
lution J for I andM underSwould be J = {St(Alex, 18), T ake(Alex, Cid1, B)}.

We provide a procedure CompMUDSEGsolS, a variant of CompMUDSEsolS [3],
that given an instance I and an st-mapping table M in a DSEG setting S,
generates a MUDSE solution J for I and M under S.
CompMUDSGsolS:
Input: A source instance I, an st-mapping table M, and a set Σst of st-tgds.
Output: A Canonical MUDSE solution J for I and M under S.

1. Populate in the table C elements from M using the set of FO sentences d.
2. Apply a procedure (based on the chase [4]) to the instance (I ∪ {M}), and

generate a target instance J .
3. Compute a set of classes {C1, . . . , Cm} over dom(C) such that c1 and c2

exist in Ci if there exists a constant a such that M(a, c1) and M(a, c2) hold.
4. Choose a set of witnesses {w1, . . . , wm} such that wi ∈ Ci, for 1 ≤ i ≤ m.
5. Compute from J the instance J ′ := replace(J,w1, . . . , wm) by replacing

each occurrence of target constant c ∈ Ci∩dom(J) (1 ≤ i ≤ m) with wi ∈ Ci.
6. Apply a procedure (based on the core [5]) to the target instance J ′ and

generate the target instance J1 that is the core of J ′.

We prove the correctness of CompMUDSEGsolS and that it runs in Logspace
in the following result:

Theorem 2. Let S be a fixed DSEG setting, I a source instance, and M an
st-mapping table. Let J∗ be an arbitrary result for CompMUDSEGsolS. Then, J

∗

is a MUDSE for I and M under S. Also, CompMUDSEGsolS runs in Logspace.
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4 DSEG and Incomplete Source Data

We discuss in this section DSEG in collaborative settings in which several sources
interact, we denote it by DSEI to avoid any confusion. In such scenarios, it is
most likely that data in a source instance is obtained by an earlier exchange
from a different source, and hence may contain null values. The most intuitive
tables with null values are called näıve tables. Arenas et al. addressed in [2] the
DE problem in such collaborative settings. They proved that target instances
with positive conditional tables, named also as pc-tables 5, are the best tool to
represent source instances that contain näıve tables and/or pc-tables.

Clearly, DSEI combines both the KB exchange and the DE with incomplete
information [2] concepts, and hence require applying the techniques from both
settings. Authors in [2] defined a variant chase algorithm which generates in
fixed DE settings universal solutions with pc-tables in Ptime. We combine this
fact with the result given in Theorem 1 to deduce that there exists a Ptime
algorithm that generates a universal DSE solution (J,Σt) for a source knowledge
base (I, ∅) in a fixed DSEI setting. On the other hand, we show in the following
Theorem that checking whether a given pc-table target instance is a universal
DSE solution in a fixed DSEI setting is of a higher complexity.

Theorem 3. Let S = (S,T,M, Σst) be a fixed DSEI setting where Σst is a
set of fixed st-tgds, I a pc-table over S, and J a pc-table over T. Also let the set
of implicit data Σt be a fixed set of full tgds. Then, checking if J is a universal
DSE solution for I is DPP

2 -complete.

The class of MUDSE solutions discussed so far in this work and in DSE
settings [3], contained solely of näıve tables. We prove in the following result that
the best tool to represent the most compact DSE solutions for target instances
with näıve tables in DSEI is indeed a näıve table. That is, there does not exist
a DSE solution with pc-tables that is more compact under S .

Theorem 4. Let S = (S,T,M, Σst) be a DSEI setting, I a source instance, M
an st-mapping table, and J a MUDSE solution (with näıve tables) for I and M
under S. Then there does not exist a solution J ′ under S such that J ′ contains
pc-tables, | J ′ | 6 < | J |, and Rep(J ′) = Rep(J) 7.

Given a DSEI setting S and a DSE solution J with pc-tables. At first, one
can think that generating the smallest subset instance of J , in the favor of gen-
erating a MUDSE solution J ′ of J under S, is possible by applying the Greedy
algorithm introduced in ordinary DE settings [5]. Briefly, a Greedy algorithm

5 A pc-table is a näıve table extended with a local condition for each tuple. This local
condition is a positive boolean combination of formulas of the form ⊥ = ⊥′ and
⊥ = a, where ⊥,⊥′ ∈ Var and a ∈ Const.

6 | T | define the number of tuples in a table T .
7 Rep(R) = {ρ(R) | ρ : Var(R) → Const is a valuation for the variables in table R (in
case R is a pc-table, then a fact ρ(t) ∈ ρ(R) only if the condition ψ in t is such that
ρ(t) = true).
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R
A B C Condition

x y z true

1 1 1 x = 1

2 2 2 x = 1

3 3 3 x = 1

1 1 1 x = 2 ∧ y = 2 ∧ z = 2

Fig. 1. DSE solution J

R
A B C Condition

x y y y = z

x x z x = y

x a b true

c y d true

e f z true

Fig. 2. DSE solution J1

R′
A B C Condition

x y z x = y ∨ y = z

x a b true

c y d true

e f z true

Fig. 3. DSE solution J ′
1

initially initializes a fresh instance J ′ to J , then checks for each tuple t ∈ J ′

whether (J ′ − t) ≡ J holds (or in other words Rep(J ′ − t) = Rep(J)). If so, it
updates J ′ to be J ′− t. However, we show in Example 4 that this is not the case.

Example 4. Let S = (S,T,M, Σst) be a DSEI setting and J be a DSE solution
under S. Assume that J consists of the pc-table R given in Fig. 1. Notice that
[R − {〈1, 1, 1 : x = 1〉, 〈2, 2, 2 : x = 1〉}] ≡ R and [R − {〈3, 3, 3 : x = 1〉}] ≡ R.
However, [R−{〈1, 1, 1 : x = 1〉, 〈2, 2, 2 : x = 1〉, 〈3, 3, 3 : x = 1〉}] �≡ R. Therefore,
to check whether pc-table R′ is the smallest subset pc-table of R, we need to
non-deterministically determine whether there exists an instance R′′ ⊂ R such
that |R′′| < |R′| and R′′ ≡ R.

Following the intuition in Example 4 we provide the result in Theorem 5

Theorem 5. Let S = (S,T,M, Σst) be a DSEI setting where Σst is a fixed set
of st-tgds, I a source instance with pc-tables over S and J a DSE solution with
pc-tables over T. Also, let Σt be a fixed set of full tgds. To check if there exists

a DSE solution J ′ for I and M under S such that J ′ ⊂ J is ΠP‖
2 -complete.

In some DSEI instances S, MUDSE solutions are not the most compact
solutions under S. Consider the DSE solution J1 given in Fig. 2. We can see that
the DSE solution J ′

1 given in Fig. 3 is such that J1 ≡ J ′
1, J

′
1 �⊂ J1, and |J1| > |J ′

1|.
Although pc-tables are proved in [2] to be the best tool to represent source
instances with incomplete information, we show in the following proposition
that for some DSE solutions with pc-tables there exist target instances with
conditional tables (c-table) 8 that are equivalent and more compact than those.

Proposition 1. Let S = (S,T,M, Σst) be a DSEI setting, I a source instance,
M an st-mapping table, and Σst be a set of st-tgds. Let J be a DSE solution
for I and M under S. Then, the right tool to represent the most compact DSE
solution J ′ of J is a c-table.

5 Query Answering

We distinguish in DSEG between sound and complete certain answers as seman-
tics for CQs answering. Let S be a DSEG setting, I a source instance, and M
8 c-tables are more general pc-tables that can include inequality formulas, along with
equalities, in their conditions.
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an st-mapping table. A complete certain answer for a CQ Q over I and M under
S, denoted by complete-certainS((I ∪{M}), Q), corresponds to the set of tuples
that belongs to the evaluation of Q over KT, for each DSE solution J for I
and M under S and K ∈ Mod((J ∪ {M}), Σt). A sound certain answer, on the
other hand, denoted by sound-certainS((I∪{M}), Q), would be a set P of tuples
that belongs to the evaluation of Q over a DSE solution J such that applying a
query completion program, denoted by Σq, in the style of the target completion
program Σt, to P would regenerate the set complete-certainS((I ∪ {M}), Q).

Computing the set complete-certainS answers using MUDSE solutions proved
in [3] to be less expensive in run times than when using universal DSE solu-
tions completed with Σt. Therefore, we introduce in what follow the method to
compute complete-certainS answers of CQs using MUDSE solutions in DSEG.

Let S be a DSEG setting, I a source instance, M an st-mapping table, and
Q(x̄) = (x̄)∃ȳ φ(x̄, ȳ) ∧ ψ(ȳ) be a CQ over T where: x̄ is a set of distinguished
variables, φ(x̄, ȳ) is a conjunction of predicate formulas with distinct variables,
and ψ(ȳ) is a conjunction of formulas of the form y1 = y2 where y1, y2 ∈ ȳ.

To compute sound-certainS((I ∪ {M}), Q), we adopt a method similar to the
combined approach given in description logic (DL) KB-exchange settings [7].
To do so, it first applies rules 1 and 2 in the target completion process Σt to
populate the table Rel with elements entailed to be related by M. Then, re-
writes query Q(x1, . . . , xn) to query: Q′(x1, . . . , xn) = (x̄)∃ȳ∃w̄ φ(x̄, ȳ) ∧ ψ′(ȳ)
where ψ′(ȳ) constitutes the formula Rel (y1, y

′) ∧Rel(y2, y
′) for each formula

y1 = y2 in ψ(ȳ), to generate the set of sound certain answers.
Intuitively, the set complete-certainS((I∪{M}), Q) cannot be simply obtained

by posing Q to the MUDSE solution J , since J might be incomplete with respect
to M. Therefore, we present below two possible methods for computing those
complete certain answers using J .

The first method would be to complete J with the information entailed by the
target completion program Σt as a first step, and this is done by applying Σt to
J (denoted as Σt(J)) and generate a complete target instance Ĵ , then apply Q
to Ĵ as a second step and discard tuples with null values.

A second method, on the other hand, leverages the approach we used to
compute sound-certainS((I ∪ {M}), Q). It first populates the table Rel and re-
writes Q to a query Q′ the same way we did to compute sound-certainS((I ∪
{M}), Q). Then it completes the evaluation of Q′ on J by returning the answer
of Q̂′(z1, . . . , zn) = Q′(x1, . . . , xn) ∧

∧n
i=1 Rel(xi, zi). We prove the correctness

of the above query re-writing methods in the below proposition.

Proposition 2. Let S = (S,T,M, Σst) be a DSEG setting, I a source instance,
M an st-mapping table, J a MUDSE solution, and Q a fixed conjunctive query
over T. Then, complete-certainS((I ∪ {M}), Q) = Q̂(J) where Q̂(z1, . . . , zn) =
(x̄)∃ȳ∃w̄ φ(x̄, ȳ) ∧Rel(y1, w1)∧ Rel( y2, w1) ∧ · · · ∧∧n

i=1 Rel(xi, zi), wi ∈ w̄.

Following Proposition 2, we deduce that the query re-writing method to com-
pute sound-certainS is correct. Also, based on the result in Theorem 2 that
MUDSE solutions can be generated in Logspace in a fixed DSEG setting, and
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Table 1. List of Queries

Q1 Fetch the name and age of each student

enrolled in a course

Q2 Fetch the name and age of each student

with the names of courses he completed

Q3 Fetch the name of each student with the

name and grade of each course he finished

Q4 Fetch the list of teachers that already

taught a course

Q5 Fetch the list of teachers’ names and the

list of courses they taught

Q6 Fetch the names of students with the names

of courses they completed and the name of

the teacher that taught each course

Q7 Fetch the list of pairs of students’ names

and ages that took the same course Fig. 4.Queries of table 1 run times

since checking if a fixed CQ is satisfied in a database is in Logspace [2], we can
deduce that computing complete-certainS and sound-certainS is in Logspace.

6 Experiments

We conducted our experiments on a Lenovo workstation with a Dual-Core In-
tel(R) 1.80GHz processor, 4GB of RAM, and a 297 GB hard disk. We used
PostgreSQL(v9.2) database system. We considered in our experiments the DSEG

setting of Example 1 extended with relations Teacher (tname, tage) and Teach
(tname, cname) that specify teachers’ information and the list of courses they
teach, respectively. We used a DSE solution (that is a core [5]) with 55,000 tuples,
where each course in the source is related to 5 courses in the target. It is clear
in Fig. 1 how MUDSE solutions compute efficiently both sound and complete
certain answers for CQs.

7 Concluding Remarks

We defined in this paper a DSEG setting with general semantics of related data
in an st-mapping table M. We defined algorithms to generate DSE and MUDSE
solutions. Also, we distinguished between sound and complete certain answers
of CQs and we showed how to compute those. Finally, we addressed DSEG in a
setting where the source instance contain unknown information.
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Abstract. Fortunately, the industry has eventually abandoned the old
“one-size fits all” relational dream and started to develop task-oriented
storage solutions. Nowadays, in a big project a devotion to a single per-
sistence mechanism usually leads to suboptimal architectures. A combi-
nation of appropriate storage engines is often the best solution. However,
such a combination implies a significant growth of data integrity mainte-
nance. In this paper we describe a solution to this problem, i.e. a cuboid-
based universal integration architecture. It allows hiding the peculiarities
of integration so that it is transparent to the application programmer.
We use graphs as an example of data that needs a task-oriented database
in order to be efficiently processed. We show how graph queries can be
effectively executed with the help of a graph database assisting a rela-
tional database. The proposed solution does not impose any additional
complexity for programmers.

1 Introduction

Architects of software systems are reluctant to use heterogeneous data sources.
They are usually afraid of high cost of integrity maintenance. On the other hand,
relational database systems are still perceived as universal storage solutions.
However, the relational database model is devoted to process flat collections of
business objects.
In recent years, there have emerged database systems designed for particular

applications. For instance, Cassandra [6] realizes fast column family oriented
reads. MongoDB [12] effectively manages documents. Neo4j [8] efficiently stores
and processes graph data.
Due to the abundance of task-oriented database systems architects face severe

dilemmata. The universality of relational databases allows modelling any appli-
cation domain. However, a decision to use such a database as the only storage
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can negatively impact the performance. An interesting example of data causing
such impact for relational databases is graph data. We will use it as a running
example in this article. At the end of the last century, the SQL:1999 standard
introduced SQL means to query graph data (called also recursive queries) stored
in relational tables. An interesting account on efficiency of SQL:1999 recursive
queries can be found in [13].
In this article we use the case of graph data to show how useful are intel-

ligent integrators of heterogeneous databases. Such tools allow exploiting the
advantages of task-oriented database systems as they combine results returned
by a number of databases into the form needed by an application. In our pro-
posal, it is the integrator that abstracts the graph structure from a relational
database and transfers it to a dedicated graph database (in this article Neo4j).
Then relational queries to graph data are mapped to graph queries for appropri-
ate identifiers of nodes. The result is the augmented with heavy relational data
(attributes of tables). As we show in section 5 this execution method is faster
than just querying a relational database. This hybrid (graph-relational) method
was prototyped in the Cuboid framework [3–5].
The contributions of this article are as follows:

– a development of an automatic method to integrate Neo4j with a relational
database that stores graph data,

– a mapping of recursive SQL:1999 queries onto a combination of a graph
query and a simple relational query, and

– a proof-of-concept implementation of this mapping in the Cuboid that offers
full transparency for an application programmer.

The article is organized as follows. Section 2 rolls out the motivation for
our proposal. Section 3 presents the Cuboid. Section 4 describes the testing
scenarios used to evaluate our proof-of-concept implementation. Section 5 reports
the results of experimental experiments on the performance of the proposed
solution. Section 6 concludes.

2 Motivating Example

We will use a table on employees of a network marketing company. The schema of
this table is shown on Fig. 1. The employees of such a company form a natural
hierarchy (a tree). Each salesman has a twofold income. The first part is the
premium of its own sales, while the second part is a fraction of the sales of this
employee’s team.
The table Employee holds graph data that can be reconstructed by a self-join

on columns b id and e id. The administration of our sample company often
issues a query for all employees in the tree spanned by a particular employee.
The first database management system to offer such query facilities was Oracle
(from 1985). Listing 1.1 shows the appropriate query formulated in Oracle’s SQL
dialect.
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Fig. 1. An example database schema with graph data

Listing 1.1. A query for all employees under Smith in Oracle’s early SQL dialect

1SELECT ∗ FROM Employee
2WHERE level > 1
3START WITH sname = ’ Smith ’
4CONNECTBY b id = PRIOR e i d ;

In 1999 queries for graph data were included into the SQL standard. The
standardization committee decided to use a more flexible solution than Oracle’s
CONNECT BY. This solution was based on recursive common table expressions, i.e.
a form of functional let rec for relational data. Listing 1.2 shows an SQL:1999
query for all employees reporting to a given employee.

Listing 1.2. A query for all employees under Smith using SQL:1999 recursive common
table expression

1WITH RECURSIVE emprec AS (
2SELECT e id , name , sname
3FROM Employee
4WHERE sname = ’ Smith ’
5UNION
6SELECT e . e id , e . name , e . sname
7FROM Employee e
8JOIN emprec r
9ON ( r . e i d = e . b id )
10)
11SELECT ∗
12FROM emprec ;

The facilities to search graphs introduced into SQL:1999 significantly enriched
graph processing tools on the level of relational databases. An application pro-
grammer could formulate a single query where formerly a series of queries had
been unavoidable. The authors of [13] thoroughly examine the functionality and
performance of recursive queries in major relational database systems. In mod-
ern application architectures that use object-relational mapping libraries the
problem of querying graph data is even more complex [1, 17, 14, 15].
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Although relational databases implement recursive queries and there is ongo-
ing research on their optimization [7, 2, 11], relational databases only support
graph queries. They do not implement them natively. A real efficiency improve-
ment of big graph search is possible provided dedicated task-oriented database
systems are used. Neo4j [16] is an example of such a database.
The efficiency of graph tasks in dedicated graph databases is noteworthy

higher than in relational databases. Thus, an architect is tempted to consider an
implementation in which the graph structure is also stored in a graph database.
A graph search is then partitioned into two subtasks. The first of them is the
pure traversal among nodes. The second one augments the result of traversal
with mass attributes retrieved from a relational storage. Note, however, that
such a solution is notably more costly from a maintainer’s point of view.
In this article, we show that such an architecture can be totally transparent to

an application programmer. Moreover, a middleware can take care of the whole
logic that synchronizes a graph database, splits queries and merges their results.
In following sections we present our proposal. In particular, section 5 attests
satisfactory performance of the proof-of-concept implementation.

3 Cuboid - Explained

The middleware that we focus around in this paper is the cuboid based architec-
ture. The Cuboid idea has been developed and expanded for a couple of years
now and has become a multi-aspect tool for data integration. An abstract layer
for data access and presentation is not a new idea. However, all solutions we
know do not have the level of agility, flexibility and capabilities provided by the
Cuboid. The idea of Cuboid has emerged from an idea of a universal, abstract
platform for data processing. The uniqueness of this approach is about its in-
dependence by design. This implies that the discussed solution provides unified
access for data, regardless of its storage particularities. The diversity of issues
that has to be overcome due to this goal is extensive. Here is a list of a few most
important and profound aspects of the data storage particularities:

– spatial distribution of data,
– differed data sources,
– different data models,
– open or proprietary data storage engine,
– data security policies, etc. . .

The intuition of data representation in our approach has adopted a form of a
cuboid. This is due to it straightforward association with horizontal and vertical
fragmentation of a distributed and replicated data. Those three data “dimen-
sions” have been visualized as a cuboid shape in Fig. 2 as a Distributed Resource
Universal Map (DRUM). Such representation can be easily tied to simple, record
based model known from relational paradigm (see Fig. 3).
Following this model we can simply represent arbitrary data fragmentation

and replication pattern. The DRUM however, can only cover the structure of a
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Fig. 2. DRUM - Distributed Resource Universal Map

data granular representation. Thus, the Cuboid must additionally define access
methods for such data representation. We have proposed and presented an ag-
ile structure for representing data DRUM including dedicated access methods
[3–5]. This structure - in form of interoperable Data Access Object (iDAO) - has
concealed from the Cuboids’ client all of the data that is required to access the
actual data present in the grid.

Fig. 3. Cuboid as the Best Record ID - based metadata model for data representation

Each structural element (e.g. element responsible for accessing a table, set
of rows, a single record, replication of a table part etc.) of the DRUM contains
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one iDAO responsible for storing all of the information about actual data access
method. Thus, each client call can be considered as a call for multiple iDAOs.
Obviously the actual data represented in the Cuboid in the form of metadata is
stored in legacy data sources that are being integrated. To be precise, thanks to
Cuboid, we are able to integrate the data, not the data sources. Therefore, we
can conform to the data-oriented paradigm of the Cuboid based architecture.
The target data stored at the data source site has to be registered in the cuboid
architecture in the process of data source registration. See Fig. 4 for integration
procedure details.

Fig. 4. Resource registration at the Cuboid integration facility

Thanks to registration procedure the Cuboid gets the notion of the actual
integrated data and the meta information about its legacy schema and can place
this information in form of iDAOs at the Cuboid’s own virtual schema. In other
words Cuboid can be considered as a virtual integration view.
This brings us to the point where the Cuboid can synthetically be called

a polyglot master metadata repository interface for accessing integrated data.
However, integration is just part of Cuboids’ potential applications. As a gen-
eral integrating instance Cuboid is also a suitable place to apply optimization
methods based on native queries stored at iDAOs.

4 Testing Scenarios

The Cuboid-based architecture can aid a significant improvement of big graph-
based searches. Furthermore, it does it transparently, since an application pro-
grammer is not aware of the actual data structure used. As mentioned in section 2
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querying the data of a graph nature stored in graph database leads to a sim-
ple traversals among nodes. In order to verify it, we have created three testing
scenarios. They are based on the example schema presented in Fig. 1. In every
scenario a fixed number of records is retrieved from the result of a recursive
query. These results are consumed by client calls to dedicated Cuboid REST
API.
For the first test scenario we have generated 18 GB Employee table (Fig. 1)

and loaded it into PostgreSQL. Then, using the JDBCTemplate as a lightweight
wrapper for pure JDBC driver, we have commenced multiple recursive queries
(Listing 1.2) that resulted in about 8 MB per 10 returned records. The results
are summarized in table 3.
In the second test scenario the recursive part of the Employee schema and its

data has been replicated into a separate table in PostgreSQL. This table is called
EmpBase and has the minimal useful set of attributes including the primary and
foreign keys. This set of attributes is enough to construct the tree structure of
the self referencing recursive hierarchy for the entire Employee table. Remaining
attributes have no influence on this hierarchy. Therefore, calling the recursive
query based only on the EmpBase table produces the same hierarchy as if it
was run on the Employee table. Then, it remains to join the hierarchy with the
Employee table in order to collect the rest of attributes. This test shows that
such a way to execute this query is notably faster than just running the original
query on the Employee table (see section 5).
The third test case, similar to the second scenario, involved moving the re-

cursive part of the structure and its data from the relational testing schema.
However, this time, instead of creating a separate table in PostgreSQL, we have
copied the data into an instance of Neo4j, i.e. a graph database. Likewise the
second scenario, the non-recursive and heavyweight attributes of the Employee
schema stayed in PostgreSQL in the table Employee. In other words, the parts
of the schema that define the relation like the primary key and the foreign keys
has been copied over to Neo4j. Thus, we have the entire schema and data in
PostgreSQL and parts of the schema that describe the recursive relation moved
to the Neo4j. The migration process has been commenced with regard to official
recommendations [9, 10]. We hoped that the efficiency of such a database with
respect to our sample recursive query would be significantly better, because of
the Neo4j graph model supposed to handle graph-based data natively. In contrast
to the second test scenario, this time the parts of the Employee schema defining
recursive hierarchy has been presented as graph nodes’ properties. As a result
of this scenario, the remaining heavy attributes left in relational database are
being augmented to data retrieved from Neo4j by means of the Cuboid mapping.
Thus, the hierarchy structure was built efficiently by Neo4j and then combined
in Cuboid with the attributes from PostgreSQL. That resulted in a significant
acceleration of the query execution.
In this scenario the role of Cuboid is extremely important. Because of its

agility the client calls for Cuboid’s REST API were transparent. Therefore, they
enabled the client to focus on the delivered data and not the data delivering
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source. The client REST call tends to call for the Employee data regardless of
the actual internal implementation of data structures.

5 Experimental Evaluation

The tests has been performed using the hardware characterised in table 1 and
the software listed in table 2.

Table 1. The hardware configuration used in the experimental evaluation

CPU Intel Core i7-3612QM CPU @ 2.10 GHz x 8
RAM 15,6 GiB
Disk SAMSUNG SSD PM830 2.5” 7mm 512GB
OS Ubuntu14.04 LTS
Kernel 3.13.0-30-generic
Arch. x86 64 GNU/Linux

Table 2. The software used in the experimental evaluation

Java Java version 1.7 60
Java(TM) SE Runtime Environment (build 1.7.0 60-b19)
Java HotSpot(TM) 64-Bit Server VM (build 24.60-b09, mixed mode)

REST Testing Client ApacheBench, Version 2.3
Http Server Apache Tomcat/6.0.29

Table 3. The execution times of test queries related to the used data model

Request No Result Records No Total (Time per request- mean) [ms]
EmpFull (17GB-pgsql) (recursive)

1
10 38 850,33
100 188 414,76
1 000 274 333,25

EmpBase (1GB-pgsql) + Widedata (17GB- pgsql)

1000
10 1 783,06
100 9 367,09
1 000 17 069,04

EmpBase (1GB-neo4j)(recursive) + Widedata (17GB pgsql)

1000
10 73,37
100 774,33
1 000 8 284,40

We measured response times for the REST client calls to three test queries. A
testing REST client called REST API that used different ways of retrieving the
data from the table Employee . Each REST call conformed the following schema:
(...){strategy}/dbSchema/{dbEntityName}.json/limit={value1}&idoffset={value2}
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The strategy variable has three possible values 1, 2, 3 depending on the test
scenario. The limit and offset variables represented the number of resulted
records and the offset just as SQL syntax.
We have commenced 1000 requests for each limited amount of result records.

In first test scenario we had limited the number of requests to one, because of
the long times needed to retrieve data. In two other scenarios we did not impose
such a limit. The size of data for every response of 10 records was about 8 MB.

6 Conclusions

Cuboid has already proven its utility for query integration [3] and optimization
[5]. However, in this article we have focused on combining both these aspects.
We have used the possibility to integrate data from heterogeneous data sources.
Furthermore, at the same time we facilitated optimization of the query execution
using the Cuboid based mapping.
The presented results are promising. However, the Cuboid has provided full

transparency for a client to get arbitrary data regardless of its the paradigm of
its original data source. The Cuboid has enabled fitting the data representation
to the appropriate paradigm of data storage and processing. The method to
achieve this is based on both SQL and NOSQL engines. This way the Cuboid
tends to face the NoSQL as the “Not Only SQL” trend in database development.

References

1. Burzańska, M., Stencel, K., Suchomska, P., Szumowska, A., Wiśniewski, P.: Recur-
sive queries using object relational mapping. In:Kim, T.-H., Lee, Y.-H., Kang, B.-H.,
Ślęzak,D. (eds.) FGIT2010.LNCS, vol. 6485, pp. 42–50. Springer,Heidelberg (2010)

2. Burzańska, M., Stencel, K., Wiśniewski, P.: Pushing predicates into recursive SQL
common table expressions. In: Grundspenkis, J., Morzy, T., Vossen, G. (eds.) AD-
BIS 2009. LNCS, vol. 5739, pp. 194–205. Springer, Heidelberg (2009)

3. Chromiak, M., Stencel, K.: The linkup data structure for heterogeneous data inte-
gration platform. In: Kim, T.-H., Lee, Y.-h., Fang, W.-C. (eds.) FGIT 2012. LNCS,
vol. 7709, pp. 263–274. Springer, Heidelberg (2012),
http://dx.doi.org/10.1007/978-3-642-35585-1˙36

4. Chromiak, M., Stencel, K.: A data model for heterogeneous data integration ar-
chitecture. In: Kozielski, S., Mrozek, D., Kasprowski, P., Małysiak-Mrozek, B.
(eds.) BDAS 2014. CCIS, vol. 424, pp. 547–556. Springer, Heidelberg (2014),
http://dx.doi.org/10.1007/978-3-319-06932-6˙53

5. Chromiak, M., Wisniewski, P., Stencel, K.: Exploiting order dependencies on pri-
mary keys for optimization. In: Proceedings of the 23rd International Workshop on
Concurrency, Specification and Programming, Chemnitz, Germany, September 29 -
October 1, pp. 58–68 (2014), http://ceur-ws.org/Vol-1269/paper58.pdf (accessed:
February 06, 2015)

6. Cloudkick: 4 months with Cassandra, a love story (March 2010), https://www.
cloudkick.com/blog/2010/mar/02/4 months with cassandra/ (accessed:
November 12, 2013)

http://dx.doi.org/10.1007/978-3-642-35585-1_36
http://dx.doi.org/10.1007/978-3-319-06932-6_53
http://ceur-ws.org/Vol-1269/paper58.pdf
https://www.cloudkick.com/blog/2010/mar/02/4_months_with_cassandra/
https://www.cloudkick.com/blog/2010/mar/02/4_months_with_cassandra/


A Universal Cuboid-Based Integration Architecture 179

7. Ghazal, A., Crolotte, A., Seid, D.Y.: Recursive SQL query optimization with k-
iteration lookahead. In: Bressan, S., Küng, J., Wagner, R. (eds.) DEXA 2006.
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Abstract. Simple database storage configuration includes block device
and filesystem. In advanced multi-disk database storage configuration
also disk manager is required. Article presents multi-disk storage con-
figuration impact on relational database performance. Research results
include various local multi-disk storage space configuration scenarios for
database cluster in modern database management systems with popular
disk managers like software RAID and standard or thin provisioned logi-
cal volume equipped with disk allocation policy. The research conclusions
facilitate the local storage space configuration for efficient transaction
processing in relational databases.

Keywords: Database storage configuration · Transaction processing per-
formance in MariaDB and PostgreSQL · Oltp workload efficiency

1 Introduction

Relational databases are popular data sources for various applications and infor-
mation systems. Data access efficiency has a substantial impact on performance
of software, which bases on relational database. Relational databases charac-
teristic includes data structuring and typing, integrity and security. Database
handling is performed by database management system implementation, which
provides various data types, structure, integrity constraint and storage space
management.

1.1 Transaction Processing in Relational Databases

Selection and configuration of DBMS affects relational database performance.
Data security aspect is assured by authorization, authentication and transac-
tion, which are provided by DBMS. However, not all DBMS have to support
of all security aspects. Not all DBMS engines supports transaction processing,
which allows database operation execution according to ACID properties. Trans-
actional databases allow secure and parallel execution of operations on stored
data, that is base of multiple database software design in particular popular
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on-line transaction processing systems. The base performance measure of OLTP
systems is a number of committed transactions in time [9,6].

Efficient transaction processing in OLTP systems requires use high perfor-
mance transactional data sources. For a fixed database structures and data choice
of DBMS and its storage space configuration is crucial for performance of local
transaction processing in database. Base elements of storage space are a block
device and filesystem. Its configuration has impact on databases performance
supported by DBMS. In advanced storage space configuration many physical
block devices can be used to store DBMS tablespaces. In this type of storage
configuration additional disk manager element is required. Its role is to manage
disk block addressing and provide logical block device with fixed addressing pol-
icy. Disk manager can be hardware or software implemented, its implementation
may offer various addressing policies for created logical block devices. The disk
manager, number of disks and allocation policy are base parameters in advanced
multi-disk database storage space configuration.

The research of transaction processing efficiency in relational database in-
cludes modern open source DBMS like PostgreSQL and MariaDB with local
multi-disk storage space configurations scenarios. Analysis of research results re-
veals storage space configuration parameters and its impact on performance of
transaction processing in relational database. Knowledge of the impact of multi-
disk storage configuration parameters on the transaction processing processing
allows to establish an efficient storage configuration for relational database.

2 Unified Environment for Transaction Performance
Testing

2.1 Environment Configuration

Computer used in database transaction performance testing was equipped with
i5-2400 CPU, 8GB memory and five identical, connected SATA-3 Western Digi-
tal disks model WD5000AZRX with 466GB capacity and 64MB cache. The 64 bit
computer architecture is managed by Linux operating system from Fedora 20 dis-
tribution (kernel version 3.17.2-200.fc20.x86 64). Operating system was installed
on additional disk connected via USB, therefore all connected SATA disks were
used only for database storage configurations (known as scenarios). All disks
have default I/O scheduler the Completely Fair Queuing [2].

In local multi-disk storage configuration two software disk managers were
used: software Redundant Array Of Independent Disks configured by MDADM
software in version 3.3-7 and Logical Volume Manager in version 2.02.106-1.
LVM bases on another Device Mapper software, which version 1.02.85-1 was
used. Device Mapper offers targets with various allocation policy implemented
as Linux kernel dynamic modules. In all multi-disk storage space configuration
managed by LVM was used the default size 4MB extent.

Each storage space configuration scenario includes creation of local multi-
disk logical block device configuration with fixed disks manager and filesystem.
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In created files storage space was prepared a database cluster with all DBMS
tablespaces for testing database transaction performance.

In operating system were installed two popular open source database man-
agement systems: MariaDB version 5.5.39-1 and PostgreSQL version 9.3.5-2. In
any performed transaction processing test a single relational database was cre-
ated in each DBMS. Database cluster was localized on multi-disk block device
configured according to storage configuration scenario.

2.2 Storage Configuration Scenarios

Testing efficiency of database transaction processing in multi-disk storage space
configurations scenario includes fixing filesystem type (from set: FAT32, EXT3
and EXT4, XFS and BTRFS), number of disks and one of software disk manage-
ment mechanism implemented in Linux kernel. All used filesystem have identical
4KB allocation unit size. BTRFS filesystem was used without its internal disk
manager [7]. Additional parameters for scenario according to software RAID
(ident. MDADM) and Logical Volume Manager (ident. LVM) is allocation pol-
icy and allocation unit size (chunk size). In each scenario with software RAID
allocation policy was determined by RAID level, which fixing block addressing
method. The tests include only RAID level 0, 5 and 6 allocation policies [1].

Storage scenario with LVM includes creation of logical volume with allocation
policy, which controls location of data blocks between physical volumes, each one
placed on a separate disk. Allocation policies for logical volumes used in storage
scenarios include striping in raid0, raid5 and raid6. Some scenarios was created
using thin provisioned logical volume with data striping across fixed number of
physical volumes.

2.3 Unified Transaction Performance Testing

Performance tests of database transaction processing in different multi-disk stor-
age configurations were realized in identical environment with the same method
of measurement. For this purpose was used a sysbench software tool. This tool
is indicated on the MariaDB project pages and works with both open source
DBMS used in transaction performance testing. From wide range of sysbench
tests a OLTP test were selected. This type of sysbench test unifies database
operations performed within the transaction. Single transaction operations were
performed on non-sequential database records. All OLTP tests were performed
by single sysbench thread, which excludes deadlock problem. Limitations of used
in tests database engines in multicores environment were analized in other re-
search [8]. In each test single sysbench thread performs workload of database
transactions in fixed period of time. When transaction processing test finishes
the sysbench tool provides statistics which include averaged number of com-
mited transaction per second. Sysbench tool does not provide advanced models
for various transaction processing characteristic like TPC standards, but is suf-
ficient to demonstrate the database storage configuration impact on transaction
processing performance [9,4].
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The selected software tool in addition to standardizing the method of mea-
surement allows also preparation of identical relational database, that was used
in every transaction processing test. Prepared database includes single multi-
column table with 10 million rows. In both used DBMS database size was over
2GB. Unification of used relational database and transaction processing mea-
surement method allows to compare the results for various database storage
configurations. A reference point for fixed DBMS and filesystem was database
storage configuration equipped with only single disk (Fig. 1). In presented sce-
narios XFS and EXT, in which database cluster was localised, provide better
performance for database transaction processing in PostgreSQL and MariaDB.

Fig. 1. Database transaction processing performance for single disk storage space con-
figuration scenario depending on filesystem type

3 Performance Analysis of Transaction Processing

The results obtained in research of emerge the filesystem impact on perfor-
mance of database transaction processing. The relationship between number of
committed database transactions and type of filesystem storing database cluster
presents in reference to single disk and also multi-disk storage configuration and
is dependent of disk manager, number of disks, allocation unit size and policy.

Fig. 2. Performance of database transaction processing for logical block device man-
aged by LVM with striping policy with 64 KB chunk size depending on number of
disk
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Fig. 3. Performance of database transaction processing for logical block device man-
aged by MDADM with striping policy with 64 KB chunk size depending on number of
disk

The choose of filesystem type fixes data structures and block allocation, which
affect data access time [3]. Therefore increase of disk number or disk manager
allocation unit size has different impact on filesystem operation performance de-
pending on its type. Figures 2 and 3 show performance of database transaction
processing for various filesystem types, which was formatted on logical volume
managed by LVM or MDADM with striping policy and default 64 KB chunk
size.

3.1 Multi-disk Storage Space Configuration

Each multi-disk storage space configuration requires dedicated software as disk
manager and selection its base parameters like number of used active disks,
block allocation policy and size. For tests of database transaction performance
in multi-disk storage configurations only two software disk managers were used:
LVM and software RAID. Each one offers various allocation policy for managed
logical block devices. In storage configuration scenarios for both disk managers
was used: data striping policy (ident. RAID0), also RAID level 5 policy (ident.
RAID5) and RAID level 6 policy (ident. RAID6). In the case of RAID6 scenarios
managed by LVM five disks were used, as a result of the limitation of this disk
manager. In all scenarios with RAID5 and RAID6 policy before the filesystem
formatting disk synchronization phase was performed. The RAID5 and RAID6
policy uses additional metadata to increase data security and reliability, which
retains data even disk fails.

In addition to the applied block allocation policy also the number of used
disks affect performance of database transaction processing. Figures 4 and 5
present database performance growth for various filesystems localized on logical
device managed by LVM or MDADM with RAID5 and RAID6 allocation policy
with the increasing number of disks (scenarios with default 64KB chunk size).

For each filesystem the highest performance growth offers striping policy when
five disks were used. This is due to the use of additional metadata in RAID5
and RAID6 allocation policy. But not every multi-disk configuration offers better
performance of database transaction processing than that in single disk scenario.
Drop in transaction processing performance was observed generally in scenarios
with minimal disk numbers for allocation policy (i.e. RAID5 with 5 disks).
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Fig. 4. Performance of database transaction processing for logical block device man-
aged by LVM with RAID5 and RAID6 policy with 64 KB chunk size depending on
number of disk

Fig. 5. Performance of database transaction processing for logical block device man-
aged by MDADM with RAID5 and RAID6 policy with 64 KB chunk size depending
on number of disk

3.2 Allocation Unit Used by Disk Manager

Another parameter of local multi-disk database storage space configuration is
allocation unit size used by disk manager. Both LVM and MDADM software disk
managers offer fixing chunk size when logical block device is created. Chunk size
is always a multiple of two, and should be greater then filesystem blok size. In
performance testing for database transaction processing a chunk size from range
8KB to 512KB was used. The upper limit of chunk size in multi-disk storage
configuration results from LVM constraint for used allocation policies.

Figures 6 and 7 present performance in processed transaction for filesystems
and striping allocation policy for LVM or MDADM disk manager with the var-
ious chunk size in five disk storage space configurations. Research results also
show that storage space configurations scenarios with less disks also have the
same trend in transaction processing performance according to chunk size.

For fixed disk number in all filesystem increasing the size of allocation unit
used by disk manager causes higher performance of database transaction pro-
cessing. This trend is observable regardless of used disk manager and allocation
policy. If chunk size is less then 64KB a performance of database transaction in
scenarios with RAID5 and RAID6 allocation policy can be lower then in scenario
with single disk (For MDADM figures 8 and 9).
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Fig. 6. Performance of database transaction processing for logical block device man-
aged by LVM with striping allocation policy for five disk storage configuration depend-
ing on disk allocation unit size

Fig. 7. Performance of database transaction processing for logical block device man-
aged by MDADM with striping allocation policy for five disk storage configuration
depending on disk allocation unit size

Fig. 8. Performance of database transaction processing for logical block device man-
aged by MDADM with RAID5 allocation policy for five disk storage configuration
depending on disk allocation unit size.

To avoid performance degradation of database transaction processing in multi-
disk storage with striping policy recommended chunk size for LVM and MDADM
disk manager should not be less than 32KB.



Efficient Multidisk Database Storage Configuration 187

Fig. 9. Performance of database transaction processing for logical block device man-
aged by MDADM with RAID6 allocation policy for five disk storage configuration
depending on disk allocation unit size

3.3 Disk Manager

Software disk manager implementation in Linux kernel also has impact on data-
base transaction processing performance. Database storage space configuration
is created with FAT32 filesystem and disk striping a LVM disk manager pro-
vides even 23% better performance in database transaction processing. This
trend for FAT32 is also observed for RAID5 and RAID6 allocation policy. Other
filesysstem show up to 5% performance grow in database transaction processing
when MDADM disk manager is used insted of LVM (Fig. 10).

Differences in database transaction performance were also observed between
standard and thin provisioned logical volume with the striping policy for fixed
disk number and chunk size, in particular 37% decrease in performance if BTRFS
was used on thin provisioned logical volume with 512KB chunk size (Fig. 11).
For FAT32 localized in thin provisioned volume this performance loss was 26%
in relation to standard logical volume. For database storage space configura-
tion with EXT and XFS filesystem localized in thin provisioned logical volume
observed database transaction performance degradation was up to 10%.

3.4 Database Managment System

Performance of database transaction precessing depends on the DBMS imple-
mentation that supports relational database. Both PostgreSQL and MariaDB
support transaction processing and use multi-version concurency control model.
Used configurations of each of them based on the default covention. In Mari-
aDB configuration local socket localization was changed, which allows to change
filesystem for database cluster. If MariaDB control the relational database, then
only InnoDB engine with Percona XtraDB enhancement was used. Engine en-
hancements increase its performance in relation to the orginal InnoDB imple-
mentation in MySQL project [5].

The DBMS storage space was configured by mounting in default database clus-
ter localization a filesystem created each time on multi-disk logical block device.
Before each test of transaction performance, DBMS cluster was restored. The
results of the measurement show that depending on the database cluster storage
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Fig. 10. Performance of database transaction processing for logical block device man-
aged by LVM and MDADM with striping policy with 512 KB chunk size

Fig. 11. Performance of database transaction processing for logical block device con-
figured as normal and thin provisioned LVM volume with striping policy with 512 KB
chunk size

space scenario the number of performed transactions in MariaDB database was
up to 34% higher than in PostgreSQL database. In most storage space configu-
ration scenarios the number of transactions was 19% and higher for database in
MariaDB, even in single disk reference storage configuration.

4 Conclusions

Relational database storage space configuration has significant impact on trans-
action processing performance, in particular when database storage space is cre-
ated with many disks. Selection of parameters like number of used disks, disk
manager and its allocation unit size and policy affect the input and output op-
erations on block device. Choice of database storage space parameters is not
obvious, not all increase of disk number provide efficiency growth in transaction
processing. Also selection of filesystem for database storage is crucial to achieve
high performance level in database transaction processing.

Among filesystems used in database transaction performance testing in uni-
fied environment, obtained results showed that for fixed disk number, allocation
unit and policy only XFS and EXT4 offers highest number of processed trans-
action in relational database. Also in single disk database storage configurations
those filesystems provide better results as BTRFS or even not journaled FAT32.
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Additionally for EXT and XFS filesystem type both disk managers for fixed al-
location unit and policy software RAID and LVM offers similar performance in
database transaction processing. However using thin provisioned logical volume
can only decrease number of transaction processed in database, which is local-
ized in filesystem stored on it. Observed performance loss in database transaction
processing, where database was localized in thin provisioned logical volume, was
lowermost for EXT and XFS filesystem.

Multi-disk storage configuration include also choice of allocation unit, which is
important parameter influencing on performance in database transaction process-
ing. Results of performance test shows that increasing allocation unit size causes
performance growth in database transaction processing. It was also showed that
smaller than 64KB allocation unit for RAID5 and RAID6 policy and 32KB for
striping policy can decrease performance of database transaction processing in
multi-disk storage space configuration to level less than in single disk storage space
configuration.

The difference in performance of database transaction processing is noticeable
according to database management system choice and its engine. Research re-
sults highlight that for the same storage space configuration a relational database
under MariaDB with modiffied InnoDB engine is more efficient in transaction
processing than under PostgreSQL. High performance in database transaction
processing in MariaDB was observed in single and multi-disk storage configura-
tions.
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Abstract. The paper, presents an approach to developing and running
ETL processes implemented in Oracle Data Integrator (ODI), on the ex-
ample of a hospital information system. Thanks to inversion of the clas-
sical order of ETL stages to Extract-Load-Transform (ELT) sequence,
ODI simplifies and improves efficiency of most common ETL tasks. Sev-
eral new features introduced in 12c version positively affects productivity,
efficiency and functionality as well.

Keywords: Oracle · ETL · ELT · ODI · Data integration · Integration
domain model

1 Introduction

Information plays a crucial role in all areas of the world today. Almost everyone
wants often to check bus schedule or fuel prices in one’s city. Amount of infor-
mation stored and processed is growing and it does not seem that this trend
would have changed for the next few years.

Today’s information systems are rarely separated islands cut off the outside
world. The data often are collected from multiple sources and only merged make
usable logical unit. The whole basic concept of ETL process is presented for ex-
ample in [6,4]. These articles cover such aspects as data warehouse architectures,
data mapping, ETL modeling, data quality issues including consistency, validity,
conformity, accuracy, integrity etc.

Widely used for data migration XML format, proved to have too much over-
head on the transmitted data volume, that is discussed in [10]. This resulted in
situation where tuning of data extraction and migration is an integral part of
the implementation of ETL solutions. This applies in particular for systems such
as real-time data warehousing [4] or continuous monitoring systems [3].

In this article the ETL Oracle ODI solution was introduced. It uses opposite
to XML-based as transport layer technologies and strategies for data migration.
Information about other Oracle tools supporting ETL processes can be found in
[8].
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2 ETL Processes

ETL abbreviation stands for the extract-transform-load and applies to processes
of data migration from a source or sources to a destination, where most often
both source and destination are relational databases. Sometimes different tech-
nologies of data storing may by involved including LDAP, web services, flat files,
XML, XLS, JMS, nonrelational databeses etc. The extract phase covers the data
extraction from the source system to make it accessible for further processing.
Here the challenge is to retrieve all the required data from the source system
with as little resources as possible. The extracted data is usually stored as a
structured file (e.g. XML) on the ETL server side. After that the data needs to
be cleaned to be sure it meets all requrements and contraints defined for a given
ETL process. Clean data is ready for transformations required by target systems.
Both cleaning and transforming processes are usually run on a dedicated ETL
host. Loading data to a destination should consider a target system availability
and how to update an existing data.

3 Oracle Data Integrator

Oracle Data Integrator is an extract, load and transform tool produced by Oracle
company that is equiped with a graphical environment that allows to define,
manage nad maintain data integration processes. Formerly it was developed
by Sunopsis software company that was acuired by Oracle in October 2006.
It supports many database systems vendors and is equipped with a powerful
graphical user interface that enables defining graphical models of data flow and
transformation in a declarative way. The software is developed in Java technology
and ETL projects are stored in relational databases (e.g. Oracle, Postgresql).
ODI is in fact a part of a much larger software package delivered under the name
of Oracle Fusion Middleware. It may raise some doubt the existence in Oracle
product list similar tool called Oracle Warehause ETL Option Builder (OWB),
but the latter is only dedicated Oracle database platform and the company gives
strong recommendations to use ODI when the main goal is data migration, in
particular, when this migration involves sources or destination based on other
than Oracle’s databases [7].

3.1 ELT Concept

Thanks to inversion of the classical order of ETL stages to Extract-Load-
Transform (ELT) sequence, ODI simplifies and improves efficiency of most com-
mon ETL tasks. Traditional ETL tools perform complex data transformations
using proprietary, middle-tier ETL engines. Instead, ODI uses the E-LT (Ex-
tract - Load and Transform) approach, wherein all data transformations are
executed by the existing RDBMS engine(s). Unlike traditional ETL tools that
often closely mix data transformation rules with the procedural steps of the
integration process and require the development of both data transformations
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and data flow, ODI clearly separates the business rules from the actual imple-
mentation. Business rules describing mappings and transformations are defined
graphically and stored independently from the implementation. ODI generates
the data flow automatically using code templates, which can be fine tuned if
required. This architecture often decreases the learning curve for database de-
velopers that could immediately be able to create transformation using familiar
SQL syntax.

3.2 Domain Model

The ODI consistently seperates the logic of data migration and transformation
from the physical layer of data sources. However, this abstraction is paid by
fairly complicated approach to a data flow modeling. The complexities of this
process will be easiest to introduce by means of conceptual and simplified class
diagram in Fig. 1.

Fig. 1. Simplified ODI domain model
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Fig. 2. ODI-an example screen of data mappings

The ODI supports many different technologies (e.g. Attunity,Axis2, BTrieve,
Complex File, DBase, Oracle ...). In order for a technology to be the source
or target of data flow is the existence of jdbc driver, which provides the data
in a relational way. For a given technology one defines data servers i.e. hosts
that share data services usually grouped into physical schemas that have dedi-
cated connection parameters (e.g. username, password, url, network port). On
the other hand, for a given technology one defines logical schemas, that al-
lows the developer to define ’data metaflows’ that are independent of the phys-
ical parameters of the existing technical infrastructure. With this approach,
the designer can define a flow for the given domain issue only once and the
run in a particular environment only requires the operator to configure the
physical parameters. Models that provide a set of datastore are organized into
model directories, must be explicitly assigned to a logical schema. The datas-
tores being made available throught jdbc technology (e.g. tables or views in
relational database) could be both datasources and datatargets and could be de-
fined by developer from scratch or reverse engineered from given physical schema.
Data flows and transformations are defined within the projects and are grouped
by folders. Mapping is a fundamental technique for defining a data transforma-
tion and has replaced the former concept named in ODI 11 as interfaces. Here
the developer has the possibility to determine in an intuitive and graphical way
how data is mapped from one datastore is mapped to another one (e.g. screen of
ODI Studio shown in Fig. 2. When defining the mapping developer has range of
specialized functions operating on individual attributes (e.g. substring, upper),
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on several attributes (e.g. concat, sum) but also on the whole data streams (e.g.
join, lookup, split, pivot, aggregate). All special cases, which can not describe
the standard mapping can be implemented as a procedures that use specialized
functions, available from the library grouped into subject specific categories.
Both mappings and procedures in order to be run in a physical environment
must be instanced as package with defined context which binds logical schema
with physical one.

3.3 Architecture

ODI 12c is developed around a modular repository and accessed in client/server
(ODI Studio) or thin client mode by applications that are build entirely in Java.
The physical architecture is shown as deployment diagram in Fig. 3. There are
two or more seperate environments – development and one or more production.
The basic development tool is ODI Studio (see Fig. 2) which operates on devel-

Fig. 3. ODI-deployment architecture
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opment repositories. The ODI Studio is used by designers (for project develop-
ing, reverse-engineering, scenarios realising), operators (for sessions monitoring,
production operating), topology managers (information systems infrastructure
defining) and security managers (users privileges managing). Agents are the
executive part of ODI system and are responsible for task flow, processes mon-
itoring and event logging. When the data flow is defined not only by mappings
but by procedures as well, the agents take also responsibility for some additional
data processing. When the data flow project is developed it may be deployed
to production environment. Thanks to separation physical and logical aspects of
projects, once developed project can be reused in many production environments
as soon as operator customizes parameters describing physical environment. Ad-
ditionally, there is a possibility of access to the production repository by a thin
client application. This is useful in case one needs a small interference in the
production environment or wants to monitor processes remotely with standard
web browser. It is worth emphasizing the undisputable advantage of the ELT
concept implemented in the ODI application – when mappings and flows are
built using generic functions than the role of agents is limited only to controlling
and monitoring of data migration processes. The proof of this is shown on trivial
listing 1.1 generated by ODI as script to be executed by an agent.

3.4 Hospital Information System

ETL processes are frequently performed in medical systems that require integra-
tion of information coming from many heterogeneous systems and data sources.
Medical centre is a complex organization that requires management is many as-
pects of its operation. Component diagram (Fig. 4) shows the arbitrary way of
grouping related aspects together in a domain way, or by the actors responsible
for them.

The core of the system is an admission, discharge, and transfer module (ADT)
that includes a monitoring of patient treatment during a hospitalization. Dictio-
naries and registers are a service components that are open to all other modules.
Complementary processes – drugs providing, laboratory diagnosing – support
pharmacy and respectively laboratory information system (LIS) modules. This
functionality group may include other modules that implement the functionality
specific to the type of treatment and support core processes. These are typical
transactional systems.Picture archiving and communication system (PACS) and
radiology information system (RIS) are specialized products that implement the
functionality of diagnostic image processing and radiological diagnosing equip-
ment handling. They are usually supplied by the manufacturers of these devices,
of which the latter can be classified as embedded in the device. This group
would include other embedded systems, e.g., a devices for maintaining vital
processes. CDMS modules (clinical document management system), EHR (elec-
tronic healthcare record) and clinical statistics (reporting and data consistency
controlling) support functions that are derived from data collected by the ADT
module. Settlements, CMS (content management system) and e-patient modules
support functions dedicated to the contact with the external actors and pursue
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Fig. 4. Business component model diagram of a Hospital Information System

a settlement with the payer, presenting structured web content and provide pa-
tients with the possibility of registering for medical services or viewing treatment
history and billings. DMS (document management system), ERP (enterprise re-
source planning) and BI (business intelligence) functionalities are loosely related
to the core of the subject areas. These are mostly major player, prepacked prod-
ucts adapted to the specifics of the medical domain by customization. All of these
functions must be available within certain infrastructural framework borders of
authentication, access control, technical processes, monitoring and logging, etc.

Computer systems are used in hospitals from a long time what leads to aging
these products both in a functional and a technical dimension. Replacing old
system with new ones should ensure proper data transfer and transformation
from the old system with a new one, which is usually not a trivial process.
Thanks to the flexibility and very good performance the ODI system seems to
be successful proposal of ETL solution.

An example of the use of the tools will be shown below. For simplicity, it is
based on a small subset of entire medical system – ACS (access control system)
that was implemented in accordance with the concept of RBAC (role based
access controll). This particular implementation of RBAC was widely descibed
in [9].

The considered task was designated to migrate information about users from
legacy DBAP access control system to ACS mensioned above. The script gener-
ated by ODI tool is shown in listing 1.1.
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Listing 1.1. Simple data flow script generated by ODI tool

drop database l i n k AMMS INSTANCE

create database l i n k AMMS INSTANCE connect to nthsadm
i d e n t i f i e d by <@=odiRef . g e t I n f o ( ”SRC PASS” )@> using ’ o r c l ’

INSERT
/∗+ APPEND PARALLEL ∗/
INTO ACSADM.USERS
(
UNAME ,
FNAME ,
LNAME ,
PASSWD,
FLAGS ,
PASSWDTIME

)
SELECT

DBAPUZYTKOWNICY.KOD ,
DBAPUZYTKOWNICY.IMIONA ,
DBAPUZYTKOWICY.NAZWISKO,
’ETL ’ ,
1 ,
sysdate

FROM
SYSADM.DBAPUZYTKOWNICY@AMMS INSTANCE DBAPUZYTKOWNICY

drop database l i n k AMMS INSTANCE

In this case both source and destination are Oracle databases, but source data
is located in different database instance and even different host than a trans-
formed data should be loaded. As it can be seen, a destination database estab-
lishes direct communication path to the source (using database link technique)
that bypass agent and allows direct data migration between this two databases.
The necessary data transformations are done by native SQL functions specific
to a given database vendor. In addition, what is new to ODI 12c, it supports the
acceleration of data loading by enabling it in parallel thanks to using /*+ AP-
PEND PARALLEL */ hint. How parallelism can positively affect an efficiency
of SQL query execution can be find in [1].

3.5 Other New Features

Besides new excellent declarative flow-based user interface and accelerating data
migration thanks to use parallel option, Oracle in ODI 12c introduced also other
new features among them the most important are:
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– multiple target support that enables in one mapping to define multiple tar-
gets as a part of single flow,

– reusable mappings that encapsulate partial flow, which can be reused in
multiple mappings,

– step-by-step debugger that enables manually traverse task execution and set
breakpoints to interrupt execution at pre-defined locations.

4 Summary

This paper presents new features of Oracle Data Integrator 12c. Since the ac-
quisition of the tool in 2006, it was gradually improved by Oracle Company.
However, only changes in current version made this tool, thanks to declarative
flow-based user interface, as user friendly as other leading products. Consistently
developed ELT approach makes it one of the most powerful (in terms of produc-
tivity) tools of this type is available on the market today. Taking into account
that migration projects are reusable on diffrent physical environments it can be
concluded that the productivity of this solution is high too. However, if there are
infrequent needs of data migration and are limited to running on one dedicated
physical infrastrucure one may consider to use some other tool, especially that
there exist several ETL solutions available for free, for example Pentaho Data
Integration (Kettle) or Talend Open Studio for Data Integration. Both of these
tools can be an alternative to ODI [5,2].

Acknowledgements.This work was supported by NCBiR of Poland (No INNOTECH-
K3/IN3/46/229379/NCBR/14).
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Abstract. The schema integration technique offers the possibility to
unify the representation of several schemas into one global schema. In
this work, we present two contributions. The first one is about automat-
ing this technique to reduce human intervention. The second one is about
applying this technique to generate data warehouse schema from data
mart schemas. To response to our goals, we propose a new methodology
that is composed by schema matching and schema mapping. The first
technique compares the elements of the two schemas using a new seman-
tic measure to generate the mapping rules. The second one transforms
the mapping rules into queries and applies them to ensure the automatic
merging of the schemas.

Keywords: Schema Integration · Schema matching · Schema Mapping ·
Data Warehouse · Data Mart

1 Introduction

Schema Integration (SI) is defined as the activity of integrating the schemas of
existing or proposed databases into a global unified schema to find a unified
representation, called the integrated schema [3]. The unification is done through
extracting all relationships between the different schemas to be merged. It is used
also to resolve the problems related to the inconsistencies and redundancies of
the data when it passes from the application oriented operational environment
to DW [11].

In this paper, we propose automating the schema integration technique, and
applying it in the Data Warehouse (DW) to generate its schema from a set
of Data Mart (DM) schemas. We opt, then, for the bottom-up approach that
is about building the DW incrementally by designing and implementing one
DM at a time [4]. DM “is defined as a flexible set of data, ideally based on
the most atomic (granular) data possible to extract from an operational source,
and presented in a symmetric (dimensional) model that is most resilient with
unexpected user queries” [12].

Applying the SI to generate one final schema is not an easy task. It requires
choosing the appropriate strategy and methodology. Concerning the strategies,
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there are two types which are “bottom-up” and “top-down”. The use of one
of them depends on the existence or not of the global schema. So, in the first
strategy, the global schema does not exist, and the integration process involves
both the definition of a global schema, as well as the definition of the mappings
between the data source schemas and the global schema [3]. In the top-down
integration setting the global schema exists, and the mapping rules need to be
defined between the data source schemas and the global one [16]. The bottom
up strategy is appropriated in the case of schema integration process while the
top-down is more suited from the perspective of domain engineering [9]. So, and
according to our goal we will adapt bottom up strategy to create our global
schema. There are different ways to apply this strategy. In fact, it depends on
how we will merge the local schemas i.e. using as input two schemas (binary) or
all-at-once (n-ary). The binary can be divided into “ladder” [1] and “balanced”
[7]. The n-ary is composed by “one-shot” [23] and “iterative” [19].

Our proposed solution uses the Binary Ladder. It is iterative. It takes as input
two schemas to give one as output. The latter is used next as input, and so on
until having one final schema.

Concerning themethodologies, there are several propositions such as: [8,20], etc.
In our work, we propose a new one that is used mainly with DW and DM schemas.
It is composed by two steps: the schemamatching and the schemamapping. It deals
with star and/or snowflake schemas because they are the most used models [17].
They are unified from the beginning since we propose the use of unified interface
to specify the elements of the schemas (fact table, dimension tables, measures, at-
tributes and/or parameters).

The remainder of this article is organized as follows:

– In the next section, we present the state of the art. We summarize some
work using the schema integration and especially those which deal with the
semantic aspect related to the application of this technique.

– In the third section, we define our methodology that is composed by schema
matching and schema mapping. We detail the schema matching technique
and we present the possible existing conflicts as well as the necessary steps
as we apply to our case. We detail also the schema mapping technique. We
clarify each point using an example.

– We finish our work with the conclusion and future work.

2 State of the Art

In the literature several studies focus on schema integration technique. In the
following, we summarize some of them.

In [13], the authors focus on capturing the semantic of data stored in databases
to integrate the different data sources. They define, then, the global dictionary
that provides standardized terms for referencing and categorizing data. These
terms are stored in record-based semantic specifications that store metadata and
semantic descriptions of the data.
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According to the authors, in [2], it is very important to deal with the semantic
relationships of the elements when integrating the data from a set of databases.
In this context, they propose Sphinx which is a new prototype system used to
extract the knowledge without requiring any skills from the user. It develops a
linguistic meta-model of integrating view definitions enabling an active learning
algorithm.

In [15], the authors address the problem of constraint conflicts while in-
tegrating the conceptual schemas of multiple autonomous Entity-Relationship
databases. They propose a new framework used to resolve three types of con-
straint conflicts: domain constraint conflicts; attribute constraint conflicts and
relationship constraint conflicts. Concerning the convertible domain constraints
conflict, there are two types which are reversible and irreversible.

The authors, in [22], discuss the applicability of schema integration tech-
niques developed for tightly-coupled database interoperation to interoperate the
databases stemming from different modeling contexts. Indeed, in absence of full
knowledge on the semantics of remotely defined classes, instance level semantic
relationships form an appropriate basis for database interoperation.

In [10], the authors focus on the part of semantics related to the meanings of
the terms used as identifiers in schema definitions. They propose, in this context,
an approach to integrate schemas from different communities based on merging
the ontologies taking into account the similarity of relations among concepts of
different ontologies. Each such community is using its own ontology.

The authors, in [8], propose a novel schema integration method “Clio” that
enumerates multiple interesting integrated schemas. It provides easy-to-use ca-
pabilities for searching and refining the enumerated schemas via user interaction.
It offers a visual interface that facilitates the userś understanding of the schema
integration task at hand.

3 Our Proposed Methodology

Several methodologies are proposed to ensure the application of schema integra-
tion technique. To deal with DW/DM schemas, we suggest a new one that is
composed by two steps which are the schema matching and the schema map-
ping. The first one is about comparing the elements of two schemas using a new
semantic measure to generate a set of mapping rules that will be used by the
schema mapping to merge the schemas. In fact, the second technique transforms
the mapping rules into queries to automate this step.

3.1 Measure of Semantic Similarity

In order to compare the elements, we need a measure of semantic similarity.
Let Sch1 and Sch2 be two schemas belonging to the same cluster.
Let Ci be the categories of elements existing in the schema.
Ci = {fact, dimension, measure, attribute, parameter}.
∀ei ∈ Sch1, ∃ej ∈ Sch2, so that ei and ej belong to the same category Ci.
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When we calculate the similarity between the elements of the two schemas,
we should take into consideration the following points:

– Identical: We use the same elements name in the two schemas.
DeId (ei, ej) = 1 if ei and ej are identical and 0 if not.

– Synonymous: We use two different names that have the same meaning.
DeSy (ei, ej) = 1 if ei and ej are synonymous, and 0 if not.

– Typos: The user makes mistakes when writing the name of the element. In
this case, we calculate the degree of error. If it is low, we are in the case of
typing error. If it is high we are in the case of two different words. In the
following we only take into consideration the first case.
DeTy (ei, ej) =1 if ei and ej are the same with the existence of typing error.

– Postfix: We use the postfix.
DePost (ei, ej) = 1 if ei is the postfix of ej, and 0 if not.

– Prefix: We use the prefix.
DePre (ei, ej) = 1 if ei is the prefix of ej, and 0 if not.

– Abbreviation: We use the abbreviations when writing the names.
DeAbb (ei, ej) = 1 if ei is the abbreviation of ej, 0 if not.

The degree of similarity of ei and ej (DeSim (ei, ej)) is measured by the
numeric value {0}, or {1}, and it is calculated using the formula (1):

DeSim (ei, ej) = [ DeId (ei, ej) + DeSy (ei, ej) + DeTy (ei, ej) + DePost
(ei, ej) + DePre (ei, ej) + DeAbb (ei, ej) ] (1)

3.2 Schema Matching

The schema matching is considered as one of the basic operations required by
the process of data integration [6]. It is used to solve the problem related to the
heterogeneity of the data sources by finding semantic correspondence between
the elements of two schemas. This phase takes as input two or many schemas
to get as output a set of mapping rules facilitating the merging of the schemas
later.

The Conflicts Detection. The schema integration requires dealing with pos-
sible existing conflicts. According to [9] there are three types which are: exten-
sional, structural and naming conflicts.

– Extensional conflict: It refers to the redundancies among different classes
[21].

– Structural conflict: In the context of the schemas of databases, the structure
conflict “occurs when related real world concepts are modeled using different
constructs in the different schemas” [14]. In the context of our work, we do
not need to focus on this kind of conflict since we will keep each element as
it is defined in the global schema.
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– Naming conflict: It “refers to the relationship between the object attribute
or instance names” [18]. The relationship between the names is commutative
i.e. term1 is homonyms of term2 implies also term2 is homonyms of term1.
In this part, we treat homonyms and synonyms. The homonyms occur if one
name is used for two or more concepts [5], and the synonyms occur if two or
more names are used for the same concept [5], it can exist in any category.
It is solved using the generalization [18]. This conflict is determined using
different tools such as wordnet, thesaurus, etc. Their specification depends
on their context.

The different conflicts are resolved using the semantic measure as described
previously.

Schema Matching Steps. The schema matching serves to generate the map-
ping rules by extracting the closest elements belonging to the same category and
the possible existing conflicts. To achieve this task, we go through the following
steps:

– Categorization: It is to specify the category of each element. This can reduce
the risk of error which provides a gain of time. As it was already mentioned,
we have as categories: fact, measure, dimension, attribute and parameter.

– Construction of the similarity matrix: It is to assign a coefficient to two
elements taking into consideration the existence of conflict, already cited.
This coefficient is calculated using the formula (1) and it takes also into
consideration the similarity of types when dealing with the measures and
the attributes. In case of type difference, we need a human intervention. The
similarity matrix is a way to find the closest elements. The cells contain
the coefficient of similarity of the different elements belonging to the same
category.

– Generation of the mapping rules: The rules visualize the possible instantia-
tions of the elements belonging to the same category. They are expressed as:
“If Similar (X, Y) then Action (X or Y) and Save (X, Y)”, with:
• X and Y: two elements belong to the same category (fact, measure,
dimension, attribute or parameter).

• Similar ( ): It is a function that specifies if the two inputs are similar or
not. It uses the similarity matrix determined in the previous step.

• Action ( ): It specifies the actions to perform. They can be union, or
intersection. They are specified during the mapping.

• Save ( ): It saves the two elements.
Example: Let us take the following example (Fig. 1) where it presents two
DM schemas.

– Categorization:
• Sch1.Fact= {SalesFact}; Sch1.PrimaryKey= {ProductId,DateId}; Sch1.
Measures = {TotalSale {Double} }; Sch1.Dimension&Attribute = {Date
{DateId{Integer}, Day{Integer},Month{Integer}, Year{Integer}}; Prod-
uct {ProductId {Integer}, ProductName {String}, Quantity {Double},
Price {Double}}} ; Sch1.Parameter = {Category {CategoryId {Integer},
CategoryName {String}}}.
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Fig. 1. Example of two DM schemas

• Sch2. Fact = {Sales}; Sch2. PrimaryKey = {ProductId, CustomerId};
Sch2. Measures = {TotalSale {Double}}; Sch2.Dimension&Attribute =
{Product {ProductId {Integer}, ProductName {String}, Quantity
{Double} Price{Double}}; Customer {CustomerId {Integer}, Customer-
Name {String}, PhoneNumber{Integer}}}.

– Construction of the similarity matrix:
In table 1, the two fact tables are similar. They have the value “1”.

Table 1. Fact similar matrix

Fact Sales Max

SalesFact 1 1

In table 2, the measures of the two fact tables are similar and they have the
same type “Double”. If their types are different, the user intervenes.

Table 2. Measures similar matrix

Measure TotalSale (Double) Max

TotalSales (Double) 1 1

In table 3, the two schemas have as one similar dimensions: {Product,
Product}.
In table 4 the dimensions “Product andProduct” have as similar attributes the
following pairs :{{ProductId, ProductId}, {ProductName, ProductName},
{Quantity,Quantity}, {Price,Price}}with the same types. Concerning “Cate-
groyId”, it is a foreign key which implies the existing of a hierarchy.

– Generation of the mapping rules:
In the following, we give some examples of mapping rules.
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Table 3. Dimension similar matrix

Dimension Product Customer Max

Product 1 0 1

Date 0 0 0

Table 4. Attributes, primary keys and types similarity matrix of the dimensions
Product/Product

Attributes of the ProductId ProductName Quantity Price Max
dimensions /ProductProduct (Integer) (String) (Double) (Double)

ProductId (Integer) 1 0 0 0 1

ProductName (String) 0 1 0 0 1

Quantity (Double) 0 0 1 0 1

Price (Double) 0 0 0 1 1

CategoryId (Integer) 0 0 0 0 0

• If Similar (Sale, SalesFact), then Action (Sale or SalesFact) and Save
(Sale, SalesFact).

• If Similar (TotalSales, TotalSales), then Action (TotalSales or Total-
Sales) and Save (TotalSales, TotalSales).

• If Similar (Product, Product), then Action (Product or Product) and
Save (Product, Product).

• If Similar (ProductId, ProductId), then Action (ProductId or ProductId)
and Save (ProductId, ProductId).

• If Similar (ProductName, ProductName), then Action (ProductName or
ProductName) and Save (ProductName, ProductName).

3.3 Schema Mapping

Now, we move to the next step that is about transforming each mapping rule
into query and executing it to automatically merge the schemas.

The schema mapping is a qua-triple M = (sch1; sch2; T; δi ). “sch1” is the
first schema, “sch2” is the second schema, “T” is the target schema, and “δi” is
a set of formulas over <sch1, sch2; T>.

An instance of M is an instance of <s1, s2; t; δi > over <sch1, sch2; T; δ >
that has a specific formula in the set δi.

The formulas existing in δi correspond to one of the following functions:

– Union: R = union (ei, ej) implies that R contains all the components of “ei”
and all components of “ej”. It is applied when the two elements are identical.

– Intersection: R= intersection (ei, ej) implies that R contains the components
that exist in “ei” and “ej”. It is applied when the two elements are similar
but not identical.
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Fig. 2. The schema of the final Data Warehouse schema

Example: In the following, we present some examples of queries.

– Query =”Insert into Schema (idSchema) values (”+schemaId +”)” ;
– Query1 = ”Insert into Fact (FactName, idSchema) values (’Sales’,

”+ schemaId +”)”;
– Query2 = ”Insert into Measure (MeasureName, idFact) values (’TotalSales’,

”+ factId +”)” ;
– Query3 = ”Insert into Dimension (DimensionName, idHierarchy, idSchema)

values (’Date’,”+ null+”,”+schemaId+”)”;

The different queries are used by the following algorithms, where “Extract Rule”
algorithm verifies the existence of the rule into the corresponding database,
“Generate Rule” algorithm generates the corresponding rule. Here, we present
only the rule of the “Measure” element. The final algorithm “Apply Rule” ap-
plies the rules through the execution of the corresponding query. The same al-
gorithms are used with the rest of elements to ensure the automatic merging of
the schemas.

public String Extract_Rule (String elem)

{ String rule="";

try { //Connect to the DataBase

String requete2 = "Select * from integrationrule where Elements

=’"+elem+"’;";

Statement requete = conn.createStatement();

ResultSet resultat = requete.executeQuery(requete2);

while (resultat.next()) { rule = resultat.getString("Rule");}

}catch(Exception e){e.getMessage();}

return rule; }

public String Generate_Rule(String Type, String elem, int IdParent)

{String rule="";

if (Type.equals("Measure"))

rule="Insert into Measure (MeasureName, MeasureType, idFact) values

(’"+ elem + "’, ’"+ type + "’,"+IdParent+")";
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return rule;}

public void Apply_Rule}(String rule)

{try{ //Connect to the DataBase

java.sql.Statement stm = conn.createStatement();

int resultats = stm.executeUpdate(rule);

}catch (Exception e){e.getMessage();}}

Once the previous queries are executed, we get the following schema (Fig. 2) that
is composed by one fact table “Sales” surrounded by three dimension tables “Prod-
uct, Date and Customer”. The schema has one hierarchy connected to the dimension
“Product” and contains one parameter “Category”.

4 Conclusion and Future Work

The schema integration technique offers the possibility to unify the representation of
several schemas into one global schema. This technique is used, in the database field,
to capture the semantic of data to facilitate their integration later. It is used also with
the DW to resolve the problems related to the inconsistencies and redundancies of the
data related when it is loaded.

In this paper, we proposed a new methodology to automate this technique and we
proposed a new application. In fact, the SI is used to ensure the construction of the DW
schema from the set of DM when using the bottom-up approach. Our methodology is
composed by two steps. The first one is the matching. It is about comparing the schemas
and generating the mapping rules. The second step is the mapping. It is about merging
the schemas by converting the mapping rules into queries and executing them.

As perspective, we propose applying some algorithms in order to improve the ex-
traction of rules form the database to accelerate the response time.

Acknowledgments. I would like to thank everyone!
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Abstract. A common taxonomy of data warehouse architectures com-
prises five basic approaches: Centralized, Independent Data Mart, Feder-
ated, Hub-and-Spoke and Data Mart Bus. However, for many real world
cases, an applied data warehouse architecture can be their combina-
tion. In this paper we propose a Data Warehouse Architecture Reference
Model (DWARM), which unifies known architectural styles and provides
options for adaptation to fit particular purposes of a developed data
warehouse system. The model comprises 11 layers grouping containers
(data stores, sources and consumers), as well as processes, covering typ-
ical functional groups: ETL, data storage, data integration and delivery.
Actual data warehouse architecture can be obtained by tailoring (remov-
ing unnecessary components) and instantiating (creating required layers
and components of a given type).

Keywords: Data warehousing · Data warehouse architecture · Refer-
ence model

1 Introduction

For many companies data warehouses are basic sources of clean, accurate, timely
and integrated data used for reporting, analyses and decision making [3]. They
integrate data from different sources and ensure effective access to information
stored in one place and sharing a single data model. Data warehouses include
systems with very different characteristics, with respect to their architectures
(from centralized systems to distributed ones), in terms of the data model and
database tools used. A common feature of data warehouses is a strong focus on
provision of information to users, while assuring full control over data processing.

The motivation for our work were two projects extensively using data ware-
housing technology conducted at the Department of Applied Computer Science
at AGH University of Science and Technology . The first aimed at designing a
platform for exchange of confidential data dedicated for security agencies [5,14].
The platform was based on a federated data warehouse architecture assuring
safety of communication, as well as supervisory and analytical functions pro-
vided by a data warehouse component storing anonymized information describ-
ing communications.
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DOI: 10.1007/978-3-319-18422-7_19



Proposal of a New Data Warehouse Architecture Reference Model 211

The second project, Green AGH Campus [13], falls into the domain of widely
understood energy industry and solutions for a Smart City initiative. It is de-
veloped as a result of cooperation between AGH Universtity, the Office of Mal-
opolska Region and leading representatives of the industry. Within this project
a data warehouse is to be used to store aggregated information related to energy
consumption, environment conditions and decisions made by deployed energy
distribution management systems.

One of challenges encountered during the work on both projects was a problem
of choosing data warehouse architecture. The complexity of analyzed systems,
legacy software to be integrated, security and confidentiality issues and various
business needs prompted us to envisage complex architectural patterns, which
cannot be directly mapped onto typical data warehouse architectures. In conse-
quence, we decided to propose a flexible Data Warehouse Architecture Reference
Model (DWARM), which can be mapped on known architectural styles and pro-
vide options for adaptation to fit particular purposes of a developed data ware-
house system. The model comprises 11 layers grouping containers (data stores,
sources an consumers) and processes, covering typical functional groups: ETL,
data storage, data integration and delivery. Actual data warehouse architecture
can be obtained by tailoring (removing unnecessary components) and instanti-
ating (creating required layers and components of a given type).

The paper is structured as follows: in section 2 we discuss basic topis related
to data warehouse architectures. Section 3 describes the DWARM model. In sec-
tion 4 a mapping between DWARM and common architectural styles is provided.
Section 5 gives concluding remarks.

2 Related Works

A practical reason for the construction of complex information systems collecting
massive amounts of operational data is to support a decision-making processes.
For nearly three decades data warehouses have been an integral component of
modern decision support systems [6,15,11]. Data warehouses allow for efficient
execution of complex analytic queries, including various cross sectional data and
at various degrees of aggregation. This makes it possible to provide information
on the desired level of detail.

The concept of the data warehouse is directly related to the work of William
Inmona and Ralph Kimball. Data warehouses, according to Inmon, are hearts
of all decision support systems [8] and they become major tools for an analytic
work within many organization. Ralph Kimball, in contrast to Bill Inmon, is
focused on a functional aspect of data warehousing, virtually combined with the
concept of business intelligence [9].

Data warehouses are much more than simple reporting systems, they are
usually characterized by two features: (1) they store only one version of data
items and (2) they provide ability to access all the data, whenever it is required
[8,9]. According to Laura Reeves, these two features are not only the sufficient
conditions related to data warehouses, they are far-reaching requirements on the
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discipline and organization-wide commitment to well-defined data management
[12].

A typical, very simple architecture of a data warehouse [4,7,3,1,5] is presented
in Fig. 1. It comprises: source systems, components implementing data collection
process, stores (a central repository and data marts), as well as consumers:
reporting and analytic applications.

Fig. 1. A simple architecture of data warehouse

The literature discusses two classifications of data warehouse architectures.
The first [7] describes a data warehouse structure as a set of linked layers i.e.
it distinguishes single-layer, two-layer and three-layer architectures. The second
classification takes into account such factors as roles of individual components
(in particular those storing data: central repository and data marts), data flows
allowing to access data for the entire enterprise or individual departments. The
commonly recognized arhcitectural styles [3,4,10,1] are the following: Central-
ized, Independent Data Marts, Federated Hub-and-Spoke and Data Bus-Mart.
They are shown in Fig. 2.

Selection of data warehouse architecture may have a critical impact on the
execution time, organization and efficiency of queries generated at the level of
a given department or entire organization [2]. Therefore, before starting a data
warehouse project, a research should be conducted to learn core areas of business
activity, challenges that an organization faces and its strategic goals, but also
existing assets and resources [7,12,3,9]. Golfarelli and Rizzi [7] indicated the fol-
lowing key quality attributes relevant for a data warehouse system architecture:
separation, scalability, flexibility, security, readability and easy management.

3 Data Warehouse Architecture Reference Model

In this section we present our proposal of a Data Warehouse Architecture Refer-
ence Model (DWARM), which is intended to unify the dominant approaches used
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Fig. 2. Basic five data warehouse architectures identified

to describe data warehouse architectures discussed in the previous section, i.e.
the layer-oriented [7] and based on 5 commonly recognized architectural styles.

Selecting a language that will be used to describe architecture variants we
intentionally focused on a limited set of concepts. Its basic elements are: processes
(abstractions of behavior) and containers representing components capable of
storing, delivering or consuming data, e.g. repositories, data stores, sources. Such
choice reflects well established approach to modeling complex systems defined in
various standards or methodologies, e.g IDEF0, DFD and Structured Analysis
[16].

The DWRAM is organized into eleven layers (see Fig. 3) grouping processes,
containers (and implicitly data) sharing a common characteristics or functions.
The distinctions made were based on multivariate logical organization of various
analyzed data warehouse architectures. The criteria used to establish the set of
proposed layers aimed at:

1. Distinguishing processes realizing similar functions, while preserving succes-
sion relations and optional character in a particular data warehouse archi-
tecture.

2. Identifying components responsible for data collection and storage, based on
their role in a particular architectural style or pattern.

Based on those criteria we have identified six types of containers and thirteen
types of processes, which are depicted in Fig. 3. For a particular architecture
model, they should be instantiated, e.g. a number of data marts and in conse-
quence processes feeding and delivering data to them should be created.

The obtained multilayer model comprises all salient types of processes and
data stores appearing in various architectural models discussed in section 2. It is
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Fig. 3. Layers in the Data Warehouse Architecture Reference Model (DWARM)

fine-grained enough to capture architecture variants. An example can be Extrac-
tion Transformation Loading (ETL) process (see Fig. 3), which is represented
by three layers (including the data store within the Temporary Staging Area).
The selected granularity level allows to adapt the model by tailoring : removing
particular containers and processes.

An important feature of the presented reference model is the discretionary
character of its components, with a stipulation that this optionality is restricted
by the expected data warehouse functionality. For example layers 1–4 must ap-
pear in every data warehouse architecture instance, although the multiplicity of
their elements (e.g. the number of source systems) is not specified by the refer-
ence model. Further, layers 5 (Central Data Repository) and 7 (Data Marts) are
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optional, but at least one of them must appear in a valid architecture instance.
Inclusion of one of these layers into an architecture model implies that it should
embrace also processes of level 4 (Loading) and/or 6 (Data Mart Feeding).

This multivariate character of DWARM model allows not only to reflect com-
monly identified data warehouse architectures, but also to describe new emerging
solutions, especially in case of complex data integration systems, where multiple
stacks of layers can be used.

It should be mentioned, that the proposed DWARM model was formally de-
scribed as an ontology [5] defining its main concepts and relations and also
extending it to cover basic architectural decisions and dependencies between
data.

The rest of the sections provides details of particular layers belonging to the
reference model.

(1) Source. Source layer comprises entities that can deliver data to the data
warehouse, including various enterprise information systems and registering de-
vices. Typically, processes of data collection can be automatic or manual, syn-
chronous or asynchronous, organized according to the specificity related to the
domain of usage. Information can be represented in both forms: structured and
unstructured, stored in various kinds of data bases or other forms of digital
data storage. Data models used are related to singular computer systems area
of usage.

(2) Extraction. Extraction layer comprises processes of data acquisition,
transformation to transport formats and sending them to a data warehouse
(DW). Typically, extraction processes are specific for particular software ap-
plications (sources). They can be started manually or automatically based on
metadata. The extracted information can be structured according to various
models and formats. The data can be either complete or incremental (in relation
to a source). Transport formats include some additional information that can be
used to identify source, time, completeness of data, etc.

(3) Temporary Staging Area (TSA). TSA is responsible for storing data
extracted from sources and their transformation (including model and structure
transformation, quality checking, etc.) to the form suitable for DW Loading. Pro-
cesses, fully controlled by metadata, cover data transformation (model, structure,
values) and data quality assurance (completeness, internal and external consis-
tency, compliance with control rules: technical, law, business, etc.). From this
standpoint, TSA is probably one of the most complex DW layers. Aside from
various models and formats of source data sets, some temporary and technical
models and formats can appears. All data have the time and source stamps,
which identify their sources and applied extraction processes.

(4) Loading. Processes belonging to the loading layer are responsible for
transferring data from TSA to a Central Data Repository (CDR) or a Data
Mart (DM), depending on the architecture type. They are usually periodical,
fully controlled by metadata (though they can be started manually). The pro-
cesses include data transfer (copying) and automatic processing (integration,
aggregation, etc.). Data models, formats and structures mainly depend on the
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tools, which are used within the TSA and Central Data Repository (CDR) layer.
Primary data after loading are treated as non-modifiable.

(5) Central Data Repository (CDR). CDR is responsible for data man-
agement (in centralized and hub-and-spoke architectures). Inner processes of
CDR are fully controlled by metadata. They are started automatically or on
demand. We can distinguish processes responsible for internal data processing
and providing data to processes responsible for loading other layers: Data Marts
(7) DM, Federated Data Repository (9) FDR or Consumer Applications (11) CA.
All data are structured according to a common schema. Modeling approaches
are based on concepts of facts and dimensions (star, snow flake or constellation),
rarely flattened model. Implementation depends on database tools; a relational
implementation is the most often used.

(6) Data Mart Feeding. In the hub-and-spoke architecture the DMs are
supplied with the data from CDR. The layer contains processes performing se-
lection of data from CDR, then applying required transformations and loading to
separate Data Marts. Processes, controlled by metadata, are started periodically,
on-action or on-demand.

(7) Data Mart (DM). In independed DM and DM bus architectures the
DMs are the primary data storage for all delivery processes (can be treated
as local CRDs). In case of hub-and-spoke architecture a DM plays the role of
a local data storage (a materialized view of CDR) dedicated for a particular
purpose or a group of users. Characteristic similar to CDR. We can distinguish
the processes of data processing (e.g. some OLAP processes) and data providing
for other layers. Each DM can have its own data model or can share the main
model of the data warehouse. Smaller volumes and domain-orientation of data
can be an indication for using more redundant data models and structures. Often
multidimensional data bases (data cubes) are used for storing data.

(8) Data Integration. This layer is responsible for integration of data orig-
inating from different data marts or even different data warehouses, depending
on business needs. Applying data integration can be an efficient solution in case
of organizational changes within the business or company mergers and acquisi-
tions. If several data marts share the common data model, the process of data
integration is similar to joining databases with additional selection and transfor-
mation operations (optional). In the case of different data models the process of
integration is similar to supply process of CDR (the ETL process) and the data
characteristic is similar to layers 2,3 and 4 of the presented model.

(9) Federated Data Repository (FDR). FDR can be implemented as
a virtual or materialized data storage. It plays the role of additional source of
data satisfying various need of Consumer Applications, in opposition to Central
Data Repository, which is the primary source of data. In the case of materialized
implementation, the processes of FDR are similar to CDR. In the case of virtual
implementation, they are closely connected to processes of Data Integration (8)
and are based on concepts and tools of middleware and multi-databases. Virtual
implementation implies that any access to a data item at the FDR level must
be transformed to an access to the primary data source (with all the conse-
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quences: model, structure and value transformations) In the case of materialized
implementation, the data characteristic of FDR is similar to this of CDR. In
the case of virtual implementation, the physical data have the characteristic of
their sources (DM or CDR). The logical characteristic of data is similar to data
characteristic of CDR.

(10) Data Delivery (DD). The layer is a link between Consumer Appli-
cations (11) and all needed sources of data. Depending on architecture, it can
pull data from a CDR (5), DMs (7) or FDRs (9). The main goal of this layer
is bringing the demanded data to any application on CA layer. Data Delivery
(DD) processes can be assigned to CDR (5), DM (7) or FDR (9), however, their
common characteristics allows to group them as a separate layer. Basic DD pro-
cesses are related to data selection and provision. However, this group includes
also processes providing security functions (granting data access, logging, etc).
As DD processes works directly on data storages, they must be fully synchro-
nized with processes of others layers and controlled by metadata. DD layer does
not impose a special data characteristic. Delivered data have the characteristics
of their sources either CDR (5) or DM (7) or FDR (9).

(11) Consumer Applications. This layer includes all end-user applications,
which use the data from data warehouse for any purpose. They can be divided
into two groups. The first includes applications, which are controlled by meta-
data, e.g. reporting systems with specified data formats, periodicity and recipi-
ents. Applications comprised in the second group are not described by metadata
(e.g. Excel which use the data exported from a data warehouse). There is no
common process characteristic for all consumer applications, each of them can
have its own. There is no special data characteristic either.

4 Mapping – Example Models

The described reference model architecture of a data warehouse DWARM allows
for representation of the various types of architectures commonly used [3]. They
can be obtained by removing or multiplying particular layers, as well as their
components (processes and data stores), while preserving the integrity of the
whole architecture model.

Table 1 provides a mapping between five commonly recognized architecture
models and the layers of the DWARM. The multiplicity of layers (0, 1, many) for
a given architectural style should be interpreted as a number of layer instances
of a given kind, and not as a number of its components. For instance, for the
Independent Data Mart architectural style it is possible that each data mart is
fed from separate sets of data sources (which can comprise several operational
software systems). This means that the several source layers can be distinguished
for this architectural style. Multiplicity “0” means that a layer does not appear
in a given architectural style, the symbol “1” means that a layer appears exactly
once (have to appear), the symbol “many” means that a layer can appear many
times (have to appear at least once).
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Table 1. Mapping between DWARM layers and five architectural styles

Layer Centralized Independent
Data Mart

Federated Hub and
Spoke

Data Mart
Bus

1. Source 1 many many 1 1
2. Extraction 1 many many 1 1
3. Temporary Staging Area 1 many many 1 1
4. Loading 1 many many 1 many
5. Central Data Repository 1 0 0 or many 1 0
6. Data Mart Feeding 0 0 0 or many 1 0
7. Data Mart 0 many 0 or many many many
8. Data Integration 0 0 1 0 0
9. Federated Data Repository 0 0 1 0 0
10. Data Delivery 1 many many many many
11. Consumer Application 1 many many many many

Fig. 4. A combination of Data Mart Bus and Hub and Spoke architectures
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Analyzing organization of various data warehouses, two basic functional
groups of components can be identified: the first is responsible for loading data
and the second is responsible for storing and sharing data with the analytic part.
Based on the these functions various architectural models can be mapped to the
defined DWARM layers. Described types of data warehouse architectures are
kinds of mock-ups, which are based on the basic variants of loading area and the
area of data storage and sharing.

Architectures of real-world data warehouses can differ significantly from basic
five models referred in table 1. Indeed, we prefer to call them styles, as actual
architecture can be a combination of two or more of them. Very often data ware-
houses are developed during an evolutionary process, following organizational
changes and business needs. Thus, the resulting architecture is more influenced
by the functionality required, than technological issues. The proposed DWARM
model is expressive enough to describe hybrid architectures that combine basic
architectural styles. An example given in Fig. 4, shows a combination of two
types of data warehouse architecture: Hub-and-Spoke and Data-Mart Bus. Such
architecture can be developed due to historical circumstances. For example, a
system was initially designed as a Data-Mart Bus and several data marts were
created. Then an architect decided to modify the design and develop further
system components following a centralized architecture.

The DWARM model was used in the project aiming at designing a platform
dedicated for security agencies supporting exchange of confidential data [5]. The
model was used as a tool for analysis of architectures of existing systems and for
designing the architecture of the final system. Obtained results show that the
DWARM model can constitute a basis for developing a formal method allowing
evaluation of architectures of existing DW systems (in terms of architecture
consistency, effectiveness of data processing and storage, etc.) and supporting
selection of data warehouse architectural style during the development of a new
DW system.

5 Conclusions

Data warehouses are complex information systems that aims at providing an-
alytical data from various areas within an organization to such end users as:
analysts and decision makers. Challenges for data warehousing involve many as-
pects: data modeling, designing internal warehouse processes, providing storage
for growing volumes of data, optimizing access by creating dedicated reposito-
ries containing selected subsets of data (data marts), integration of data from
multiple sources, secure access and finally management of metadata describing
all of these elements.

The goal of our workwas to define a consistentmodel that can be used to express
various data warehouse architectures, which are developed to meet very diverse
technical and business needs. In particular, the latter concerns more andmore fre-
quent problems of sharing and integrating data from many sources, both transac-
tional systems and distributed repositories. Typical examples are integration so-
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lutions providing access to distributed data repositories e.g. medical or pharma-
ceutical resources, secure information sharing within security agencies and legacy
systems integration in the case of company mergers and acquisitions.

The proposed reference model of data warehouse architectures DWARM is di-
vided into 11 layers grouping processes and containers (data stores) sharing com-
mon characteristics and roles. An instance of data warehouse architecture model
can be obtained by tailoring (removing selected elements or layers) and creating
instances of appropriately connected components. Starting from DWARM and
applying these operations may lead to well known architectural models, but also
to hybrid architectures (c.f. Fig. 4). It should be mentioned that the DWARM is
formalized as an ontology [5] defining components, their relations and expected
connections.
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Abstract. This paper describes DWARM, an ontology formalizing a
new data warehouse architecture reference model intended do capture
common five architectural approaches, as well as to provide means for
describing complex hybrid architectures that emerge due to observed
evolution of business and technology. The ontology defines concepts, e.g.
layers, processes, containers and property classes, as well as relations that
can be used to construct precise architectural models. Formalization of
architecture description as an ontology gives an opportunity to perform
automatic or semiautomatic validation and assessment.
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Architecture evaluation

1 Introduction

Mature data warehousing technologies and solutions have been present on the
market for over 20 years. They are developed within companies to support var-
ious analytical functions, reporting and provide accurate data for decision sys-
tems. A variety of applications, business needs, technical reasons or requirements
related to performance, scalability, modifiability causes that the problem of se-
lection of data warehouse architecture attracts many discussions and debates.

The literature reports five dominant architectural approaches: Independent
Data Marts, Data Mart Bus architecture, Hub-and-spoke, Centralized and Fed-
erated [3,2]. Empirical studies of the field, e.g. [1] show that the most popular
are Centralized and Hub-and-spoke recommended by Bill Inmon [9] and Data
Mart Bus proposed by Ralph Kimball [12].

In many practical situations a particular architecture of a data warehouse
is developed as a result of evolutionary process stimulated by business needs
emerging during the system lifetime. This often leads to hybrid solutions or
promotes federated architectures. In particular, the latter can be applied in such
situations as company mergers or acquisitions, when it is usually more efficient to
integrate legacy systems with an additional middleware layer providing schema
mapping and reconciliation [4], than to build a completely new infrastructure.

In [5,6] we have proposed DWARM, a data warehosue architecture reference
model that was intended to unify known architectural styles. The model dis-
tinguishes eleven layers comprising processes loading and transforming data and
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containers (data stores, source systems and consumer applications). Its layers are
the following: (1) Source, (2) Extraction, (3) Temporary Staging Area (TSA), (4)
Loading, (5) Central Data Repository, (6) Data Mart Feeding, (7) Data Mart,
(8) Data Integration, (9) Federated Data Repository, (10) Data Delivery, and
(11) Consumer Applications.

The reference model can be used to express known architectures by tailoring
(removing whole layers or individual components) and multiplying instances
of selected layers. Also hybrid architectures combining basic approaches can
be expressed with DWARM, provided they respect some consistency rules. A
number of examples can be found in [5].

The language used to specify the reference model follows the concepts of Struc-
tured Analysis [21]. It distinguishes processes, data stores, etc. It is expressive
enough to give an overall view of components structure. However, we found that
for more complex tasks, as automatic architecture validation or assessment, a
more formal and rigorous description is required. This was the motivation for
developing the DWARM ontology, which provides a taxonomy of processes and
containers, assigns them to appropriate layers, defines feasible connections be-
tween components, as well as additional properties that can be used for the
architecture evaluation purposes.

The paper is organized as follows: section 2 discusses related works, it is fol-
lowed by section 3 specifying ontology goals. Next section 4 presents the ontology
content. A few partial examples of models are given in section 5, finally section 6
provides concluding remarks.

2 Related Works

An application of ontologies to provide a systematic and formal description of
software architectures was first proposed by Kruchten in [13]. The ontology dis-
tinguished several types of decisions that can be applied to software architecture
and its development process. Main categories included: Existence, Ban, Property
and Executive decisions. The ontology defined also attributes, which were used
to describe decisions, including states (Idea, Tentative, Decided, Rejected, etc.).
In [7] an ontology supporting Architecture Tradeoff Analysis Method (ATAM)
based evaluation was proposed. The ontology specified concepts covering the
ATAM [10] model of architecture, quality attributes, architectural styles and de-
cisions, as well as influence relations between elements of architectural style and
quality attributes. The effort to structure the knowledge about architectural de-
cisions, was accompanied by works aimed at a development of tools enabling the
edition and graphical visualization of design decisions, often in a collaborative
mode, e.g. [14].

Such tasks as software architecture assessment face the problem of gather-
ing information related both to overall design, and the detailed architectural
decisions made [20]. An ontology supporting ATAM based assessment of sys-
tems following SOA paradigm was proposed in [18,19]. Its main goal was to
define types of components and their attributes, with an intent of using them
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while representing architecture instances as ontological models. The obtained
rich descriptions that can be then used for reasoning about quality attributes.
An example of security risk evaluation, that reuses parts of formal architecture
description can be found in [17].

The problem of data warehouse assessment was widely discussed [3,2] and even
several guidelines of dedicated questionnaires can be found [8]. Surprisingly, up
to our best knowledge there are no references to direct application of ontologies
to describe architectural models and design decisions. A number of papers related
to application of ontologies in a data warehouse design process can be found, e.g.
[15,11]. They are focused, however, on important, yet quite different problem of
building data models based on ontologies and semantic integration within data
warehouses.

3 Ontology Goals

The main goal of the DWARM (Data Warehouse Architecture Reference Model)
ontology is to provide a formal description of data warehouse architectures com-
prising concepts and relations used to define them, as well as constraints that
should be satisfied by the components. It was also assumed that a concrete ar-
chitecture instance could be defined using the ontology elements. This allows to
apply common Semantic Web tools and methods, e.g. reasoners, to evaluate con-
sistency of models and compliance with restrictions and data warehouse design
guidelines.

Ontologies are often described as unions of two layers: terminological (TBox )
and assertional (ABox ). The TBox defines concepts and types of relation in-
cluding: taxonomic relations between concepts, object properties and datatype
properties. The ABox, in turn, gathers facts about individuals and existent re-
lations.

While designing the DWARM ontology we assumed that the reference model
of data warehouse will be reflected as the TBox layer. It comprises two groups of
entities: core components, which correspond to elements defined in architectural
views and classes defining component properties. Their individuals, which can be
treated as constants, are also defined in the ontology. A concrete architecture
instance, including processes, data stores, source systems and analytic tools,
together with assigned properties, is to be defined as an ABox layer (c.f. Fig. 1).

Fig. 1. A concept of DWARM ontology application

An intended application of DWARM ontology, apart from providing precise
description language, is to use it within a software tool allowing to document,
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validate and assess data warehouse architecture. The ontology was populated
with classes, relations and individuals identified based on literature review sum-
marized in [5]. The ontology is formalized in OWL language. At present, it
defines about 100 classes and 40 relations.

4 Ontology Content

The ontology is built around a foundational model that specifies core classes and
relations. It can be treated as a metamodel of the language used to describe the
reference architecture. The class diagram in Fig. 2 depicts an ontology skele-
ton that was further extended by subclassing main classes: Containers, Process,
Data, etc. They are described in the rest of this section.

Fig. 2. Top-level ontology classes (CoreCompnents)

4.1 Containers

Class Container is an abstraction of architecture component capable of storing,
sending or receiving data. The ontology distinguishes 6 classes of containers:
SourceSystem, TemporaryStagingArea: temporary data for ETL processes, Cen-
tralDataRepository, DataMart, FederatedDataRepository and ConsumerApplica-
tion. Containers can be assigned with such properties as stored data, subject,
type (RelationalDataBase, NOSQLDataBase, PlainFile, RecordOrientedStorage,
XML, VirtualContainer), database engine, interface type (SQL, WebService,
Propriety), implementation technology and metadata.
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4.2 Processes

Process represents an activity consisting in data transformation and transfer
between containers. The DWARM ontology defines 15 classes of process. Basic
relations that can be used to connect them with containers are: hasInput and
hasOutput. Restrictions for valid architecture models are similar to those, de-
fined for Structured Analysis [21]: processes without inputs (data generators) or
outputs (black holes) are not allowed.

Processes can be described using additional properties defined in the ontol-
ogy: metadata, language, execution engine, trigger and data read policy. For the
later, appropriate dictionaries (classes and individuals) are defined: ProcessTrig-
ger (Time, DataArrival, Manual, Process) and DataReadPolicy (Incremental,
FullRefresh). Information on defined processes is summarized in table 1.

Table 1. Processes

Process Description

Extraction A component of L02-ExtractionLayer. Reads data from a source system and
stores in the TemporaryStagingArea container.

Transformation Belongs to the layer L03-TemporaryStagingAreaLayer. Responsible for data
transformation within temporary staging area.

LoadingFromTSA Part of L04-LoadingLayer. Used to model data loading. In an architecture
model its subclasses should be used: LoadingFromTSAToCDR (loading to
a central repository) or LoadingFromTSAToDM (loading to a data mart).

ETL. The process does not belong to any of layers. It was introduced to preserve
the terminological convention. The process is a composition of extraction,
transformation and loading processes.

CDRTransformation. Data transformation within a central repository, e.g. calculation
of aggregated values. Constitutes an element of the layer L05-
CentralDataRepositoryLayer.

DMFeeding. Part of L06-DataMartFeedingLayer. The process feeds data marts from a
central repository.

DMTransformation. Data transformation for data marts, e.g. a process calculating totals for
various data dimensions. Belongs to L07-DataMartLayer.

Integration. Process belonging to the layer L08-DataIntegrationLayer. It is allowed to
read data either from a central repository or a data mart, then it delivers it
to a container FederatedDataRepository.

FDRTransformation A process of data transformation undergoing in federated data repository
(the layer L09-FederatedDataRepositoryLayer).

DataDelivery. An abstract superclass of three classes of processes intended to be used:
DMDataDelivery, CDRDataDelivery and FDRDataDelivery. They provide
data for applications of the top layer reading them from correspondingly:
data marts, a central repository of a federated repository. All processes be-
long to L10-DataDeliveryLayer.

4.3 Layers

Following the data warehouse reference model [5], the ontology defines 11 classes
of layers. To increase readability their numbers were included into names. Layers
are abstract elements of the model, not having tangible counterpart in an imple-
mented software. They constitute an integrating and ordering element. An indi-
vidual representing an architecture model is linked with layer instances. They, in
turn, are linked by containsContainer and containsProcess with container and
process instances (Fig. 3).
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Fig. 3. Layers and their definitions

The ontology content can be browsed staring from layer classes using a software
for ontology modeling and visualization, e.g. Protégé tool. Fig. 3 shows a typical
structure of links within the DWARM ontology. The layer L04-LoadingLayer con-
tains the abstract processLoadingFromTSA. One of its subclasses LoadingFromT-
SAToCDR describes a concrete process,whose individualmay appear in a concrete
data warehouse architecture instance. The figure shows properties defined at the
class level (output toCentralDataRepository) and properties inherited from super-
classes.

4.4 Data

The class Data is intended to model data types, which can be assigned to con-
tainers. Data cane be characterized by such properties, as: model (relational, di-
mensional, object-oriented), owner, materialization, type (primary or secondary)
and representation (record, file, XML, etc.)

The ontology defines three object properties for the Data class. The relation
subclass corresponds to inheritance, whereas references to association. The third
introduced relation: originates is intended to model dependencies between source
data and data resulting from their transformation (e.g. filtering, joining). Hence,
it allows to trace, from where the data originate, as well as to check, whether
the process topology corresponds to data dependencies.

4.5 Metadata

The ontology specifies 25 classes of metadata arranging them into taxonomies cor-
responding to three commonly used classifications [16]: business and technical,
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front-end and back-end, as well as functional: InfrastructureMetadata,ModelMeta-
data, ProcessMetadata, QualityMetadata, ProcessMetadata and Administration-
Metadata. To support classification the ontology defines three classes of metadata
properties: MetadataUsage, MetadataApplicationArea, MetadataFunction.
They come along with predefined individuals that can be used as constants in
owl:hasValue restrictions, e.g. QualityMetadata = Metadata � (hasFunction
DataAssessmentAndMetrics).

4.6 Component Properties

Component properties are, beside core components, the second group of classes
in DWARM ontology. Their taxonomy corresponds to basic types of compo-
nents, hence, the top level properties are: ContainerProperty, ProcessProperty,
DataProperty, MetadataProperty and AgentProperty.

In many cases property classes have predefined individuals that enumerate
possible architectural decisions. A designer documenting the system architecture
for a particular component may select one or a few dictionary values, e.g. for a
Data object they can choose from the following DataRepresentation individuals:
{File, Record, Structured, Unstructured, XML}.

The classes of properties are treated as a part of ontology that is intended
for future extensions. Documentation of architecture of a particular system may
require using new classes of design decisions, which are difficult to establish at the
stage of ontology formalization. Based on an experience related to assessment
of software architectures with ATAM method [20] it can be concluded that a
certain freedom in describing design decisions and a capability to introduce new
traits of components, e.g. referencing particular technologies, may be a key point
while collecting information required to perform architecture evaluation.

5 Examples of Models

Fig. 4 depicts an excerpt from an ontology describing an example architecture
of a data warehouse for a fictitious insurance company. The company activities
concentrate within two areas. The first is selling insurances in branches and by
mobile agents. The second is claim handling with a central system allowing to
deposit notifications by clients, as well as agents.

The diagram was prepared following the convention of OntoGraph plugin for
Protégé ontology editor. Elements symbolizing classes are marked with circles,
whereas individuals (actual architecture elements) with diamonds. Dashed line
arrows are used to show has individual relations (target elements are individuals
belonging to the classes placed at arrows starts), whereas continuous line is used
for hasInput and hasOutput object properties. It should be noted, that arrows
reflect directions of relations and not data flows.

The class SourceSystem has three individuals: Branches, Claims and Mo-
bileAgents. The system comprises a single instance of temporary data container
TSA, belonging to the class TemporaryStagingArea. It is fed by separate
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processes of Extraction type: BranchesExtr, ClaimsExtr and MobiAgExtr. For
greater clarity, data transformation processes were omitted. The next archi-
tecture element is Loading, an instance of loading process belonging to the
class LoadingFromTSAToCDR. It is linked by hasInput relation with TSA and
by hasOutput with the central data repository CDR. The system architecture
includes two data marts: SalesDM and ClaimsDM. They are fed by two
processes of DMFeeding type: correspondingly SalesFeed and ClaimsFeed. The
consumer application layer comprises three elements: SalesReporting, Claim-
sReporting and NewProductsBenchmarking. It is fed by processes belonging
to classes DMDataDelivery or CDRDataDelivery. Processes SalesOLAP and
ClaimsOLAP are instances of DMDataDelivery. Their inputs are data marts
SalesDM and ClaimsDM, whereas their outputs are analytic applications for
sales and claim handling. The tool NewProductsBenchmarking requires aggre-
gated information related both to sales and claims, hence it is fed directly from
the central repository CDR by the process CrossChk (member of CDRDataDe-
livery).

Fig. 4. An excerpt of data warehouse architecture model in a form of ontology

Fig. 5 shows another architectural view comprising containers and the data,
which they store. The relation originates is used to capture data dependencies,
e.g. data related to AgentActivity stored in the CDR has its origins in Agent-
ClaimHandling and AgentPolicySales stored in the MobileAgents source system.

Formal description as an ontology of both data warehouse architecture and
the reference model gives an opportunity to validate their compliance. The ontol-
ogy defines a number of axioms (total 403) defining constraints using universal,
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Fig. 5. A partial model of containers and data

existential or cardinality restrictions, eg. process CDRDataDelivery hasInput ex-
actly 1 CentralDataRepository and hasOutput only ConsumerApplication. The
validation can be achieved with dedicated software tools implementing proce-
dures for consistency checking, or general purpose ontology reasoners, e.g. Pellet
or FaCT++. In consequence, a data warehouse designer can be warned about
potential flaws in architecture design.

Fig. 6a shows an architecture model, in which the Delivery process reads
data both from the central repository CDR and the data mart DM. Such con-
figuration, although possible to implement, is not recognized as valid in the
DWARM reference architecture. Implementation of a process reading data from
two dependent sources may potentially cause problems with data freshness, data
access privileges and data model interpretation. According to formally defined
constraints reflecting good practices in data warehouse design, a delivery process
should read data from a single container. This is reflected by restrictions on pro-
cess classes: DMDataDelivery, CDRDataDelivery and FDRDataDelivery, which
are to be linked by hasInput relation only with containers of type DataMart,
CentralDataRepository and FederatedDataRepository respectively.

a b

Fig. 6. Examples of models: (a) not compliant with the reference architecture, (b)
refactored to the compliant form
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The reference architecture model allows for a situation, when it is necessary
to deliver data from various repositories. This can be achieved with processes
belonging to a data integration layer accompanied by a federated data repository,
either in materialized or not materialized form. Fig. 6b presents a refactored
architecture complying the reference model. Components marked in Fig. 6 with
gray color were replaced by the following elements: IntegrProc (an integration
process), FDR (federated data repository) and DeliveryFed (process delivering
data from FDR).

6 Conclusions

The described here DWARM ontology constitute a formal specification of layered
model of data warehouse architecture including basic components: processes,
containers, data and metadata. The formal character of the OWL language used
to encode the ontology, allows to define constraints, that should be respected
within the architectures complying the reference model. This regards both oc-
currences of elements of particular types, as well as their connections. An ad-
vantage of using ontology based architecture models is the possibility to process
and analyze them automatically. The ontology was designed to allow future ex-
tensions. It is possible to define new component properties and enrich the model
wit additional information, e.g. related to performance (number of records, data
size, frequency of process executions).
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Abstract. Developing ontology for modeling the universe of a Rela-
tional Database (RDB) is a key success for many RDB related domains,
including semantic-query of RDB, Linked Data and semantic interop-
erability of information systems. However, the manual development of
ontology is a tedious task, error-prone and requires much time. The
research field of ontology learning aims to provide (semi-) automatic
approaches for building ontology. However, one big challenge in the au-
tomatic transformation, is how to label the relationships between con-
cepts. This challenge depends heavily on the correct extraction of the
relationship types. In fact, the RDB model does not store the meaning
of relationships between entities, it only indicates the existence of a link
between them. This paper suggests a solution consisting of a meta-model
for the semantic enrichment of the RDB model and of a classification of
relationships. A case study shows the effectiveness of our approach.

Keywords: Ontology · Ontology Learning · Relational Database ·
RelationshipsLabeling ·Relationships classification ·SemanticEnrichment

1 Introduction

The success of many areas related to Relational Databases (RDB), including
[13] ontology-based data access, semantic interoperability, mass generation of
semantic web data, depends on the proliferation of ontologies (as formal, explicit
specification of shared conceptualization[7]). However, ontology development was
omitted from the life cycle of information systems. In addition, its manual de-
velopment is difficult, time-consuming and error-prone and requires skills in the
ontology formalization languages.

Ontology learning from RDB is a field of research that seeks to provide (semi-)
automated approaches for building ontology (see [6] for a classification of ontol-
ogy learning depending on the type of the input resource). We emphasize that our
interest is primarily in the construction of the Terminology Box (TBox) (other
term is the schema of the ontology). For the database content, a correlated pro-
cess, called ontology population [10] is concerned with. Ontology learning is a
prerequisite for the ontology population.

c© Springer International Publishing Switzerland 2015
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Although the inference of the ontology concepts and data properties from
the RDB model seems to be possible and acceptable, it is, however, difficult to
believe how the semantics of relationships (the relations between entities of the
RDB universe or mini-world) can be directly inferred from the model. In fact,
the RDB model does not store the meaning of relationships, it only indicates the
existence of a link between entities using foreign-keys. This challenge is based on
two key issues: how to discover the type of a relationship?; and how to label this
relationship?. By the type of the relationship, we mean its classification either
into a well-known relationship pattern like inheritance and fragmentation; or it
represents a domain-specific relation between entities from the RDB universe.
In this paper, we will see how existing works are based on incorrect rules to
extract the types of relationships. For the second issue, the relationships are ei-
ther labeled with meaningful terms in an automatic process without indicating
how it is done; either by the use of foreign-key name; or they are arbitrarily
assigned. As a solution, the paper presents our approach that consists in a se-
mantic enrichment process of the RDB model and in the use of a classification
of relationships.

The remainder of the paper is structured as follows. The next section gives an
overview of related works. The third section presents an use case that illustrates
the problem statement. Section 4 describes our solution. In section 5, we present
an application of our solution. A conclusion, in section 6, summarizes the whole
paper and considers future work.

2 Related Works

In this section, we focus on how the existing approaches have addressed the two
introduced issues: the discovery of the type of relationships and relationships
labeling.

Discovery of Relationship Types: The majority has been limited to the
extraction of taxonomies between concepts. Generally, the corresponding rule
is when a primary-key of a relation A is also a foreign-key referencing another
relation B, then A is subclassOf B (see as examples [2,9]). This is an incorrect
rule as we will see in our case study. As an exception, we mention the work of
Alalwan et al. [1] that have studied fragmentation (vertical partitioning), unary
relationships and have restricted the inference rules by imposing conditions on
the domain values of participant relations. However, in their work, the distinction
between fragmentation and inheritance is based on the assumption that subtypes
can present only partial coverage of the supertype. As stated in [15], subtypes can
also be defined as a total coverage of the supertype. In most existing approaches,
the default rule is the transformation of each foreign-key to an object property.

Relationships Labeling: A relationship is either labeled with a meaningful
term (a term that corresponds to the application semantic of the relationship)
in an automatic process without indicating how it is done (see [8,1]); either by
the use of the foreign-key name [2]; or they are assigned by the name of the
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association relation [17]. Squeda et al. [12] have defined a strategy based on
the concatenation of the participant relations names and the referenced columns
(all separated by a comma). Louhdi et al. in [9] have named the relationships by
concatenating the name of the relation that owns the foreign-key with the term
has. Except [12] and to the best of our knowledge, there is no formal strategy
for labeling relationships.

In real-world databases, the names of the database relations, columns and
constraints may be abbreviated or codified (see the database of SAP [11]). Thus,
they cannot be useful for the labeling of the relationships. We showed in the
following section how the existing works failed to answer the questions of the
paper.

3 Use Case

The use case example in Fig. 1 shows a simplified physical model of a database
for the management of an enterprise products and employees. The enterprise
purchases and sales many types of products. Each product has a min and max
price. In case of a new product to add to the enterprise catalog, an employee adds
a record in the table product. The database stores information about employees
and additional personal details. Each employee belongs to one department that
is managed by one employee. Each department is part of a division. A type of
the bought products is the personal computers that are granted to the engineers
who are employees of the enterprise. Due to the lack of space, we are limited to
the representation of primary and foreign keys in the physical model.

Fig. 1. A simplified physical model of a RDB

From Fig. 1, we can see that the relationship semantics cannot be directly
deduced from the model. We reported in table 1 the application semantic of each
relationship, the ontology constructs and the resulting labels from the application
of some proposed rules from the literature. The inferred relationship (A) resulting
in a taxonomy between price and product is wrong. The correctness of (D)
depends on the intended use of the relationship a-kind-of (see a discussion in
[14] page 462). (B1) and (B2) are inferred as object properties, but without
knowing how to label and distinguish them. The implicit relationship (G) is
not inferred. For the other cases (C, E, H, I, J), they are all inferred as object
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properties, but as we can see, the resulting labels failed to cover the semantics
of relationships.

Having illustrated some issues for the inference of relationships meaning from
a database model, we present in the next section our approach that aims to
overcome these limits in order to improve the quality of resulting ontologies.

Table 1. Application Semantics in Comparison to Extracted Semantics

Relationship Application Ontology Labeling

Semantic Constructs result

(A) concerns subClassOf1(C2 (price), C(product)) NA4

(B)-(B1) is the spouse of OP3 (C(employee), C(employee)) no rule

(B)-(B2) is the superior of OP(C(employee), C(employee)) no rule

(C) is created by OP(C(product),C(employee)) pr5,em#...[12]

(D) is a kind of subClassOf(C(pc), C(product)) NA

(E) is granted a OP(C(engineer), C(pc)) EnHasPc6[9]

(F) is a subClassOf(C(engineer), C(employee)) NA

(G) fragment-of link not inferred NA

(H) is managed by OP(C(department),C(employee)) DeHasEm[9]

(I) belongs to OP(C(employee),C(department)) EmHasDe[9]

(J) part-of OP(C(department),C(division)) DeHasDi[9]

1 subClassOf(C1, C2) is the OWL construct for creating a taxonomy between the
concepts C1 and C2.

2 C(X) is a predicate designing the OWL class of a concept X.
3 OP(X,Y) designates an object property with domain X and range Y.
4 NA: Not applied.
5,6 Due to the lack of space, we abbreviated the name of concepts.

4 Proposed Approach

In this section we describe our solution for relationships labeling. We give a
short overview of our approach described in [3], before presenting the semantic
enrichment model concerning the paper’s purpose and the labeling strategy of
relationships.

4.1 An Overview

Our ontology learning process is composed of three main phases, which are: (i)
Pre-processing phase: its goal is to clean the database schema and data from
irrelevant, erroneous and incorrect information that may falsify the learned on-
tology; (ii) Semantic enrichment phase: the input RDB model is transformed
into an XML document according to a meta-model (an XML schema). The meta-
model offers a set of elements for the semantic enrichment of the relational data
model. This enrichment can be done manually or automatically through other
resources (e.g., mining the semantic of relationships by data mining techniques
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and augmenting the input database model with the discovered semantics. Then,
the user can validate the enriched model before the transformation into OWL).
Our enrichment meta-model is motivated and detailed in [4]; (iii) Transforma-
tion into OWL 2: it transforms the enriched database model to equivalent
OWL 2 [19] constructs.

For the paper’s objective, the input RDB should be normalized, in at least
the third normal form and we consider the manual semantic enrichment.

4.2 The Enrichment Meta-Model

Our meta-model for the semantic enrichment of the database model is an exten-
sion of the DDLUtils model [16]. Fig. 2 presents the main elements related to
the upgrade of the relationships semantics. The root element is database which
comprises at least one element table and a table may have many foreign-keys.
Each foreign-key has at least one reference. We have detailed and motivated, in

Fig. 2. The meta-model elements related to the RDB relationships

the following, the main elements and attributes used to model relationships:

– ForeignKey : represents a foreign-key in a table. Its attributes are: for-
eignTableName that identifies the referenced table and name is the name
of the foreign-key column. A foreign-key may have more than one reference
(the case of a composite foreign-key). Instead of our model in [4], we defined
the following attributes at the foreign-key and not at the element reference,
in order to take into consideration the composite foreign-keys.
• relType: it presents the type of the relationship amongRelationshipTypes.
A relationship type is a generic relationship that is not application-
specific and it generally presents a pattern of relationships design. Some
types of relationships allow the automatic deduction of logical features
like transitivity, reflexivity or symmetry (e.g., transitivity holds between
is-a and part-of relationships [14,5]). This attribute may be used for
naming the ontology relationships as we will see in the next subsection.

• relName: the domain name of the relationship. When it is difficult to
classify a relationship in a type (from RelationshipTypes), this term in-
dicates clearly its application-specific meaning.

• inverseRel : unlike most approaches that infer unidirectional relationships
(from the relation owner of the foreign-key to the targeted one), this
attribute, when fixed, indicates that the inverse relationship (from the
targeted relation to the owner of the foreign-key) should be considered
in the ontology generation process. Its value represents the name of the
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inverse relationship. It can be useful, for example, when it is necessary to
query some tables in the inverse direction (e.g., get the min, max price
of a product from our case study).

– Reference: represents a reference between a column in the local table (that
holds the foreign key) and a column in the referenced table. They are useful
in the sense that they allow to infer some constraints on relationships. For
example, a column with a not null constraint indicates a mincardinality 1.

– RelationshipTypes: semantic relationships classification has been the pur-
pose of some research like [18,14]. At this step of our work we do not want
to go in-depth in this classification, we only retain some types to illustrate
the purpose of our work. An initial list is: has, is-a, part-of or component-of,
fragment-of.

We note that in order to clarify the semantics of relationships, the terms used
to label concepts, which are the basic elements of an ontology, should also be
clear and meaningful. For this, our meta-model defines the attribute domain
name (dn), which plays an important role in our relationships labeling strategy,
as we will see in the next section.

4.3 The Labeling Strategy

In order to publish an ontology, an absolute Internationalized Resource Identifier
(IRI) [19] should be defined. Each element of the ontology (class or property)
is identified by the concatenation of a base IRI (for example http://www.fao.
org/ontologyName, where ontologyName is the name of the ontology, and fao is
the organization that publishes the ontology), a separator character (generally
a #) and the name of the ontology element. The name of each ontology element
should be unique within the ontology.

Our strategy for naming object properties is schematized in Fig. 3. It is based
on the following principles (OP an object property):

– The priority is given to the property relName. When this attribute is as-
signed, the OP is named with it. As already stated, we envisage the assign-
ment of this attribute, when the relationship cannot be classified in one of
the relationship types.

– If the relName is not assigned, we look for the relType attribute. If it is not
assigned, op is then named by the use of the default pattern, which forms
the relName by concatenating the dn of the source table, the word has and
the dn of the targeted table. The user can abbreviate the dn of relations in
order not to have long names of OP.

– If the relType is not null, the transformation into OWL is done according to
the type of the relationship. If it is an is-a a sub-class feature is created. If it
is a fragment-of a fusion between tables in one concept is done. The default
rule is the concatenation of the dn of the source table, the relType and the
dn of the targeted table.
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Fig. 3. The strategy followed for labeling relationships in our ontology learning process

In order to show the effectiveness of our approach, we present in the next
section, an application of this strategy to the use case that we have given in
section 3.

5 Case Study Application

In this section, we reported the result of applying our strategy for the use case
from the section 3. First, we illustrate the semantic enrichment phase. Second,
we compare the result of the transformation into OWL, based on our labeling
strategy with the result shown in table 2.

5.1 The Semantic Enrichment Phase

Due to the lack of space, we shall restrict ourselves to some cases that illustrate the
transformation intoXML and the enrichment phase performedby a user (a domain
expert). Fig. 4 gives some examples. In the transformation intoXML,we only show
the information about foreign-keys and references. We omitted the description of
columns, primary-keys and so on. Line 3 concerns the relationship (C) in the use
case. It is enriched by pointing out the meaning of the relationship through the
attribute relName. For the line 8 that represents the relationship (A), the attribute
inverseRel is determined in order to output the inverse relationship. We present
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Fig. 4. An snippet from an enriched XML document (enriched information are in bold)

on line 13 the relationship (B1), but in this case without any enrichment in order
to illustrate the rule 3 from our labeling strategy. Line 18 for the relationship
(F) displays a case of the enrichment with the relType attribute. In the same
way, we can treat the relationships (D, J) by fixing the value of the attribute
relType respectively at kind-Of and part-Of. The relationship (G) is handled by
adding a virtual foreign-key in the resulting XML document and the setting of
the attribute relType value to fragment-of. For all other relationships (B2, E,
H, I) they are enriched by positioning the value of the attribute relName in the
same manner as 3.

5.2 The Transformation to OWL

In table 2, we outline for each relationship, the resulting OWL constructs and
the applied rule of our strategy. For the relationships (B2, C, E, H, I, J), their
semantics are now clear through the labels defined in the enrichment phase. For
(G), the two classes EmployeeDetails and Employee are unified in one concept
Employee. The operation of unification consists of adding all the attributes (non
foreign-keys and primary-keys) of EmployeeDetails to the concept Employee.
Unlike the result in table 1, (D) had not resulted in a taxonomy between par-
ticipant relations. We have complied with the user requirements to model the
relationship as a simple binary relation identified by the label kindOf. We note
also the inference of the inverse relationship of (A), resulting in a binary relation
of domain Product and range Price. For (B1), no information has been added in
the semantic enrichment phase. So, the rule that had been applied in this case is
the default rule (rule3). However, the label emp has emp is generic and does not
import any semantic. In this case, it was better to set, in the XML document,
the relName attribute of the relationship.
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As we can see, our approach improves the quality of the resulting ontology as
it makes clear the semantics of the relationships between concepts. In addition,
our approach allows making explicit some hidden and implicit semantics in the
input database model (e.g., the relationship (G) in the use case). It also allows
the inference of inverse relationships. One of the limits of our approach is the
use of the generic relationship has in the default rule, which does not appear to
be adequate in all cases. This can be avoided by setting the relType or relName
in all foreign-key elements of the XML document.

Table 2. Resulting Semantics from our Approach

Relationship Resulting Strategy
OWL Construct Rule

(A) OP1(pri concerns pro, C(price), C(product))∧ Rule1
OP′(pro has pri, C(product), C(price))∧ OP inverseOf OP′

(B)-(B1) OP(emp has emp, C(employee), C(employee)) Rule3
(B)-(B2) OP(emp spouseOf emp, C(employee), C(employee)) Rule1
(C) OP(pro createdBy emp,C(product),C(employee)) Rule1
(D) OP(pc kindOf pro,C(PC),C(product)) Rule1
(E) OP(eng granted pc, C(engineer), C(PC)) Rule1
(F) subClassOf (C(engineer), C(employee)) Rule2
(G) C2(employeeDetails, employee) Rule2
(H) OP(dep managedBy emp, C(department),C(employee)) Rule1
(I) OP(emp belongsTo dep, C(employee),C(department)) Rule1
(J) OP(dep partOf div, C(department),C(division)) Rule1
1 OP(N,X,Y) designates an OWL object property with name N, domain X and range
Y.

2 C(X,Y) designates a concept resulting from the unification of C(X) and C(Y).

6 Conclusion

Automatic approaches for learning ontology from an RDB model fail in discov-
ering the correct semantics of relationships between concepts, due to the fact
that these semantics may be implicit, not clear or absent in the RDB model.
In this paper, we have proposed an approach based on a semantic enrichment
phase to augment the RDB model semantics by the meaning of relationships.
Our approach allows to correctly deduce the relationship types and to recover
the application-specific meaning of relationships.

We plan to improve this work in different ways. First, we can study how to
augment the ontology by logical features (e.g., transitivity, reflexivity, symme-
try) either manually by setting them in the ForeignKey element or through the
relationship types (as we have already discussed). Second, it would be a labori-
ous task for users to perform the manual enrichment of all the RDB foreign-keys,
especially for large-scale databases with complex relationships. So, we have to
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think about a collaborative tool. Finally, this work can be improved by the ad-
vances in semantic relationships classification in order to enhance the semantic
interoperability of information systems.
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Abstract. The article describes attempts made to integrate variety of
user’s data available on Facebook online social network. The source of
the data are user profiles, publicly available for other Facebook users,
which contain data such as visited places, favorite sport teams, TV pro-
grams, watched movies, read books and other likes. The destination of
integrated data is FOAF ontology adopted for integration purposes. The
work presents the required FOAF ontology extensions and an approach
to Facebook data extraction as a contribution. Also the query and rea-
soning examples on the created knowledgebase are presented.

Keywords: Online Social Network · Semantic Web · FOAF ontology ·
Social Network Analysis · Linked Open Data

1 Introduction

During recent years it can be observed that our everyday live is strongly influ-
enced by all kinds of Online Social Networks. A few years ago, only information
about known people (politicians, actors, musicians) was available on the web.
Now such a data is available for most of people, who have profile on one of
the Online Social Networks (OSN). The most known and most widely used for
now is Facebook [1] online social network. Facebook users by all their activity,
friend’s requests, sending messages and sharing likes, build a solid database of
all the relations. It is not surprising that there is growing interest in the OSN
data from various backgrounds.

This paper describes the results of research in the area of integration of Face-
book user profiles data to create knowledgebase which can be used by other
computer systems. The idea was to prepare ontology which can be used to model
variety of data existing in Facebook user’s profiles. Using such a model and some
Facebook data extraction techniques, it would be possible to create knowledge-
base, which can then be easily used by the external systems. In other words, the
ontology, together with Facebook extraction tools, can play a role of interme-
diate layer between Facebook system and external systems, for which the data
would be interesting for further analysis.

c© Springer International Publishing Switzerland 2015
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The contribution of this work consists of FOAF ontology extensions allow-
ing detailed modeling of user’s preferences extracted from Facebook, together
with Facebook Crawler - independent of Facebook API system, which allows
extracting data from Facebook to the designed knowledgebase.

The structure of this work is as follows. Related work is presented in section
2. In section 3 we present motivation to use Semantic Web technologies. Section
4 summarizes types of data available on Facebook, presents details of ontology
preparation and an approach to data extraction from Facebook to a knowledge-
base. Examples of using the created knowledgebase are presented in section 5.
Conclusions and possible future work are presented in section 6.

2 Related Work

In recent years, with the increasing popularity of new online initiatives such
as Online Social Networks, blogs and other user-generated content systems, in
natural way new trend showed up for user information modeling. In this new
trend the fundamental question that arises is how to bring some benefits from
exploring cross-system personalization approaches.

A vision of extracting data from social media websites to make it available
following Linked Data principles was presented in [13]. However, extracting and
modeling data from Facebook was not considered in this work.

Application of Facebook profile-based user preferences data to recommenda-
tion systems was presented in [16]. However, this approach also did not consider
any common data model to keep extracted user’s data for further analysis.

An example of the ontology application as destination data model was pre-
sented in [12]. Ontologies together with Semantic Web technologies become a
widely accepted techniques for modeling users data in Social Web [5,9]. A nice
survey of so far introduced user information aggregation approaches was pre-
sented in [15]. The authors of this work presented also generic model of most
frequent user dimensions and attributes available in 17 social applications. How-
ever, they did not consider the topic of relationships between users. Other inter-
esting study was presented in [14] where the authors combined user information
modeling and profiling with utilizing DBPedia [11] open data. In the papers
[19] and [18] the authors besides aggregating user profiles maintain also links
between these profiles but they didn’t consider any FOAF model extensions to
distinguish different types of activities.

In the work [10] our first approach to the problem of parsing Facebook website
for collecting data into FOAF (Friend of a Friend) [8] ontology which can be then
used in corporate analysis was presented. It was based on a Facebook Crawler
system which uses HTML parsing techniques for searching Facebook users for
given user email and extracting links between Facebook user’s profiles. In the
current work we extend this system to extract also user’s likes, to distinguish
different user activities, introduce new concepts and properties to complement
FOAF ontology and employ parsing JSON format to extract basic user data
provided by Facebook.
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3 Semantic Web Technologies

The idea to establish the standards for describing the content, where the data
will exist along with its semantics was presented in [6]. In this way data would be
processed not only by human (as in case of traditional web content), but also by
other special applications which will be able to process the data according to its
meaning. Presented vision required developing a set of standards to allow uni-
versal and flexible information storing, defining new concepts, their attributes,
as well as new concepts and attributes based on existing ones.

Nowadays Semantic Web is a common initiative led by World Wide Web
Consortium (W3C), which is an organization that deals with the establishment
of standards for the creation of web content [4]. For now, the main standards
that were introduced are: RDF (Resource Description Framework), RDFS (RDF
Schema), OWL (Web Ontology Language), SPARQL (SPARQL Protocol And
RDF Query Language).

To shortly describe these standards, it can be said that the RDF and RDFS
provides abstract data model, OWL adds new vocabulary and advanced model-
ing capabilities for domain knowledge and ontology development, while SPARQL
allows to query the Semantic Web Data.

Due to the nature of presented Semantic Web technologies we used them to
solve the problem of Facebook data profiles integration taking advantage of all
the facilities offered by the Semantic Web storage. Semantic Web storage is easily
extensible and customizable without influence on the already stored data. It also
offers SPARQL query language giving a full potential of reasoning over the data
that can lead to easy discovery of new connections in a graph data. Moreover,
ontologies are increasingly used in modern Web initiatives and the data can be
easily linked with other ontologies.

One of the most popular Semantic Web ontology is The Friend of a Friend
(FOAF) [8]. Within this project a Web of machine-readable pages describing
people, the links between them and the things they create and do is created.
The details of how the FOAF ontology was used and extended for this work are
described in paragraph 4.2.

4 Integration of Facebook Data

4.1 Types of Data Available on Facebook

The Facebook online social network focuses on user entertainment data. In con-
trast to professional social networks Facebook maintains mainly entertainment-
related data, connected with variety of users free time every day activities, which
can be very interesting for corporate analysis while treating Facebook users as
potential customers. The fact which stands out Facebook from other similar so-
cial networks is categorizing user likes. All categories of data which were taken
into account are listed in table 1, which also contains percent of analyzed profiles
that have any data of the given category and the average number of items of the
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given category listed in the single profile. The calculations were done for 1396
randomly extracted Facebook profiles.

Table 1. Categories of user likes on Facebook

Category of data Profiles with data filled Average items count

Favorite sport teams 23.57% 4.05
Favorite sport athletes 34.31% 6.76
Favorite music 56.81% 24.98
Favorite movies 40.26% 10.68
Watched movies 1.43% 30.4
Favorite TV Shows 43.7% 7.18
Watched TV Shows 0.79% 21.73
Favorite books 31.52% 4.11
Read books 1.29% 10.44
Favorite restaurants 24.64% 2.53
Inspiring people 13.04% 1.95
Favorite sports 8.88% 2.02
Favorite clothing 30.01% 4.26
Favorite places 37.39% 6.86
Other likes 74.57% 89.5
User friends 100% 311.54

4.2 Preparing Ontology

The FOAF ontology is one of the most popular projects in Semantic Web world.
It is a lightweight model of user’s relations, which has become a widely accepted
vocabulary for representing Online Social Networks. Besides Social Web, FOAF
RDF vocabulary is commonly used by all kinds of Linked Open Data initiatives
for describing people and their relations [7].

The FOAF ontology has all the advantages of Semantic Web mentioned in
section 3. Besides the core terms which can be used to describe characteristics of
people and social groups that are independent of time and technology, it contains
also a special group of terms designed especially for describing Internet accounts,
address books and other web-based activities.

To model basic information about any new user data extracted from Face-
book we use foaf:Person class and the properties like foaf:givenName, foaf:
familyName, foaf:name, foaf:gender and rdfs:label. This common set of
FOAF/RDFS properties has been enriched with two new properties to store
Facebook user name and Facebook id:

<rd f : Property rdf : about=”http ://www. example . com/ facebook−crawle r#facebookID” rd f s :
l a b e l=”Facebook ID” rd f s : comment=”A Facebook ID”>

<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#DatatypeProperty”/>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>
<r d f s : subPropertyOf rdf : r e s ou rc e=”http :// xmlns . com/ fo a f /0 .1/ ni ck”/>
<r d f s : domain rd f : r e sou rc e=”http :// xmlns . com/ f o a f /0 .1/ Person”/>
<r d f s : range rd f : r e sou rc e=”http ://www.w3 . org /2000/01/ rdf−schema#L i t e r a l ”/>

</rdf : Property>

<rd f : Property rdf : about=”http ://www. example . com/ facebook−crawle r#facebookUserName”
rd f s : l a be l=”Facebook user name” rd f s : comment=”A Facebook user name”>
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<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#DatatypeProperty”/>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>
<r d f s : subPropertyOf rdf : r e s ou rc e=”http :// xmlns . com/ fo a f /0 .1/ ni ck”/>
<r d f s : domain rd f : r e sou rc e=”http :// xmlns . com/ f o a f /0 .1/ Person”/>
<r d f s : range rd f : r e sou rc e=”http ://www.w3 . org /2000/01/ rdf−schema#L i t e r a l ”/>

</rdf : Property>

To model relationships between users we used foaf:knows property which
relates foaf:Person to another foaf:Person. Modeling user likes extracted
from Facebook would be possible using foaf:interest property, which is used
to describe interests of the user in a given document, which would be represented
by foaf:Document class. However, after analyzing the FOAF specification we
realized that the natural purpose of using foaf:interest property together with
foaf:Document is to describe some professional interests of the foaf:Person and
it would be good idea to introduce new class fc:FacebookDocument to describe
one of the Facebook web sites and fc:likes property to allow saying that:

<f o a f : Person> ( subj e c t ) <f c : l i k e s >( p r ed i ca t e )
<f c : FacebookDocument >( obj e c t )

To define the type of FacebookDocument there is additional property fc:

documentType,which canhaveoneof the literalvalues:SportTeam,SportAthlete,
Music, Movie, TvShow, Book, Restaurant, People, Sport, Clothing, OtherLike
or Place. The RDF definition of the mentioned new concepts is the following:

<rd f : Property
rd f : about=”http ://www. example . com/ facebook−c rawle r#l i k e s ”
rd f s : l a be l=” l i k e s ” r d f s : comment=”Liked Facebook document”>

<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#ObjectProperty ”/>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>
<r d f s : domain rd f : r e sou rc e=”http :// xmlns . com/ f o a f /0 .1/ Person”/>
<r d f s : range rd f : r e sou rc e=”http ://www. example . com/ facebook−c rawler#

FacebookDocument ”/>
</rdf : Property>

<rd f s : C las s rd f : about=”http ://www. example . com/ facebook−c rawle r#FacebookDocument ”
rd f s : l a be l=”FacebookDocument ” rd f s : comment=”Facebook document .”>

<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#Clas s”/>
<r d f s : subClassOf>
<owl : C las s rd f : about=”http :// xmlns . com/ f oa f /0 .1/Document”/></ r d f s : subClassOf>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>

</rd f s : Class>

<rd f : Property rdf : about=”http ://www. example . com/ facebook−crawle r#documentType ” r d f s
: l a b e l=”Facebook document type ” rd f s : comment=”Facebook document type”>

<rd f : type rdf : r es ourc e=”http ://www.w3 . org /2002/07/ owl#DatatypeProperty”/>
<r d f s : i sDefinedBy rd f : r e sourc e=”http ://www. example . com/ facebook−c rawle r#”/>
<r d f s : domain rd f : r e sou rc e=”http ://www. example . com/ facebook−crawler#

FacebookDocument ”/>
<r d f s : range>
<r d f s : Datatype>
<owl : oneOf rdf : parseType=”Resource”>
<rd f : f i r s t rd f : datatype=”http ://www.w3 . org /2000/01/ rdf−schema#L i t e r a l”>SportTeam

</rdf : f i r s t >
. . .
<rd f : r e s t rd f : parseType=”Resource”>
<rd f : f i r s t rd f : datatype=”http ://www.w3 . org /2000/01/ rdf−schema#L i t e r a l”>Place </rd f

: f i r s t >
<rd f : r e s t rd f : r es ourc e=”http ://www.w3 . org /1999/02/22− rdf−syntax−ns#n i l ”/>
</rdf : re s t>
</rdf : re s t>
</owl : oneOf>
</r d f s : Datatype>
</r d f s : range>

</rdf : Property>

Besides the fc:likes property it was also necessary to introduce similar prop-
erties to model the information that a user watched a movie or TV show, read a
book or visited some place. For this purpose we introduced the following prop-
erties:
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<rd f : Property
rd f : about=”http ://www. example . com/ facebook−c rawle r#watched ”
rd f s : l a be l=”watched ” rd f s : comment=”Facebook document o f watched
movie or tv show”>

<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#ObjectProperty ”/>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>
<r d f s : domain rd f : r e sou rc e=”http :// xmlns . com/ f o a f /0 .1/ Person”/>
<r d f s : range rd f : r e sou rc e=”http ://www. example . com/ facebook−c rawler#

FacebookDocument ”/>
</rdf : Property>

<rd f : Property rdf : about=”http ://www. example . com/ facebook−crawle r#read ” rd f s : l a be l=”
read ” r d f s : comment=”Facebook document of read book”>

<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#ObjectProperty ”/>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>
<r d f s : domain rd f : r e sou rc e=”http :// xmlns . com/ f o a f /0 .1/ Person”/>
<r d f s : range rd f : r e sou rc e=”http ://www. example . com/ facebook−c rawler#

FacebookDocument ”/>
</rdf : Property>

<rd f : Property rdf : about=”http ://www. example . com/ facebook−crawle r#v i s i t e d ” r d f s :
l a b e l=”v i s i t e d ” r d f s : comment=”Facebook document of v i s i t e d plac e”>

<rd f : type rdf : r e s ou rc e=”http ://www.w3 . org /2002/07/ owl#ObjectProperty ”/>
<r d f s : i sDefinedBy rdf : r es ourc e=”http ://www. example . com/ facebook−crawler#”/>
<r d f s : domain rd f : r e sou rc e=”http :// xmlns . com/ f o a f /0 .1/ Person”/>
<r d f s : range rd f : r e sou rc e=”http ://www. example . com/ facebook−c rawler#

FacebookDocument ”/>
</rdf : Property>

The Facebook document of some place visited by a user has also latitude and
longitude properties extracted from the map, which is presented on a user pro-
file. These localization data can be very helpful for linking an object extracted
from Facebook with Linked Open Data (LOD) objects in the future. A sam-
ple document fc:FacebookDocument representing Gliwice city has the following
form:

<f c : FacebookDocument
rd f : about=”https ://www. facebook . com/pages/Gliwice−Poland /111391415551750” >

<f c : type>Place </f c : type>
<geo : l a t rd f : datatype=”&xsd ; f l o a t ”>50.2833</geo : l at>
<geo : long rdf : datatype=”&xsd ; f l o a t ”>18.6667</geo : long>

</f c : FacebookDocument>

Separating fc:likes, fc:watched, fc:read, fc:visited properties from
foaf:interest property allows separating user professional interests from some
entertainment-related likes. On one hand such an approach allows to perform
more accurate analysis of user interests, on the other hand such a user pro-
file based on data extracted from Facebook can be easily linked with the same
user professional profile existing on the web without conflicting professional and
entertainment-related interests of the user.

4.3 Extracting Data from Facebook to Knowledgebase

The Facebook data in profiles of users, who did not limit the availability of their
data using Facebook privacy settings, can be easily available for any user after
creating account in the Facebook system. However, these data in most cases are
not available for automatic querying by external systems. Although Facebook
provides their API, it is not possible to access the whole social graph. Only the
part of the data which is directly connected with a logged user is accessible. The
only possibility to use Facebook API to query data of a random users would be
to prepare Facebook Application asking every user for relevant privileges. The
alternative solution is to use HTML parsing techniques to extract the interesting
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data directly from user’s Facebook websites which are easily available, without
a need of any additional privileges.

Parsing of user’s likes web pages and basic user’s friends lists was performed
by means of the same techniques. The details of the approach were presented in
[10]. The employed technologies include the following:

– .NET HttpWebRequest and CookieContainer classes for simulating user log-
ging on Facebook web site,

– .NET WebBrowser Windows Forms control for loading Facebook web pages
and simulating user actions,

– Html Agility Pack project [2] libraries for parsing HTML code,
– .NET Linq techniques for querying parsed HTML code.

Facebook JSON data for any Facebook profile is available by manually chang-
ing Facebook profile URL. Common form of the user profile URL looks in the
following way: https://www.facebook.com/wojciech.kijas. Using the URL
as input we can generate JSON data URL by replacing “www” substring with
“graph” string to get the following sample URL: https://graph.facebook.com/
wojciech.kijas. Calling the generated URL we can obtain the following sample
data in JSON format:

{
” id ” : ”100001184578579” ,
”name” : ”Wojciech Ki jas ” ,
” f i r s t name ” : ”Wojciech ” ,
” last name ” : ”Ki jas ” ,
” l i n k ” : ” http ://www. facebook . com/wojc i ech . k i j a s ” ,
” gender ” : ”male ” ,
” l o c a l e ” : ”pl PL ” ,
”username ” : ”wojc i ech . k i j a s ”

}

To call the URL and get the returned data WebRequest and HttpWebRe-
sponse classes are used. Next, the obtained JSON data are parsed by means of
Json.NET libraries [3]. Finally, we can complement user’s basic data in FOAF
knowledgebase. The same technique was used to complement user likes knowl-
edgebase resources.

5 Examples of Using the Facebook Data Knowledgebase

The main goal of our work is to bring Facebook data about users, who we are
interested in, to knowledgebase to make it easily accessible for external systems.
The external systems can take advantage of the data in variety of ways.

5.1 Querying the Facebook Data Knowledgebase

Ability to query the Facebook data knowledgebase can be very useful while doing
some analysis of customers. Having all the Facebook data in RDF format (triple
store) allows to query it using SPARQL language. Some sample queries include
the following:

– friends of some customer:
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PREFIX f o a f : <http :// xmlns . com/ fo a f /0.1/>
SELECT ?a
WHERE { <https ://www. facebook . com/wojc i ech . k i ja s> f o a f : knows ?a }

– common friends of two customers:

PREFIX f o a f : <http :// xmlns . com/ fo a f /0.1/>
SELECT ?a
WHERE { <https ://www. facebook . com/wojc i ech . k i ja s> f o a f : knows ?a .

<https ://www. facebook . com/wio la . stanikowska> f o a f : knows ?a }

– people who like Albert Einstein and visited Gliwice:

PREFIX f c : <http ://www. example . com/ facebook−crawle r#>
SELECT ?a
WHERE {?a f c : l i k e s < https ://www. facebook . com/Albe rtEins te in> .

?a f c : v i s i t e d < https ://www. facebook . com/pages /Gliwice−Poland
/111391415551750 > }

Possibility of such an easy access to Facebook data can be useful for both quick
queries giving answer for some sample questions regarding corporate customers,
but also for retrieving some subset of the data from knowledgebase to use it in
further corporate analysis by means of Business Intelligence system. An example
of such approach was presented in our previous work [10].

5.2 Taking Advantage of Reasoning

One of the biggest advantages of Semantic Web technologies are reasoning capa-
bilities. Describing the idea of reasoning over Semantic Web data goes beyond
the scope of this article, but, saying very simply, reasoning allows discovering
of new connections in data graph on the basis of logical consequences of class
definitions in ontology and already asserted facts. As the example let’s say there
are the following facts describing people in the knowledgebase:

<f o a f : Person rdf : about=”https ://www. facebook . com/wojc i ech . k i j a s”>
<f c : facebookID >100001184578579</ f c : facebookID>
<f c : facebookUserName>wojc i ech . k i j a s </f c : facebookUserName>
<f c : l i k e s rd f : r es ource=”https ://www. facebook . com/ Albe r tEi ns t e in ” />
<f c : l i k e s rd f : r es ourc e=”https ://www. facebook . com/

ZdaniaKtorychGliwiczanieNigdyNieMowia ” />
<f c : v i s i t e d rdf : r e s ou rc e=”https ://www. facebook . com/pages /Gliwice−Poland

/111391415551750” />
</f oa f : Person>

<f o a f : Person rdf : about=”https ://www. facebook . com/ jankowal sk i”>
<f c : facebookID >9999999999</ f c : facebookID>
<f c : facebookUserName>jankowalski </f c : facebookUserName>
<f c : v i s i t e d rdf : r e s ou rc e=”https ://www. facebook . com/pages /Wroclaw−Poland

/110145572342035” />
</f oa f : Person>

Let’s add definition of the following classes to Facebook Crawler ontology:

<rd f s : C las s
rd f : about=”http ://www. example . com/ facebook−c rawle r#PersonConnectedWithGliwice ”>

<rd f : type rdf : r es ourc e=”http ://www.w3 . org /2002/07/ owl#Clas s”/>
<owl : equ iva l entClas s>

<owl : Class>
<owl : i n t e r s e c t i onO f rd f : parseType=”Co l l e c t i on”>
<owl : Re s t r i c t i on>

<owl : onProperty rdf : r e s ou rc e=”http ://www. example . com/ facebook−crawler#l i k e s
” />

<owl : someValuesFrom rd f : r e sou rc e=”http ://www. example . com/ facebook−c rawle r#
DocumentAboutGliwice ” />

</owl : Res t r i c t i on>
<owl : Re s t r i c t i on>

<owl : onProperty rdf : r e s ou rc e=”http ://www. example . com/ facebook−crawler#
v i s i t e d ” />

<owl : hasValue rd f : r e sou rc e=”https ://www. facebook . com/pages /Gliwice−Poland
/111391415551750” />
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</owl : Res t r i c t i on>
</owl : in t e r se c t i onOf>

</owl : Class>
</owl : equ iva l entClas s>

</rd f s : Class>

<rd f s : C las s rd f : about=”http ://www. example . com/ facebook−c rawle r#DocumentAboutGliwice
”>

<rd f : type rdf : r es ourc e=”http ://www.w3 . org /2002/07/ owl#Clas s”/>
<owl : equ iva l entClas s>
<owl : Class>

<owl : oneOf rd f : parseType=”Co l l e c t i on”>
<owl : Thing rd f : about=”https ://www. facebook . com/

ZdaniaKtorychGliwiczanieNigdyNieMowia ”/>
<owl : Thing rd f : about=”https ://www. facebook . com/GliwiceNM”/>
<owl : Thing rd f : about=”https ://www. facebook . com/Cros sF i tGl iw ice”/>
<owl : Thing rd f : about=”https ://www. facebook . com/ClubMardiGras”/>
<owl : Thing rd f : about=”https ://www. facebook . com/Gwarek . Gl iw ice”/>

</owl : oneOf>
</owl : Class>
</owl : equ iva l entClas s>

</rd f s : Class>

Now, we can use the following SPARQL query executed in Pellet OWL 2
reasoner [17]:

PREFIX rd f : <http ://www.w3 . org /1999/02/22− rdf−syntax−ns#>
PREFIX f c : <http ://www. example . com/ facebook−c rawle r#>
SELECT ?x
WHERE { ?x rdf : type f c : PersonConnectedWithGliwice }

By running the query we can easily find people whose profiles fit the definition
of classes:

Query Resu l ts (1 answers ) :
x
==============
wojc i ech . k i j a s

If we design such a sample class model, it will work for all the new facts
describing new users added to the knowledgebase and the query result will be
calculated based on the facts asserted in knowledgebase. This is only a simple
example of all the capabilities of OWL/RDFS reasoner.

6 Conclusion and Future Work

In this work we extended the previously created Facebook Crawler [10] which
plays a role of intermediate layer between Facebook profiles data and external
systems. The new version of the system, besides user’s friends extracting capa-
bilities, allows also extracting all kinds of user likes from Facebook. Using the
data extracted from Facebook, we build FOAF profiles of users after introducing
some new vocabulary extending the FOAF ontology. All the extracting of data
from Facebook is done by JSON and HTML code parsing to make it independent
of Facebook API capabilities.

The general purpose of the work is to allow using Facebook relations of cus-
tomers in the corporate analysis. After gathering emails of customers, it is possi-
ble to use Facebook Crawler to automatically search Facebook users and extract
data from their Facebook profiles to knowledgebase. In the last step the data
collected in the knowledgebase can be used to perform further analysis or to
complement customer’s data in corporate Data Warehouse.

Following Tim Berners-Lee’s vision [6], employing Linked Open Data capabil-
ities to Facebook knowledgebase is the next step of our work. In further devel-
opment we plan to introduce algorithm for automatically finding links between
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Linked Open Data (LOD) objects and knowledgebase objects extracted from
Facebook. Incorporating these data can bring new great possibilities for query-
ing and reasoning over the data. We are going to use also Social Network Anal-
ysis (SNA) techniques for grouping FOAF profiles and user likes for discovering
hidden characteristics based on connections between them.
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Abstract. The paper presents justifications and solutions for RDF
graph partitioning. It uses an approach from the classical theory of
graphs to deal with this problem. We present four ways to transform an
RDF graph to a classical graph. We show how to apply solutions from
the theory of graphs to RDF graphs. We also perform an experimental
evaluation using the gpmetis algorithm (a recognized graph partitioner)
on both real and synthetic RDF graphs and prove its practical usability.

1 Introduction

Machines commonly have a need to exchange machine-readable data. One useful
approach to facilitate the efficient exchange of such data is to agree upon a
common data model under which to structure, represent and store content. This
data model should be generic enough to provide a canonical representation for
arbitrary content irrespective of its syntax. The data model should also enable
processing this content. The core data model chosen for use on the Semantic Web
and Linked Data environments is the Resource Description Framework (RDF),
an edge-labeled directed graph data model [7].

The size of the RDF graph is often too large to be efficiently managed on a
single machine. To deal with this problem many popular RDF graph stores facil-
itate various ways of distributing RDF data among different nodes of computer
cluster. Early techniques came from the adaptation of similar solutions from the
RDBMS world e.g. vertical partitioning [1] or horizontal partitioning [19]. These
techniques tend to create poor partitions in terms of inter-partition connectivity
which leads to poor performance of queries involving many joins. More advanced
techniques which take the graph nature of the RDF data, have started to ap-
pear only recently [9,18,23,24]. One of the most natural and promising approach
involves graph partitioning – a classical problem from theory of graphs.

Section 2 presents a formalized syntax and concept for RDF. Section 3 dis-
cusses the graph partition problem in the context of RDF graphs. Section 4
shows the practical relevance of RDF graph partitioning. Finally, section 5 gives
some concluding remarks.

c© Springer International Publishing Switzerland 2015
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2 Preliminaries

An RDF is used as a general method for the conceptual description or the mod-
eling of information that is available in web resources. It provides the essential
foundation and infrastructure to support the description and management of
data. In other words, RDF is a very general data model for describing resources
and relationships between them.

The RDF data model is based upon the idea of making statements about web
resources in the form of subject-predicate-object expressions. These expressions
are known as triples in the RDF terminology.

An RDF triple consists of a subject, a predicate, and an object. In [6], the
meaning of subject, predicate and object is explained.

Definition 2.1 (Subject, Predicate and Object). The subject denotes a
resource, the object fills the value of the relation, the predicate means traits or
aspects of the resource, and expresses a relationship between the subject and the
object. The predicate denotes a binary relation, also known as a property. ��

Following [6], we provide definitions of RDF triples below.

Definition 2.2 (RDF Triple). Assume that I is the set of all Internationalized
Resource Identifier (IRI) references, B an infinite set of blank nodes, L the set of
RDF literals. An RDF triple t is defined as a triple t = 〈s, p, o〉 where s ∈ I ∪B
is called the subject, p ∈ I is called the predicate and o ∈ I ∪ B ∪ L is called the
object. ��

Example 2.1 The example presents an RDF triple consists of subject, predicate and
object.

<http://example.net/me#js> foaf:name ‘‘John Smith’’.

��

The elemental constituents of the RDF data model are RDF terms that can
be used in reference to resources: anything with identity. The set of RDF terms
is divided into three disjoint subsets:

– IRIs,
– literals,
– blank nodes.

Definition 2.3 (IRIs). IRIs serve as global identifers that can be used to
identify any resource. For example, <http://dbpedia.org/resource/House>
is used to identify the house in DBpedia1. ��

1 http://dbpedia.org/

http://dbpedia.org/
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Note that in RDF 1.0 identifers was RDF URI References. Identifiers in RDF
1.1 are now IRIs, which are a generalization of URIs that permits a wider range
of Unicode characters. Every absolute URI and URL is an IRI, but not every
IRI is an URI. When IRIs are used in operations that are only defined for URIs,
they must first be converted.

Definition 2.4 (Literals). Literals are a set of lexical values. It can be a set
of plain strings, such as “Apple”, optionally with an associated language tag,
such as “Apple”@en. Literals comprise of a lexical string and a datatype, such
as “3.14”ˆˆhttp://www.w3.org/2001/XMLSchema#float. Datatypes are iden-
tified by IRIs, where RDF borrows many of the datatypes defined in XML Schema
1.1 [22] ��
Note that in RDF 1.0 literals with a language tag did not have a datatype URI.
In RDF 1.1 literals with language tags have the datatype IRI rdf:langString.
Now all literals have datatypes. Implementations might choose to support syntax
for simple literals, but only as synonyms for xsd:string literals. Moreover, RDF
1.1 supports the new datatype rdf:HTML. Both rdf:HTML and rdf:XMLLiteral
depend on DOM4 (Document Object Model level 4)2.

Definition 2.5 (Blank Nodes). Blank nodes are defined as existential vari-
ables used to denote the existence of some resource for which an IRI or literal is
not given. They are always locally scoped to the file or RDF store, and are not
persistent or portable identifiers for blank nodes. ��
Note that RDF 1.0 makes no reference to any internal structure of blank nodes.
Given two blank nodes, it is not possible to determine whether or not they are
the same. In RDF 1.1 blank node identifiers are local identifiers that are used in
some concrete RDF syntaxes or RDF store implementations.

Blank nodes do not have identifiers in the RDF abstract syntax. In situations
where stronger identification is needed, some or all of the blank nodes can be
replaced with IRIs. Systems wishing to do this should create a globally unique IRI
(called a skolem IRI) for each blank node so replaced. This transformation does
not appreciably change the meaning of an RDF graph. It permits the possibility
of other graphs subsequently using the skolem IRIs, which is not possible for
blank nodes. Systems that want skolem IRIs to be recognizable outside of the
system boundaries use a well-known IRI [20] with the registered name genid.

A collection of RDF triples intrinsically represents a labeled directed multi-
graph. The nodes are the subjects and objects of their triples. RDF is often
referred to as being graph structured data where each 〈s, p, o〉 triple can be seen
as an edge s

p−→ o.

Definition 2.6 (RDF Graph). Let L = LS ∪ LL ∪ LD, O = I ∪ B ∪ L and
S = I ∪B, then G ⊂ S ×I ×O is a finite subset of RDF triples, which is called
RDF graph. ��
2 DOM4 is a way to refer to XML or HTML elements as objects, see

http://www.w3.org/TR/dom/

http://www.w3.org/TR/dom/
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Example 2.2 The example in Fig. 1 presents an RDF graph of a FOAF [5] profile.
This graph includes four RDF triples:

<#js> rdf:type foaf:Person .
<#js> foaf:name ‘‘John Smith’’.
<#js> foaf:workplaceHomepage <http://univ.com/> .
<http://univ.com/> rdfs:label ‘‘University’’ .

��

Fig. 1. An RDF graph

When applying classical graph theory on RDF graphs, the RDF graph is
usually treated as a directed labeled graph (see definition 2.7) in way that each

RDF triple 〈s, p, o〉 is transformed into corresponding s′
p′
−→ o′ edge, where s′, o′ ∈

V and p′ ∈ L.

Definition 2.7 (Directed Labeled Graph). Directed labeled graph G is a
quadruple G = (V,E, lbl, L), where V is a set of vertices, E = {(v1, v2)|v1, v2 ∈
V } is a set of directed edges, lbl : E ∪ V → L is a labeling function, and L is a
set of labels.

The k-way graph partition problem (see definition 2.8) is in general defined
as finding k disjoint subsets of graph vertices. The optimal graph partition is
a partition which optimizes some given criteria, e.g. number of edges running
between separated components is low (size of the edge cut set, in other words),
and the numbers of vertices in every component are close to each other. Please
note, that such criteria are especially desirable in case of distributing RDF graphs
as it creates highly independent, loosely-coupled partitions, maximizing chances
that the RDF query is executed on the minimal number of cluster nodes.

Definition 2.8 (k-way Graph Partition). Given a graph G = (V,E, lbl, L),
a k-way graph partitioning, C, is a division of V into k partitions {P1, P2, ..., Pk}
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such that
⋃

1≤i≤kPi = V , and Pi ∩ Pj = ∅ for any i �= j. The edge cut set Ec

is the set of edges whose vertices belong to different partitions.

Fig. 2. Graph partition example

An example of graph partition is illustrated in Fig. 2.

3 RDF Graph Partition

3.1 Classical Graph Partitioning

The optimal graph partition problem is known to be NP-complete [8] but a lot of
efficient, suboptimal algorithms have been proposed [21,10,11,2,14]. One of the
most recognized ones is a gpmetis included in the METIS software package for
partitioning graphs, partitioning meshes and computing fill-reducing orderings of
sparse matrices. gpmetis is based on the multilevel graph partitioning paradigm
([13,15]) which consists of three phases: graph coarsening, initial partitioning,
graph uncoarsening. The goal of the coarsening phase is to derive a series of
smaller graph from the initial input graph by collapsing together a maximal
size set of adjacent pairs of vertices. When the resulted graph is low enough
(usually a few hundred vertices) it is being partitioned with the Kernighan-Lin
algorithm [17] - this is the initial partitioning phase. Then, in the uncoarsening
phase, the partitioning is projected to the successively larger graphs. It is done
by successive uncollapisng of vertices and assigning vertices that were collapsed
together to the same partition. After each projection step, the partitioning is
refined by moving vertices between partitions as long as it improves the quality
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of the partitioning solution. The uncoarsening phase ends when the graph is
uncollapsed to the original input graph.

The Kernighan–Lin algorithm which is used in the initial partitioning phase
is a O(n2log(n)) heuristic algorithm for solving the graph partitioning problem.
The original algorithm performs 2-way partitioning but can be easily extended to
k-way partitioning. The algorithm finds two disjoint, equally sized sets of vertices
(namely A and B) which minimizes the sum T of weights of the edges between
vertices from A and B. The weights of the edges come from the number of vertices
collapsed together in the coarsening phase. Let IVv be the sum of the weights of
edges between v and vertices in V . The Kernighan-Lin algorithm starts with a
random A,B sets and successively interchanges vertices a ∈ A and b ∈ B with
each other such that the reduction cost Told−Tnew = IBa − IAa + IAb − IBb − 2ca,b
is maximized, where ca,b is the cost of the edge between a and b.

3.2 Relationship Between Classical Graphs and RDF Graphs

All graph partitioning algorithms can be applied to RDF graphs if they are trans-
formed to classical graph representation. A typical triple to edge transformation
is the simplest one, but as was noted in [12] it is ambiguous and a not one-to-one
relationship. A RDF triple t = 〈s, p, o〉 where s ∈ I ∪B, p ∈ I, o ∈ I ∪B∪L (see

definition 2.2) is transformed into directed edge s′
p′
−→ o′ edge, where s′, o′ ∈ V

and p′ ∈ L. Notice that the RDF predicate domain intersects with the subject
and object domains, so the p predicate might occur as a subject or object in
some other triple. In the graph theory, however, E, V and L domains are dis-
tinct, i.e. there are no edges coming from/to other edges or labels. There are a

few solutions to this problem. First is a 〈s, p, o〉 to v1(s
′)

p′
−→ v2(o

′) transforma-
tion, where v1, v2 ∈ V and s′, p′, o′ ∈ L, i.e. s′ and o′ are labels of the vertices. In
this solution, predicates may occur either as labels of edges or labels of vertices.
The Second solution is to make use of hypergraphs instead of simple graphs,
that is allowing edges to connect more than two nodes. In this approach all s, p
and o are transformed into distinct vertices, and each RDF triple is represented
as a directed hyperedge connecting s,p and o with each other. The drawback
of this method is that processing hypergraphs requires specialized algorithms
(e.g. [16] in case of partitioning), which are in general slower than their simple
graphs counterparts. The Third solution was presented in [12]. It takes a hyper-
graph representation as a starting point and transforms it into bipartite graph.
In this approach a RDF triple 〈s, p, o〉 is represented as 4 nodes and 3 edges
s′

subject←−−−−− t′
object−−−−→ o′

↓ predicate

p′
. The Fourth approach is to transform every RDF triple

t into a distinct graph node, and generate edges between those nodes which share
subjects, objects and/or predicates. The choice of RDF graph representation is a
subject of application. In case of graph partitioning the first and fourth approach
seems to be superior but additional research is required. One can notice that the
RDF graph is more general than the classical graph. A directed labeled graph
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Table 1. Partitioning of elvis, berlin and dbpedia datasets with gpmetis

elvis berlin dbpedia-geo elvis*
#vertices 742 116728 1637808 774
#edges 774 348106 2104985 41458
k k-way partitioning

2 time 252 ms 2617 ms 20954 ms 1792 ms
|Ec| 21 44611 226002 1409

3 time 122 ms 2652 ms 14407 ms 224 ms
|Ec| 37 79950 330831 2172

4 time 101 ms 3139 ms 16357 ms 180 ms
|Ec| 40 96827 415257 3650

5 time 52 ms 3116 ms 14561 ms 194 ms
|Ec| 49 119679 396505 11574

6 time 95 ms 3133 ms 17862 ms 92 ms
|Ec| 52 131902 473697 12341

7 time 76 ms 3304 ms 14299 ms 137 ms
|Ec| 52 139853 456204 16616

8 time 79 ms 3358 ms 16628 ms 291 ms
|Ec| 62 145927 504719 15709

9 time 45 ms 3567 ms 13886 ms 87 ms
|Ec| 62 155111 515311 17955

10 time 43 ms 3624 ms 16382 ms 154 ms
|Ec| 63 162344 520028 21634

can be easily transformed into RDF graph, but the reversed transformation is
cumbersome. It means that the complexity of every RDF graph problem is not
better than the complexity of the corresponding classical graph problem.

4 Experiments

To examine the practical relevance of RDF graph partitioning we performed
an experimental evaluation of the gpmetis3 algorithm from the grph4 library.
We chose four RDF data sets: berlin - a synthetic dataset generated by Berlin
SPARQL Benchmark generator [4], elvis – a metadata about Elvis imperson-
ators5 and dbpedia-geo – Geographic Coordinates6 dataset from DBpedia [3].
Each dataset was partitioned into k partitions with k ranging from 2 to 10. We
collected the execution time of the algorithm and the size of the edge cut set |Ec|
(see definition 2.8). We were using default parameters of the gpmetis algorithm.
The results are presented in table 1. The elvis* is a graph obtained from elvis
dataset with the fourth approach. All other graphs were obtained with the first
3 http://glaros.dtc.umn.edu/gkhome/views/metis
4 http://www.i3s.unice.fr/~hogie/grph/index.php
5 http://www.rdfdata.org/
6 http://wiki.dbpedia.org/Downloads2014

http://glaros.dtc.umn.edu/gkhome/views/metis
http://www.i3s.unice.fr/~hogie/grph/index.php
http://www.rdfdata.org/
http://wiki.dbpedia.org/Downloads2014
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approach. The fourth approach turned out to be not practical as it created very
large graphs resulting in out-of-memory errors.

The gpmetis algorithm generally performed very well generating partitions
in seconds even for quite big dbpedia graphs. The size of edge cut set depends
on the data set, 3%-8% of total number of edges in the case of the elvis graph,
which is a very good result, 10%-20% in the case of the dbpedia graph, which is
probably acceptable, and 12%-45% in the case of the berlin graph.

5 Conclusions

We outlined a partition of the vertices of an RDF graph into two disjoint subsets.
In this paper we presented works from the RDF graph partitions research area.
This paper provided insights on classical graph partitioning of RDF graphs.
Moreover, we presented formal relationships between classical graphs and RDF
graphs. Finally, we presented experiments, which showed a great potential for
the presented approaches.
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39, Bȩdzińska St., 41-200 Sosnowiec, Poland

beata.zielosko@us.edu.pl

Abstract. In the paper, a modification of a dynamic programming al-
gorithm for optimization of inhibitory decision rules relative to coverage
is proposed. The aim of the paper is to study the coverage of inhibitory
decision rules constructed by the proposed algorithm and comparison
of coverage of inhibitory rules constructed by a dynamic programming
algorithm and greedy algorithm.

Keywords: Inhibitory decision rules · Coverage · Dynamic program-
ming algorithm · Greedy algorithm

1 Introduction

Decision rules are known and popular form of knowledge representation. They
are used in many areas connected with data mining [6,10,11].

Inhibitory rules, in contrast to ordinary decision rules, on the right-hand side
have a relation “attribute �= value”. It was shown in [14] that, for some informa-
tion systems, ordinary rules cannot describe the whole information contained in
the system. However, inhibitory rules describe the whole information for every
information system [9]. It means that inhibitory rules can express more infor-
mation encoded in information system than ordinary rules. Classifiers based on
inhibitory rules have often better accuracy than classifiers based on ordinary
rules [7,8].

There are different rule quality measures that are used for induction or clas-
sification tasks [12,13]. In the paper, the coverage of inhibitory rules is studied.
It is a rule’s evaluation measure that allows to discover major patterns in the
data. Construction and optimization of inhibitory rules relative to coverage can
be considered as important task for knowledge representation and knowledge
discovery.

In the paper, a modification of a dynamic programming algorithm for opti-
mization of inhibitory decision rules relative to coverage is presented. The paper
is a continuation of research connected with a problem of scalability for decision
rule optimization relative to coverage based on the dynamic programming ap-
proach [15]. However in [15], approximate deterministic rules were studied, now
exact inhibitory rules are considered. Motivation for usage of inhibitory rules is

c© Springer International Publishing Switzerland 2015
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that coverage of such rules is often greater than the coverage of ordinary rules.
Dynamic programming approach allows to obtain optimal inhibitory decision
rules, i.e., rules with the maximum coverage. Proposed method of rule induction
is based on the analysis of the directed acyclic graph constructed for a given
decision table. Such graph can be huge for larger data sets (see in [15], com-
parison of the number of nodes and edges in the graph). The aim of the paper,
is to find a heuristic, modification of a dynamic programming algorithm that
allows to obtain values of coverage of inhibitory decision rules close to optimal
ones [3], and the size of the graph should be smaller than in case of dynamic
programming approach.

In [9], it was shown that under some natural assumptions on the class NP , the
greedy algorithm is close to the best polynomial approximate algorithms for the
minimization of length of inhibitory decision rules. There is an intuition, that in
case of coverage we can have similar situation, so greedy algorithm is considered
also. It is obvious, that greedy approach is simpler than dynamic programming
approach, the aim is to compare how close is proposed and greedy solution to
optimal solution. To evaluate such a difference between proposed approach and
greedy approach, a Wilcoxon test was applied.

Presented algorithm is based on a dynamic programming algorithm for in-
hibitory decision rules optimization relative to coverage [3]. For a given decision
table T a directed acyclic graph Λ(T ) is constructed. Nodes of this graph are
subtables of a decision table T described by descriptors (pairs attribute = value).
The partitioning of a subtable is finished when it has less different decisions than
T . In comparison with algorithm presented in [3], subtables of the graph Λ(T )
are constructed for one attribute with the minimum number of values, and for
the rest of attributes from T - the most frequent value of each attribute (value
of an attribute attached to the maximum number of rows) is selected. So, the
size of the graph Λ(T ) is smaller than the size of the graph constructed by the
dynamic programming algorithm. This fact is important from the point of view
of scalability. Based on the graph Λ(T ) it is possible to describe sets of inhibitory
decision rules for rows of table T . Then, using procedure of optimization of the
graph Λ(T ) relative to coverage it is possible to find for each row r of T an
inhibitory rule with the maximum coverage.

In [4], a dynamic programming algorithm for optimization of inhibitory rules
relative to length was considered. In [3], algorithms for optimization relative
to coverage and sequential optimization relative to length and coverage were
studied, also a notion of a totaly optimal rule was presented. In [2], different
kinds of greedy algorithms for inhibitory rules construction were studied.

The paper consists of six sections. Section 2 contains main notions connected
with a decision table and inhibitory decision rules. In section 3, proposed algo-
rithm for construction of a directed acyclic graph is presented. Section 4 contains
a description of a procedure of optimization relative to coverage. In section 5,
a greedy algorithm for inhibitory decision rules construction is presented. Sec-
tion 6 contains experimental results with decision tables from UCI Machine
Learning Repository, and section 7 - conclusions.
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2 Main Notions

In this section, notions corresponding to decision tables and inhibitory decision
rules are presented.

A decision table T is a rectangular table with n columns labeled with condi-
tional attributes f1, . . . , fn. Rows of this table are filled with nonnegative integers
that are interpreted as values of conditional attributes. Rows of T are pairwise
different and each row is labeled with a nonnegative integer (decision) that is
interpreted as a value of a decision attribute. The set of decisions attached to
rows of the table T is denoted by D(T ). The number of rows in the table T is
denoted by N(T ).

A table obtained from T by the removal of some rows is called a subtable of
the table T . A subtable T ′ of the table T is called reduced if |D(T ′)| < |D(T )|,
and unreduced otherwise when |D(T ′)| = |D(T )|.

Let T be nonempty, fi1 , . . . , fim ∈ {f1, . . . , fn} and a1, . . . , am be nonnega-
tive integers. The subtable of the table T which contains only rows that have
numbers a1, . . . , am at the intersection with columns fi1 , . . . , fim is denoted by
T (fi1 , a1) . . . (fim , am). Such nonempty subtables (including the table T ) are
called separable subtables of T .

An attribute fi ∈ {f1, . . . , fn} is not constant on T if it has at least two
different values. For the attribute that is not constant on T it is possible to
find the most frequent value. It is an attribute’s value attached to the maximum
number of rows in T .

The set of attributes from {f1, . . . , fn} which are not constant on T is denoted
by E(T ). For any fi ∈ E(T ), the set of values of the attribute fi in T is denoted
by E(T, fi). If fi ∈ E(T ) is the attribute with the most frequent value then
E(T, fi) contains only one element.

The expression
fi1 = a1 ∧ . . . ∧ fim = am → d �= k (1)

is called an inhibitory rule over T if fi1 , . . . , fim ∈ {f1, . . . , fn}, a1, . . . am are
nonnegative integers, and k ∈ D(T ). It’s possible that m = 0. In this case (1) is
equal to the rule

→ d �= k. (2)

Let Θ be a subtable of T and r = (b1, . . . , bn) be a row of Θ. The rule (1) is
called realizable for r, if a1 = bi1 , . . . , am = bim . The rule (2) is realizable for
any row from Θ.

The rule (1) is called true for Θ if each row of Θ for which the rule (1) is
realizable has the decision attached to it that is different from k. The rule (2) is
true for Θ if and only if each row of Θ is labeled with the decision different from
k. If the rule (1) is an inhibitory rule over T which is true for Θ and realizable
for r, then (1) is an inhibitory rule for Θ and r over T .

Let Θ be a subtable of T , τ be an inhibitory rule over T , and τ be equal
to (1).

The coverage of τ relative to Θ is the number of rows in Θ for which τ is
realizable and which are labeled with decisions other than k. It is denoted by
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c(τ). The coverage of inhibitory rule (2) relative to Θ is equal to the number of
rows in Θ which are labeled with the decisions other than k. If τ is true for Θ
then c(τ) = N(Θ(fi1 , a1) . . . (fim , am)).

3 Algorithm for Directed Acyclic Graph Construction

In this section, a modification of a dynamic programming algorithm that con-
struct, for a given decision table T , a directed acycylic graph Λ(T ) is presented.
Based on this graph it is possible to describe the set of inhibitory decision rules
for T and each row r of T . Nodes of the graph are separable subtables of the
table T . During each step, the algorithm processes one node and marks it with
the symbol *. At the first step, the algorithm constructs a graph containing a
single node T that is not marked with *.

Let us assume that the algorithm has already performed p steps. Now, the
step (p + 1) will be described. If all nodes are marked with the symbol * as
processed, the algorithm finishes its work and presents the resulting graph as
Λ(T ). Otherwise, choose a node (table) Θ, that has not been processed yet.
If Θ is reduced, then mark Θ with the symbol * and go to the step (p + 2).
Otherwise, for each fi ∈ E(Θ), draw a bundle of edges from the node Θ, if fi
is the attribute with the minimum number of values. If fi is the attribute with
the most frequent value, draw one edge from the node Θ. Let fi be the attribute
with the minimum number of values and E(Θ, fi) = {b1, . . . , bt}. Then draw
t edges from Θ and label them with pairs (fi, b1) . . . (fi, bt) respectively. These
edges enter to nodes Θ(fi, b1), . . . , Θ(fi, bt). For the rest of attributes from E(Θ)
draw one edge, for each attribute, from the node Θ and label it with pair (fi, b1),
where b1 is the most frequent value of the attribute fi. This edge enters to a
node Θ(fi, b1). If some of nodes Θ(fi, b1), . . . , Θ(fi, bt) are absent in the graph
then add these nodes to the graph. Each row r of Θ is labeled with the set of
attributes EΛ(T )(Θ, r) ⊆ E(Θ). The node Θ is marked with the symbol * and
proceed to the step (p+ 2).

The graph Λ(T ) is a directed acyclic graph. A node of this graph will be called
terminal if there are no edges leaving this node. Note that a node Θ of Λ(T ) is
terminal if and only if Θ is reduced.

In the next section, a procedure of optimization of the graph Λ(T ) relative to
the coverage will be described. As a result a graph Γ is obtained, with the same
sets of nodes and edges as in Λ(T ). The only difference is that any row r of each
unreduced table Θ from Γ is labeled with a set of attributes EΓ (Θ, r) ⊆ E(Θ, r).

Let G be the graph Λ(T ) obtained from Λ(T ) by procedure of optimization
relative to coverage.

Now, for each node Θ of G and for each row r of Θ a set of inhibitory rules
RulG(Θ, r) over T will be described.

Let Θ be a terminal node of G, i.e., Θ is a reduced table. Then

RulG(Θ, r) = {→ d �= k : k ∈ D(T ) \D(Θ)}.
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Let now Θ be a nonterminal node of G such that for each child Θ′ of Θ and
for each row r′ of Θ′ the set of rules RulG(Θ

′, r′) is already defined. Let r =
(b1, . . . , bn) be a row of Θ. For any fi ∈ EG(Θ, r), the set of rules RulG(Θ, r, fi)
is defined as follows:

RulG(Θ, r, fi) = {fi = bi ∧ α → d �= k : α → d �= k ∈ RulG(Θ(fi, bi), r)}.
Then RulG(Θ, r) =

⋃
fi∈EG(Θ,r) RulG(Θ, r, fi).

To illustrate the presented algorithm a decision table T depicted on the top
of Fig. 1 is considered. The graph Λ(T ) is denoted by G.

Fig. 1. Directed acyclic graph for decision table T

Now, for each node Θ of the graph G and for each row r of Θ the set
RulG(Θ, r) of inhibitory rules for Θ and r over T will be presented, start-
ing from terminal nodes. Terminal nodes of the graph G are Θ1, Θ2, Θ3, Θ5

and Θ6. For these nodes, RulG(Θ1, r1) = RulG(Θ1, r3) = {→�= 0,→�= 2};
RulG(Θ2, r2) = RulG(Θ2, r4) = {→�= 1}; RulG(Θ3, r1) = RulG(Θ3, r4 = {→�=
0}; RulG(Θ5, r3) = {→�= 0,→�= 2}; RulG(Θ6, r2) = RulG(Θ6, r3) = {→�= 2}.
Now, it is possible to describe the sets of rules attached to rows of nontermi-
nal node Θ4. For this subtable children (subtables Θ2, Θ5 and Θ6) are already
treated, and we have:

RulG(Θ4, r2) = {f1 = 0 →�= 1, f2 = 0 →�= 2};
RulG(Θ4, r3) = {f1 = 1 →�= 0, f1 = 1 →�= 2, f2 = 0 →�= 2};
RulG(Θ4, r4) = {f1 = 0 →�= 1};
Finally, it is possible to describe the sets of rules attached to rows of T :
RulG(T, r1) = {f1 = 1 →�= 0, f1 = 1 →�= 2, f2 = 1 →�= 0};
RulG(T, r2) = {f1 = 0 →�= 1, f3 = 0 ∧ f1 = 0 →�= 1, f3 = 0 ∧ f2 = 0 →�= 2};
RulG(T, r3) = {f1 = 1 →�= 0, f1 = 1 →�= 2, f3 = 0∧ f1 = 1 →�= 0, f3 = 0∧ f1 =
1 →�= 2, f3 = 0 ∧ f2 = 0 →�= 2};
RulG(T, r4) = {f1 = 0 →�= 1, f2 = 1 →�= 0, f3 = 0 ∧ f1 = 0 →�= 1}.

4 Procedure of Optimization Relative to Coverage

In this section, a procedure of optimization of the graph G relative to the cov-
erage c is presented.
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The algorithm moves from the terminal nodes of the graph G which are re-
duced subtables to the node T . It will assign to each row r of each table Θ
the number OptcG(Θ, r) – the maximum coverage of an inhibitory rule from
RulG(Θ, r), and it will change the set EG(Θ, r) attached to the row r in the
nonterminal table Θ. The obtained graph is denoted by G(c).

Let Θ be a terminal node of G. Then the number

OptcG(Θ, r) = N(Θ)

is assigned to each row r of Θ.
Let Θ be a nonterminal node and all children of Θ have already been treated.

Let r = (b1, . . . , bn) be a row of Θ. The number

OptcG(Θ, r) = max{OptcG(Θ(fi, bi), r) : fi ∈ EG(Θ, r)}
is assigned to the row r in the table Θ and set

EG(c)(Θ, r) = {fi : fi ∈ EG(Θ, r), OptcG(Θ(fi, bi), r) = OptcG(Θ, r)}.
One can show that, for each node Θ of the graph G(c) and for each row r

of Θ, the set of rules RulG(c)(Θ, r) coincides with the set of all rules with the
maximum coverage from RulG(Θ, r).

Fig. 2. Graph Gc

Fig. 2 presents the directed acyclic graph G(c) obtained from the graph G (see
Fig. 1) by the procedure of optimization relative to the coverage. As a result each
row ri, i = 1, . . . , 4 of the table T has assigned the set RulG(c)(T, r) of inhibitory
rules for T and ri with the maximum coverage. The value OptcG(T, ri) is equal
to the maximum coverage of an inhibitory rule for T and ri.

Using the graph G(c) it is possible to describe for each row ri, i = 1, . . . , 4, of
the table T the set RulG(c)(T, ri) of inhibitory decision rules for T and ri with
the maximum coverage. The value OptcG(T, ri) which is equal to the maximum
coverage of an inhibitory decision rule for T and ri is also obtained. We have

RulG(T, r1) = {f1 = 1 →�= 0, f1 = 1 →�= 2, f2 = 1 →�= 0}, OptcG(T, r1) = 2;
RulG(T, r2) = {f1 = 0 →�= 1, f3 = 0 ∧ f1 = 0 →�= 1, f3 = 0 ∧ f2 = 0 →�= 2},
OptcG(T, r2) = 2;
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RulG(T, r3) = {f1 = 1 →�= 0, f1 = 1 →�= 2, f3 = 0 ∧ f2 = 0 →�= 2},
OptcG(T, r3) = 2
RulG(T, r4) = {f1 = 0 →�= 1, f2 = 1 →�= 0, f3 = 0 ∧ f1 = 0 →�= 1},
OptcG(T, r4) = 2.

5 Greedy Algorithm

In this section, a greedy algorithm for inhibitory rule construction is presented.
The algorithm uses an uncertainity measure for decision table R(T ′) which is the
number of unordered pairs of rows with different decisions in T ′. At each iteration
an attribute fi ∈ {f1, . . . , fn} is selected, such that uncertainty of corresponding
subtable is minimum. Algorithm constructs, for the row r labeled with decision
q an inhibitory rule for each decision k ∈ D(T ) \ {q}. As a result, for each row
r of T , a set of inhibitory rules is constructed. Among them, for the row r, an
inhibitory rule with the maximum coverage is selected.

Algorithm 1. Greedy algorithm for inhibitory decision rule construction

Require: Decision table T with conditional attributes f1, . . . , fn, row r = (b1, . . . , bn)
labeled with a decision q, decision k ∈ D(T ) \ {q}.

Ensure: Inhibitory decision rule for T , r and k.
Q ← ∅;
T ′ ← T ;
while T ′ contains rows labeled with decision k do

select fi ∈ {f1, . . . , fn} such that R(T ′(fi, bi), k) is minimum;
T ′ ← T ′(fi, bi);
Q ← Q ∪ {fi};

end while∧
fi∈Q(fi = bi) →�= k.

6 Experimental Results

Experiments were done on decision tables from UCI Machine Learning Repos-
itory [5]. Some decision tables contain conditional attributes that take unique
value for each row. Such attributes were removed. In some tables there were
equal rows with, possibly, different decisions. In this case each group of identical
rows was replaced with a single row from the group with the most common de-
cision for this group. In some tables there were missing values. Each such value
was replaced with the most common value of the corresponding attribute.

For each such decision table T , using modified dynamic programming al-
gorithm, the directed acyclic graph Λ(T ) was constructed. Then, optimization
relative to coverage was applied. For each row r of T , the maximum coverage
of an inhibitory decision rule for T and r was obtained. After that, for rows of
T the average coverage of rules with the maximum coverage - one for each row,
was calculated.
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Table 1. Average coverage of inhibitory rules

Decision table attr rows avg cov [s] dp cov [s] greedy cov
adult-stretch 4 16 6.25 1 7.00 1 7.00
balance-scale 4 625 10.89 0 11.94 1 11.66
breast-cancer 9 266 6.15 4 9.53 19 4.09
cars 6 1728 470.33 1 543.74 8 419.06
lymphography 18 148 141.00 91 141.00 275 20.84
monks-2-test 6 432 12.11 1 12.36 4 5.29
monks-2-train 6 169 4.32 1 6.38 2 6.25
nursery 8 12960 4997.17 18 5400.00 193 3084.01
shuttle-landing-control 6 15 1.80 0 2.13 0 1.87
soybean-small 35 47 37.00 16 37.00 32 8.89
teeth 8 23 16.22 0 16.22 0 3.74
zoo-data 16 59 50.46 16 50.46 27 13.37

Table 1 presents the average coverage of inhibitory decision rules. Column attr
contains the number of attributes in T , column rows - the number of rows in T .
Values of the average coverage of inhibitory rules constructed by the proposed al-
gorithm are contained in a column avg cov, values of inhibitory rules constructed
by the dynamic programming algorithm are contained in the column dp cov, and
values of inhibitory rules constructed by the greedy algorithm are contained in the
column greedy cov. Time execution of performed experiments, in seconds, is con-
tained in a column [s]. The value 0 denotes the time execution below one second.

Comparison with optimal values (obtained by the dynamic programming al-
gorithm) is presented in table 2. Based on the average relative difference it is pos-
sible to see how close on average coverage is proposed and greedy solution to op-
timal solution. Columns rel diff and greedy-rel diff contain a relative difference.
It is equal to (Opt Coverage − Coverage)/Opt Coverage, where Opt Coverage
denotes the average coverage of inhibitory decision rules constructed by the
dynamic programming algorithm, Coverage denotes the average coverage of in-
hibitory decision rules constructed by the proposed algorithm (in a case of col-
umn rel diff ) and greedy algorithm (in a case of column greedy-rel diff ). The
last row in Table 2 presents the average value of the relative difference for con-
sidered decision tables. These values show, that on average, proposed approach
allows to obtain values of coverage of constructed rules closer to optimal ones
than greedy approach.

Table 2. Relative difference on average coverage of inhibitory rules

Decision table attr rows rel diff greedy-rel diff
adult-stretch 4 16 0.11 0.00
balance-scale 4 625 0.09 0.02
breast-cancer 9 266 0.35 0.57
cars 6 1728 0.14 0.23
lymphography 18 148 0.00 0.85
monks-2-test 6 432 0.02 0.57
monks-2-train 6 169 0.32 0.02
nursery 8 12960 0.07 0.43
shuttle-landing-control 6 15 0.15 0.12
soybean-small 35 47 0.00 0.76
teeth 8 23 0.00 0.77
zoo-data 16 59 0.00 0.74
average 0.10 0.42
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Fig. 3. Comparison of relative difference for proposed algorithm and greedy algorithm

Fig. 3 presents a relative difference of coverage of inhibitory rules constructed
by the proposed algorithm and greedy algorithm.

Experimental results of the proposed algorithm and greedy algorithm were
compared also using Wilcoxon test (available among others, on web-site
vassarstats.net). It shows that the average coverage of rules is significantly af-
fected by the proposed algorithm (W(12) = 10, p > 0.05, two-tailed test).

Experiments were done using software system Dagger [1] which is implemented
in C++ and uses Pthreads and MPI libraries for managing threads and processes
respectively, on computer with i5-3230M processor and 8 GB of RAM.

7 Conclusions

A modification of the dynamic programming algorithm for optimization of in-
hibitory decision rules relative to the coverage was presented. Using relative
difference on average coverage of inhibitory rules it was possible to see how close
is proposed and greedy solution to optimal solution. Experimental results of the
proposed algorithm and greedy algorithm were compared using Wilcoxon test. It
showed that the average coverage of rules is significantly affected by the proposed
algorithm.

In the future works, accuracy of rule based classifiers using considered algo-
rithms will be compared.

Acknowledgement. The author wishes to thanks the anonymous reviewers for useful
comments. Thank you to Prof. Moshkov and Dr. Chikalov for possibility to work with
Dagger software system.
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6. B�laszczyński, J., S�lowiński, R., Szela̧g, M.: Sequential covering rule induction al-
gorithm for variable consistency rough set approaches. Inf. Sci. 181(5), 987–1002
(2011)

7. Delimata, P., Moshkov, M.J., Skowron, A., Suraj, Z.: Two families of classification
algorithms. In: An, A., Stefanowski, J., Ramanna, S., Butz, C.J., Pedrycz, W.,
Wang, G. (eds.) RSFDGrC 2007. LNCS (LNAI), vol. 4482, pp. 297–304. Springer,
Heidelberg (2007)

8. Delimata, P., Moshkov, M., Skowron, A., Suraj, Z.: Lazy classification algorithms
based on deterministic and inhibitory rules. In: Magdalena, L., Ojeda-Aciego, M.,
Verdegay, J.L. (eds.) Information Processing and Management of Uncertainty in
Knowledge-Based Systems, pp. 1773–1778 (2008)

9. Delimata, P., Moshkov, M., Skowron, A., Suraj, Z.: Inhibitory Rules in Data Anal-
ysis. SCI, vol. 163. Springer, Heidelberg (2009)

10. Moshkov, M., Zielosko, B.: Combinatorial Machine Learning - A Rough Set Ap-
proach. SCI, vol. 360. Springer, Heidelberg (2011)

11. Nguyen, H.S.: Approximate boolean reasoning: foundations and applications in
data mining. In: Peters, J.F., Skowron, A. (eds.) Transactions on Rough Sets V.
LNCS, vol. 4100, pp. 334–506. Springer, Heidelberg (2006)
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Abstract. The paper considers the issues that are related to the process
of decision-making that is based on dispersed knowledge. In previous
papers the author proposed a dispersed decision support system with
a dynamic structure, which is the approach that is used. The novelty,
that is analyzed in this paper is the application of a power index in this
system. Together with the Shapley-Shubik index, a simple method of
determining local decisions has been applied. The purpose of this was to
reduce the computational complexity in comparison with the approach
that was proposed in the earlier papers. In experiments the situation is
considered in which medical data from one domain are collected in many
medical centers. We want to use all of the collected data at the same
time in order to make a global decisions.

Keywords: Knowledge-based systems ·Groupdecisionsandnegotiations ·
Global decision · Dispersed knowledge · Shapley-Shubik power index

1 Introduction

In many real-life situations, there is a need separate entities - agents - to make
joint decisions. In many circumstances in which agents need to make a joint
decision, voting is used to aggregate the agents’ preferences. The weight assigned
to a player is not equal to its actual influence on the outcome of the decisions
that are made using the weighted voting game. Consider, for example, a weighted
voting game in which the threshold value is equal to the sum of the weights of
all of the players. In the literature we can find various ways of calculating the
power of agents in the weighted voting game. Some of these proposals are given
in the papers [1,3,14]. In this paper we describe the application of the Shapley-
Shubik power index in a dispersed decision support system. Issues related to
the use of dispersed knowledge were considered by the author in earlier papers
[10,11,12,9]. In the paper [11] a decision-making system with a dynamic structure
that is created using a negotiations stage was proposed. A system with such a
structure is used in this paper. A description of the creation of this structure is as
follows. A vector that describes the classification of a test object that is made on
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the basis of the local base is generated for each local knowledge base. Among the
local knowledge bases three types of relations - friendship, conflict and neutrality
- are defined. In the first step of a process of connecting the local knowledge bases
in coalitions, the bases that remain in a friendship relation are combined into
groups. The second step consists of re-examining the relations between the initial
coalitions that were created. A negotiation process is implemented, in which in
addition to the initial coalitions, the local knowledge bases that remain in a
neutrality relation are included. In this paper, after the creation of the system
structure a very simple method of generating local decisions within a cluster are
used. The main aim of this paper is to describe the application of the Shapley-
Shubik index in the process of determining global decisions.

Power indexes have been proposed to measure the ability of agents to influence
the outcome of a vote. The most popular power indexes have been proposed by
L. Shapley and M. Shubik in the paper [14] and J. Baznhaf in the paper [1].
Both indexes measure the probability that after an agent joins to a coalition,
the status of the coalition will change from losing to winning.

The issue of making decisions based on dispersed knowledge is widely consid-
ered in the literature. For example, this issue is considered in the multiple model
approach [4,5]. The concept of distributed decision-making is widely discussed in
the paper [13]. In addition, the problem of using distributed knowledge is consid-
ered inmany other papers [2,16,17]. A very important issue that is discussed in this
paper is formulating the coalition and the process of negotiations. An approach
to the issue of coalition formation was considered in the papers of Z. Pawlak [7,8].
The concept of inference is commonly considered in the literature. Examples of
applying the inference in rule knowledge bases are descibed in [15]. The article [6]
presents the problem of outlier detection in rule-based knowledge bases.

2 Notations and Definitions

We assume that the set of local knowledge bases that contain dispersed medical
data from one domain is pre-specified. We assume that each local knowledge
base is managed by one agent, which is called a resource agent.

Definition 1. We call ag in Ag = {ag1, . . . , agn} a resource agent if it has
access to resources represented by a decision table Dag := (Uag, Aag, dag), where
Uag is the universe; Aag is a set of conditional attributes, V a

ag is a set of values

of the attribute a; dag is a decision attribute, V d
ag is called the value set of dag.

The purpose of this paper is to present the application of the Shapley-Shubik
index in the global decision-making process. This index will be used to evaluate
the strength of an agent in the decision making process. In the proposed ap-
proach, agents that take similar decisions are connected into group. The power
index will be calculated for the synthesis agents. A synthesis agent is a super-
ordinate agent with respect to a group of resource agents. This agent will be
defined later in the paper.
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2.1 The Process of Creating Clusters

The method of generating clusters with the stage of negotiations was proposed
in the paper [11]. The method consists in defining groups of resource agents
who agree on the classification of the test object. Each resource agent ag ∈ Ag,
based on the decision table Dag, can independently determine the value of the
decision for a test object for which the values of the set of attributes Aag are
defined. Let there be given a test object x̄ for which we want to generate a global
decision. In order to determine groups of agents, from each decision table of a
resource agent Dagi , i ∈ {1, . . . , n} and from each decision class Xagi

v , v ∈ V dagi ,
the smallest set containing at least m1 objects is chosen, for which the values of
conditional attributes bear the greatest similarity to the test object. The value
of the parameter m1 is selected experimentally. The subset of relevant objects
is the union of the sets of objects selected from all decision classes. The next
stage in the process of generating groups of agents is to determine the vectors of
values specifying the classification of the test object made by the agents. Each
coordinate of the vector is determined on the basis of relevant objects that were
previously selected from the decision table of the resource agent. Thus, for each
resource agent agi, i ∈ {1, . . . , n}, a c-dimensional vector [μ̄i,1(x̄), . . . , μ̄i,c(x̄)] is
generated, where the value μ̄i,j(x̄) means the certainty with which the decision
vj ∈ V d, j ∈ {1, . . . , c}, c = card{V d} is made about the object x̄ by the resource
agent agi. The value μ̄i,j(x̄) is defined as follows:

μ̄i,j(x̄) =

∑
y∈Urel

agi
∩X

agi
vj

s(x̄, y)

card{U rel
agi ∩Xagi

vj } , i ∈ {1, . . . , n}, j ∈ {1, . . . , c}, (1)

where c = card{V d}, U rel
agi is the subset of relevant objects selected from the

decision table Dagi of a resource agent agi and Xagi
vj is the decision class of the

decision table of resource agent agi; s(x, y) is the measure of similarity between
objects x and y. On the basis of the vector of values defined above a vector
of rank assigned to the values of the decision attribute is specified. The vector
of rank is defined as follows: rank 1 is assigned to the values of the decision
attribute which are taken with the maximum level of certainty, rank 2 is assigned
to the second best decisions etc. Proceeding in this way for each resource agent
agi, i ∈ {1, . . . , n}, the vector of rank [ri,1(x̄), . . . , ri,c(x̄)] will be defined. The
definitions of friendship relation, conflict relation and neutrality relation are
given next. Definitions of the relations are based on the concepts that were
provided by Pawlak [7]. We define the function φx

vj for the test object x and

each value of the decision attribute vj ∈ V d; φx
vj : Ag ×Ag → {0, 1};

φx
vj (agi, agk) =

{
0 if ri,j(x) = rk,j(x)
1 if ri,j(x) �= rk,j(x)

where agi, agk ∈ Ag.

Definition 2. Agents agi, agk ∈ Ag are in a friendship relation due to the object
x and decision class vj ∈ V d, which is written R+

vj (agi, agk), if and only if
φx
vj (agi, agk) = 0. Agents agi, agk ∈ Ag are in a conflict relation due to the

object x and decision class vj ∈ V d, which is written R−
vj (agi, agk), if and only

if φx
vj (agi, agk) = 1.
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We also define the intensity of conflict between agents using a function of the
distance between agents. We define the distance between agents ρx for the test

object x: ρx(agi, agk) =

∑
vj∈V d φx

vj
(agi,agk)

card{V d} , where agi, agk ∈ Ag.

Definition 3. Let p be a real number, which belongs to the interval [0, 0.5).
We say that agents agi, agk ∈ Ag are in a friendship relation due to the object
x, which is written R+(agi, agk), if and only if ρx(agi, agk) < 0.5 − p. Agents
agi, agk ∈ Ag are in a conflict relation due to the object x, which is written
R−(agi, agk), if and only if ρx(agi, agk) > 0.5+ p. Agents agi, agk ∈ Ag are in a
neutrality relation due to the object x, which is written R0(agi, agk), if and only
if 0.5− p ≤ ρx(agi, agk) ≤ 0.5 + p.

The first step in the process of clusters creating is to define the initial group
of agents remaining in the friendship relation. Let Ag be the set of resource
agents. The initial cluster due to the classification of object x is the maxi-
mum, due to the inclusion relation, subset of resource agents X ⊆ Ag such
that ∀agi,agk∈X R+(agi, agk). After the first stage of clusters creating we obtain
a set of initial clusters and a set of agents which are not included in any cluster.
For each agent, which is not attached to any clusters, relations between this
agent and the generated initial clusters and other agents without coalition are
analyzed. In the second stage, agents without coalition are connected to each
initial cluster, with which his relations will be good enough. Also new clusters,
consisting of agents without coalition, which are in a sufficiently good relations,
are creating. Let C1, . . . , Ck be a set of initial clusters and Ag \ ⋃k

i=1 Ci be a
set of agents which are not attached to any clusters. In the second stage of clus-
tering process a generalized distance function between agents is defined. This
definition assumes that during the negotiation, agents put the greatest emphasis
on compatibility of the ranks assigned to the decisions with the highest ranks.
That is the values of the decisions that are most significant for the agent. Com-
patibility of the ranks assigned to the less meaningful decision is omitted during
the second stage of clustering process.

We define the function φx
G for the test object x; φx

G : Ag × Ag → [0,∞);

φx
G(agi, agj) =

∑
vl∈Signi,j

|ri,l(x)−rj,l(x)|
card{Signi,j} where agi, agj ∈ Ag and Signi,j ⊆ V d

is the set of significant decision values for the pair of agents agi, agj . In the set
Signi,j there are the values of the decision, which the agent agi or agent agj
gave the highest rank. During the second stage of the clusters creating process -
the negotiation process, the intensity of the conflict between the two groups of
agents is determined by using the generalized distance. We define the generalized
distance between agents ρxG for the test object x; ρxG : 2Ag × 2Ag → [0,∞)

ρxG(X,Y )=

{
0 if card{X ∪ Y } ≤ 1

∑
ag,ag′∈X∪Y φx

G(ag,ag′)
card{X∪Y }·(card{X∪Y }−1) else

where X,Y ⊆Ag.

Then the agent ag is included to all initial clusters, for which the generalized
distance does not exceed a certain threshold, which is set by the system’s user.
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Also agents without coalition, for which the value of the generalized distance
function does not exceed the threshold, are combined into a new cluster. After
completion of the second stage of the process of clustering we get the final form
of clusters.

The proposed decision-making system has a hierarchical structure. For each
cluster that contains at least two resource agents, a superordinate agent is de-
fined, which is called a synthesis agent, asj , where j is the number of clus-
ter. The synthesis agent, asj , has access to knowledge that is the result of
the process of inference carried out by the resource agents that belong to its
subordinate group. As is a finite set of synthesis agents. Now, we can pro-
vide a formal definition of a dispersed decision-making system. By a dispersed
decision-making system (multi-agent system) with dynamically generated clus-

ters we mean WSDdyn
Ag = 〈Ag, {Dag : ag ∈ Ag}, {Asx : x is a classified object},

{δx : x is a classified object}〉 where Ag is a finite set of resource agents; {Dag :
ag ∈ Ag} is a set of decision tables of resource agents; Asx is a set of synthesis
agents, δx : Asx → 2Ag is a injective function that each synthesis agent assigns
a cluster.

The paper [12] presents an example of creating a dynamic structure in the
manner described above.

2.2 Application of the Shapley-Shubik Index

The aggregation of vectors is a method for determining the local decisions made
by one cluster. This method consists in simple arithmetic operations that are
performed on the vectors that are assigned to the resource agents. The vectors
that are assigned to the resource agents were defined earlier in the paper at
the stage of defining the relations between agents. Each resource agent agi,
i ∈ {1, . . . , n}, a c-dimensional vector [μ̄i,1(x), . . . , μ̄i,c(x)] is assigned, where
c = card{V d}, given by formula 1. In the proposed method of creating the
system’s structure, inseparable clusters are generated. When an agent belongs
to several clusters, it is not fully committed in any of them. This means that
the partial participation of the agent in the creation of the cluster should be
considered. A coefficient of agent’s membership in clusters is defined for each
resource agent ag ∈ Ag and given test object x, mx

ag = 1
card{as∈Asx:ag∈δx(as)} .

The value of the agent’s membership in clusters is inversely proportional to the
number of clusters to which the agent belongs. Then, the vector of values is
determined for each cluster, according to the formula [μj,1(x), . . . , μj,c(x)] =∑

i∈δx(asj)
mx

agi · [μ̄i,1(x), . . . , μ̄i,c(x)]. This vector is the weighted average of the
vectors that were assigned to the resource agents that belong to the cluster
that is subordinate to the j-th synthesis agent. This method for generating local
decisions of one cluster has very low computational complexity; significantly
lower than the approximated method of the aggregation of decision tables, used
in the paper [9]. The Shapley-Shubik index is widely used when decisions are
taken by voting. To apply this index we have to deal with a simple game. The
definition of a simple game is given below.
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Definition 4. The simple game is an ordered pair (N,W ), where N is the set
of players and W ⊆ 2N is the set of winning coalitions, such that: Ø /∈ W - an
empty set is a losing coalition, N ∈ W - a coalition of all players is a winning
coalition, if S ∈ W and S ⊆ T , then T ∈ W - if S is a winning coalition, then
each coalition containing S is also a winning coalition.

In the proposed approach, the power of each synthesis agents is calculated. In
the situation that is considered in this paper, the set of players is the set of
synthesis agents N = As. A separate simple game is considered for each decision
value vl ∈ V d. We assume that the j-th synthesis agent has a number of votes
equal to the coordinate μj,l(x). Based on preliminary experiments, it was found
that the best results are achieved when the threshold for the winning coalition
is equal to the average value of the coordinate vectors of resource agents. Let
them q = 1

card{As}
∑

asj∈As μj,l(x). We say that a coalition of synthesis agents

S ⊆ As is a winning coalition when the total number of votes at its disposal is
more than q:

∑
asj∈S μj,l(x) > q.

Definition 5. Let S ⊆ As be a coalition and j /∈ S be a player. The player
j is called a decisive player for coalition S if and only if the coalition S is a
losing coalition, but adding the player j to coalition S will change the status of
the coalition to a winning coalition.

The value of the Shapley-Shubik power index is equal to the probability that
the player will be decisive for the coalition, assuming that all of the arrange-
ments are equally likely. The higher the value of the player is, the more he has
to say when the group makes decisions, according to the rule for making de-
cisions that is determined by the game. According to the above definition, the
Shapley-Shubik index for the decision vl ∈ V d and the agent asj ∈ As is defined
as follows:

ϕl
j(x)=

1
(card{As})!

∑
S ⊆ As

agent j is decisive player for
the coalition S

(
card{S}

)
!
(
card{N}−card{S}−1

)
!

A general power of a synthesis agent is defined by the sum of the Shapley-Shubik
index for all of the values of the decision ϕj(x) =

∑
vl∈V d ϕl

j(x). This value is
used for the conversion of the vector that is assigned to a given synthesis agent.
The vectors are calculated by the following formula ϕj(x) · [μj,1(x), . . . , μj,c(x)],
for j ∈ {1, . . . , card{As}}. Because of this transformation, agents who have
greater power, as expressed by the value of Shapley-Shubik index, will also have
a greater impact on global decisions. In the last stage of taking global decisions
the vectors will be used to determine the global decisions that are taken by all of
the agents. In order to determine the level of certainty with which individual de-
cisions are taken by all of the agents, the sum of the vectors that are assigned to
particular clusters should be calculated. The set of global decisions is determined
using the method of ε -neighborhood. In the first stage of this method, decisions
that are taken with the maximum level of certainty are selected. Next, we define
a set of decisions that are in the ε -neighborhood of decisions with the maximum
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level of certainty. The set of global decisions for test object x that are gener-
ated by a dispersed decision-making system is defined as follows d̂WSDdyn

Ag
(x) ={

vi ∈ V d :
∣∣∣∑card{As}

j=1 ϕj(x) ·μj,max(x)−
∑card{As}

j=1 ϕj(x) ·μj,i(x)
∣∣∣ ≤ ε

}
, where

vmax(x) is a decision that is made with the maximum level of certainty for test
object x.

3 Experiments

The aim of the experiments is to examine the quality of the classification made
on the basis of dispersed medical data by the decision-making system with us-
ing the Shapley-Shubik power index. An additional objective is to compare the
effectiveness in terms of accuracy and execution time of this system with the re-
sults obtained in the paper [9] (where the Shapley-Shubik power index was not
used). For the experiments the following data, which are in the UCI repository
(archive.ics.uci.edu/ml/), were used: Lymphography data set, Primary Tumor
data set. Both sets of data was obtained from the University Medical Centre, In-
stitute of Oncology, Ljubljana, Yugoslavia (M. Zwitter and M. Soklic provided
this data). In order to determine the efficiency of inference of the proposed
decision-making system with respect to the analyzed data, each data set was
divided into two disjoint subsets: a training set and a test set. A numerical sum-
mary of the data sets is as follows: Lymphography: # The training set - 104; #
The test set - 44; # Conditional - 18; # Decision - 4; Primary Tumor: # The
training set - 237; # The test set - 102; # Conditional - 17; # Decision - 22.

We will consider a situation in which medical data from one domain are col-
lected in different medical centers. We want to use all of the collected data at
the same time in order to make a global decisions. This approach not only al-
lows the use of all available knowledge, but also should improve the efficiency
of inference. In order to consider the discussed situation it is necessary to pro-
vide the knowledge stored in the form of a set of decision tables. Therefore, the
training set was divided into a set of decision tables. For each of the data sets
used, the decision-making system with five different versions were considered:
WSDdyn

Ag1 - 3 resource agents; WSDdyn
Ag2 - 5 resource agents; WSDdyn

Ag3 - 7 re-

source agents; WSDdyn
Ag4 - 9 resource agents; WSDdyn

Ag5 - 11 resource agents. Note
that the division of the data set was not made in order to improve the quality
of the decisions taken by the decision-making system, but in order to store the
knowledge in a distributed form. The measures of determining the quality of the
classification are: estimator of classification error e in which an object is consid-
ered to be properly classified if the decision class used for the object belonged
to the set of global decisions generated by the system; estimator of classification
ambiguity error eONE in which object is considered to be properly classified if
only one, correct value of the decision was generated to this object; the aver-
age size of the global decisions sets dWSDdyn

Ag
generated for a test set. For clarity,
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some designations for algorithms have been adopted in the description of the
results of the experiments: S - the aggregation of the vectors that determine
the level of certainty with which resource agents make decisions. This method
involves calculating the weighted average of the vectors that are assigned to the
resource agents, N(ε) - the ε - neighborhood method, where ε determines the
radius of the neighborhood,A(m2) - the approximated method of the aggregation
of decision tables; used in the paper [9], G(ε,MinPts) - the method of a density-
based algorithm; used in the paper [9]. The results of the experiments with
the proposed approach and the Lymphography data set are presented in the
first part of table 1. In the table the following information is given: the name
of multi-agent decision-making system (System); the optimal parameter values
(Parameters); the algorithm’s symbol (Algorithm); the three measures discussed
earlier e, eONE , dWSDdyn

Ag
; the time t needed to analyse a test set expressed in

milliseconds. Such a unit for expressing the execution time was chosen because in
this article it is important to compare the complexity of the considered methods.
For comparison, in the second part of table 1, the results of the experiments that
are presented in the paper [9] are given. These results were obtained by using
a dispersed decision-making system, wherein the method of forming the system
structure is the same as that presented in this paper. However, in this approach
the Shapley-Shubik power index was not used. The approximated method of
the aggregation of decision tables with the method of a density-based algorithm
have been used. The results of the experiments with the Primary Tumor data
set are presented in table 2. In the first part of the table the results for the
proposed approach are described. For comparison, in the second part of table 2,
the results of the experiments that are presented in the paper [9] are given.
In tables the best results in terms of the measures e and dWSDdyn

Ag
are bold.

Based on the results of the experiments given in tables 1 and 2 the following
conclusions can be drawn. The use of the Shapley-Shubik power index instead
of the approximated method of the aggregation of decision tables significantly
reduces the execution time. This is very important if we want to apply the
method to large distributed data. For the Lymphography data set, in the case
of systems with 5 (WSDdyn

Ag4), 7 (WSDdyn
Ag3) and 9 (WSDdyn

Ag4) resource agents
the aggregation of the vectors of the values with the Shapley-Shubik power
index gave better results. But in the case of systems with 3 (WSDdyn

Ag1) and

11 (WSDdyn
Ag5) resource agents the approximated method of the aggregation of

decision tables provided better results. For the Primary Tumor data set the
proposed approach generates comparable results with the approach proposed in
the paper [9]. In the paper [9] the results of the experiments using other existing
approaches, with the Lymphography and the Primary Tumor data set, are listed.
Comparing these results we can say that the results presented in this paper may
be considered as a quite good. The author checked that the proposed approach
can be applied to the data from another field than medicine, but these results
will be presented in another paper.
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Table 1. Experiments results with the Lymphography data set

Using the Shapley-Shubik index and the vector aggregation

System Parameters Algorithm e eONE d
WSD

dyn
Ag

t

WSDdyn
Ag1 m1 = 10, p = 0.05 SN(0.216) 0.068 0.591 1.545 62

m1 = 10, p = 0.05 SN(0.126) 0.136 0.409 1.295 62

WSDdyn
Ag2 m1 = 5, p = 0.05 SN(0.315) 0.068 0.568 1.568 78

m1 = 5, p = 0.05 SN(0.084) 0.136 0.250 1.159 78

WSDdyn
Ag3 m1 = 3, p = 0.05 SN(0.081) 0.045 0.409 1.386 172

m1 = 3, p = 0.05 SN(0.036) 0.136 0.273 1.159 172

WSDdyn
Ag4 m1 = 4, p = 0.05 SN(0.078) 0.045 0.500 1.455 1 550

m1 = 4, p = 0.05 SN(0.063) 0.114 0.477 1.364 1 550

WSDdyn
Ag5 m1 = 5, p = 0.05 SN(0.03) 0.182 0.614 1.432 19 670

m1 = 5, p = 0.05 SN(0.048) 0.205 0.545 1.341 19 670

Results presented in the paper [9]

System Parameters Algorithm e eONE d
WSD

dyn
Ag

t

WSDdyn
Ag1 m1 = 2, p = 0.3 A(1)G(0.0268; 2) 0.068 0.568 1.523 78

m1 = 2, p = 0.3 A(1)G(0.0004; 2) 0.159 0.182 1.023 78

WSDdyn
Ag2 m1 = 2, p = 0.3 A(3)G(0.042; 2) 0.091 0.682 1.591 560

m1 = 2, p = 0.3 A(3)G(0.0128; 2) 0.136 0.318 1.182 560

WSDdyn
Ag3 m1 = 1, p = 0.05 A(1)G(0.0515; 2) 0.114 0.523 1.409 203

m1 = 1, p = 0.05 A(1)G(0.0005; 2) 0.159 0.273 1.114 203

WSDdyn
Ag4 m1 = 1, p = 0.05 A(1)G(0.0625; 2) 0.114 0.591 1.477 1 156

m1 = 1, p = 0.05 A(1)G(0.052; 2) 0.136 0.5 1.364 1 156

WSDdyn
Ag5 m1 = 5, p = 0.3 A(2)G(0.058; 2) 0.159 0.568 1.409 23 175

m1 = 5, p = 0.3 A(2)G(0.0292; 2) 0.182 0.545 1.364 23 175

Table 2. Experiments results with the Primary Tumor data set

Using the Shapley-Shubik index and the vector aggregation

System Parameters Algorithm e eONE d
WSD

dyn
Ag

t

WSDAg1 m1 = 4, p = 0.2 SN(0.072) 0.363 0.814 3.010 500

WSDAg2 m1 = 1, p = 0.1 SN(0.0003) 0.363 0.853 3.284 390

WSDAg3 m1 = 1, p = 0.15 SN(0.0009) 0.363 0.892 3.706 670

WSDAg4 m1 = 1, p = 0.05 SN(0.0003) 0.333 0.902 4.147 2 280

WSDAg5 m1 = 1 p = 0.05 SN(0.0003) 0.324 0.912 4.245 25 300

Results presented in the paper [9]

System Parameters Algorithm e eONE d
WSD

dyn
Ag

t

WSDAg1 m1 = 5, p = 0.05 A(1)G(0.00546; 2) 0.373 0.814 3.020 780

WSDAg2 m1 = 3, p = 0.1 A(2)G(0.00001; 2) 0.343 0.814 3.029 1 219

WSDAg3 m1 = 2, p = 0.05 A(1)G(0.00001; 2) 0.373 0.902 3.745 1 640

WSDAg4 m1 = 4, p = 0.1 A(2)G(0.00001; 2) 0.353 0.882 3.686 4 720

WSDAg5 m1 = 2 p = 0.2 A(3)G(0.00001; 2) 0.314 0.892 4.245 38 450
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4 Conclusion

In this paper, using the Shapley-Shubik power index in a dispersed decision-
making system is proposed. In cases in which global decisions are taken based
local decisions, the voting method is used very often. When decisions are taken
by a vote, the Shapley-Shubik power index is often used to evaluate the actual
ability of agents to influence the outcome of the vote. Therefore, using the Shap-
ley Shubik index in a dispersed decision system appears to be very natural and
obvious approach. In the experiments, which are presented in the article, dis-
persed medical data have been used: Lymphography data set, Primary Tumor
data set. The usage of dispersed medical data is very important, because in many
medical centers, information from one domain, are collected. Thus, these data
are in the dispersed form. Based on the presented results of experiments it can
be concluded that the use of the Shapley-Shubik power index in decision-making
system provides good results for dispersed medical data. And what is the most
important significantly reduces the execution time.
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Abstract. The authors show the real life application of an expert sys-
tem using queries submitted by the user using natural language. The
system is based on polish language. The two stage process (involving
data preparation and the inference itself) is proposed in order to com-
plete the inference.

Keywords: Expert systems · Inference · NLP · Natural language
processing · Morphological analysis

1 Introduction to Decision Support Systems

Under the classical definition of the Decision Support System (DSS) the authors
mean the combination of a knowledge base and inference algorithms. Both rely
on rules, where every one of it consists of two parts: decisional and conditional.
Formally, the Decision Support System is given by[16]:

DSS =< U,A, V, f >
U −Nonempty, finitive set of rules;
A−Nonempty, finitive set of atributes; Ai - the attribute set of i-th rule
V −Nonempty, finitive set of values of atributes
C ∪D = A;C ∩D = ∅; C − conditional attributes; D − decision
V = ∪a∈AVa Va − the domain of attribute a
f : U ×A → V − information function

The authors in previous works ([19,11,10]) proposed some additions to DSSs
which were able to speed-up the inference process. In this paper however, we are
aiming to properly start the inference process using the query stated in natural
language by the user.
Each DSS consists of modules (shown on Fig. 1) which cooperate with each

other and will be described in more detail.

Knowledge Base is where all the user knowledge is stored. The authors use
a rule based system, therefore rules and facts are the basis of the system.
The properties of a knowledge base, especially the way how it’s organised,
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DOI: 10.1007/978-3-319-18422-7_26
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Fig. 1. The modules of Decision Support System

are crucial to an efficient inference process. The authors during the past few
years have developed a variety of methods in order to boost both the speed
and the quality of inference [12,14,13].

Data Base (Facts Base) is a part of DSS where user submitted facts are gath-
ered. As it will be shown further in this paper, the user provides data using
natural language, which is then processed and matched to existing rules in
the system. Afterwards, the proposed approach asks questions about the val-
ues of attributes of which the rules are formed. Those descriptors (attribute-
value pairs) are then stored in the facts base and are used to conduct the
inference process.

Inference Engine is divided by the authors into two subsystems: the inference
engine itself and the database crawler. Both are essential parts of the pro-
posed system and are explained in detail further on. The inference engine is
responsible for the generation of conclusions (previously unknown facts) by
activating rules which all the premisses are satisfied.

Knowledge Gathering Module is a part of DSS responsible for development
and extension of the knowledge base. In the proposed approach it is realised
by a web page where an user is able to submit new rules which are then
processed by the system. Newly added rules are then available to be taken
into consideration during the inference phase.

Explanation Module is responsible for explaining to the user how the infer-
ence was performed. During the inference the user may wonder ’why’ the
system asked for a particular attribute and ’how’ it has reached the conclu-
sion. Both of these questions are answered and explained by this module.

The Communications Module which implementation is the novel approach
described in this paper. The authors used the morphological analysis system
([8]) in order to process the user-submitted query and to identify meaningful
keywords. Those keywords are cross-referenced to previously stored ones in-
side the knowledge base. The process is very fast and completely transparent
to the end-user. Prior to the inference process, the knowledge base is limited
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only to the set of possibly relevant rules. The process is explained in detail
further on.

The presented work mainly improves the communications module, so the user
does not have to submit the query in the exact form stored in the knowledge
base and presents the new way of mixed inference on the defined structure.

1.1 Communication with the User

The communication module is one of the most important aspects of DSS. Most
of the modern systems do not allow direct communications as it is very difficult
to process the informations from the user. Additionally, the difficulty of Polish
language processing makes this process very hard.
Most of the Decision Support Systems focus only on one particular subject

[1,4]. In this case, usually identified by a single decision attribute, DSS can start
asking the users questions which afterwards can reach one of the conclusions
stored in the knowledge base. The interaction with the user is limited to dis-
playing closed questions (which are backed-up by the rules from the knowledge
base) and performing the backward or forward inference [5].
The more difficult task is to provide multiple decision attributes and therefore

- allowing to reach multiple conclusions. This kind of DSSs, prior to performing
the inference, asks the user about the subject of inference. For example, one can
develop a system which diagnoses multiple medical diseases. Before the process
of inference, user should pick the one which is being considered.
The most difficult situation provides the extensive knowledge base with mul-

tiple conclusions, usually about a loosely connected subject. By using the user
submitted query, DSS chooses the probable inference path and tries to prove it.
In case of failure, it automatically switches to an another one (or starts the infer-
ence process from the beginning). The system proposed in this paper belongs to
this group. By using natural language processing, along with a decision support
system and a modified inference algorithm we were able to provide real-time
inference with couple of thousands of rules.
There are many difficulties when developing such a system. The end-user

quite frequently supplies the query with spelling errors, however we were able to
compensate them in a limited way.
The proposed system is visualised by a chatterbot [2]. This way, the user is

faced with a more natural way of communication.

2 The Basics of Natural Language Processing

Natural Language Processing (NLP) is the computerized approach to analyzing
text. The analysis can be performed both on written and spoken texts. NLP
problems are very hard to be dealt with, especially when it comes to languages
which are hard to be automatically analysed (such as Polish).
Natural Language Processing is a theoretically motivated range of compu-

tational techniques for analysing and representing naturally occurring texts at
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one or more levels of linguistic analysis for the purpose of achieving human-like
language processing for a range of tasks or applications [7].
The goal of NLP as stated above is “to accomplish human-like language pro-

cessing”. The choice of the word “processing” is very deliberate, and should not
be replaced with “understanding”.
A full NLU System should be able to [7]:

– Paraphrase an input text.
– Translate the text into another language.
– Answer questions about the contents of the text.
– Draw inferences from the text.

In the presented system, we were able to paraphrase the input text by using
the Morfologik stemming engine[8].
Today, the leading polish NLP research is held on The Institute of Computer

Science, Polish Academy of Sciences. The research focuses on different aspects of
NLP including building the corpora of different Polish texts [15], cross-language
comparative analysis [6], building adaptive systems to support problem-solving
on the basis of document collections in the Internet [17] and much more. In 2011
the National Corpus of Polish Language was built [15].

2.1 Polish Language

Polish language belongs to the group of West Slavic languages. Its alphabet
consists of 32 letters. There are two number classes (singular and plural) and
deprecated and unclassified dual form (eg. for the word hand, singular: “ręka”,
plural: “rękami”, dual: “rękoma”).
Polish retains the Old Slavic system of cases for nouns, pronouns, and adjec-

tives.There are seven cases: nominative (mianownik), genitive (dopełniacz), dative
(celownik), accusative (biernik), instrumental (narzędnik), locative (miejscownik),
and vocative (wołacz). It’s still a modest figure compared to the Hungarian lan-
guage – which is a representative of a class of conglomerate languages – having 29
cases. In comparison in English there are only two cases which are usually distin-
guished only for pronouns.
There are three main genders: masculine, feminine and neuter. Masculine

nouns are then divided into animate and inanimate (which are distinguished in
the singular), and personal and non-personal (being relevant in the plural). Each
case is characterized by complex rules of complying, for which there are many
exceptions.
Verbs in Polish can be either imperfective (denoting continous or habitual

events) or perfective (meaning single, fixed in time completed events). The ma-
jority of polish verbs have both forms, e.g. “pić” (to drink, activity not com-
pleted) and “wypić” (to drink, activity completed).
Imperfective verbs have three tenses: present, past and future, which is a

compound tense with some exceptions. Perfective verbs don’t have present tense
and are generally easier to conjugate. Both types also have imperative and con-
ditional forms.
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The present tense of imperfective verbs (and future tense of perfective verbs)
consists of three persons and two numbers giving the total number of six forms.
For example, the present imperfective tense of “jeść” (to eat) is “jem”, “jesz”,
“je”, “jemy”, “jecie”, “jedzą”.
All the above information is only a brief outline, but in a perfect way reflects

the complexity of Polish compared to English. In contrast to the Polish language,
the English inflection has virtually disappeared. The declination is limited to
residual cases that are gradually being replaced. It is worth to mention that the
lack of inflection in English (which due to the limited possibilities for creating
correct forms of words) greatly facilitates the natural language processing.

3 The Proposed System

As it was stated before, traditional Decision Support Systems only allow to
perform inference about one decision variable. Additionally, one of the major
drawbacks of these systems is the lack of a natural way of communication with
the user.
To overcome this issue, we have developed our own version of decision sup-

port system with natural language processing called RATT. It is currently im-
plemented in one of the builder companies where the number of rules (in a
knowledge base) has already exceeded four and a half thousand. Additionally,
there are nearly three thousand attributes in the system, of which about one
thousand is a part of decision. It is worth noticing, that some of the decisional
attributes from one rule can be part of conditional attributes from another rule.
RATT consists of two modules: dbCrawler and dbInferer. The first one pre-

pares the knowledge base by automatically generating the set of keywords to
every rule, where the second performs the inference process itself. By the de-
mands of the client, the whole system communicates with user in a real time
and matches the submitted query to the stored rules.
In the picture 2 one can see the view presented to the user used to perform

the inference process.

3.1 Database Crawler

The purpose of this part of the system is to prepare the keywords table. It is used
further on to compare the query submitted by the user to the rules stored in
knowledge base. After several tests of different morphological analysis systems
(i.a. Hunspell [9], Stempel [3] and Morfologik [8]) the authors chose the last
one because of the best quality of generated stems. All of these systems take
words as input and give the so-called “stems” as output. The term “stem” is
used to denote the primary form of a word or a root of the word. For example,
words “pies” and “psa” (both meaning dog in different cases) have the same
stem “pies’. It is worth noting, that to obtain the similarity of two words, one
can use the Levenstein distance [20]. However in case of developing the expert
system using Polish natural language, the Levenstein distance is not sufficient
and error-prone.
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Fig. 2. The main window of chatterbot

The algorithm itself is given in the following listing:

Algorithm 1. dbCralwer - computing the keywords for the rules
Data: U = {r1 . . . rn} rules from knowledge base; m - number of

keywords to be stored for every rule; STOPWORDS - the set of
common words meaningless to the process of inference;

Result: K = ∪n
i=1Ki - n arrays of keywords ordered by keyword

significance to a particular rule
begin
Read rules from knowledge base;
Populate the STOPWORDS set;
/* For every rule */
foreach ri in U do

foreach word in the description of ri do
K[ri] ← stem(word);

end
end
/* Sort keywords table by the incidence of keywords */
sortByValues(K);
/* Limit the number of keywords to m */
limitKeywords(K,m);

end

The algorithm uses the stem() function in order to obtain the roots of words
given as the input. Each rule is characterised by:

1. Rule’s description.
2. Description of attributes belonging to the rule.
3. Attributes’ names and synonyms of attributes’ names.
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During the preliminary phase of RATT implementation we used the descrip-
tion of all the attributes belonging to the rule. However, after several tests, we
started to only use the conclusion attributes to compute the keywords describing
the rule. Most of the time, the user asks for help of a particular problem. The
problem can be solved by the expert system only when it has rules which con-
clusions are similar to the problem stated by the user. The user is not interested
in conditional attributes, but only in those belonging to the conclusion.
The STOPWORDS table was given by the linguistic experts and is formed

by words which do not provide extra knowledge. These words include conjunc-
tions (“and”, “or”, etc.), common words (“analysis”, “how”, “but”, etc.) and
meaningless verbs (“to be”, “to like”, “to belong”, etc.). The synonyms are also
given by the domain experts vastly improving the quality of inference.
The limit of m keywords per rule was enforced to improve performance of the

system. Currently, we store 15 keywords per rule and this number seems to be suf-
ficient.

3.2 The Inference Engine

The second vital part of RATT is the inference engine. It was developed as an
Internet REST service able to respond with JSON data format. The inference
engine receives either a query in natural language (in the preliminary phase of
the inference) or a descriptor (attribute-value pair).
During the process, the user is given a question connected with the appropriate

attribute along with its set of values. He or she can then choose one of the given
options (to answer it).
The result of the inference is either success with the information about the

value of the decision attribute or the indication of failure meaning that the
system was not able to perform inference under given conditions.
The main algorithm is given on listing 2. It proceeds in two phases. First

one results in limiting the knowledge base only to the rules which are relevant
to user’s query. By performing this step we were able to limit the number of
further analysed rules tenfold. The STOPWORDS table is used here as well
so that the user query if filtered only to those words which can be meaningful
for the morphological analyser. The stemming process sometimes gives multiple
stems to a single word. This case is also handled by our system by utilising all
those given stems.
RATT uses mixed inference in order to perform quick and efficient process of

decision support. At each step of the algorithm, the user is being asked about
the value of the first unconfirmed attribute of the most relevant rule. Then, all
the rules which have the same attribute, but different value in their description,
are excluded from the inference process. In this way, only potentially relevant
rules are considered at each stage of inference.
If during the process all of the rules’ attributes’ are confirmed (all of them

belong to the facts set), the rule is considered confirmed and the conclusion
is given to the user. Otherwise, when the set of rules U becomes empty, the
inference is considered as unsuccessful.
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Algorithm 2. dbInfern - inference engine
Data: U = {r1 . . . rn} rules from knowledge base; STOPWORDS - the set of

common words meaningless to the process of inference; query - user submitted
query in natural language; K = ∪n

i=1Ki - n arrays of keywords ordered by
keyword significance to a particular rule;

Result: S = [f1, . . . , fi, . . . , fn] - the values of similarity between every rule and user
submitted query; d ∈ D, d := (aj , vj) - the decision given by the value of one
of the conclusion attributes; F - the set of facts given as descriptors

begin
/* First phase: limiting the knowledge base only to rules relevant to

the query */
Read rules from knowledge base;
Populate the STOPWORDS set;
foreach word in query do

foreach words ∈ stem(word) do
if words /∈ STOPWORDS then

foreach ri in U do
if words ∈ K[ri] then

S[i] := S[i] + 1;
end

end
end

end
end
/* Remove irrelevant rules */
foreach ri ∈ U do

if S[i] = 0 then
U = U\ri;

end
end
/* Sort rules by value of similarity to the query */
sort(U, S);
/* Second phase - perform inference on a limited set of rules */
while card(U) ≥ 1 do

/* Ask the user about the value of the first unconfirmed attribute
in the most relevant rule */

(au, vu) ← ask(U [1], au /∈ F );
/* Erase the rules which have the same attribute, but a different

value in the premiss part */
foreach ri ∈ U do

if ∃ax∈Ai
f(ri, au) �= vu then

U = U\ri;
else

if ∀ax∈Ai
ax ∈ F then

/* Success - rule ri is confirmed */
return Conclusion of i− th rule;

end
end

end
end
if card(U) = 0 then

return Failure
end

end
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4 Summary

During research and implementation the authors faced some difficulties. The
major one involved relatively small number of rules in system. Because of it’s na-
ture, RATT provides a comprehensive way to support multiple decision problems
within the scope of building and decorating houses. Because of the very broad
aspect, the number of rules should be further increased. These rules, which are
in the knowledge base were created by the external experts (from the architec-
ture field) who did not have any knowledge about computer decision systems.
Therefore, at the beginning the vast majority of rules had not been prepared
in an optimal way (e.g. experts did not understood the concept of multi-level
inference). At this point most of the rules were repaired or formed from scratch.
Because of the fact, that knowledge came from multiple experts the problems

of synonyms and spelling errors was observed. To cope this obstacle the experts
were being presented with rules similar to those just submitted. In this way,
some level of consistency was obtained. Additionally, Morfologik was able to
compensate most of the common spelling errors without a major impact on
performance and efficiency.
In the future, the authors would like to extend the knowledge base. Further-

more, we would like to implement the previously shown methods of inference
with incomplete knowledge, especially the IF method [18].
In order to better understand and adapt to the user’s needs, the authors would

like not only to analyse and compare keywords, but also conduct the semantics
analysis of queries.
Currently, the presented system is being implemented as one of the modules

in a bigger project. The preliminary tests proved that for most of the queries,
the answer was found in about 80% of times, provided that the system had
knowledge about the subject. As it was stated before, the scope of the project
is to support the user in every aspect connected with building and decorating
houses. The specific and detailed evaluation will be performed after gathering
enough data from the users and after publicly announcing the system.
The computation times of the proposed approach are satisfactory. The full

processing of 4718 rules by the dbCrawler takes about 3 minutes. This step has to
be done only after modifying the knowledge base and is more than satisfying for
the purposes of the project. There are currently 76 words in the STOPWORDS
table. The result of a single user query is returned within a few seconds and is
gradually reduced during the inference process (because of the smaller group of
potentially relevant rules).

Acknowledgments. This work is a part of the project “Exploration of rule
knowledge bases” founded by the Polish National Science Centre (2011/03/D/
ST 6/03027).
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Abstract. The vehicle routing problem with time windows (VRPTW)
is an NP-hard discrete optimization problem with two objectives—to
minimize a number of vehicles serving a set of dispersed customers, and to
minimize the total travel distance. Since real-life, commercially-available
road network and address databases are very large and complex, ap-
proximate methods to tackle the VRPTW became a main stream of
development. In this paper, we investigate the impact of selecting two
crucial parameters of our parallel memetic algorithm—the population
size and the number of children generated for each pair of parents—on
its efficacy. Our experimental study performed on selected benchmark
problems indicates that the improper selection of the parameters can
easily jeopardize the search. We show that larger populations converge
to high-quality solutions in a smaller number of consecutive generations,
and creating more children helps exploit parents as best as possible.

Keywords: Parallel memetic algorithm · Island model · Population
size · Number of children · VRPTW

1 Introduction

The vehicle routing problem with time windows (VRPTW) is an important
NP-hard discrete optimization problem, consisting in determining the minimum
cost routing plan to deliver goods from a single depot to geographically dispersed
customers. Its first objective is to minimize the fleet size, and the secondary one
is to minimize the total distance traveled by the vehicles.

There exist two development streams of tackling the VRPTW. First, exact
approaches aim at solving the VRPTW to the optimality [10,1]. Since their
computation time may become enormously large for many scheduling circum-
stances, heuristics are being developed. They do not guarantee obtaining opti-
mal solutions but usually execute very fast and converge to very high-quality
(nearly-optimal) solutions in a time acceptable in real-life applications. In con-
struction heuristics, customers are iteratively inserted into a partial solution [21],
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whereas improvement heuristics modify an initial solution [5,14]. Other approxi-
mate algorithms include simulated annealing [6], tabu searches [8], evolutionary
algorithms (EAs) (both sequential and parallel) [22], and more [5,2,9]. Genetic
algorithms (GAs) evolve populations of solutions, which are improved in the
biologically-inspired manner. Memetic algorithms (MAs) combine an EA for the
global exploration of a solution space with a local search algorithm for its ex-
ploitation. They are very effective in solving the VRPTW [15,18,23,4,17], and a
plethora of other optimization and pattern recognition problems [13,11,20,3].

An important shortcoming of the mentioned EAs is an unclear selection of
their parameters. Since these methods use static values (they do not change
during the execution), this decision significantly affects the performance. The
state-of-the-art EAs for VRPTW must be executed multiple times to determine
an acceptable set of appropriate parameters (usually not independent). The other
approach is to control the algorithm parameters on the fly [7]. It enables finding
“optimal” parameters (which may vary in time) for different steps of execution.

In this work, we investigate the impact of two crucial parameters of our parallel
MA for solving the VRPTW (PMA–VRPTW) [16]—the population size and
the number of children generated for each pair of parents—on its efficacy and
convergence. PMA–VRPTW is an island-model parallel MA in which processes
co-operate in order to exchange solutions found so far. This co-operation (its
topology, migration frequency, and handling of migrants) is defined by a co-
operation scheme [16]. We performed an extensive experimental study on selected
Gehring and Homberger’s benchmark problems (of various sizes and structures)
in order to investigate the impact of the mentioned PMA–VRPTW parameters.
Finally, we show that improper selection of the parameters can jeopardize the
search and affect the algorithm convergence capabilities.

The remainder of the paper is organized as follows. Section 2 formulates the
VRPTW. In section 3 we discuss PMA–VRPTW. Section 4 contains the analysis
of the computational experiments. Section 5 concludes the paper.

2 Vehicle Routing Problem with Time Windows

The VRPTW is defined on a complete graph G = (V , E) with a set of vertices
V = {v0, v1, ..., vC}, and edges E = {(vi, vj): vi, vj ∈ V , i �= j}. The node v0
is a depot, and the set of nodes {v1, v2, ..., vC} represents the customers to be
served. With each vi ∈ V , there are associated a load qi (q0 = 0), a service time si
(s0 = 0), and a time window [ei, li]. Every edge (vi, vj) has a travel distance
dij , and a non-negative travel time cij . A feasible solution to the VRPTW is a
set of K routes such that: (i) each route starts and ends at the depot, (ii) every
vi belongs to one route, (iii) the load of each route does not exceed the vehicle
capacity Q, (iv) the service at each customer vi begins between ei and li.

A desired feasible solution of the NP-hard VRPTW incorporates the minimum
K (primary objective), and the minimum total travel distance T (secondary
objective). Let (Kα, Tα) represent a solution α. The solution β, represented by
(Kβ, Tβ), is of a higher quality, if (Kβ < Kα) or (Kβ = Kα and Tβ < Tα).
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3 Parallel Memetic Algorithm

In PMA–VRPTW, a population of N solutions evolves in time to optimize T
(Alg. 1). The initial population is generated using the parallel guided ejection
search (P–GES) (line 1), which is applied to minimize K at first, and then to
generate N solutions with K routes each (see [16] for details). Next, the popu-
lation is subject to transformations using standard genetic operators (selection,
crossover, and mutation), complemented with a memetic operator, called edu-
cation (lines 3–15). Since PMA–VRPTW is an island-model parallel MA, each
process (out of π) (an island) executes the same MA. Then, the islands co-
operate to exchange the knowledge already acquired during the search process.

1: Generate initial population of N solutions with K routes each; � P–GES
2: for Pi ← P1 to Pπ do in parallel
3: while not finished do
4: Select N pairs of (σA, σB);
5: for all (σA, σB) do
6: σB

C ← σA;
7: for j ← 1 to Nc do
8: Generate a child σC ; � See Fig. 2
9: Update σB

C if it is necessary;
10: end for
11: end for
12: Create the next generation;
13: Co-operate (if it is necessary) and handle immigrants/emmigrants;
14: Verify termination conditions and update finished;
15: end while
16: end for
17: return the best solution σB among all islands;

Alg. 1. Parallel memetic algorithm for the VRPTW (PMA–VRPTW)

3.1 Genetic and Memetic Operators

At first, N pairs of parents (σA, σB) are determined using the AB-selection
scheme [12] (line 4). Then, for each (σA, σB), Nc children are generated (see
Fig. 2). It involves crossing over the selected individuals using the edge-assembly
operator (EAX) [15], and restoring the feasibility of a child (if it is necessary)
by applying local search moves1, which decrease the time window and capacity
penalties. These penalties define the severity of violating the constraints by an
infeasible solution [15]. If the child is feasible, it is then enhanced by additional
moves in the education procedure (only moves which decrease T are applied).

1 These moves include 2–Opt*, Out-exchange, Out-relocate, In-relocate, In-exchange,
and GENIUS-exchange moves [16].
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Afterwards, σC is mutated by feasible moves (not necessarily improving its fit-
ness) to diversify the search2. Finally, σC replaces the best child generated for a
given (σA, σB), if it is of a higher quality than σB

C . In PMA–VRPTW, we gener-
ate Nc, Nc > 1, children for each pair of selected individuals to exploit parents
as best as possible. Intuitively, if Nc is large, then the possibility of ending up
with a valuable child (i.e., with a decreased T ) grows. On the other hand, it was
shown that creating a child takes O(C2) time, where C denotes the number of
customers in each solution. Thus, too large values of Nc may significantly slow
down the process of generating consecutive populations.
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Fig. 2. Generating a child in PMA–VRPTW

After the recombination, a new generation containing N best children is
formed (Alg. 1, line 12) (note that the elitist approach is intrinsically applied
due to the AB-selection scheme, and best solutions survive [12]). Finally, the
islands exchange the best solutions found up to date (line 13). In this paper, we
utilized the R–EAX co-operation scheme (a randomized ring topology with an
additional crossover of immigrant(s) and best island solutions [16]). It is worth
mentioning that PMA–VRPTW can be terminated if (i) its execution time ex-
ceeds an assumed time limit, (ii) a solution of a required quality has been found,
or (iii) the optimization process is unlikely to converge to better solutions (e.g.,
because of the diversity crisis) (line 14). Here, we impose the maximum execution
time of PMA–VRPTW, τ . Finally, the best solution among all parallel islands
(σB) is returned (line 17). In this study, we do not introduce any new genetic
material (e.g., in the re-generation process) to verify how PMA–VRPTW copes
with possible saturation of populations with similar individuals.

4 Experimental Results

4.1 Settings

PMA–VRPTW was implemented in C++ using the Message Passing Interface
(MPI) library (MVAPICH1 v. 0.9.9), and the source code was compiled using
Intel 10.1 compiler. The experiments were conducted on 64 processors3 of an

2 The repair, education, and mutation are hill-climbing procedures based on standard
VRPTW neighborhoods.

3 Either a uniprocessor or a core of a multicore processor.
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SMP cluster (Galera)4. The maximum execution time of PMA–VRPTW was
τ = 180 min. Note that τ does not include the P–GES execution time (which
is neglectable compared to τ). The experiments showed that 10 minutes were
sufficient to find the best-known K for all benchmark tests.

The algorithm was run on selected Gehring and Homberger’s (GH) bench-
mark instances to minimize T (note that for all tests we obtained K = KWB,
where KWB is the current world’s best K5). Six test groups highlight several
real-life scheduling factors. The C1 and C2 groups include clustered customers,
while in the R1 and R2 groups the locations are random. The RC1 and RC2
groups contain a mix of random and clustered customers. C1, R1 and RC1 tests
are characterized by smaller vehicle capacities and shorter time windows than in-
stances in the other groups. The GH tests consist of five sets containing C = 200,
400, 600, 800 and 1000, with 60 instances in each set. Each test is distinguished
by its name, α β γ, where α denotes the class (C1, C2, R1, R2, RC1, or RC2),
β is the problem size (2 for 200 customers, 4 for 400, and so forth), and γ is
the test’s identifier (from 1 to 10). In this paper, we investigated instances from
various GH groups which reflect different scheduling scenarios.

4.2 Impact of the Population Size

The influence of the population size on the total travel distance of solutions
obtained by the PMA–VRPTW for π = 64 processors was examined on tests
C2 6 2 and R2 4 9. The following population sizes were investigated: N = 10,
50, 100, and 200, and each configuration was executed 100 times (thus, there
were 800 PMA–VRPTW runs in total). Here, we show the total travel distance
averaged for 100 independent executions of each PMA–VRPTW configuration.
The number of child solutions was fixed to Nc = 20 for both GH tests (as
suggested in [15]). The experimental results shown in Figs. 3–4 (for C2 6 2 and
R2 4 9, respectively) present the achieved averaged total travel distance T for
different values of N , matched against the generation number (g). The maximum
value of g was fixed to 60 (C2 6 2), and to 50 (R2 4 9).

In both tests, the best results were obtained with the largest population of
N = 200 solutions. This indicates that larger populations give better diversifi-
cation of solutions. However, the larger number of solutions entails the larger
computational effort which grows linearly with N . Therefore, in order to com-
plete the computation of the same number of generations, PMA–VRPTW with
the population size of N = 200 requires 20× more time than with N = 10.

For test C2 6 2 (Fig. 3), PMA–VRPTW with N = 200 reached the previous
world’s best result T = 8380.49 in 19 generations, while the configurations with
N = 100 and N = 50 individuals required, respectively, 40 and 43 generations to
achieve the same goal. The small population (N = 10) did not reach the previous

4 See http://task.gda.pl/hpc-en/ for details; reference date: October 23, 2014.
5 For the instance definitions and world’s best results see http://www.sintef.

no/Projectweb/TOP/VRPTW/Homberger-benchmark/; reference date: October 23,
2014.

http://task.gda.pl/hpc-en/
http://www.sintef.no/Projectweb/TOP/VRPTW/Homberger-benchmark/
http://www.sintef.no/Projectweb/TOP/VRPTW/Homberger-benchmark/
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Fig. 3. The total travel distance T obtained using PMA–VRPTW for C2 6 2 (averaged
for 100 independent executions) for various population sizes N

world’s best result in 60 generations, and the steady state of computation for
such a population began in the 52nd generation. However, these generations were
executed very fast, and the maximum number of generations can be increased
for small populations without affecting the execution time of PMA–VRPTW.
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Fig. 4. The total travel distance T obtained using PMA–VRPTW for R2 4 9 (averaged
for 100 independent executions) for various population sizes N

Considering the test R2 4 9 (Fig. 4), PMA–VRPTW with N = 200 indi-
viduals improved the previous world’s best result (T = 6493.14) in only 18
generations, while the configurations containing N = 100 and N = 50 solutions
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required, accordingly, 20 and 38 generations to converge to best solutions. Simi-
larly to the previous test case, the population ofN = 10 solutions was insufficient
to achieve the previous world’s best result within the first 50 generations.

4.3 Impact of the Number of Children

The influence of the number of child solutions Nc on the total travel distance
obtained using PMA–VRPTW was evaluated on two GH tests—C2 8 8 and
RC1 8 2. For the comparative analysis, the following numbers of children were
selected: Nc = 10, 20, 50, 100. Each PMA–VRPTW configuration was run 80
times (640 tests were executed in total). The population size was fixed for all
tests to N = 50, and the maximum value of g was fixed to 60 (C2 8 8), and to
130 (RC1 8 2). Similarly to the previous analyses, the averaged T values (over
80 independent runs) were plotted against the generation number g. The results
of the experiments are presented in Figs. 5–6. It is worth noting that in both
cases the best results were achieved with the largest number of Nc. This indicates
that exploiting the selected parents as best as possible is beneficial and allows
for obtaining very high-quality children.
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Fig. 5. The total travel distance T obtained using PMA–VRPTW for C2 8 8 (averaged
for 80 independent executions) for various numbers of children Nc

Considering the test C2 8 8 (Fig. 5), it was possible to improve the previous
world’s best result (T = 12927.45) in only 2 generations (with all values of Nc).
The optimization process with Nc = 50 and Nc = 100 converged relatively fast
(in about 20 generations) to the quite similar results. It suggests that any further
effort to increase the number of child solutions Nc will not lead to improvements
of solutions quality. Contrary to the test C2 8 8, the instance RC1 8 2 (Fig. 6)
appeared much more challenging, and the best results were obtained while gen-
erating 100, 50 and 20 children. It is worth pointing out that a very large Nc
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increases the time necessary for generating a new population (as already men-
tioned, creating a child individual takes O(C2) time). Thus, the time necessary
to create a consecutive generation grows linearly with the number of children
produced during the recombination process.
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Fig. 6. The total travel distance T obtained using PMA–VRPTW for RC1 8 2 (aver-
aged for 80 independent executions) for various numbers of children Nc

5 Conclusions and Future Work

In this paper, we investigated the impact of the population size and the number
of children generated during the recombination of each pair of parents on the
efficacy of our parallel MA. Since these parameters are crucial to ensure proper
convergence capabilities of any EA, they should be selected carefully in order to
guide the optimization efficiently, and to keep the algorithm computation time as
low as possible. Our experimental study performed on selected benchmark prob-
lem instances indicated that generating a relatively large number of children can
help exploit the parents very intensively and lead to creating high-quality indi-
viduals. On the other hand, the execution time increases linearly with the number
of children. We showed that the optimization of larger populations converges to
very well-fitted individuals in a significantly smaller number of consecutive gen-
erations. However, the execution time of a single generation is larger. Although
this induces increasing the computation time of PMA–VRPTW, this issue can
be easily solved by an additional parallelization (e.g., using the OpenMP inter-
face [19]) of the recombination process (generating children for a given pair of
selected parents is independent from generating children for other pairs). It is
worth noting that evolving small populations (with relatively small number of
created children) is very fast and applicable in many real-time scheduling ap-
plications (even using the sequential version of PMA–VRPTW). This, in turn,
enables analyzing realistic road network databases (usually available via Geo-
graphic Information Systems) in a reasonable time.
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Our ongoing research includes designing adaptive and self-adaptive (which
evolve parameters) MAs for the VRPTW and the pickup and delivery problem
with time windows (PDPTW). These adaptive techniques will control parame-
ters (including the population size and the number of children) on the fly. This
will mitigate the necessity of conducting a time-consuming tuning process to se-
lect a set of acceptable values before the execution. Also, we aim at investigating
mutual dependencies between parameters. Finally, we plan to solve other vari-
ants of complex routing problems using PMA–VRPTW, especially the PDPTW.
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Abstract. The paper is devoted data processing in immune optimiza-
tion (using artificial immune system - AIS) to selected optimization prob-
lems of the structures. The Procedure for the Exchange of Data - PED in
immune optimization is presented. During this procedure important in-
formation about design variables and the objective function are saved in
specific files. Additional commercial software MSCPatran and Nastran
to analyze of mechanical structures is used.

Keywords: Data processing · Artificial immune system (AIS) · Opti-
mization · Computational intelligence · Artificial immune algorithm

1 Introduction

Data transfer in immune optimization is very important stage of immune algo-
rithm. One of the primary goals defined by creating software based on artificial
immune system was its universality and simplicity in applying it with any pro-
grams to solve problem on the basis of the changing design variables. The papers
is devoted to application of the Procedure for the Exchange of Data - PED in
artificial immune algorithm. During this procedure any program (solver) is used
to calculate the objective function. One of the possibilities to use this solver is
commercial software MSC Patran and Nastran to analyze of mechanical struc-
tures. It requires preparation in an appropriate manner input and output files.
Additionally a short descriptions of biological aspect of natural immune systems
[1] is described in the context of optimization procedures. The clonal selection
algorithm which represents one of the main features of the artificial immune
system is described. The main innovation of this paper is standard and modified
versions of artificial immune systems and its applications in different optimiza-
tion problems of mechanical structures were widely presented by the authors
[2,14,13,18]. In the present paper also the application of this algorithm to topol-
ogy optimization problems of structures is demonstrated [4,11,17].

2 Artificial Immune Systems

The artificial immune systems (AIS) are developed on the basis of a mechanism
discovered in biological immune systems [15]. An immune system is a complex

c© Springer International Publishing Switzerland 2015
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system which contains distributed groups of specialized cells and organs. The
main purpose of the immune system is to recognize and destroy pathogens - fun-
guses, viruses, bacteria and improper functioning cells. The lymphocytes cells
play a very important role in the immune system. The lymphocytes are di-
vided into several groups of cells. There are two main groups B and T cells,
both contains some subgroups (like B-T dependent or B-T independent). The
B cells contain antibodies, which could neutralize pathogens and are also used
to recognize pathogens. There is a big diversity between antibodies of the B
cells, allowing recognition and neutralization of many different pathogens. The
B cells are produced in the bone marrow in long bones. A B cell undergoes a
mutation process to achieve big diversity of antibodies. The T cells mature in
thymus, only T cells recognizing non self cells are released to the lymphatic and
the blood systems. There are also other cells like macrophages with presenting
properties, the pathogens are processed by a cell and presented by using MHC
(Major Histocompatibility Complex) proteins. The recognition of a pathogen is
performed in a few steps. First, the B cells or macrophages present the pathogen
to a T cell using MHC, the T cell decides if the presented antigen is a pathogen.
The T cell gives a chemical signal to B cells to release antibodies. A part of
stimulated B cells goes to a lymph node and proliferate (clone). A part of the B
cells changes into memory cells, the rest of them secrete antibodies into blood.
The secondary response of the immunology system in the presence of known
pathogens is faster because of memory cells. The memory cells created during
primary response, proliferate and the antibodies are secreted to blood. The an-
tibodies bind to pathogens and neutralize them. Other cells like macrophages
destroy pathogens. The number of lymphocytes in the organism changes, while
the presence of pathogens increases, but after attacks a part of the lymphocytes
is removed from the organism. The artificial immune systems [11] take only a
few elements from the biological immune systems. The most frequently used
are the mutation of the B cells, proliferation, memory cells, and recognition by
using the B and T cells. The artificial immune systems have been used to opti-
mization problems in classification and also computer viruses recognition. The
cloning algorithm presented by von Zuben and de Castro [5] uses some mecha-
nisms similar to biological immune systems to global optimization problems. The
unknown global optimum is the searched pathogen. The memory cells contain
design variables and proliferate during the optimization process. The B cells cre-
ated from memory cells undergo mutation. The B cells evaluate and better ones
exchange memory cells. In Wierzchoń S. T. [20] version of Clonalg the crowding
mechanism is used - the diverse between memory cells is forced. A new memory
cell is randomly created and substitutes the old one, if two memory cells have
similar design variables. The crowding mechanism allows finding not only the
global optimum but also other local ones. The presented approach is based on
the Wierzchoń S. T. algorithm [20], but the mutation operator is changed. The
Gaussian mutation is used instead of the nonuniform mutation in the presented
approach . The Fig. 1 presents the flowchart of an artificial immune system.
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Fig. 1. The algorithm of an artificial immune system

The memory cells are created randomly. They proliferate and mutate creating
B cells. The number of clones created by each memory cell is determined by the
memory cells objective function value. The objective functions for B cells are
evaluated. The selection process exchanges some memory cells for better B cells.
The selection is performed on the basis of the geometrical distance between each
memory cell and B cells (measured by using design variables) (Fig. 2).

For example compared two memory cells “A” and “C” the better one (mem-
ory cell “C” - because the objective function is better) goes to next iteration.
The crowding mechanism removes similar memory cells. The similarity is also
determined as the geometrical distance between memory cells (Fig. 3) measured
using parameter mindis (1).
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Fig. 2. The idea of the selection mechanism

Fig. 3. The idea of crowding mechanism

For example for memory cell “C” only memory cell “F” is in the similarity
area. The better one (memory cell “C”) stay in population and a worse (mem-
ory cell “F”) is eliminated. Finally new memory cell is generated in randomly
way. The process is iteratively repeated until the stop condition is fulfilled. The
stop condition can be expressed as the maximum number of iterations. The un-
known global optimum is represented by the searched pathogen. The memory
cells contain design variables and proliferate during the optimization process.
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Minimal geometrical distance between two memory cells in the search space:
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where: hj
imin - i-th minimal value of the parameter for j-th memory cell, hj

imax -
i-th maximal value of the parameter for j-th memory cell, n - number of design
variables, mindom - parameter deciding about size of search space of similarities
of the memory cells.

3 Data Processing in Immune Optimization Process
(The Procedure for the Exchange of Data - PED)

One of the primary goals defined by creating software based on artificial immune
system was its universality and simplicity in applying it with any programs to
solve problem on the basis of the changing design variables. Therefore, the Pro-
cedure for the Exchange of Data (PED) between an artificial immune system
(AIS), and any program that solves the problem used to calculate the objective
function is created. The optimize software is implemented procedure to record
information about the design variables to the special file, on the basis of any
program which solves a specific task. After performing the calculations the value
of the objective function is written to the special file. A user who wants to apply
optimization algorithm based on artificial immune systems for optimization or
identification problems must prepare the procedure, which will be on the basis of
data downloaded and prepared by AIS calculate the value of the objective func-
tion, and save it in the output file. Immune algorithm uses the above mentioned
procedure in iterative way (at the beginning of each iteration), for each B-cell,
until the stop condition of optimization process is fulfilled. The block diagram
of this procedure (PED) in the Fig. 4 is presented.

In a first stage, an artificial immune system generates (at the first iteration
usu-ally in randomly way) design variables and sends them to the Data.in file.
After each generation of the data the specific problem for each B-cell is solved
(Solver – any program that solves given problem). In the second step the data
from Data.in (Fig. 5a) file are downloaded, calculations are performed and then
the value of the objective function is sent to the file Data.out (Fig. 5b). In the
third step the artificial immune system takes data from the Data.out file. In this
way, we have related to each other: the design variables and the corresponding
value of the objective function (Fig. 6).

At this moment we have a database that includes information about every
possible solution. At any time we can on the basis of design variables to generate
interesting us solution (Fig. 6).
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Fig. 4. Scheme of procedure for the exchange of data (PED)

Fig. 5. Example of files: a) input – data.in, output – data.out

Fig. 6. Database of the best B-cell in optimization process (objective function with
design variables)
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4 The Use of Commercial Codes MSC Software During
Immune Optimization

This chapter is devoted to applications of the artificial immune system to selected
shape and topology optimization problems of structures analyzed by finite ele-
ment method FEM [21] using Procedure for the Exchange of Data - PED. One of
the most popular software to analyze of mechanical structures like: MSCPatran
andMSCNastran is used. Use of this package allows to obtain a proper geomet-
ric structure and the corresponding finite element mesh. MSCPatran software
has been used to create a mechanical system and then the discrete model creat-
ing finite element mesh. Next the structure was optimized using immune algo-
rithm. During immune optimization structures were analyzed many times using
a MSCNstran. The adequate prepare input files to the program MSCNastran
is the condition for cooperation between these two programs. The construction of
these files was specific and required knowledge of the structure of MSCNastran
files. The input file to the programMSCNastran is a file with the extension .bdf
with the structure shown in Fig. 7. This is an example to describe the geometry,
ie. elements, nodes, forces and the boundary conditions (Fig. 7).

Next, the .bdf file was imported into the program MSCNastran, and after
using this solver output file .f06 was generated (Fig. 8). From this file needed
information were downloaded ie. resultant displacements and equivalent stresses
von Huber-Misses.

Fig. 7. The part of the input file containing the: elements, nodes, forces and the bound-
ary conditions of the MSC Nastran program
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Fig. 8. Part of the output file (.f06) containing the information about stresses and
displacements of the MSCNastran program

Fig. 9. 3-D structure like L solid: a) geometry and scheme of loading of 3-D L solid,
b) optimization result after 1st iteration, c) optimization result after 21st iteration, d)
the best optimization result after 51st iteration
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Table 1. The input data to optimization task of a 3-D structure

a x b x c Maximal displacement Maximal stress Q range of ρ [g/cm3]
d x e [mm] [MPa] [kN] existence or elimination

of the finite element

48 x 48 x 24 0.8 600 8450 0 ≤ ρe < 3.14 elimination
24 x 24 3.14 ≤ ρe < 7.85 existence

Table 2. Parameters of AIS

No. of memory cells=10
No. of the clones=10
Crowding factor=0.5

The probability of Gaussian mutation=50%

Table 3. Values of design variables for three variants: first, 21st iteration and the best
one

Objective function (1st iteration): 3.291500e-002
Design variables: 2.422791e-001 3.652954e-002 1.391907e-001 5.190582e-001 4.583054e-001
7.247925e-002 7.681885e-001 6.423950e-002 5.240021e-001 1.080933e-001 9.439087e-001
7.381287e-001 7.530212e-001 1.089172e-001 1.089172e-001 9.928894e-001 8.199158e-001
1.025391e-002 7.623596e-001 2.444458e-002 7.196655e-001 5.795441e-001 4.930878e-001

7.840271e-001 7.827759e-001 7.730103e-001 5.396576e-001

Objective function (21st iteration): 7.256000e-003
Design variables: 4.372101e-001 3.777148e-001 1.175842e-001 8.760719e-001 1.715419e-001
1.776670e-001 2.096558e-001 7.195562e-001 7.948608e-001 3.488617e-001 4.173164e-001
9.500427e-001 6.262982e-001 5.446218e-001 1.881930e-001 1.408386e-001 3.354034e-001
3.496857e-001 3.989143e-001 7.241325e-001 2.746582e-003 7.650757e-002 6.576106e-001

7.091675e-001 1.617432e-003 6.178640e-001 1.229858e-002

Objective function (51st iteration): 3.721000e-003
Design variables: 4.372101e-001 4.965159e-001 1.096166e-001 7.678363e-001 4.822388e-001
0.000000e+000 2.420731e-001 7.398847e-001 6.988843e-001 3.383611e-001 4.410858e-001
6.650124e-001 5.353661e-001 6.202469e-001 1.460584e-001 6.004333e-003 3.354034e-001
1.213570e-001 3.989143e-001 6.118825e-001 0.000000e+000 0.000000e+000 5.715176e-002

8.758202e-001 1.617432e-003 9.001376e-001 1.229858e-002

5 Immune Optimization Example Using Procedure for
the Exchange of Data

Topology optimization of 3D structure like L-solid (Fig. 9a) by the minimization
of the mass of the structure and with imposed stress or displacement constraints
[3]. The structures are considered in the framework of the theory of elasticity.
The input data to the optimization task are included in table 1. Numerical results
are presented in the Fig. 9b. The parameters of the algorithms are presented in
the table 2. Three structures generated from database after 1st, 21st and 51st

iteration in the table 3 and Fig. 9 are presented.
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6 Conclusions

In the paper, a description of the Procedure for the Exchange of Data – PED
and the algorithm of artificial immune approach is presented and applied to
optimization of structures. Data transfer in immune optimization is very im-
portant stage of immune algorithm therefore the procedure of exchange data
was applied. During this procedure information about the design variables are
record to the input file, on the basis of any program which solves a specific task.
After performing the calculations the value of the objective function is writ-
ten to the output file. During optimization process commercial software MSC
Patran and Nastran to analyze of mechanical structures was used. It requires
preparation in an appropriate manner input and output files. Artificial immune
system belong to methods based on population of solutions and they have some
interesting features which can be considered as alternative to evolutionary al-
gorithms [8] or particle swarm optimizers [6,7,16,19]. Comparison between AIS,
PSO and EA in the paper [12] is presented. In the paper [12], the formulation
and application of the finite element method and the artificial immune system
and particle swarm optimizer to optimization of stacking sequence of plies in
composites is presented. Described approach has applied to simultaneous shape,
topology and material optimization of 3D structures. There are possibilities of
further efficiency improvement of the proposed method, e.g. by the application
of adjoint variable method in the sensitivity analysis. Also, the application of
another hybridized global optimization algorithms, like hybrid artificial immune
system, would be interesting. Moreover, the use of fuzzy approach in the opti-
mization process, like the one presented in works by Mrozek et al. [9,10] may
bring some improvements when working with uncertainties. Using this approach
the multi-objective optimization is also possible to use with artificial immune
system. It is the next step of improve this algorithm.
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20. Wierzchoń, S.T.: Artificial Immune Systems, Theory and Applications. EXIT,
Warsaw (2001) (in Polish)

21. Zienkiewicz, O.C., Taylor, R.L.: The finite element method, vol. I., II. McGraw
Hill (1989, 1991)



A Prudent Based Approach for Customer

Churn Prediction

Adnan Amin1(�), Faisal Rahim1, Muhammad Ramzan2, and Sajid Anwar1

1 Institute of Management Sciences Peshawar, Khyber Pukhtunkhwa, Pakistan
adnan.amin@live.co.uk, faisal.rahimpk@gmail.com,

sajid.anwar@imsciences.edu.pk
2 Saudi Electronic University, Riyadh, Saudi Arabia

m.ramzan@seu.edu.sa

Abstract. This study contributes to formalize a three phase customer
churn prediction technique. In the first phase, a supervised feature selec-
tion procedure is adopted to select the most relevant subset of features
by laying-off the redundancy and increasing the relevance that leads to
reduced and highly correlated features set. In the second phase, a knowl-
edge based system (KBS) is built through Ripple Down Rule (RDR)
learner which acquires knowledge about seen customer churn behavior
and handles the problem of brittle in churn KBS through prudence anal-
ysis that will issue a prompt to the decision maker whenever a case is
beyond the maintained knowledge in the knowledge database. In the final
phase, a technique for Simulated Expert (SE) is proposed to evaluate the
Knowledge Acquisition (KA) in KB system. Moreover, by applying the
proposed approach on publicly available dataset, the results show that
the proposed approach can be a worthy alternate for churn prediction in
telecommunication industry.

Keywords: Churn Prediction · Classification · Simulated Expert ·
Prudence Analysis · Ripple Down Rules

1 Introduction

Customer Churn-Shifting from one service provider to the next competitor in the
market is an alarming issue for various service based industries and particularly
for telecommunication industry [29]. The prediction of such customer churn is
highly important for project managers because losing a customer is a low cost
opportunity for competitors to gain customer [17,10]. It has been reported that
the associated cost with acquisition of new customers is ten times more than
retaining the existing customers [14]. Retaining existing customers also leads to
significant increase in sales and reduced marketing cost.

These facts have focused on customer churn prediction as an indispensable
part of telecom companies strategic decision making and planning process which
ultimately is primary objective of customer relationship management (CRM) as
well. The importance of this emerging issue has led to the development of several
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predictive tools that support some vital tasks in predictive modeling and classifi-
cation process. In the recent decades, the data explosion is a challenging task for
getting valuable information that is contained in this data. On the other hand,
data mining entails the overall process of knowledge extraction from the data
bank. There are many data mining applications which have been successfully
applied to various knowledge discovery techniques [29,24,15] and [12] to extract
hidden and meaningful relationships between entities and attributes. These facts
led competitive companies to invest in CRM to maintain customer information.
Data maintained in such CRM System can be converted into meaningful infor-
mation in order to identify the customer’s churn behavior before they are lost,
which increases customer strength [24].

Customer churn predictionmodeling has been extensively studied in various do-
mains such as banking, online gaming, airlines, telecommunication, financial ser-
vices and social network services [30]. Various machine learning and knowledge ac-
quisition techniques are applied; however, these techniques have been criticized
certain reasons such as (a) bottleneck problem in KA, (b) training classifier and
transfer of knowledge to system whenever a new nature of instance or case appears
which do not render the old knowledge or rule changes that is very costly, (c) hu-
man expert or knowledge engineer is required for maintenance and handling lat-
est changes which is also very costly. However, these factors can be overcome by
efficient implementation of suitable prudence system and SE based technique for
churn prediction in telecommunication sector. The prudence systemwill produce a
warning prompt whenever new changes or a case occurs that is beyond the current
knowledge in KB. On the other hand, SE will update and maintain the knowledge
base just like virtual human expert or knowledge engineer.

The remainder of this paper is organized as follows; the paper comprises of
five sections; in section 2, the domain of customer churn and churn prediction
modeling is briefly described by means of broad literature review. Section 3
presents a detailed evaluation setup that comprises of dataset, different evalua-
tion measures used in this study, proposed supervised feature selection process,
RDR based classification and classifier evaluation. Section 4 introduces and sum-
marize the key finding of a novel technique for recognition of unseen instances
using prudence analysis with simulated expert, and the paper is concluded with
the direction of future work in section 5.

2 Churn Prediction Modeling

Churn prediction has been widely studied in the past decade by researchers
from academia and industry. Several methodologies and approaches have been
proposed which mainly leverage both static and dynamic analysis for churn
prediction modeling. Although, Churn analysis problem is an alarming issue for
various domains such as Credit cards accounts [17], Banks & Financial Services
[27], Human resource management [22], Insurance & subscription services [25],
games [26] and social networks [28], this section represents various related studies
about customer churn prediction modeling in telecommunication sector.
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Ahn et al. [2] conducted a study on proprietary dataset of Korean mobile
telecom services and revealed that the service quality factor is highly influenced
on customer churn. Kang et al [13] introduced support vector machine recursive
feature elimination (SVM-RFE) approach to identify the key attributes for cus-
tomer churn and rule out the related and repeated attributes which reduced the
dimensions of data. We also used similar approach to eliminate the redundant
attributes from the dataset to select best features set for churn prediction using
supervised feature selection technique.

Sharma et al [24] proposed a neural network (NN) approach and identified
the importance of those attributes which are highly important for predicting
customer churn in telecom’s subscription services. Burez and Poel [4] developed
a churn prediction model for pay-TV European company by using random for-
est and Markov chains. They also indicated two types of targeted approaches
(reactive and proactive) for managing customer churn in telecommunication sec-
tor. Once the company identifies those customers who may likely to churn from
the service providers before customers do it, the decision makers can provide
targeted proactive offers and promotions to retain them.

Clemet Kirui et al [15] investigated new set of features and evaluate it through
Naive Bayes, Bayesian Network and C4.5 for improving the churn recognition
rate to identify the possible customer churn beforehand to retain as many as
possible.

As we noticed in the above discussion that many classification techniques have
been used for churn prediction but, an appropriate use of technique for classifi-
cation is still an open research problem. Some experts from research community
have investigated that SVM is one the state-of-the-art approaches for classifica-
tion in machine learning due to its ability of model nonlinearities [8]. On other
hand, a couple of studies [16,20] have reported that artificial neural networks
can outperform as compared to other traditional machine learning algorithms.

It is clear from the literature that different researchers have approached the
customer churn problem using different algorithms and techniques. This study
is another attempt to propose a benchmarking and empirical study with the
aim to produce further contribution in the said domain. The proposed study,
introduces a novel procedure for useful utilization of prudence analysis which
will produce a warning prompt every time for unusual cases and also introduces
more efficient SE which will map the unseen cases to the conclusion used to test
the KBS being built and update accordingly.

3 Evaluation Setup

3.1 Data Set

In this study, we have used publicly available dataset which can be obtained
from URL [1]. The data set contains total 3333 instances with 21 attributes
including one decision attribute “Churn?” and one unique attribute “Phone”.
Some considerations are required on data preparation such as removing of unique
attributes “Phone” from the data set. Otherwise, the system will generate alert
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of unmatched case because the value of phone number will also be considered
in the process. The attribute “state” is some sort of categorical attribute which
contains 51 distinct string values but we represent them by numerical ID for
simplicity. Detail attribute’s description can be obtained from URL [1].

3.2 Evaluation Measures

It is nearly impossible to build a perfect classifier or a model that could perfectly
characterize all instances of the test set [5], the following measures were used for
the evaluation of proposed study. The detail of evaluation measures which are
used in proposed study can be found in [3].

Sensitivity (REC) =
TP

TP + FN
(1)

Precision (PRE) =
TP

TP + FP
(2)

Accuracy =
TP + TN

TP + FN + TN + FP
(3)

Misclassification Error (MisErr) = 1−Accuracy (4)

F −Measure (F −M) = 2

(
Precision.Recall

Precision+Recall

)
(5)

3.3 Proposed Supervised Based Features Selection Process

In the proposed study, we have determine best subset of more relevant features
based on different measures and procedures as follows; (1) To find the final best
subset of features, we have used supervised feature selection through base-line
algorithm “Ridor” using open-source data mining toolkit WEKA [11], (2) three
set of features list were prepared. The original set of features list without any
ranking of features, (3) we used ranked filter methods such as Information Gain
Attribute Evaluator (IGAE) and Correlation Attribute Evaluator (CAE), (4) we
have identified tightly correlated attributes from original set of features, subset of
CAE and IGAE and removed one of these correlated attributes arbitrarily for the
reason that it just increases the computational cost and effects on performance
as well.

So ultimately we have obtained three subsets of features i.e. Subset 1 con-
tains attributes obtained from Original Set (Original Set without Correlated
attributes), Subset 2 contains those attributes that were obtained from IGAE
(IGAE without Correlated attributes) and Subset 3 holds those attributes in
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area which we have obtained from CAE (CAE without Correlated attributes).
(5) The weighted average values of ROC and simple accuracy for the selection
of best feature set were computed and finally the best subset of features and
subset of rejected attributes were identified. Fig. 1 reflects selection of optimum
subset of features. The following Fig. 2 reflects the average performance of tar-
geted combination of features subset to avoid the biasness in this study. Based
on these results (i.e. Fig. 2) we have obtained the best result of each method as
shown in table 1. Table 2 reflect, the best subset of features that were selected
based on CAE as the CAE has the highest average performance as compared to
other feature evaluation methods.

Fig. 1. Supervised Features Selection

Fig. 2. Average Performance of targeted combination of features
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Table 1. Summary of optimal obtained results

Methods # of features
ROC
Value

F-Measures
Value

Accuracy

Original Set 20 0.839 0.944 0.9472

Original Set without 16 0.839 0.944 0.9473
Correlated Attributes

CAE 18 0.846 0.945 0.9483

IGAE 19 0.841 0.944 0.9477

CAE without 12 0.857 0.949 0.9516
Correlated Attributes

IGAE without 11 0.841 0.944 0.9477

Correlated Attributes

Table 2. Final Optimal Subset Of Features

Attribute Name Distinct Count Means StdDev Categorical Values

State 51 25.269 14.737 -
Intl Plan 2 0.097 0.296 Y=323, N=3010
VMail Message 46 8.099 13.688 -
Day Mins 1667 179.77 54.467 -
Day Calls 119 100.43 20.069 -
Eve Mins 1611 200.98 50.741 -
Night Mins 1591 200.87 50.574 -
Intl Mins 162 10.237 10.792 -
Intl Calls 21 4.479 2.461 -
CutServ Calls 10 1.563 1.315 -
Churn? 2 - - Class Label

3.4 Knowledge Acquisition and Ripple Down Rules Based
Classification

RDR (Ripple Down Rules) was originally introduced by Compton and Jansen
[6] in 1990. They proposed the RDR technique as a suitable methodology for
Knowledge Acquisition (KA) as well as maintenance of large scale rule based
system [9]. RDR was developed to deal with the contextual nature of knowledge
expert [6,21]. Basically RDR is a list of rules where each rule can be linked to
another list of rules that is called exceptions. If the exception next general rule is
applicable then an exception is applicable [23]. Details about RDR can be found
in studies [9,23].

RDR can be used for knowledge acquisition and classification. To extract the
rules with exceptions and cases for building KBS, we have applied machine learn-
ing (ML) algorithm “Ripple Down Rules Learner” [9] on the prepared dataset
(see Table 2) using open source toolkit WEKA [11]. 10-fold cross validation
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Table 3. Describes the decision rules

# of Cases Rules

Case 0 If TRUE then Churn? = NC //Default Rules

Case 1 Except (Day Mins >224.6) and (VMail Plan <= 0.5) and
(Eve Mins >183.75) and (Night Mins >161.8) THEN Churn? = C

Case 2 Except (CustServ Calls >3.5) and (Day Mins <= 160.2)
THEN Churn? = C

Case 3 Except (Intl Plan >0.5) and (Intl Mins >13.1) THEN Churn? = C
Case 4 Except (Day Mins >221.85) and (Eve Mins >241)

and (VMail Plan <= 0.5) and THEN Churn? = C

Case 5 Except (Day Mins >244.95) and (VMail Plan <= 0.5) and
(Eve Mins >223.75) and (Night Mins >169.8) THEN Churn? = C

Case 6 Except (Day Mins >236.45) and (VMail Plan <= 0.5) and
(Eve Mins >144.35) THEN Churn? = C

Case 7 Except (Intl Plan >0.5) and (Intl Calls <= 2.5) =>Churn? = C

Case 8 Except (CustServ Calls >3.5) and (Eve Mins <= 191.85) and
(Day Mins <= 175.35) THEN Churn? = C

method is used to evaluate the performance of classifier (RDR) at initial stage.
Rules and exceptions were transformed into decision rules list for easy interpre-
tation and understanding. Based on these rules, the classification and prediction
of decision class can be performed easily. Table 3 describes the decision rules
with conditions and conclusions.

3.5 Evaluation of the Classifier

As discussed earlier, the evaluation of the classifier is performed using 10-fold
cross validation on the dataset. Table 4 describes the weighted average evaluation
measures used for calculating predictive power of the classifier.

Table 4. Performance of Classifier

CLASS TPR FPR PRE REC F-M

NC 0.991 0.277 0.955 0.991 0.972
C 0.723 0.009 0.928 0.723 0.813

Weighted Avg. 0.952 0.239 0.951 0.952 0.949

MisErr 4.84%

Accuracy 95.169%

It is observed that correctly classified instances rate is above 95% (or 3172
individual instances) while incorrectly classified instances rate is above 4.8%
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(or 161 individual instances). Therefore, to strengthen the ultimate results, the
following section describes a prudent based approach to handle unseen instances
and simulation expert approach to handle incorrectly classified instances. Such a
prudent based approach would be very much interesting when it recognizes those
situation that are beyond the available KBS and prompt for acquiring some new
knowledge for KBS as well.

4 Proposed Prudent Based Recognition of Unseen
Instances Using Simulated Expert

The term prudence means to describe the behavior of such an approach which
will fire a warning every time when a case is in some way unusual [7]. Prudence
Analysis was an RDR technique that was discovered as an alternate to deal with
the brittleness of KBS [19]. In the literature [7,18], different mechanisms have
been developed for prudent based KBS. Compton and Preston [7] used a tech-
nique in which a set of seen attribute’s values associated with each rules and
conclusion were maintained in a list. If the attribute’s value for any case does
not already exist in the prepared list, then an alert is generated for reviewing
the case. Another study [18] presented ripple down model (RDM) which has two
main function for detecting the knowledge boundaries based on range probabil-
ities. One function is used for observing ranges values of continuous attribute
and another is used for observing the already maintained values of categori-
cal attribute. For this study, the proposed prudent based recognition of unseen
instances using SE consists of the following steps;

– Develop a table with all those attributes which were extracted through RDR
for building KBS with three lists titled as churn, non-churn and Both (churn,
non-churn or complete dataset) as shown in table 5.

– Calculates minimum and maximum values of each attribute into the three
specified lists. Table 5 represents the attributes range’s information.

Once the table is maintained with required information, the following algo-
rithms can be used for required purpose. For understanding purpose and to
maintain the continuity, RDR based classification is also represented as algo-
rithmic steps.

(See Algorithm: RDR based procedure for recognition of unseen instances
using SE).

Initially, every case that is to be processed will be tested with RDR rules in
KBS. If the case could not satisfy any rules in the KBS or reach to the wrong
conclusion (Class Label) then it will be processed through the attributes’ range
values table. The list of attributes and values of attributes of instance will be
compared with the ranges in table. If one of them is not already included in the
list of attributes or list of values’ range then a warning prompt will be generated
to check the conclusion for new case and a call will be sent to the simulated
expert (SE) with a parameter 1 (SE is discussed in next section).
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Table 5. List of Attributes Value’s Ranges

Attribute
Both Churn Non-Churn

Min Max Min Max Min Max

State 1 51 1 51 1 51
Intl Plan 0 1 0 1 0 1

VMail Plan 0 1 0 1 0 1
VMail Message 0 51 0 48 0 51

Day Mins 0 350.8 0 350.8 0 315.6
Day Calls 0 165 0 165 0 163
Eve Mins 0 363.7 70.9 365.7 0 361.8
Night Mins 23.2 395 47.4 354.9 23.2 395
Intl Mins 0 20 2 20 0 18.9
Intl Calls 0 20 1 20 0 19

Cust Serv Calls 0 9 0 9 0 8

4.1 Simulated Expert

A SE is mapping of the unseen cases to the conclusion used to test the KBS being
built [18]. In the proposed study, the technique of SE is applied as a procedure
that will receive a call with parameter from prudent prompt. The SE will easily
determine the nature of the assigned task based on the parameter value (e.g.
1, 2). If the parameter value is 1 then SE will add a new rule into KBS which
satisfies the new case after the last evaluated rule in KBS based on domain expert
decision. RDR is useful for adding new rule without effecting previous KBS. If
the SE received a parameter value 2 then SE will determine from table 5 that
whether it belong to churn list or non-churn list. Once it detect that an instance
belong to churn list or non-churn list, SE will just simply test the corresponding
rules and will try to reach to the correct conclusion. There may occur a rough
instance case where an instance may belong to more than one list. In such rough
instance case, SE will count the match cases and class of the majority matched
cases will be assigned to that instance.

4.2 Evaluation of Simulated Expert

We have performed an experiment for approaching prudent based churn predic-
tion. The data set is prepared from the misclassified cases which are given in
table 4 (see section 3.5). The New or each misclassified instance which are figure
out in table 4, was selected and passed through prudent check and SE. By doing
this the initial KBS was also maintained up-to-date. There were 161 cases which
were misclassified by simple RDR based classification while SE correctly pre-
dicted the conclusion for these cases through the procedure which is explained
in section 4. Ultimately, the proposed technique correctly concluded 27 cases as
churn and 134 cases as non-churn.
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Algorithm: RDR based Procedure for recognition of unseen instances
using SE

//Preparation of KBS and range table
A1. START
A2. Load prepared dataset (i.e table 2) to an RDR based classifier and evaluate the

performance of classifier by applying 10-fold cross validation.
A2.1. Extract the rules and exception
A2.2. Create list of decision rules from extracted rules and exception

i.e. table 3 //Set majority class set as default rule
A2.3. IF default rule then Non-Churn except (list of decision rules

with class label as Churn)
A2.4. Keep track of misclassified instances. //False Positives

A3. Build a KBS from the list of decision rules set given in step A2.3
A4. Initialized a range table which keep track of the following; (i.e. table 5)

A4.1. Add list of attributes from prepared dataset (i.e. table 2).
A4.2. Create three lists for class labels (e.g. Churn, Non-churn, Both)

and find the minimum and maximum value of each attribute for each class label.
//Prudence checkpoint prompt alert
//Read Instances
B1. IF instance belong to A2.4 THEN

B1.2. Call to SE<instance, parameter 2 >
B2. ELSE IF value beyond the competency of KBS by comparing with both list

given in step A4.2 THEN
// For new instance

B2.1. generate a prudent prompt AND Call to SE<instance, parameter 1>
B3. Repeat Step B1 until instances exists
B4. Stop
//Simulated Expert (SE)
C1. Start
C2. Initialized Counters INC=0, INNC=0 //increment for churn and for non-churn
C3. SE <instance ref, parameter value >
C4. IF parameter value is 2 THEN

C4.1 Read attribute value until attributes exists for each instance
received from Step B1.2 //To keep track of attributes values for each instance
C4.1.1. IF attribute value belong to range of churn list THEN INC+=1
C4.1.2. ELSE IF value belong to range of non-churn list THEN INNC+=1

C4.2. Repeat Step C4.1
C4.3. IF INC >INNC THEN Assign Class label to instance Churn
C4.4. IF INC <INNC THEN Assign Class Label to instance Non-Churn
C4.5. IF INC==INNC THEN Assign Class Label to instance which have

Maximum Count of matched In Step A3
C5. ELSE parameter value 1 THEN add a new rule into KBS which satisfy

the new case after the last evaluated rule in KBS based on domain expert decision.
C6. Stop
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5 Conclusion

The presented approach appears to be a worthy alternate for churn prediction
in the telecommunication industry where prudent and simulated expert based
approach in combination with RDR classifier has resulted in promising results.
The proposed approach has the ability to handle the maintenance problem of
KB and KBS brittleness. Furthermore, the proposed technique has also shown
that all the misclassified and new cases can be successfully classified by updating
rules in KB and assigning correct conclusion that were wrongly classified initially,
before applying the proposed technique. So far this work presents that building
KBS with RDR prudence is potentially useful in customer churn prediction in
telecommunication industry. The future work is related to developing generic
prudent base customer churn prediction tool for various domains.
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Abstract. The objective of the presented research is to create effective
forecasting system for daily urban water demand. The addressed problem
is crucial for cost-effective, sustainable management and optimization of
water distribution systems. In this paper, a dynamic Gaussian Bayesian
network (DGBN) predictive model is proposed to be applied for the
forecasting of a hydrological time series. Different types of DGBNs are
compared with respect to their structure and the corresponding effec-
tiveness of prediction. First, it has been found that models based on the
automatic learning of network structure are not the most effective, and
they are outperformed by models with the designed structure. Second,
this paper proposes a simple but effective structure of DGBN. The pre-
sented comparative experiments provide evidence for the superiority of
the designed model, which outperforms not only other DGBNs but also
other state-of-the-art forecasting models.

Keywords: Forecasting time series · Water demand · Bayesian networks

1 Introduction

Forecasting of time series and especially forecasting of urban water demand
is an important problem considered by many researches [3,16,8,10]. Depen-
dent on the length of the prediction horizon, forecasting water demand can be
long-, medium-, short- or very-short-term [3]. Long-term predictions are made in
decades or in yearly scale, and they are crucial for planning and design of water
distribution systems [21]. Medium-term forecasting made yearly is important for
making improvements to already existing water distribution systems [3]. Short-
term forecasting is made in a time scale of months [9,5], days [19,2] or hours
[12,18]. For example, daily predictions are required for cost-effective, sustainable
management and optimization of urban water supply systems [3].

This paper addresses the problem of daily water demand. Existing literature
on the topic involves many solutions. An analytic predictive model based on a
set of arbitrary designed equations was proposed in [25]. The other approach is
to learn predictive models using historical data gathered from water distribution
systems. Linear regression and artificial neural networks were applied in [20]. A
hybrid approach combining feed-forward artificial neural networks, fuzzy logic,
and a genetic algorithm was proposed in [19]. An extensive overview of papers
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devoted to water demand forecasting was made in [21] and [8]. One of the first
attempts and maybe the best known example of using Bayesian networks for
forecasting is [1]. Bayesian networks were used for forecasting aggregated end-
use water heater load in residential areas [24]. Recently, an overview of Bayesian
forecasting systems has been done in [4].

The main deficiency of existing approaches is the still limited forecasting ac-
curacy. In this paper, an effort is undertaken to design a new predictive model for
more effective forecasting of daily water demand. For that purpose, a Bayesian
network approach is proposed. To the best of our knowledge, Bayesian networks
and especially their dynamic Gaussian version have been never applied for the
prediction of water demand.

The effort undertaken in this study is to create the structure and learn the
parameters of a Gaussian Bayessian network, thus aiming to achieve the best
possible forecasting accuracy of daily urban water demand. After numerous com-
parative experiments, it has been found that the models based on automatic
learning of network structures are not the most effective. They can be out-
performed by models with manually designed structures. For that reason, this
study investigates and compares different simple DGBNs. The experiments pro-
vide evidence for the superiority of the simple DGBN model that outperforms
other selected state-of-the-art forecasting methods.

The remainder of this paper is organized as follows. Section 2 introduces back-
ground knowledge related to the presented research, i.e., basic notions related to
Gaussian Bayesian networks and their application to forecasting. Section 2 also
presents a selected forecasting accuracy measure and a statistical test applied
to the comparison of forecasting errors. Section 3 presents the contribution of
this paper, after specifying the addressed problem, in which the dynamic Gaus-
sian Bayesian network approach is adapted to the forecasting of daily water
demand. The experimental section 4 contains the presentation of comparative
experiments to provide evidence for high effectiveness of the proposed DGBN
approach when applied to water demand forecasting.

2 Background Knowledge

Numerous probabilistic models can be applied to the forecasting of time series.
One of them is a Bayesian network.

2.1 Bayesian Networks

In general two types of Bayesian networks can be distinguished: 1) discrete
Bayesian networks 2) Gaussian Bayesian networks.

A discrete Bayesian network is a triple BN = (X,DAG,P ), where X is a
set of random variables, DAG = (V,E) is a directed acyclic graph and P is a
set of conditional probability distributions [14]. Each node of the graph v ∈ V
corresponds to a discrete random variable Xi ∈ X with a finite set of mutu-
ally exclusive states. Directed edges E ⊆ V × V of DAG express conditional
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dependence (and independence) between random variables. For every child node
Xi, there is P (Xi|Xpa(i)), which is the conditional probability distribution for
each Xi ∈ X , where: pa(i) is set of parent (conditioning) variables of the
variable Xi.

A Gaussian Bayesian network (GBN) is a model that specifies a probabilistic
distribution over a mixture of continuous and discrete variables [14]. The set X
is partitioned to the subset of continuous variables XΓ and the set of discrete
variables XΔ. In comparison with the discrete Bayesian networks, GBNs contain
continuous random variables with the linear conditional Gaussian distribution.
Those Gaussian density functions are specified by their means and variances.
Formally, GBN is a tuple GBN = (X,DAG,P, F ), where X is a set of discrete
or continuous random variables, andDAG = (V,E) is a directed acyclic graph, P
denotes a set of conditional probability distributions, and F is a set of Gaussian
density functions ℵ(μ, σ2) assigned to continuous random variables, where μ
denotes the mean and σ2 is the variance. Every Gaussian probability density
function that is assigned to continuous random variable Xi is conditional on
the configuration of the parent variables. In case the parents of the continuous
random variable are discrete variables, the variable possesses a single Gaussian
distribution function for each combination of values of the parents. If the parents
are continuous, the mean of density function assigned to the variable depends
linearly on the values of its continuous parents.

For both types of Bayesian networks, when a temporal aspect of data is an-
alyzed, a dynamic version is used. The Dynamic Bayesian network (DBN) is a
simple extension of standard BN. In DBN, a discrete time scale is used, and
selected random variables are related to parent variables of the previous time
points. DBN contains arcs that are related to time delays. The directed arcs of
the DBN flow forward in accordance with the time flow. This way DBN is an art
of network that relates probabilistically random variables assuming that some
of them are lagged in time.

Using the above described typology, it is possible to distinguish specific dy-
namic Gaussian Bayesian networks that combine features of Gaussian and dy-
namic extensions of Bayesian networks.

Bayesian networks can be designed by an expert or can be learned from his-
torical data. The learning of Bayesian network consists of two steps: 1)structure
learning 2) parameters learning.

Specifically for Gaussian Bayesian networks, the learning of their structure
can be performed using several learning algorithms [22]:

– Hill-Climbing is a score-based greedy search on the space of the directed
graphs,

– Tabu Search is modified Hill-Climbing that escapes local optima by selecting
a network that minimally decreases the score function,

– Max-Min Hill-Climbing is a hybrid algorithm combining the Max-Min Par-
ents and Children algorithm (to restrict the search space) and the Hill-
Climbing algorithm,
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– Restricted Maximization is a generalized implementation of Max-Min Hill-
Climbing using a combination of constraint- and score-based algorithms.

It is worth emphasizing that all of the mentioned learning algorithms are more
general, they are not dedicated to the dynamic version of Gaussian Bayesian
networks. For that reason the direction of the arcs within the trained structure
(probabilistic dependency) may be contradictory with the direction of time flow
that is assigned to them. However, in spite of it, the prediction can be performed
using the appropriate backward reasoning algorithms. The other learning algo-
rithms that produce networks with undirected edges were not considered. To
the best of our knowledge there are no publicly available implementations of
learning algorithms that are dedicated to learn the structure of DGBN.

Assuming that the structure of the DGBN is already learned or given by an
expert, the only suitable method for learning parameters is available in ’bnlearn’
library of R, it is the Maximum Likelihood Estimation (MLE) [22]. Moreover,
to the best of our knowledge, at the moment of writing this paper, only that
method was publicly available.

2.2 Measuring the Accuracy of Forecasting

Independent of the applied predictive model, the error for any single forecast
is calculated as e(t) = X ′(t) − X(t), where X ′(t), X(t) denote the predicted
and actual values of the series respectively. There are numerous methods for
measuring the cumulative accuracy of a time series. However, for the purpose of
this paper, we decided to apply only mean absolute percentage error (MAPE)
given as formula (1). The reason of such selection is that the MAPE is a simple,
easy-to-interpret scale-independent error measure. By exploiting it, it is easy
to compare the efficiency of forecasts independent of the absolute values of the
considered time series.

MAPE =
1

n

n∑
t=1

| et
xt

| × 100% (1)

Besides cumulative estimation of prediction errors, for the purposes of the
comparison of residuals (series of forecasting errors) generated by different mod-
els, a Diebold-Mariano (DM) statistical test is commonly used [7]. The null
hypothesis of the DM test H0: Model 1/Model 2 is that Model 1 is more ac-
curate than Model 2. The alternative hypothesis is that Model 2 is better than
Model 1.

3 Dynamic Gaussian Bayesian Network for the
Forecasting of Water Demand

Let X ∈ � be a real-valued variable and let t ∈ [1, 2, . . . , n] be a discrete time
scale, where n ∈ ℵ is its length. The values of X(t) are observed over time. A
time series is denoted as a sequence {X(t)} = {X(1), X(2), . . . , X(n)}.
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For the purpose of this paper it is assumed that X(t) corresponds to the
continuous random variable whose value is to be predicted. The lagged versions
X(t−1), X(t−2), . . . , X(t−n) also correspond to random variables. We assume
that their values are known from historical data.

Let us also assume that Ki(t) ∈ K, i ∈ [1, . . . ,m] are the other known ith time
series and K is the set of such series. We assume here that the random variables
corresponding to the series from K together with X(t− 1), X(t− 2), . . .X(t−n)
constitute the set E of the so-called evidence variables, i.e., E = K

⋃{X(t −
1), X(t− 2), . . .X(t− n)}.

A Bayesian network model can be used to calculate the posterior probability
of unknown X(t) given the set of evidence variables E. Formally, the objective
of Bayesian forecasting is to calculate the probability distribution P (X ′(t)|E),
where X ′(t) denotes the predicted value and E is the observed evidence. The
evidence variables from E are also called explanatory variables. The first issue
during the construction of our DGBN model is their proper selection.

The predicted variableX(t) is the water flow denoted for the sake of simplicity
as flow. To denote the time lag of any variable, the lower index is used, e.g.,
flow1 denotes flow(t − 1) and flow7 denotes flow(t − 7). Similar notation is
used for the rest of the time series and related variables.

As the existing studies show, the lower precipitation and higher temperature
may lead to higher water demand [3]. For that reason we decided to check the
influence of weather-related variables on water demand. Variables rain and rain1

related to precipitation are selected. Also the temperature variables T and T1

are taken into account.
In the case of urban water demand, weekly seasonality is expected [3]. Weekly

seasonality is the phenomenon related to the division of a week into working days
when water demand is usually higher and to the days of Saturday and Sunday
with lower water demand [3]. For that reason, the time lag of 7 of water demand
is considered. In this paper this fact is taken into account by including random
variable flow7 into the set of evidence variables.

Also to reflect the expected weekly seasonality, the variable day related to
the day of the week is considered. It can be expected that the variable month
may help to capture the potential monthly seasonality related to summer or
winter holidays [3]. The main problem encountered while using the calendar-
related variables was related to the practical implementation. To the best of our
knowledge, at the moment of writing the paper there was no free implementation
of learning DGBN and forecasting on that basis in the case of using a mixture
of continuous and symbolic types of variables.

The feature is not implemented in the ’bn.learn’ package of R. Although such
models can be learned using the ’deal’ packages, the inference is not implemented.
The use of commercial packages was not taken into account due to their limited
availability. To overcome the problem we decided to exploit the fact that the
variables day and month are, in fact, numeric integer values. This enabled us to
use the ’bn.learn’ package. This way the numeric values of day and month were
used as the parameters of the mean of the related probabilistic density functions.
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Table 1. The set of evidence variables

Variable Description

flow1 water demand on previous day

flow7 water demand in previous week

T temperature

T1 temperature on previous day

rain rain

rain1 rain on previous day

day day of week

month month

The final set of the evidence variables is given in table 1.

4 Experiments

For the validation of the proposed approach real-world data were used. Historical
water demand data (water flow) were acquired from the urban water distribution
network of Sosnowiec, Poland. Weather data were gathered and prepared at the
University of Silesia weather station. All data were collected from the period of
16 June 2007 to 31 December 2013 containing 2386 records.

For the following learn-and-test trials, the time series had to be partitioned
into learning and testing data. For that purpose, the idea of a growing learning
window was applied, see Fig. 1. It assumes that the learning period begins at the
first available observation of data and finishes at time t−1. As the time flows and
the amount of available data grows, also the learning window grows till the last
available data at time t− 1. The length of the growing window is t− 1. Because
the prediction is made one-step ahead the DGBN model is updated every day.
According to discussion regarding the minimal data samples [13], the minimum
length of the growing learning window was set to 25, i.e., t > 24.

Fig. 1. Growing window
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In the first set of experiments the temperature T and the rain variables
were explicitly used in the network structure. As they were unknown during the
day t they had to be predicted. This way, the problem was related to weather
forecasting [11,15]. First, the structure of DGBN was learned automatically using
all the algorithms given in section 2. The obtained prediction efficiency turned
out to be very poor. Second, an attempt was undertaken to design the network
structure by trial and error; however, the results were also very poor. For that
reason we do not provide those results here.

In the next set of experiments the variables T and rain were not used. As a
result the structure of DGBN has been simplified containing besides evidence
variables only a single variable flow to be predicted at time t.

Similarly as before, two trails were made. First, the structure of DGBN1-
DGBN4 was learned automatically using the available algorithms (see section
2). The obtained results are given in table 2. Second, the structure of DGBN5
was designed. It quickly became clear that better results can be obtained while
assuming a direct influence of explanatory variables on the predicted water de-
mand flow.

In the following experiments we decided to test how the elimination of explana-
tory variables influences the accuracy of forecasting. Due to space restrictions,
we can provide here only the selected results of those experiments. In DGBN6
the month and day variables were not used. In DGBN7 the weather variables
T1 and rain1 were neglected. After further step-wise elimination of explanatory
variables their influence on the prediction accuracy was examined. The results
are given in table 2.

Table 2. Results

Model Evidence variables considered MAPE

naive univariate time series 9.517191

ES univariate time series 9.624532

ARIMA univariate time series 14.56436

LR all from table 1 10.30014

DGBN 1 all - Hill-Climbing 7.858135

DGBN 2 all - Tabu Search 15.32959

DGBN 3 all- Max-Min Hill-Climbing 7.649636

DGBN 4 all - Restricted Maximization 7.654599

DGBN 5 flow1, flow7, T1, rain1, month, day 7.599925

DGBN 6 flow1, flow7, T1, rain1 7.663248

DGBN 7 flow1, flow7, month, day 7.656192

DGBN 8 month, day 38.85962

DGBN 9 flow1, flow7 7.660317

DGBN 10 flow1 7.688957

DGBN 11 flow7 13.57425
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day

flow

flow_1 flow_7

month

rain_1

T_1

Fig. 2. Structure of the winning DGBN5

To compare the forecasting accuracy of the Bayesian approach with the other
state-of-the art models, numerous comparative experiments were performed. On
the basis of literature study, those models were selected for comparisons, for
which the lowest forecasting errors were reported. Also the naive model, for
which X(t) = X(t−1), was used, traditionally applied for benchmarking of time
series forecasting. The set of competitive to DGBN predictive models contained
naive, exponential smoothing (ES), auto-regressive integrated moving average
(ARIMA), and linear regression (LR). The description of those state-of-the-art
methods fell beyond the scope of the paper but can be found in [6,23]. In every
case, the parameters of the applied models were adjusted by numerous try-and-
test experiments. All coefficients of ES model were learned automatically using
the function ’ets’ that is available in the ’forecast’ library of the R package
[17]. For fitting the ARIMA model to the data and adjusting the parameters
automatically, we used the function ’auto.arima’ from the package ’forecast.’
The applied ’auto.arima’ recognize also the seasonality in data and implements
in fact the seasonal version of ARIMA. Also in case of linear regression the
training process was performed using R package. The details on the adjustment
of parameters are described in the documentation of R package.

As can be noted in table 2, the values of MAPE show that DGBN5 model
was the best. The structure of DGBN5 is shown in Fig. 2. It is worth noting
that the DGBN5 is equivalent to continuous version of naive Bayesian classifier.

Table 3. Diebold-Mariano test

Model1/Model2 p-value

DGBN5/DGBN3 0.9987

DGBN5/DGBN4 0.9994

DGBN5/DGBN6 0.9916

DGBN5/DGBN7 0.4912

DGBN5/DGBN9 0.9087

DGBN5/DGBN10 0.9999
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Furthermore, for the most competitive models the Diebold-Mariano statisti-
cal test was performed. The results are given in table 3. Only the DGBN7 with
the explanatory variables flow1, flow7, month, day can be interpreted as com-
petitive to DGBN5; however, the null hypothesis that DGBN5 is better was not
rejected. It leads to the conclusion that the use of weather variables does not
bring much benefit while forecasting the considered time series.

5 Final Remarks

The paper proposed to apply a dynamic Gaussian Bayesian network predictive
model to forecast daily water demand. The experimental studies have shown that
DGBNs with the designed structure outperform those with an automatic learned
structure. Moreover, comparative experiments show that the winning DGBN
that is equivalent to continuous version of naive Bayes classifier outperformed
selected state-of-the-art forecasting models. In spite of the obtained improvement
in terms of forecast accuracy, the MAPE for the winning DGBN reaches 7.6%,
which, in our opinion, motivates further research on the addressed problem.
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Abstract. With the emergence of advanced stream computing archi-
tectures, their deployment to accelerate long-running data mining ap-
plications is becoming a matter of course. This work presents a novel
design concept of the stream clustering algorithm DenStream, based on
a previously presented scheduling framework for GPUs. By means of our
schedulerOCLSched, DenStream runs together with general computation
tasks in a multi-user computing environment, sharing the GPU resources.
A major point of concern throughout this paper has been to disclose the
functionality and purposes of the applied scheduling methods, and to
demonstrate the OCLSched ’s ability of managing highly complex appli-
cations in a multi-task GPU environment. Also in terms of performance,
our tests show reasonable improvements when comparing the proposed
parallel concept of DenStream with a single-threaded CPU version.

Keywords: GPGPU · OpenCL · DenStream · Data Mining · Stream
clustering · Task scheduling

1 Introduction

Over the last few years, data mining applications have grown in size and com-
plexity. Because of their long runtime on conventional processors, researchers
are looking at running such applications on computational accelerators. The de-
ployment of GPUs, for instance, can lead to enormous improvement in their per-
formance as shown in a related work [16]. However, providing high-performance
solutions for highly complex applications might be a time-consuming task [20],
especially, if an efficient use of shared devices should be considered during the
development. Further, numerous studies have shown that resource utilization
constitutes a serious problem when considering the typically available computa-
tion power of modern accelerators [6,11,17]. For these reasons, an autonomous
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scheduling unit with built-in libraries, that provide the functionality for cer-
tain type of applications, is becoming a necessity to facilitate the access to
shared resources and to exploit the computation power of available accelera-
tors. A multi-user functionality would improve the overall throughput rate in
accelerator-based systems, if multiple tasks are issued to be run simultaneously.
These and other challenging issues have been pursued by our research during the
last few years. We introduced OCLSched, a scheduling framework for common
computation tasks on heterogeneous computing systems in a previous work [18].
Our scheduler provides for a multi-user functionality by means of the well estab-
lished server-client model. It runs in background and manages the distribution
and execution of tasks centrally, exhausting the available computing units.

This is, however, the first work, in which we introduce OCLSched in combi-
nation with a complex data mining algorithm. We propose a well thought-out
OpenCL-based implementation concept of a recent data stream clustering appli-
cation DenStream [2], with the intention of providing a library-like environment
for this kind of applications as a supplement to OCLSched. Serving as a start-
ing point for customizing typical data mining strategies for HPC accelerators,
we focus in this paper on the cluster and outlier analysis [3]. Within the exe-
cution model of OCLSched, the clustering functionality is described as a single
user process, achieving its defined targets asynchronous to other general purpose
computations. In order to overcome these challenges, the proposed OCLSched ’s
implementation ofDenStream combines very recent techniques from two research
areas; Heterogeneous parallel computing and data mining. We mainly discuss
different important aspects and identify a lot of trade-offs of running highly
complex data mining applications on the GPU. Besides proving the ability of
the OCLSched ’s task-concept to handle complex problems from the new appli-
cation domain of data mining, this work opens up new avenues to a successful
development of innovative GPU-programing designs for data mining applications
in general, and for modern stream clustering algorithms in particular.

As a major modification towards providing an optimized built-in library for
stream clustering algorithms, the task-concept of OCLSched is improved and
extended increasing the efficiency of the considered algorithms. For instance,
a special memory allocation and transfer functionality has been necessary to
be established, in order to achieve an efficient memory management related to
the density-based clustering algorithm. In the context of this work, DenStream
is completely redesigned to meet the characteristics and special design require-
ments of the parallel GPU architecture. A number of OCLSched tasks describing
DenStream are designed in such a way that they could be alternatively combined
and separately launched on different processing devices, following the stream
computing paradigm. Using a variety of real data sets, we conduct numerous
experiments to expose the influence of certain parameters on DenStream’s per-
formance on the one side, and to discuss the GPU-resource utilization on the
other.

The reminder of this paper is organized as follows: After providing a short
overview about the scheduling framework, which is used in the implementation
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of DenStream, we briefly discuss the key concepts of the stream clustering algo-
rithm. In section 3, we present the strategies followed in the task-design of the
parallel DenStream algorithm. Later in section 4, we discuss the implementation
details of the parallel algorithm. A thorough evaluation of the presented strategy
is introduced in section 5, and section 7 concludes the work and discusses future
directions immediately after the related work in section 6.

1.1 Why OpenCL?

A variety of programing frameworks have been recently released, by means of
which software developers can design and implement their applications on high
performance accelerators. The most well-established frameworks in this con-
text seem to be OpenCL (Open Computing Language), OpenMP (Open Multi-
Processing) and CUDA (Compute Unified Device Architecture). In terms of
performance, it might be argued that CUDA can be more efficient on NVIDIA
devices. However, Komatsu et al. [10] demonstrated that the performance gap
between CUDA and OpenCL can be overcome by performing special purpose
and hardware-specific optimizations on OpenCL programs.

Besides the performance issue, the advantage of OpenCL is represented in
its portability [12]. To be successful, an accelerator programing model must be
low-level enough to express potential parallelism in existing sequential code,
but high-level and portable enough to allow efficient implementation-mappings
to a variety of accelerators. For these reasons, we believe that OpenCL offers
a promising programing framework for future applications, when it comes to
heterogeneous computing.

1.2 OCLSched

OCLSched stands for OpenCL-based scheduling framework, by means of which
only basic skills relating to the OpenCL programming model would be sufficient
to issue any given application to be run efficiently, sharing OpenCL computing
devices with other users. It manages the processing of common computation
tasks on accelerator-based heterogeneous systems, exhausting the resources of
available accelerators. Multiple tasks written in OpenCL can be issued by means
of a C++ API that relies on the OpenCL C++ wrapper. At this point, a daemon
takes over the control immediately and performs load scheduling. The major
purpose of our scheduler is to manage the execution of multiple tasks issued by
multiple users on different shared OpenCL devices. It acts as a server process,
accepting user client connections and providing for a multi-user functionality by
means of the well established server-client model. Based on preemption and con-
text funneling, the core functionality of our scheduler specifically encompasses
the establishment of shared multi-GPU environment to maximize the utiliza-
tion of available resources. Due to its implementation, OCLSched can be easily
applicable to a common OS. In Fig. 1, an overview of the OCLSched ’s execu-
tion model is provided. On this basis, the clustering functionality discussed in
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this paper is described as a single user process within the execution model of
OCLSched.

GPUSched load 
(user process)

GPUSched load 
(user process)

Host side Device side

Shared memory

OCLSched 
server process

OCLSched load 
(user process)

Device memory

GPU

Fig. 1. The Execution Model of OCLSched

2 DenStream

A data stream is a massive, continuous and rapid sequence of data elements
without length limitation, containing (d, t)-tuples where d is a data record, and
t is a time-stamp. Each reading process of such a sequence is achieved through
a linear scan. The data stream model is widely used for modeling tasks such as
telephone records, financial transaction statistics and multimedia data lists. For
the purpose of statistical data analysis, clustering is used in many fields and rep-
resents the process of grouping similar data objects into so-called clusters. Since
a variety of clustering strategies exists currently [13,8], there are different formal
definitions of cluster depending on the desired clustering algorithm. DenStream
is one of the data stream clustering approaches, as it was presented in [2].

2.1 Strategy of Clustering

DenStream uses micro clusters to form the final clustering of the data stream
at time t. Based on an exponentially fading function f(t) = 2−λt, 1 > λ > 0,
whereby λ is an input parameter and describes the density level of the clusters
(see Algorithm. 1), the weight of old data records is reduced over time. The
importance of the historical data becomes lower if we select a higher value of the
input parameter λ. The micro clusters in DenStream (as shown in Fig. 2) build
a summary representation of groups of close data points. This representation
defines a spherical region in the data set with center c, radius r < ε and weight
w. The micro clusters evolve with the time by the new data, changing w, c and r.
At time t, the weight of the micro cluster is defined as the sum over the weights
of the included points. A threshold β.minPts separates the micro clusters into
two classes (types):
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– Micro clusters with w ≥ β.minPts are potential micro clusters and are
grouped to build the final clusters using DBSCAN.

– Micro clusters with w < β.minPts are outlier micro clusters, which are still
not dense enough at the current point of time.

Data: DataStream, ε, β,MinPts, λ
Result: Clustering

forall the p ∈ DataStream do

Merge(p);

if t mod Tp == 0 then
Check all micro clusters and perform downgrade if necessary;

end
if clustering request then

// offline phase

Generate clusters from microclusters using DBSCAN;

end

end
Algorithm 1. DenStream

A very important property of the micro clusters is that they can be maintained
incrementally. Adding a new point to a micro cluster or fading another one by the
fading function f(t) = 2−λt for an input constant parameter λ, does not require
re-computation of that micro cluster. Hence, the stream data is processed only
once, extracting the required features without the need to save each point in the
memory for further use.

While incrementally maintaining the micro clusters, the weighted linear and
the weighted squared sum of the points are stored in the micro cluster. For a mi-
cro cluster summarizing n points p1, p2, . . . , pn, with time stamps T1, T2, . . . , Tn

and considering the fading function f(t) for the points’ weights, the linear sum
at time t is CF1 =

∑n
i=1 f(t− Ti)pi. The weighted squared sum for the same

micro cluster is CF2 =
∑n

i=1 f(t− Ti)p
2
i .

Using CF1, CF2 and w as features defining a micro clustermc = {CF1, CF2,
w}, a merge of a new point p (considered in Algorithm 1) is realized modifyingmc
to mc = {CF1+p, CF2+p2, w+1}. Fading out a micro cluster for an interval δt
is performed using the transformation: mc = {CF1.2−λδt, CF2.2−λδt, w.2−λδt}.

The radius and center of each micro cluster, which are used in the DenStream
algorithm, will be computed each time from the features CF1, CF2 and w. For
mc = {CF1, CF2, w}, it applies that c = CF1/w and r is the maximal standard
deviation of the data over all dimensions of the micro cluster. The outlier micro
clusters save also their creation time t0 as an additional feature.

The DenStream algorithm allows a micro cluster to change its type or fade
completely out and disappear. The period Tp = � 1

λ log ( βμ
βμ−1 )� determines how
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often a micro cluster should be checked whether it has faded out being outlier.
Thus, if the weight w of a given outlier micro cluster is defined as: w < ξ(t, t0) =
2−λ(t−t0+Tp))−1

2−λTp−1
at time t ≥ k.T p for k ≥ 1, this micro cluster can be discarded.

Fig. 2. DenStream and Micro Cluster Types

2.2 Algorithm

TheDenStream clustering algorithm basically consists of two major parts; Online
part and offline part. The complete algorithm can be described in a series of steps
as depicted in Fig. 3.

Fig. 3. A sequential model of DenStream



Parallel Density-Based Stream Clustering 349

Online Part. This part of the algorithm is responsible for the micro cluster
maintenance. The maintenance includes: Merging new data, creating new micro
clusters and fading existing micro clusters. For each newly arriving point from
the data stream, DenStream tries to merge to the nearest potential micro cluster
without increasing its radius over the value of ε, which is an input parameter of
the algorithm (shown in Algorithm 1) and strongly associates with the density
level of the micro cluster. If this is not possible, the algorithm tries to merge it
to the nearest outlier micro cluster, considering the maximum radius constraint
upper bounded by ε. If this is also not possible, the new data point is considered
as a center for a new outlier micro cluster. Before the algorithm can take the
decision how to merge the new data to some existing micro cluster, or start a
new one, the distance between the newly arriving data point and the center of
each of the existing micro clusters must be computed. In the case of merge, the
radius of the merged micro cluster must be re-computed. The online part is also
responsible for fading out the old micro clusters, assuming that historical data is
losing importance exponentially over time. During this phase, the micro clusters
are checked for the minimum weight bound to keep them as potential or outlier
micro clusters, which is considered as the grade down strategy of DenStream.
According to this strategy, potential micro clusters are changed to outliers, and
the outliers with weight that is lower than the threshold can be deleted.

Offline Part. The offline part runs DBSCAN (Density-Based Spatial Clustering
of Applications with Noise) over the currently existing micro clusters. In this
work, we follow the definition of DBSCAN that was presented in [14]. DBSCAN
is characterized by detecting the clusters in the data set as dense region of data
points. It defines the neighborhood of some point p, from a data set D as Nε(p) =
{q ∈ D|dist(p, q) ≤ ε} for a given distance function dist. The ε is the first
input parameter of DBSCAN. The second, called MinPts, describes a number
of points. The so called core-object is the point q, where |Nε(q)| ≥ MinPts.
Hence, a point p is directly density-reachable from a point q, if p ∈ Nε(q) and q
is core-object. Furthermore, density reachability is defined as a relation of two
points in D, connected by directly density-reachable chains of points, implicating
that density reachable points belong to the same dense area, thus, building a
cluster.

3 DenStream’s Task-Design for OCLSched

An efficient implementation of DenStream by means of OCLSched demands
a well-thought deployment of its task-concept [18]. In this section, the main
OCLSched tasks used for DenStream are discussed. A major goal of this work has
been establishing a challenging test case of application for our scheduling strat-
egy. Implementing such a complex application as DenStream with OCLSched
allows to investigate the adaptivity of the scheduler’s task-concept to differ-
ent computation patterns. For instance, since the DenStream algorithm needs a
huge number of task starts, it has been necessary to improve the task-model of
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OCLSched during the development, completely modifying the task’s reset and
reuse methods towards avoiding the recreation of tasks, in order to decrease the
host-side time overhead. Further, motivated by the implementation of memory
allocation by pages used in our DenStream implementation (as will be described
later), additional offset were added to the copy tasks, allowing to copy a given
data element to a specific place in the device memory buffer. Generally, the on-
line part of DenStream is run for each new point arriving from the data stream.
This implies three OCLSched tasks, which are responsible for merging the new
data and actualizing the existing micro clusters. These tasks are designed in
such a way that they could be alternatively combined and separately launched
on different processing devices. These are represented as follows:

– Candidate Task : It supports the data aggregation decision. candidate col-
lects the data related to the merge decision (potential micro cluster), this
includes the distances between the new data point and the existing micro
clusters’ centers. In this phase, as many instances of the distance computa-
tion kernel (threads) as available micro clusters will be issued to execution.
For efficiency reasons, the functionality of this task (OpenCL kernel) is ex-
tended to compute also the new radius of a micro cluster caused by merging
the new point. Thus, in this phase all the data required for the merge deci-
sion is delivered in form of two vectors of length n, where n is the current
number of the micro clusters.

– Merge Task : This task is responsible for merging the new data points to
existing micro clusters and fading out the old micro clusters to give less im-
portance to old data at an exponential rate. In practice, this kind of fading
out (implicitly fading out) is realized by multiplying the micro cluster’s fea-
tures CF1, CF2 and w with the fading factor described in a previous section.
For the micro cluster that will include the current point, the multiplication
is executed whenever the point is merged to it. This ensures that the micro
cluster fades out for the time period between the last and the current merge
actions. However, only one micro cluster is updated with the currently man-
aged point. The merge operation is characterized by a divergent program
flow and a concurrent memory access. For this reason, the merge task will
not be as optimally parallelized as the candidate task, as discussed later.

– Fade Task : This task ensures a proper fading out of each micro cluster at
most after a period Tp. The fade task also checks all the micro clusters for the
minimum weight bound to keep them as potential or outlier micro clusters,
following a special method of DenStream (called downgrade). According to
this strategy, potential micro clusters change into outlier, and outliers whose
weight is below the lower bound can be deleted. The fade task can be exe-
cuted in parallel for all micro clusters by means of a single one dimensional
OpenCL kernel (one thread for each existing micro cluster).

In contrast to the online part, a single OCLSched task called Intersects is
responsible for the final clustering during the offline part of DenStream. This
task launches a two dimensional OpenCL kernel and calculates the centers of
the final micro clusters while concluding their overlapping areas. In this work,
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we adopt a slightly modified version of the DBSCAN implementation from [19]
for the offline part of DenStream, to generate the final request output.

4 Implementation

GPGPU programming follows the stream computing paradigm, based on which
massive sets of data are processed. Basically, there would exist three major
problems in a native GPU implementation of DenStream: The high memory
transfer volume that becomes a real bottleneck when it comes to GPUs [4], the
high number of task starts and also the processing of only one point per iteration
and time unit in the main program loop. Since only one point is merged per
program loop, the application would need a high number of loops to manage
the whole data stream. In particular, the achievement of several tasks for each
iteration would cause high scheduling overhead. For an efficient implementation
of DenStream by means of OCLSched, a completely new design of DenStream
tasks is required, in order to face all the mentioned challenges.

4.1 Task Design

In the presented OCLSched ’s implementation of DenStream, the data stream
is divided into packages of points. A data-point package contains a number of
individual data points, all these points are assumed to arrive with the same time
stamp. As a result, the time stamp is generated by the number of the packages
being processed and not by the points’ number from the input.

We apply a merge method that is similar to the approach from [7], in order
to reduce the number of task starts, joins and resets. In total, three OpenCL
kernels are implemented, while no more than two of them are started in one loop
iteration, processing one data-point package each time. Compared with a native
GPU implementation, our strategy saves on task starts, and thus, it reduces
overhead.

The online part of the OCLSched ’s DenStream implementation applies a func-
tional merge of tasks. Two tasks are prepared during the initialization phase and
recreated only in case of memory buffer expansion on the device. In the first task,
both the candidate and merge parts of DenStream are combined in one OpenCL
kernel, briefly called CM (candidate and merge). The second task is an extended
version of CM , in which the fading routine for all micro clusters is also consid-
ered, briefly called FCM (fade, candidate and merge). Thus, in total three tasks
are deployed when considering the online and offline parts of DenStream. One
of four task combinations is started in each host program loop:

C1 Start, join and reset the CM-task.
C2 Start, join and reset the FCM-task.
C3 Start, join and reset the CM-task, followed by start, join and reset of the

offline task.
C4 Start, join and reset the FCM-task, followed by start, join and reset of the

offline task.
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Data: Rp,DataStream,λ, ε, β,MinPts, pps
Result: Clustering
initialization();
forall the p ∈ DataStream do

build packageOfPoints();
if packageOfPoints.size() == PpS then

if request(Rp) then
if fadePhase() then

C4−>run();
else

C3−>run();
end
Request−>DBSCAN();
Request−>output();

else
if fadePhase() then

C2−>run();
else

C1−>run();
end

end

end
if MicroClusters ¿= MemRange then expandMemRange();
;

end

Algorithm 2. Host program in Pseudocode

First of all, the host program prepares a data-point package in a host buffer
and decides which task combination to start. Then according to the Algorithm 2,
the data package is managed. The decision about which task combination should
be started is taken on the basis of the request period (Rp) and the size of the
package (PpS), that is a priori defined in the configuration file. On each Rp
data-point package, a request has to be started. Finally, the fading procedure is
applied according to the DenStream parameter λ, thus affecting Tp.

The CM kernel consists of two main parts: The candidate part and the merge
part. The candidate procedure executes in an optimally efficient parallel way,
as can be seen from the code snippet in Listing 1.1. However, when adding the
merge part to the kernel, only one thread will perform the merge procedure.
The FCM kernel works on the same way, executing also the fading for all micro
clusters in parallel, before the single thread executes the sequential merge. This
kernel part achieves the calculation of the distances, centers and also the fading
process for each micro cluster. The other kernel part is responsible for the merge
procedure, it implements the sequential program flow described in the original
DenStream (see section 2). The candidate part of the kernel should be completed
for all threads, before starting both scan and merge procedures, which are also
part of the same kernel. For this purpose, a counting semaphore (depends on
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the number of running threads) is applied at the point between the candidate
computation and the scan of results.

1 . . .
2 private s i z e t Id = g e t g l o b a l i d ( 0 ) ;
3 private f loat d i s t an c e=0;
4 private f loat rad iu s =0;
5

6 for (private s i z e t i =0; i < ∗dim ; i++){
7

8 CF1 [ ( ∗ dim)∗ Id+i ] ∗= fade ;
9 CF2 [ ( ∗ dim)∗ Id+i ] ∗= fade ;

10

11 d i s t an c e += pow( point − CF . . . , 2 ) ;
12 rad iu s = max( rad ius , s q r t ( CF . . . ) ) ;
13

14 }
15

16 d i s t s [ Id ]= sq r t ( d i s t an c e ) ;
17 rads [ Id ]= rad iu s ∗ (∗ radExp ) ;
18 . . .

Listing 1.1. The candidate part of the FCM kernel

At first, both CM and FCM tasks transfer a set of points P that are wrapped
as a data-point package (|P | = k) to the device memory. Then, either CM or
FCM is launched for k iterations, each iteration processes one point of the data-
point package. With OCLSched, a specialized iteration parameter can be passed
to start a number of compute iterations, instead of recalling the same task many
times. By means of the iteration parameter, the same kernel is launched for all
threads, considering the data dimensionality dim (a constant parameter) and
accessing point[(iteration) ∗ (∗dim) + i], ∀i ∈ {0 . . . ∗ dim− 1}, where the point
array is filled like point = {p�1 , p�2 . . . p�k }.

Finally, a copy task returns the free memory space on the device after finishing
the merge procedure. This information is used to decide if a memory expansion is
required at this point. A possible optimization in this context would be to process
all points in the data-point package in parallel. However, a parallel merge would
change the logic of the DenStream algorithm and also cause concurrent access
to the data structures holding the micro clusters data.

4.2 Memory Allocation and Transfer

The stream data is transferred to the GPU by building data-point packages. The
memory transfer from the GPU to host includes the micro cluster intersections
matrix. In order to decrease the amount of memory transfers between the host
and the device, the micro-cluster data is completely stored on the device memory.
Features of a given micro cluster are stored in individual memory buffers. For
n micro clusters with dimensionality of d, the scalar valued attributes wi and
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Fig. 4. Micro cluster representation in the memory

the timestamps ti are stored in the same order of the micro clusters. The vector
features CF1 and CF2 follow the same logic.

On the host side, the buffers are organized in pages. All host buffers consist
of p ≥ 1 pages of size k > 1, where k is the number of features in the page. One
page set is the set of pages from different memory buffers, holding the micro
cluster’s features for a given micro cluster. A page set consists of five pages
from the five different memory buffers, as illustrated in Fig. 4. All host buffers
are placed in the shared host memory and managed by OCLSched. Contrary,
the device buffers are directly allocated with size: p.sizeof(page) (the summed
up size of the allocated memory on the host side). When memory expansion is
necessary, the device buffers are freed and reallocated with bigger size copying
the complete micro clusters’ data from the host to the device.

5 Experiments

In this section, we evaluate our proposal of DenStream on the basis of OCLSched.
All the time measurements represent the total execution time, including the ini-
tialization phase, the stream processing and the request response for each Rp
point. This design allows input memory transfers in big data portions, reducing
the time overhead for small copy tasks. A major improvement of the OCLSched ’s
design of DenStream against its supposed native GPU implementation is repre-
sented in merging multiple kernels, saving on task starts, which might be caused
if too many small tasks are scheduled on the GPU individually. It will be shown
in the evaluation that both design changes have significant impacts on the mea-
sured execution time when enough points per package PpS are involved in the
computation.
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Table 1. Data Sets Used

data set number of data objects type of data objects

DE8K 60000 German cites
ICML 720792 sensor data

5.1 Hardware Environment

All tests are performed on a Fedora 17 Linux PC with a Quad-Core-CPU In-
tel(R) Core(TM) i5-3550 CPU @ 3.30GHz and 4 GB RAM. The test platform
is equipped with an AMD Radeon HD 7870 GPU, with the following tech-
nical specifications:1000MHz Engine Clock, 2GB GDDR5 Memory, 1200MHz
Memory Clock (4.8 Gbps GDDR5), 153.6 GB/s maximal memory bandwidth,
2.56 TFLOPS in Single Precision, 20 Compute Units (1280 Stream Processors),
256 − bit GDDR5 memory interface, PCI Express 3.0x16 bus interface and an
OpenCL(TM) 1.2 support.

5.2 Test Data Sets

Two real data sets (listed in table 1) are used to test the quality and performance
of the clustering algorithm with OCLSched, compared with a CPU version. The
first data set DE8K contains geographical positions. The data is provided by the
OpenStreetMap project under the Open Data Commons Open Database License
(ODbL). The other one represents the Physiological Data Modeling Contest at
ICML 2004 data set, which is a collection of activities collected by test sub-
jects with wearable sensors over several months. Each data object exhibits 15
attributes and consists of 55 different labels for the activities and one additional
label if no activity was recorded. We picked 9 numerical attributes.

5.3 Evaluation

In this section, we discuss the experiments that are designed to expose the in-
fluence of certain parameters on DenStream’s performance on the one side, and
to discuss the GPU-resource utilization on the other. Since the request period
Rp constitutes an important parameter in DenStream, the first test focuses on
the impact of this parameter on performance, when comparing the OCLSched ’s
DenStream implementation with a CPU version. In general, the user can adjust
the period of output requests. For example, when setting the request period of
1000, the clustering output will be generated every 1000 data records, revealing
the changes of the data stream over time.

As can be seen from Fig. 5(a), when clustering is performed using the DE8K
data set with different request periods, the shorter the request periods are, the
smaller is the performance gap between the CPU and the OCLSched ’s imple-
mentation of DenStream. When the same experiment is repeated using the high
dimensional data set ICML, as can bee clearly seen in Fig. 5(b) the runtime
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results keep the same tendency, but only for a small request period (Rp = 100).
This test shows that in case of often requests and high dimensional data set,
OCLSched ’s implementation of DenStream achieves a slight improvement in
performance. Combining multiple kernels to reduce the task starts has a nega-
tive impact on the total runtime. This is caused by the merge procedure, that
performs sequentially during the kernel execution. The responsible thread for
this procedure takes longer than the other kernel instances, thus, leading to a
threads-synchronization delay.

(a) (b)

Fig. 5. A performance comparison between the OCLSched ’s implementation and a
conventional CPU version of DenStream: (a) for different Request Periods Rp and
different points number PpS while using the DE8K data set, (b) for a certain number
of points per package PpS while using the ICML data set.

Resource utilization, generally, constitutes an important point of concern
when programming GPUs. In our case, considering the DenStream algorithm,
the resource utilization rate depends on two parameters of the data set: The
dimensionality on the one hand, and both the data distribution and the speed
of data fading defined by the input parameter λ on the other hand. A small
number of micro clusters, which might be caused by a higher value of λ or by
data distribution that is concentrated in a small data range, can not achieve
high utilization levels of available GPU resources. For a small number of micro
clusters, the offline part of DenStream performs also well on the host, and no
benefit of the highly parallel GPU architecture can be obtained in this case.
The AMD APP profiler also indicated that the NDRange size (problem size in
OpenCL) is relatively small in such cases, where less than 512 micro clusters
are examined during the candidate phase. These effects are clearly shown when
comparing the results in Fig. 6(a) and Fig. 6(b). The DE8K data set in the
former generates a relatively small number of micro clusters for the selected λ,
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if it is compared to the high dimensional data set (ICML Physiological data set)
used in the posterior. The mean number of micro clusters for the DE8K data
set equals 288, while it equals 681 for the ICML Physiological data set. Further,
using the high dimensional data set with request period Rp = 100, the scheduler
version of DenStream performs mostly better than the sequential version. For
such a big data set, the offline part of the algorithm generates a significant CPU
load in the conventional CPU version of DenStream. This explains the advantage
of the GPU implementation over the CPU one.

(a) (b)

Fig. 6. A performance comparison between the OCLSched ’s implementation and a
traditional CPU version of DenStream when varying the number of streaming points:
(a) using the DE8K data set, (b) using the ICML data set.

In summary, we propose parallelization of both parts of DenStream. How-
ever, due to the sequential data merge logic, further optimization of the parallel
DenStream using OCLSched would be necessary to achieve better resource uti-
lization. This would require a data merge algorithm that is completely different
from the originally used method in DenStream.

The proposed OCLSched ’s design of DenStream offers a solution to reduce
the CPU load and the computation time using the GPU co-processor. The main
contribution has been to provide a sustainable development of DenStream to
run on GPUs by means of our OpenCL-based scheduler. Actually, better perfor-
mance of DenStream on the basis of OCLSched will be expected, when certain
limitations in OCLSched are overcome soon. Especially, when it comes to the
support of concurrent execution, future work might show major potential for
improvement by boosting the OCLSched ’s performance, if OpenCL device par-
titioning [5] becomes available. Currently, this OpenCL feature is only supported
by CPUs and Cell devices.
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6 Related Work

Numerous GPU implementation strategies have been introduced in data mining
approaches, achieving high performance and presenting new ideas in the field of
big data processing. In a similar contribution to ours, a data stream solution was
presented in [4], focusing on the performance tuning in OpenCL. It discussed
a variety of methods to optimize the device memory management and the se-
lection of the OpenCL work-group size as well, based on a k-means clustering
algorithm. To save and reuse the device memory, the presented solution processes
the problem domain in portions, optimizing the memory rakes’ size. However, in
our approach we consider the density-based stream clustering problem, which is
much more complex and accurate than the clustering algorithm managed in [4].

Another strategy for Clustering huge data sets using CUDA was implemented
and discussed in [21]. The presented method applied data partitioning on large
data sets in such a way that each data block could fit into the GPU’s dedi-
cated memory. Also included in the related work, Shalom et al. [15] focused on
accelerators’ speedups against the CPU clustering version, performing multiple
distance computations that are required in the k-means clustering algorithm (a
popular technique for cluster analysis).

Additionally, two interesting publications handled DBSCAN in two different
ways [1,19]. The former strategy was based on creating multiple instances of
DBSCAN and summarizing the results. The idea behind that was the use of
density chains that are defined as connected, instead of treating high-density
regions. This method caused, however, relatively high memory consumption,
and additional overhead due to particularly divergent control flow.

To the best of our knowledge, there is no available work that performs both
the online and offline parts of DenStream in a parallel manner. Our approach
relies on considering DBSCAN as a part of DenStream and follows the strategy
from [19]. In a separate approach [9], we discussed several strategies to design a
GPU-based parallel DenStream algorithm. Now we focus on a solution, that is
designed to be run with general computation tasks, sharing the GPU by means
of a GPU-scheduler OCLSched [18].

7 Conclusion and Future Prospects

This work presented an OpenCL implementation of a complex problem from
the field of data mining, which involves several tasks running together at non-
standard terms. A redesign of the stream clustering algorithm DenStream to
meet the characteristics and the special design requirements of the GPU archi-
tecture was discussed in the context of a GPU scheduler. We showed that the
presented OCLSched ’ implementation of DenStream performs well and saves
on task starts and memory transfers. Through dividing the transferred data in
portions and starting multiple loops of one thread over the streaming data, bet-
ter performance of the application could be achieved. In future work, we are
planning to apply the proposed strategy to anytime stream clustering, which is
applicable to modern and emerging data stream scenarios.
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Abstract. In this paper we overview histogram packing methods and
focus on an off-line packing method, which requires encoding the original
histogram along with the compressed image. For a diverse set contain-
ing medical MR, CR and CT images as well as various natural 16-bit
images, we report histogram packing effects obtained for several his-
togram encoding methods. The histogram packing improves significantly
JPEG2000 and JPEG-LS lossless compression ratios of high bit depth
sparse histogram images. In case of certain medical image modalities the
improvement may exceed a factor of two, which indicates that histogram
packing should be exploited in medical image databases as well as in
medical picture archiving and communication systems in general as it is
both highly advantageous and easy to apply.

Keywords: Image processing · Lossless image compression · High bit
depth images · Medical images · Sparse histogram · Histogram packing ·
Histogram encoding · Image coding standards · JPEG2000 · JPEG-LS ·
DICOM

1 Introduction

Most single-frame single-band medical images, like MR, CR and CT and are of
a high nominal bit depth, which usually varies from 12 to 16 bits per pixel. The
number of active levels, i.e., intensity levels actually used by image pixels, may be
smaller, than implied by the nominal bit depth, by an order of magnitude or even
more. Furthermore, active levels are distributed throughout almost all the entire
nominal intensity range, i.e., the images have sparse histograms of intensity lev-
els. Also, the continuous tone natural (photographic) images of high bit depths
may have sparse histograms. The image histogram is sparse, when the acquisition
device quantizes analog image intensities to a number of levels, which is smaller
than the nominally possible, and then distributes the quantized levels over a wider
range. In case of multiple band (e.g., color ormultispectral) images each bandmay
use a different set of active levels. This makes viewing images easier–the brightest
actual level gets closer to the brightest nominally possible. On the other hand, nu-
meric values of originally consecutive quantization levels cease to be consecutive
integersmaking compressing of the images less effective [4]. The acquisition device
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characteristic is not the only reason for image histogram sparseness. Some of the
routine image processingmethods, e.g., gamma correction or contrast adjustment,
may make the histogram sparse. Histograms of some images are inherently sparse.
Although this observation probably won’t lead to improving the compression ra-
tios for such images, we note the obvious fact: regardless of the nominal bit depth,
the number of active levels cannot be greater, than the number of pixels. All in all,
sparse histograms occur frequently in high bit depth images. The impact of his-
togram sparseness on image compression ratios is well known–applying to sparse
histogram images, prior to regular compression, a histogram packing [23,12] leads
to significant ratio improvement.

Image compression algorithms are based on sophisticated assumptions as to
characteristics of images they process. Sparse histogram is clearly different from
what is expected by most lossless image compression algorithms. An initial step
of processing image data by these algorithms is aimed at making the data easier
to compress. Predictive image compression algorithms (e.g., JPEG-LS [7]) use
the predictor function to guess the pixel intensities and then the prediction er-
rors, i.e., differences between actual and predicted pixel intensities, are encoded
instead of pixel intensities. Even using extremely simple predictors, such as one
that predicts that pixel’s intensity is identical to its left-hand side neighbor, im-
proves the resulting compression ratio. For typical single-band images, the pixel
intensity distribution is roughly close to uniform. Prediction error distribution
is close to Laplacian, i.e., symmetrically exponential. Therefore entropy of pre-
diction errors is significantly smaller than entropy of pixel intensities and the
resulting compression ratio is improved accordingly. However, since in sparse
histogram images the pixel intensity distribution is not uniform the prediction
may (and usually does) increase the entropy. Transformation image compres-
sion algorithms (e.g., JPEG2000 [5]) instead of pixel intensities encode a ma-
trix of transformation coefficients (cosine or wavelet transformation), making
probability distribution peaked and reducing the entropy of the data. In case
of multiple-band color image compression, since bands are correlated, the first
step is to apply a color space transformation that removes correlation. Most
such transformations for color images [19] produce 3 bands: luminance band
of entropy similar to original bands (provided that they were not sparse) and
2 chrominance bands of peaked distributions and reduced entropies. Again, if
histograms of original bands are sparse, then the color space transformation in-
creases entropy of all 3 bands. In the above mentioned cases, histogram packing
should be applied before regular compression. Histogram packing does not re-
duce the entropy of the data (actually it may cause a small increase), but it
allows entropy reduction in the first step of the regular algorithm (prediction,
band transformation or color space transformation).

The simplest method of histogram packing is called the off-line histogram
packing. This method simply maps all the active levels to the lowest part of
the nominal intensity range (order-preserving one-to-one mapping). The off-line
packing requires the information, describing how to expand the histogram after
decompressing an image, to be encoded along with the compressed image–along
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with the compressed image we have to encode the original histogram. Below
we briefly characterize other methods targeted at the sparse histogram image
compression.

– The on-line preprocessing technique [14]–the histogram is built on-line, yet
still prior to actual compression. The technique may be used as a prepro-
cessing step for any image compression algorithm. The compression ratio
improvement is reported to be about the same as for the off-line packing.

– The integrated on-line packing [12] is a variant of the on-line preprocessing
technique integrated into the JPEG-LS algorithm. The compression ratio
improvement is reported to be about the same as for the off-line packing.

– The extended prediction mode of the 2nd part of the JPEG-LS standard
[8] is a technique designed for sparse histogram images. The compression
ratio improvement reported for this technique [13] is several times smaller
compared with the improvement obtained using the off-line packing.

– Embedded Image Domain Adaptive Compression (EIDAC) [24]–relatively
complex, progressive compression algorithm targeted at the sparse histogram
images.

– Piecewise Constant Image Model algorithm (PWC) [1] is designed for palette
images having lownumber of colors (for images of up to 16 andup to 256 colors),
for binary images, and for grayscale images of 8-bit depth. For low bit depth
sparse histogram grayscale images it outperforms the EIDAC algorithm.

In the case of the off-line histogram packing, on-line preprocessing, integrated
on-line packing, and EIDAC the histogram has to be encoded and transmitted
explicitly as the side information to the decoder. In the 2nd part of the JPEG-
LS, the extended prediction mode prohibits predicting intensity levels not found
in the already processed part of the image. This way histogram is built on-line by
the decoder based on the already decoded pixels. In the PWC algorithm, when
the pixel intensity is different from intensities of it’s neighbors, then the limited
length LRU chain of active levels is used to guess the pixel intensity, and if
this fails, then the intensity level is encoded in the predictive way–the difference
between actual intensity and intensity predicted from the pixels neighborhood
(using the standard predictor of JPEG-LS [7]) is encoded and transmitted to
the decoder.

Standard algorithms, which along with the compressed image store the image
palette (PNG [20]) or the level mapping table (JPEG-LS [7]), may be practically
useful. For these algorithms, we use the off-line histogram packing to improve
compression ratios. The decompression reconstructs image and its original his-
togram solely by means of the algorithm, i.e., no additional step of histogram ex-
panding is required after decompressing images encoded using these algorithms.
The support for histogram transformations is included in the 2nd part (annex
K) of the JPEG2000 standard [6]. The standard describes two non-linear trans-
formations, which may be applied to decoded pixel intensity levels: the piece-
wise linear function and the gamma-style function. These transformations are
probably aimed mainly for lossy compression and for systems combining image
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transformations and compression rather than for lossless compression of images
having sparse histograms. Fortunately, the level mapping table is a special case
of the piece-wise linear function.

In the case of high bit depth sparse histogram images, the direct use of the
above standards is not as straightforward as it seems–storing the 16-bit mapping
table may be not supported by the algorithm itself, as in the case of PNG,
or by the algorithm implementation. Popular implementations of JPEG2000
core coding system [5] may not support non-linear transformations, since these
transformations are extensions defined in the 2nd part of the standard.

When the histogram of an image is not sparse globally, but the image con-
tains sparse histogram areas, then the compression ratio may be improved by
exploiting the local image characteristics [15]. Also, the histogram of an image
containing uniform intensity areas or, after the initial prediction step, contain-
ing runs of equal prediction errors, may be considered locally (highly) sparse.
Several modern algorithms use special mode of processing such data, usually
improving this way both the compression ratio and the speed. In the JPEG-LS
algorithm, instead of encoding each pixel separately, we encode, with a single
codeword, the number of consecutive pixels of equal intensity. In the PWC, a
more sophisticated method, the Skip-Innovation model [1], is used for encod-
ing runs of equal intensity pixels. In the CALIC algorithm [22], we encode in a
special way sequences of pixels that are of at most two levels.

Histogram packing techniques are also used in compression methods, which
may be generally described as near lossless. In [10], for given grayscale image
and for given tolerable error threshold, a minimum entropy sparse histogram
is computed. Then image is transformed into sparse-histogram image, which is
subject to histogram packing followed by lossless compression. For small error
threshold, the scheme outperforms most of other tested near-lossless algorithms
in terms of compression ratio. In [2], for biological micrographs, a model of
noise being a function of signal in the imaging system is constructed using the
measured acquisition device characteristics. Statistically insignificant intensity
levels are discarded making the histogram of image sparse, then histogram pack-
ing and lossless compression is used. The scheme preserves image information
content better than standard lossy algorithms; compared to lossless algorithms
it obtains significantly better compression ratios.

First successful attempts to use histogram packing method in lossy image
coding were recently reported. In [9] it was shown, that applying histogram
packing and lossless compression to original image quantized using weighted
median cut results in better reconstructed image quality (in terms of PSNR)
than in case of JPEG2000; the method also allows for fine rate control for high
bit rates.

Methods of image compression exploiting the histogram sparseness were found
to be effective for low bit depth images. To our best knowledge, except for our
previous work (see [16] and [18], of which this paper is a revised version) and
the lossy method mentioned above [9], the compression of high bit depth images
having sparse histograms has not been investigated. In this paper, we report
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effects of the off-line histogram packing in the case of high bit depth images.
High bit depth images require the histogram to be encoded efficiently–simple off-
line methods that are suitable for the 8-bit images, like encoding the histogram
using the level mapping table, for 16-bit images may cause the data expansion.
We analyze efficient methods of encoding this information.

The reminder of this paper is organized as follows. In section 2, we discuss
methods of encoding histograms of high bit depth images. In section 3, for med-
ical MR, CR and CT images as well as natural high bit depth grayscale images,
we report effects of these methods and of applying the off-line histogram packing
to JPEG2000, and JPEG-LS algorithms. Section 4 summarizes the research.

2 Histogram Encoding Methods

The off-line histogram packing method actually is an image transformation; we
apply it to an image before the compression. It transforms sparse histogram
image into the packed histogram image. The transformation is reversible if, along
with the compressed image, we encode the original histogram. For the histogram
expanding, it is enough to encode which of intensity levels are active–we do not
need to know how many times the active level was used. The size of the encoded
histogram, for some high bit depth images, is not negligible.

2.1 Mapping Table

For of 8-bit images, we may simply encode binary all the active levels. Follow-
ing the JPEG-LS terminology, we call this method of histogram encoding the
Mapping Table (MT). Actually, for the Mapping Table method, we have to store
both the number of active levels and the levels, so for a histogram of an N -bit
image containing L active levels we need (L+ 1)N bits. This way, encoding the
histogram of an 8-bit image requires not more than about a quarter of kilobyte.
Typical size of an image after compression varies from a couple of dozens of
kilobytes to several megabytes. So, even in the case of small images, the size of
encoded histogram is a negligible factor in the overall compression ratio.

For 16-bit images, encoding the histogram using the Mapping Table method
may lead to significant worsening of the compression ratio. In the worst case,
when the histogram is not sparse, we would need 128 kilobytes to encode the
histogram–the nominal number of image intensity levels is 216 and we need
two bytes to encode binary the specific level. Therefore we need more efficient
methods of encoding histograms of high bit depth images. Below we describe a
couple of them.

2.2 Bit-Array

Instead of encoding the intensity level of each active level, we encode, for all
nominally available levels, the information whether the specific level is active.
Therefore, we need 2N bits to encode the histogram of an N -bit image, regardless
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of the number of active levels. This method of histogram encoding was used for
8-bit images in the EIDAC algorithm starting from its first version [23]. We call
a histogram encoded in this manner the Bit-Array of the histogram. For a 16-bit
image, the Bit-Array requires 8 kilobytes, for an 8-bit image, 32 bytes only.

2.3 Run Length Encoding

Some images, like MR images used for experiments in this paper, use below
1% of all the nominally possible levels. A histogram of such image, encoded
using the Bit-Array method, contains long runs of 0s separated by single 1s.
Such histogram could be represented more compactly if we encoded lengths of
runs of 0s. If, on the other hand, the histogram is not sparse, then it contains
long runs (or just one long run) of 1s. Therefore we encode the Bit-Array of
the histogram using the Run Length Encoding (RLE) variant described in the
table 1 [16]. Note, that the RLE variant cannot be used if the last run of bits
in the Bit-Array is not followed by single bit of value opposite to bits of run.
In such a case we assume that a single bit being negation of the last bit in the
Bit-Array follows the array–we encode this extra bit, but do not decode any bits
after having decoded 2N bits. Encoding the histogram using the RLE method
is most efficient when the number of levels is close to 0 or close to 2N . In the
worst case, i.e., when every second level is used, we need 2N+2 bits for the RLE
encoded histogram–32 kilobytes for the worst case histogram of a 16-bit image.

Table 1. Run Length Encoding of histograms of images of bit depths up to 16 bits

RLE codeword Sequence

0 b6 b5 b4 b3 b2 b1 b0 run of r + 1 0s followed by single 1, r = b6...b0, r < 126
0 1 1 1 1 1 1 0 b7...b0 run of r + 127 0s followed by single 1, r = b7...b0
0 1 1 1 1 1 1 1 b15...b0 run of r + 383 0s followed by single 1, r = b15...b0
1 b6 b5 b4 b3 b2 b1 b0 run of r + 1 1s followed by single 0, r = b6...b0, r < 126
1 1 1 1 1 1 1 0 b7...b0 run of r + 127 1s followed by single 0, r = b7...b0
1 1 1 1 1 1 1 1 b15...b0 run of r + 383 1s followed by single 0, r = b15...b0

2.4 Further Compression of the Encoded Histogram

The Bit-Array is inefficient when the number of active levels is low; the RLE
may be inefficient for certain numbers of intensity levels. Fortunately, both the
Bit-Array of the histogram and the RLE encoded histogram may be further
compressed. In the cases, when the above methods are most inefficient, the his-
tograms encoded using them are likely to contain multiple repetitions of long
sequences of symbols (bits or RLE codewords). For compressing such data we
may use a universal compression algorithm capable of capturing long contexts,
like the LZ77 universal dictionary compression algorithm [25].
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3 Experimental Results and Discussion

We have compared experimentally the presented methods of histogram encod-
ing. We also evaluated effects of packing histograms of high bit depth images on
compression ratios of standard image compression algorithms. In experiments,
we used MR, CR, and CT medical images as well as various 16-bit natural im-
ages, i.e., images acquired from scenes available for the human eye (photographic
images).

In order to evaluate the impact of histogram sparseness on compression ratio
for typical medical image of a certain modality, we used all the MR, CR, and
CT medical images from a test image set described in another study [17]. There
were 12 images of each of the modalities. Not all the medical images are of 16-
bit depth and not every medical image has sparse histogram. Obviously, for the
10- or 12-bit images the method of histogram encoding gets less important for
the overall compression ratio. Natural continuous tone grayscale images of 16-
bit depth were included in experiments to evaluate effects of histogram packing
on various non-medical images. These images included unprocessed images of
various sizes as well as processed ones. Following groups of non-medical images
were evaluated, each containing 4 images:

– Medium–natural (photographic) images of 16-bit depth classified in the
above-mentioned set [17] as medium-sized;

– Contrast–Medium images with contrast increased by 25%;
– Gamma–Medium images with gamma (value 1.25) correction applied;
– Small–small images, which are reduced size (ninefold) Medium images.

The characteristics of images are reported in the table 2 (for brevity we report
averaged results only). To characterize numerically image sparseness, we define
the image level utilization U = L/(1+ lhi− llo), where llo and lhi are respectively
the lowest and the highest active level, and L is number of active levels. In the
table, images are characterized by the image name, size (number of pixels),
nominal depth (N), nominal (2N ) and actual (L) number of intensity levels, and
by the level utilization (U). Results of encoding histograms, expressed as sizes
(in bytes) of encoded histograms averaged for image groups, are reported in the
table 3 for the following methods:

– MT–Mapping Table method;
– BA–Bit-Array method;
– BA+LZ77–Bit-Array of the histogram, compressed using LZ77;
– RLE–RLE method;
– RLE+LZ77–histogram encoded using RLE method followed by LZ77.

For the LZ77 compression we used the popular gzip compression utility, in
the case of the RLE method it was applied directly to the encoded histogram.
For the Bit-Array, since gzip is byte-wise, prior to compression, each bit was
expanded to a byte.
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Table 2. Characteristics of test images (averages for groups)

Images Pixels N 2N L U

MR 196608 16.0 65536 1104 1.7%
CR 3527076 12.5 23296 7878 59.5%
CT 257569 14.7 45056 1951 17.3%
Medium 440746 16.0 65536 55839 87.1%
Contrast 440746 16.0 65536 23737 36.4%
Gamma 440746 16.0 65536 28076 44.4%
Small 48776 16.0 65536 25174 39.7%

Table 3. Encoded histogram size [B] (averages for groups)

Images MT BA BA+LZ77 RLE RLE+LZ77

MR 2210 8192 550 1127 102
CR 15184 2912 285 7071 179
CT 3592 5632 541 1852 219
Medium 111681 8192 4358 6231 3528
Contrast 47475 8192 1251 23737 909
Gamma 56154 8192 1546 28080 1314
Small 50350 8192 8447 13195 7288

The RLE+LZ77 method appears to be the most efficient. It obtains the short-
est encoded histogram length for nearly all tested images. In the case of medical
images, on average, it results in the encoded histogram length about 3 times
shorter, than the second best BA+LZ77 method, for non-medical images the
difference in favor of RLE+LZ77 is about 20%. Therefore, for evaluating ef-
fects of histogram packing on compression ratios of standard image compression
algorithms, we use the RLE+LZ77 method.

The compression ratios obtained for images before histogram packing (Norm.),
after packing (Pack.), and the ratio improvements due to histogram packing are
reported in the table 4. The compression ratio is expressed in bits per pixel
[bpp]: 8e/n, where n is the number of pixels in the image, e–the size in bytes
of the compressed image (including the size of the histogram encoded using
the RLE+LZ77 method in the case of ratio after packing). We performed ex-
periments for JPEG-LS [7,21] and JPEG2000 [5,3] standard image compression
algorithms.

We notice, that effects of packing histograms on the compression ratios of
tested algorithms are, for both algorithms, highly similar (see Fig. 1). Therefore
we discuss results obtained for the more frequently used JPEG2000 algorithm
only. As expected, the histogram packing does not improve compression ratios
for Small images. For these images we observe noticeable worsening of compres-
sion ratios. Histograms of Small images are sparse (U = 39.7%) and actually
the packed histogram images would compress better by about 7% if we did not
consider the encoded histogram size. For these images, the histogram sparse-
ness is caused by the image size and also because of the image size the encoded
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Table 4. Effects of histogram packing on compression ratios of JPEG-LS, and
JPEG2000; results obtained for histograms encoded using RLE+LZ77 method (av-
erages for groups)

Images U JPEG-LS JPEG2000
Norm. Pack. Impro- Norm. Pack. Impro-
[bpp] [bpp] vement [bpp] [bpp] vement

MR 1.7% 10.009 4.944 50.6% 10.024 4.849 51.6%
CR 59.5% 6.343 5.398 14.9% 6.394 5.426 15.1%
CT 17.3% 7.838 4.557 41.9% 8.044 4.630 42.4%
Medium 87.1% 11.829 11.844 -0.1% 12.058 12.082 -0.2%
Contrast 36.4% 11.416 9.992 12.5% 11.951 10.558 11.7%
Gamma 44.4% 11.950 10.676 10.7% 12.183 10.965 10.0%
Small 39.7% 12.414 12.813 -3.2% 12.712 13.180 -3.7%

Fig. 1. Average compression ratio improvement due to histogram packing (RLE+LZ77)

histogram size is an important factor in the overall compression ratio–if com-
pression ratios of such images could be improved by histogram packing, then
we could try to improve the compression ratio for any image by splitting it into
several smaller ones and compressing them separately.

Histograms of most Medium images are non-sparse. Only in the case of one
of these images the histogram may be considered sparse, since for this image
U = 70.6%. The impact of histogram packing on compression ratios is similar
for all Medium images–it negligibly worsens the compression ratios. Based on
the image level utilization we’d rather expect compression ratio improvement
for the above mentioned image. Analyzing histogram of this image we found,
that almost all image pixels are of low intensities and the histogram is sparse
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Fig. 2. JPEG2000 improvements for individual images due to histogram packing
(RLE+LZ77)

only in the high intensity range. Similar image characteristics and similar lack
of impact of histogram packing on compression ratio may be observed for two
CR medical images. These observations show, that image level utilization is not
a perfect histogram sparseness measure. Except for the cases described above,
the histogram packing improves compression ratios for high bit depth sparse
histogram images. The improvement varies depending on the image level utiliza-
tion U , which we use as a measure of the histogram sparseness (see Fig. 2). For
U < 1/4 the compression ratio improvement is roughly 50%, i.e., the size of the
compressed image gets halved by applying the histogram packing method. For
U ≈ 1/2 we get the compression ratio improvement of about 10–20%; this level
of improvement is not negligible for lossless image compression algorithm–the
difference in compression ratio between algorithms obtaining best ratios and al-
gorithms obtaining best speeds usually does not exceed 10% for the images used
[17]. For U > 3/4 the histogram packing improves ratios for some images only,
however, it does not worsen noticeably ratios for the remaining ones.

The RLE+LZ77 histogram encoding method outperforms others. It is in-
teresting, however, whether it is practically justified to use it instead of some
simpler one when we consider the overall image compression ratio, not the en-
coded histogram size alone. In the table 5, we report the JPEG2000 compression
ratios for packed histogram images (calculated assuming, that the histogram is
encoded using 0 bytes) and the cost of encoding histogram for the described
histogram encoding methods. The histogram encoding cost is expressed in bits
per image pixel and as relative to the above compression ratio. For brevity we
report averaged results only.
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Table 5. The cost of histogram encoding per image pixel [bpp] and relative to
JPEG2000 compression ratio of packed histogram images. JPEG2000 ratio calculated
excluding the encoded histogram size.

Images JPEG2000 MT BA
ratio [bpp] [bpp] relative [bpp] relative

MR 4.938 0.141 2.8% 0.500 10.1%
CR 5.398 0.044 0.8% 0.017 0.3%
CT 4.550 0.121 2.7% 0.168 3.7%
Medium 12.018 2.027 16.9% 0.149 1.2%
Contrast 10.542 0.862 8.2% 0.149 1.4%
Gamma 10.941 1.019 9.3% 0.149 1.4%
Small 11.618 8.258 71.1% 1.344 11.6%

Images BA+LZ77 RLE RLE+LZ77
[bpp] relative [bpp] relative [bpp] relative

MR 0.032 0.6% 0.072 1.5% 0.006 0.1%
CR 0.001 0.0% 0.021 0.4% 0.001 0.0%
CT 0.017 0.4% 0.061 1.3% 0.007 0.2%
Medium 0.079 0.7% 0.113 0.9% 0.064 0.5%
Contrast 0.023 0.2% 0.431 4.1% 0.017 0.2%
Gamma 0.028 0.3% 0.510 4.7% 0.024 0.2%
Small 1.385 11.9% 2.163 18.6% 1.195 10.3%

In the case of some images, the effects of histogram packing vary significantly
depending on the method of encoding the histogram. The best method for all
image groups is the RLE+LZ77. The BA+LZ77 method also obtains good ra-
tios, however in the case of certain modalities, namely MR and CT, the cost of
encoding histograms using this method is several times greater than the cost of
RLE+LZ77. Compared to the RLE+LZ77 method, the simplest methods, which
were successfully used for low bit depth images (MT and BA) are, for some
modalities, highly inefficient.

The RLE code is constructed ad-hoc; the algorithm for encoding the RLE
sequence was selected without thorough analysis of the RLE sequence struc-
ture. Also, we did not analyze other algorithms that could be used instead of
LZ77. Experiments were done using gzip, a popular general purpose compression
utility not adjusted to characteristics of data produced by our RLE variant–it
expands the shortest RLE sequences. Therefore there is certainly a possibility
to encode the histogram more efficiently, than using our RLE+LZ77 method.
From practical point of view, however, there is no need to encode the histogram
more efficiently. Except for the Medium and Small images, which do not benefit
from histogram packing, by finding a better method we could get further ratio
improvement of no more than about 0.2% only.

For medical images, the cost of encoding histograms using the MT method
is a small factor in the ratio improvement obtained due to histogram packing.
Decoding of images with packed histograms encoded using the MT method is
already supported by the JPEG-LS [7] standard and by the 2nd part (annex
K) of the JPEG2000 standard [6]. The JPEG-LS standard is included in the
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DICOM standard [11] commonly used in medical picture archiving and commu-
nication systems. Therefore the MT method may in practice be very useful for
medical devices acquiring MR, CT, and CR images. Provided that the 16-bit
JPEG-LS mapping table is supported by the decompression software, using the
off-line histogram packing and the MT method of histogram encoding we may
significantly improve compression ratios while maintaining compatibility with
current standards. We note that the annex K of the 2nd part of the JPEG2000
standard is not included in the the DICOM standard, as opposed to JPEG2000
core coding system.

4 Conclusions

In this paper we overview histogram packing methods and report effects of pack-
ing histograms of high bit depth images on compression ratios obtained by loss-
less image compression algorithms. Experiments were performed for a diverse
set of test images, including medical MR, CR, and CT images as well as unpro-
cessed and processed (gamma and contrast adjustment) natural 16-bit images.
We focused on the off-line packing method. The off-line packing requires the
information, describing how to expand the histogram after decompressing an
image, to be encoded along with the compressed image–along with the com-
pressed image we have to encode the original histogram. The size of the encoded
histogram, for some high bit depth images, is not negligible. One of the his-
togram encoding methods (RLE+LZ77) obtains the shortest encoded histogram
length for nearly all tested images and in practice is sufficiently good for encod-
ing histograms of wide range of images. A simpler method (MT) may be useful
for medical images. For these images, its use results in improvements of the
compression ratio little worse compared to RLE+LZ77, but decoding of images
with packed histograms encoded using the MT method is already supported by
JPEG-LS (included in DICOM) and JPEG2000 (part 2) standards. The effects
of packing histograms on the compression ratios of JPEG2000 and JPEG-LS
are, for both tested algorithms, very similar–histogram packing improves signif-
icantly lossless compression ratios for high bit depth sparse histogram images.
The ratio improvement due to histogram packing may approach or exceed a
factor of two, as in case of CT and MR medical images, respectively. Though
effects of histogram packing are known for over a dozen years, the technique is
not considered a routine step of reversible image compression algorithms. The
results presented in this paper indicate, that at least in case of MR and CT
modalities, histogram packing should be exploited in medical image databases
as well as in medical picture archiving and communication systems in general as
it is both highly advantageous and easy to apply.
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Abstract. Efficient methods of image retrieval is one of the most im-
portant challenges in the scope of the management of large multimedia
databases. Existing methods for querying, based on a textual description
e.g. keywords or based on image content, are not sufficient for the most
applications. Methods based on semantic features are more suitable. In
this paper we propose a new query by shape (QS) method for image
retrieval from multimedia databases. Each image in the database is rep-
resented as a set of graphical objects, which are specified using graphical
primitives like lines, circles, polygons etc. To retrieve images containing
the given object, the object shape should be provided. Next, the efficient
algorithm for testing the similarity of shapes is applied. The preliminary
results showed the high effectiveness of the QS method.1

Keywords: Query by shape · Image retrieval · Multimedia database ·
Graphs

1 Introduction

Nowadays, in the world of a large scale multimedia data stored in databases, one
of the most important aims is retrieving precise results of queries. The classical
textual methods are suitable for texts or numbers, but not for images with many
details. More appriopriate are methods which uses a sample image as a query.
The main problems of such methods are the algorithm determining the similarity
of images and the representation of images in the database.

We propose a new Query by Shape (QS) method for image retrieval from mul-
timedia databases. The method is based on object decomposition into features.
Each feature may consist of shape, color, texture or other attributes and can
be connected to others, creating a graph. The query is specified by the shape of
the requested object. Then, all images containing the given object are retrieved
from the database. In this paper we only focused on shape features, specified by
primitives, i.e. lines and circles.

The paper is organized as follows: section 2 presents the related works in
the area of image storage and multimedia database queries. In the section 3 a
motivation for the research is given. The section 4 describes the main idea of our

1 The research used equipment funded by the European Union in the Innovative Econ-
omy Programme, MOLAB - Kielce University of Technology.

c© Springer International Publishing Switzerland 2015
S. Kozielski et al. (Eds.): BDAS 2015, CCIS 521, pp. 377–386, 2015.
DOI: 10.1007/978-3-319-18422-7_33



378 S. Deniziak and T. Michno

approach. The experimental results are presented in the section 5. The section
6 describes conclusions and further direction of research.

2 Related Works

The problem of image searching in a multimedia database has been a subject of
many researches. Among the algorithms, we can distinguish two groups: Key-
word Based Image Retrieval (KBIR) and Content Based Image Retrieval (CBIR)
[10,16]. The first group is not very efficient because it relies on an image descrip-
tion (i.e. keywords), manually assigned by a user. This results in poor scalability
and very often does not contain the complete information about the image. Also
the query in such database needs the involvement of a user, in order to create the
textual description [10,16]. The second group is based on querying the database
by an image or a video file. Because of the fact that most often input image
contains almost all searched information, the results are more precise. Low level
and high level CBIR algorithms may be distinguished [16].

The low level algorithms are based on certain features of images, like light-
ness or color. For example in [12] a normalized color histogram is used with
both recursive and non-recursive algorithms, in [13] a spatial domain represen-
tation is applied. Kriegel et al. [7] described similarity search in large multimedia
databases which is focused on the video. A weighted approach was based on im-
age and audio representation of a video. For each frame, a color histogram, a
contrast, an entropy and an inverse difference moment are used. Lalos et al.
[8] described a new technique for indexing multimedia content in pervasive en-
vironments. Their algorithm is based on uniform content representation using
M-hyper rectangle. For image representation in a video file, a shape, color and
texture descriptors are used. Images with similar content are grouped into a cell
topology in order to reduce computational complexity and searching time. The
query is compared with cells and the closest images within them are retrieved.

All of the above CBIR algorithms compute features for the whole image or
frame. This approach may be not sufficient for querying a database for the spe-
cific object. In order to partially overcame this problem, a region-based CBIR
algorithms were created. In this type of algorithms, each image is divided into
smaller parts, called regions. Each region involves pixels with the same or very
similar features. Then, a region correspondence is computed which is the most
often represented as a graph with attributes. During the database querying, an
inexact graph matching is performed, using Maximum Likelihood estimation
[10]. iPURE [1] uses intra-query modification and learning of user perception at
the client-site. In this approach, an input image query is segmented into color
regions, which provides first iteration of results for a client. Then a user selects
segments which are the most important (segment(s) of interest), generating new
results based on the first iteration without communication with the server. The
system can learn initial user perception, providing more suitable results. Ad-
ditionally, a new color image segmentation algorithm, based on region-growing
approach, was developed. This incorporates elimination or modification of region
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edges as a result of testing contrast, gradient and shape of the region boundary.
K.S. Fu et al. in [9] proposed an algorithm which seems similar to our approach.
The algorithm uses ellipses, parallelograms, symmetric arcs and corners detec-
tion in order to extract regions from fixed resolution grayscale images. For each
region, links between regions on its left and right sides are stored. In our method
we use shape primitives in order to create an object’s skeleton without region
extraction, we use also another representation of the detected primitives and
another query matching.

Above CBIR algorithms needs an image as a query. This can be a problem
for a user, because often there is no available image. One of the most promising
algorithms which tries to overcome this problem was presented by Kato et al. [6].
It is based on the idea that people most often do not remember all details, but
can draw a rough sketch of the image which they are looking for. The algorithm
creates a sketch from images in the database, converting them to 64x64 images.
During the query, a sketch is provided as an input. Next, the input and the
database images are divided into blocks of 8x8 pixels and compared.

Some pattern recognitionmethods alsomay be applied in the scope of the image
retrieval system.As an example fuzzy IE graphs representation for syntactic recog-
nition of fuzzy patterns [2] or moment-based local operators [15] could be given.
Some works of Jakubowski (e.g. [5]) are also interesting because they consider ob-
ject’s contour as a composition of primitives which are grouped into a set.

3 Motivation

The goal of searching the multimedia database is to retrieve images or videos
with the content specified by a query. The main problem encountered in the
content based image retrieval research is the semantic gap between the represen-
tation of low-level features and high-level semantics in the images [16]. Since “a
picture is worth a thousand words”, the KBIR methods are usually ambiguous
and inadequate. As far as CBIR algorithms are concerned, the visual retrieval
methods are the most appropriate to human perception. But existing methods
are based on exact matching of complex sketches [4,3,6] or images. Sometimes
it is difficult to draw such a shape. Moreover, the methods are not efficient for
images containing rotated or resized objects.

We believe that the most applicable CBIR method should fulfill the following
requirements:

– queries should be specified as geometrical shapes, consisting of primitives
like lines and circles, and other attributes like color and texture,

– shapes specifying the query should be easily obtainable, e.g. drawn by a user
or extracted from the real images,

– queries should concern any part of the image,
– the matching should recognize transformed shapes,
– since some objects may be more or less recognizable, the matching should

be controlled by the level of similarity.
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4 The Shape Matching Algorithm

The main idea of the Query by Shape method is based on decomposition of an
image into features. Each feature consists of the shape, color and texture. The
approach presented in this paper is limited to the shape features, consisting of
lines and circles. But it can be easily extended to comply other primitives and
other features.

Any shape may be specified as a set of correlated primitives. Our method is
limited to lines and circles because there exists well known precise algorithms to
detect them, e.g. Circular and Line Hough Transform. Each shape is specified
by the following properties:

– bounding box which covers all detected features in the object,
– for circle, a ratio between its diameter to the diagonal of the bounding box

(relative size),
– for line, a ratio between its length and height (line slope).

Fig. 1. A bicycle object stored in the database, a) the object after shape detection
(the dotted rectangle shows object’s bounding box), b) shape graph neighbourhood
matrix (note that node 5 is connected with 6 because of minimal distance threshold),
c) parameters for each primitive

Relations between primitives are represented by a shape graph, where nodes
correspond to primitives and edges are between the connected components. To
take into consideration some inaccuracy of shapes, the minimal distance is used
as a threshold. The comparison between graphs, corresponding to tested shapes,
is made on two levels: node level and feature level. The node level consists of
testing if the number of links for each node is the same and if all links have
the same type. If the similarity is equal or greater than εN , the feature level
test is performed on the same subgraph. For circles the algorithm checks if
difference between relative sizes is equal or smaller than εF . For lines, the slopes
are compared in the same way. If both tests are successful, the subgraphs are
considered as the same. The similarity coefficient is defined as a ratio of matched
nodes to all nodes. To find the similar objects two thresholds are used:
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– εH - above this level the objects are treated as the same,
– εL - under this level the objects are treated as different.

We assume that the database contains graphs corresponding to all images.
The object matching algorithm is as follows:

1. Find all circles and lines in the query image (or shape).
2. Create shape graph G, for each node store its parameter value:

(a) for the circle node - store its radius in relation to object’s bounding box
diagonal

(b) for the line node - store its slope as a relation of height to width
(height/width)

3. Compare query graph G with the shape graph M from the database:
(a) For each node gi in G:

i. Find in the graph M the most similar node mj of the same class
(circle or line), omit already found nodes.

ii. Check the connections of gi with other nodes:
A. Compute the node level similarity coefficient

ns = the number of the links with the same type for gi
the number of links for mj

B. If ns < εN , go to 3.1. and test another node from G.
C. Compare the parameter’s value of gi and mj ,

if |gi.value − mj .value| > εF , go to 3.1. and test another node
from G.

D. Map the nodes connected to gi into nodes connected to mj ,
choosing the smallest difference between parameter’s values. If
the number of links connected to mj is smaller than the number
of links connected to gi, choose the best matching and omit the
rest nodes connected with gi.

E. compute P as the number of pairs with the difference between
parameter’s values equal or smaller than εF

F. compute the feature level similarity coefficient
fs = P+1

the number of links for mj+1

G. If fs < εN , go to 3.1. and test another node from G.
H. Mark gi node as similar to mj and mj as found.

(b) Sum up the number of similar nodes in G.
Compute the graph’s similarity coefficient sim:
sim = number of similar nodes

number of nodes in M

(c) If sim >= εH the graph G is the same as M
If sim < εH AND sim > εL the graph G is similar to M
If sim <= εL the graph G is different than M

The main idea of the algorithm will be presented using the following example. As-
sume that the database contains an image with a bicycle (Fig. 1). The database
contains also the neighbourhood matrix (Fig. 1b) and parameters of all primitives
defining the shape of the bicycle (Fig. 1c). Assume that, as a query, an image con-
taining a car is given, and that the parameters εH , εL, εN and εF are equal to 0.7,
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Fig. 2. A car, a) the object after shape detection (the dotted rectangle shows object’s
bounding box), b) shape graph neighbourhood matrix, c) parameters for each primitive

0.3, 0.7 and 0.2. During the first step the shape detection is performed(Fig. 2a) and
the object’s bounding box is defined. Next, the shape graph is being build (Fig. 2b
shows graph’s neighbourhood matrix), using a minimal distance threshold for es-
tablishing connections between nodes. It is defined as a value relative to bounding
rectangle’s diagonal. After this step, a comparison between graphs is performed
on the node level, starting from circle nodes. First, a car’s node no. 1 (with 2 con-
nections to lines) is compared with bicycle’s node no. 1 (also with 2 connections
to lines). The similarity is equal to 1, so the test on the feature level has to be per-
formed. First, the algorithm computes the difference between parameters of the
car’s node no. 1 and bicycle’s node no. 1: |0.1707 − 0.3207| = 0.15, 0.15 < εF
(0.15 < 0.2). This means that circles are very similar, so the connections should
be also tested. During the tests, the nodes are compared with each others and the
most similar ones are chosen. This results in: for car’s node no. 2 the most similar
is bicycle’s node no. 3 (similarity=0.0157,< εF ) and no. 11 is the most similar to
node no. 2 (similarity=1.5604> εF ). Summarizing, the feature level test ended up
with 2 of 3 matched nodes, which is equal to≈ 0.6 and less than εN , therefore these
subgraphs are not similar. Next, another node is chosen and compared in the same
way.When all nodes are tested, the number of matched ones is summed up and di-
vided by the number of all nodes of the object from the database. If the result will
be greater than εH , then the objects may be assumed as the same. The problem of
different objects orientation and perspective deformations will be considered dur-
ing future research.

5 Experimental Results

First, the Query by Shape algorithm was examined using the algorithm described
in section 4 and the following set of real life images: 2 bicycles, 1 motorbike and
2 cars (Fig. 3). The tests were performed using the bicycle (Fig. 3 a) as the
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Fig. 3. Objects used for tests after shape detection a) and b) bicycles, c) motorbike,
d) and e) cars. By dotted rectangles a bounding box of each object is marked.

query object. The following values were used as algorithm parameters: εH = 0.6,
εL = 0.4, εN = 0.7, εF = 0.4. The test showed (table 1 ) that for bicycle query,
the algorithm gave only one positive result, where the similarity coefficient was
equal to 1 (for bicycle from Fig. 3 b) ), this means that objects were detected as
strictly the same. When comparing the bicycle with cars, the similarity coefficient
was equal or close to 0. This means that these objects are completely different.

To verify our approach for more real life images the algorithm was imple-
mented in C++, using OpenCV library for image operations. For line and cir-
cles detection, the Line and Circle Hough Transform algorithms were used. As a
requirement for images, the uniform objects background and side view was used.

As a next test, eight images were examined. The used images are shown in
Fig. 4 and results in table 2. When choosing as a query images c) and f), all
results were produced properly with similarity values greater than εH . Addition-
ally, all lines and circles were detected correctly.

Finally, to evaluate the reliability of the algorithm, defined by the number
of properly and improperly matched objects and to detect possible matching
problems, the next test was performed. Six object classes were used: bicycles,
cars, motorbikes, scooters, tanks and chairs. The last two classes were used to
determine the similarity coefficient for objects which are completely different.
As database and query images, random real life photos were used (only for the
tank a drawing was used). For each class, at least one image was present in the
database, the total number of images was 102 (including images shown in Fig. 4).
The summarized results are presented in table 3. It may be observed, that the
objects which are not similar to others, have high number of correctly matched
objects with similarity equal or higher than εH . If objects are similar to others,
like a motorbike and a bicycle, they may have high sim values for both classes
or even higher for improper class. This problem will be solved as a result of a
future research.
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Table 1. The test results for a query using a bicycle image (bicycle a)). The number
for each node is the ns or fs coefficient value.

node bicycle b) motor c) car d) car e)

1 1 0 0 0,25
2 1 0 0,6666666667 0,6666666667
3 1 0,6666666667 0 0
4 1 0,5 0,3333333333 0,5
5 1 0,5 0,5 0
6 1 0,5 0,25 0
7 1 0 0,25 0
8 1 0,3333333333 0,25 0,25
9 1 0 0
10 0,5 0
11 0,5 0

sim = 1 0,125 0 0
add to query results yes no no no

Fig. 4. Images used for examining the influence of model image details to detection
results. Source: a), b), c), d), h) from OpenClipart.org, e), f), g) from mercedes-benz.pl

Table 2. The similarity coefficient values after algorithm execution for images shown
in Fig. 4 and choosing as a model images c) and f) (εH = 0.7, εL = 0.5).

Database models
c (bicycle) f (car)

a (bicycle) 0,880933 0,345491
b (bicycle) 0,853214 0,419496
c (bicycle) 0,979681 0,110489
d (bicycle) 0,843183 0,824929
e (car) 0,184325 0,968342
f (car) 0,105222 0,924459
g (car) 0,135336 0,929266
h (car) 0,119824 0,940007

Some number of improperly classified objects was caused by improperly shape
detection by Hough Transform algorithm. This problem appeared especially for
a car and a scooter images, where not all circles were detected. Applying better
algorithms should highly improve the quality of results. Also other values of the
algorithm parameters should be examined in order to find the optimal ones for
most images.
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Table 3. The part of the results table (due to limited space) for the reliability test.
The upper part contains similarity values, the lower part summarized number of correct
results (εH = 0.75, εL = 0.35).

Query image
results bicycle car motorbike scooter tank chair

tank 0 0 0 0.0487013 0.98358 0
scooter 0.00806452 0.0882931 0 0.976903 0.172414 0.00454545
scooter 0.517998 0.181527 0.0348797 0.0728819 0 0.0181818
chair 0.0107527 0.242543 0 0 0 0.982277
motorbike 0.725014 0.323048 0.890854 0.111008 0.172414 0.0136364
motorbike 0.534222 0.0889066 0.148858 0.111008 0.172414 0.0181818

(...)
bicycle 0.880933 0.345491 0.181099 0.608081 0.413793 0.0181818
bicycle 0.843183 0.824929 0.868368 0.0564935 0 0.00909091
car 0.105222 0.924459 0.0270768 0.098021 0.103448 0.0136364
car 0.119824 0.940007 0.0119153 0.111008 0.103448 0.0181818

(...)
The % of correct matches for:
>= εH 93.94 66.67 28.57 20 100 100
< εH and >= εL 30 60 30 0 0 0
< εL 6.9 31.03 5.19 1.1 0 0

6 Conclusions

In this paper a new method of Content Based Image Retrieval was proposed. The
main idea of our approach is based on the new representation of images in the
database. Objects are decomposed into features. Each feature consist of its type
and a parameter. In our approach only shape features were examined. The tests
showed that our method properly recognizes different objects. To distinguish
similar objects more detailed specification of shapes is required.

In the future research we consider applying other types of primitives for spec-
ification of shapes (e.g. arcs, polygons) as well as other types of features, e.g.
colors or textures. Furthermore, some advanced algorithms for shape detection
will be used, e.g. based on decision-making problem [14]. Another direction of
research will concern developing the database structure for storing images ac-
cording to shape characteristics, e.g. a tree-based. In order to improve the perfor-
mance of the system, a distributed database structure will be taken into account
[11]. The goal of our research is to develop efficient query by shape method that
efficiently retrieves images containing multiple objects from large multimedia
databases.
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Abstract. In this paper, we propose a real-time algorithm for counting
people from depth image sequences acquired using the Kinect sensor.
Counting people in public vehicles became a vital research topic. In-
formation on the passenger flow plays a pivotal role in transportation
databases. It helps the transport operators to optimize their operational
costs, providing that the data are acquired automatically and with suf-
ficient accuracy. We show that our algorithm is accurate and fast as it
allows 16 frames per second to be processed. Thus, it can be used either
in real-time to process traffic information on the fly, or in the batch mode
for analyzing very large databases of previously acquired image data.

Keywords: People counting · Object detection · Object tracking ·
Depth image

1 Introduction

The analysis of image sequences acquired in public areas, including public trans-
port vehicles, became an important problem tackled by researchers over last
years. Since the cost of surveillance cameras and sensors keeps decreasing, they
are used not only for security applications, but can be applied for estimating
passenger flow and predicting overcrowding. To achieve this, images must be au-
tomatically processed to provide a meaningful input to transportation databases.
This helps improve the quality of public transport services by proper allocation
of vehicles and humans. It results in decreasing the operational costs of transport
operators by optimizing routing schedules. This also affects the traffic congestion
and environmental pollution which are very important concerns nowadays [15].

Many approaches to estimating people flows utilize mechanical devices (gates,
turnstiles, and other), and require passenger interaction and additional atten-
tion [2]. Although these devices are very robust and straightforward to install,
they are of a high cost. Since each interaction with such devices takes time, these
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systems may lead to overcrowding in rush hours. Also, they need continuous
maintenance as they are built from mechanical parts. Finally, the information
captured by such systems is very simple, and usually it is hard to extract other
useful insights about the traffic nature from that data.

To overcome the drawbacks of device-based systems, image and video analysis
algorithms emerged to fully automate the counting process. It is a challenging
task due to the dynamic nature of the underlying problem, varying lighting con-
ditions, uncontrolled operation environments, and other real-life circumstances.
Importantly, passengers may get on/off the bus (alone or in groups) simulta-
neously so the crowd moves in two opposite directions. These complex image
frames must be analyzed very fast to ensure real-time traffic service support. Al-
ternatively, images may be processed in a batch mode allowing for the analysis
of large image databases. The main drawback of the latter approach is the size
of data which can become enormously large during the continuous acquisition.

There exist a plethora of approaches for counting people in uncontrolled en-
vironments [9,2,8]. In a bunch of techniques, the problem is tackled by using
multiple cameras to resolve the issues concerned with illumination changes, over-
crowding, and occlusions in a scene by analyzing images acquired at different
views [22,7,14]. Another stream of development encompasses the analysis of im-
age sequences captured by a single camera. Zhao et al. proposed an algorithm
for counting people in public places (including public vehicles) based on face de-
tection and tracking [24]. However, this system requires relatively stable lighting
conditions (face detection is very computationally-intensive and extremely chal-
lenging in uncontrolled environments [12,11]). Other techniques include those
based on separating background and foreground (moving) objects [17], extract-
ing features from segmented frames [3], and many others [1,20,23,21,4,19,5,6].

In this paper, we propose a fast and effective algorithm to count people from
depth images acquired using a single Kinect sensor installed inside the bus over
an entrance. In the algorithm, standard morphology operators are followed by
an efficient segmenting and grouping of image regions. Our extensive experimen-
tal study performed on images acquired in various conditions showed that the
algorithm can process up to 16 frames per second. Thus, it can be executed in
the embedded environment to count people in real-time even in varying lighting
conditions of public vehicles. Alternatively, it can be applied for analyzing very
large video surveillance databases. The sensitivity analysis demonstrates how
various components influence the algorithm efficacy and execution time.

This paper is organized as follows. Our real-time algorithm for counting people
is outlined in detail in section 2. The discussion on the experimental results
along with the description of generated datasets are given in section 3. Section 4
concludes the paper and highlights the directions of our future work.

2 Real-Time People Counting

In this section, we discuss in detail our real-time algorithm for counting people
from depth image sequences. The approach is visualized in the flowchart shown
in Fig. 1. It is complemented with exemplary images showing the output of each
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step of the proposed algorithm (Fig. 2). It is worth pointing out that we applied
an additional lookup table to transform an input image (the second step in
Fig. 2) for a better visualization of the consecutive operations of our technique
(the original image is always fed into the pipeline – see Fig. 1).

Input
Image

Dilation Erosion
Segmentation

and
Grouping

CountedTracking
People

Fig. 1. Flowchart of the proposed algorithm

2.1 Dilation and Erosion

At first, an input image is subject to standard morphology operators (dilation
and erosion), in order to remove small “noisy” structures from the image (see
Figs. 2C–D). Instead of running multiple iterations of dilation/erosion, we have
proposed two-pass counterparts which make it possible to process an image in
only two iterations. An input image is analyzed from top to bottom at first,
and then reversely – from bottom to top, similarly as in [13]. It is worth noting
that we analyzed both versions of each operation here – clearly, they give the
same resulting intermediate images. Once the image is dilated and eroded, it
undergoes the segmentation procedure (Fig. 1).

2.2 Segmentation

Here, we implemented a simple segmentation routine, which we extended so
that it benefits from the information about the mutual distance between pixels.
In the basic segmentation process (referred to as the simple segmentation), we
determine local minima of pixel depth values at first. We start from the top-left
image pixel (and trace towards the bottom-right pixel), and compare its depth
value (v) with the neighboring pixels depth values. If a smaller value is found,
then the visited pixels are excluded from the further analysis. Alternatively,
if larger values are found, v is appended to the vector containing the minima
determined so far. Similarly, the visited pixels are marked as processed. The
analysis is then restarted from the first not visited pixel to find other minima.

These values are sorted and constitute a vector of minimum values in an an-
alyzed depth image. A modified flood fill algorithm is applied to append neigh-
boring pixels to the found minima. The pixel is appended to the region if the
difference (θ) between the considered pixel depth value and the one taken from
the vector of local minima (m) is less than an assumed threshold (ε): θ < ε,
where θ = |v −m|. It is easy to see that the position of a given pixel within an
image with respect to the currently considered minimum depth value pixel is not
taken into account during this segmentation procedure. It is therefore possible
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(A: Input image) (B: Apply LUT) (C: Dilate)

(D: Erode) (E: Segment and group) (F: Track and count)

Fig. 2. Images obtained at each step of the algorithm

to group distant pixels with similar depth values which results in “leakages” near
region boundaries. This is a significant drawback of the simple segmentation.

To mitigate the shortcoming of the simple segmentation, we employed the
distance transform (DT) to consider not only the depth value of each pixel while
segmenting an image, but also its position in the spatial domain with respect
to other pixels [13]. In the DT segmentation, the DT is performed from each
local minimum at first. Then, the procedure executes similarly to the simple
segmentation – the flood fill is applied. Once pixels are clustered and form blobs
near the pixels determined as local minima, the DT is performed to verify if
appended pixels are “close” to the local minimum. If the added pixels are far
from the local minimum (based on the DT values), then they are removed from
the segment and added to the one containing the closest minimum. Thus, the
depth information is complemented by the spatial information extracted using
the DT performed in the depth map. The final step of the DT segmentation
involves merging neighboring segments if their depth values are similar.

2.3 Grouping

The next algorithm step comprises clustering regions into larger blobs (Fig. 1).
This operation is performed in order to group segments representing various
parts of a human body (head, shoulders, torso and possibly legs) into a single
segment (which will be tracked and counted afterwards). It also allows for dis-
tinguishing between two persons getting on/off the bus close to each other. We
proposed two variants of grouping: fast grouping, and the one based on the anal-
ysis of depth local minima (LM). In the fast grouping, two segments are merged
if (i) the area of their overlapping part is at least 20% of either segment (the
overlapping part is relatively large, and indicates that the neighboring segments
should be merged to form one segment), or (ii) if the length of any edge of the
overlapping part of their bounding boxes is greater than a half of the edge length
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of either bounding box. In the latter case, the segments are placed very close to
each other (so that their bounding boxes overlap), but the actual overlapping
area of these segments is not necessarily significant.

In the local minimum based grouping (LM grouping), the local minima con-
sidered in the segmentation step are sorted at first. Then, they are annotated
with identifiers (the first minimum gets 0 – the identifiers increase towards the
end of the vector with minima). Furthermore, we determine which segments are
overlapping. The analysis is started from the last segment in the sorted (by the
depth values) vector of minima, and it is verified which segment was the most
overlapping with the considered one. Then, they are merged and put into the
vector to replace the last vector. We proceed with the same procedure for each
segment in the vector. Finally, the grouped segments are tracked and counted
once the ground-truth door line is crossed in either direction (see Fig. 1 and
Fig. 2F – the bus door line is rendered in light pink).

3 Experimental Results

3.1 Setup

We performed an extensive experimental study to investigate the efficacy of the
proposed algorithm, and to verify how each algorithm component contributes
to its performance and execution time. The investigated algorithm variants are
given in table 1. The algorithm was implemented in the C++ programming
language and executed on a computer equipped with an Intel Core i7 2.3 GHz
(16 GB RAM) processor. The segmentation threshold was set to ε = 1000 (see
section 2 for more details). The proposed algorithm operates asynchronously (the
next frame is taken from the stream once the current frame has been analyzed).

3.2 Datasets

The proposed algorithm was tested on five depth image sequences acquired in
the real-world environment. The Kinect sensor was placed above the bus door,
and people flows were recorded to capture different scenarios. The sequence
durations and the ground-truth data, are summarized in table 2. Exemplary
frames captured in each video are given in Fig. 3. These images show (a) at least
two people in the region of interest, (b) one person, and (c) an empty region of
interest. It is easy to note that the people coming in and out the bus are of a
different height (the taller person the darker image region showing his head –
indicating smaller depth values, since the head was closer to the sensor).

3.3 Analysis and Discussion

The proposed algorithm was verified on several depth image sequences acquired
in the real-life bus environment. In order to compare various algorithm variants,
we executed each variant on the entire dataset. The results (cumulated for all
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Table 1. The investigated variants of the proposed algorithm

ID Dilation Erosion Segmentation Grouping

(1) Standard Standard Simple Fast
(2) Standard Standard Simple LM
(3) Standard Standard DT Fast
(4) Standard Standard DT LM
(5) Standard Two-pass Simple Fast
(6) Standard Two-pass Simple LM
(7) Standard Two-pass DT Fast
(8) Standard Two-pass DT LM
(9) Two-pass Standard Simple Fast
(10) Two-pass Standard Simple LM
(11) Two-pass Standard DT Fast
(12) Two-pass Standard DT LM
(13) Two-pass Two-pass Simple Fast
(14) Two-pass Two-pass Simple LM
(15) Two-pass Two-pass DT Fast
(16) Two-pass Two-pass DT LM

Table 2. Settings of depth image sequences along with the ground-truth data used
in this study (GTIn and GTOut denotes the number of people in the incoming and
outcoming flows, respectively). The frame rate of each video is 30 frames/second.

ID Duration (in sec.) GTIn GTOut

I. 71 13 15
II. 58 11 11
III. 49 5 5
IV. 18 2 2
V. 72 16 15

Total 268 47 48

sequences) are given in table 3: In and Out denote the number of passengers
coming in/out the bus determined by the corresponding algorithm variant (1–
16), rIn = In/GTIn, and rOut = Out/GTOut are the ratios of In/Out and the
ground-truth values, and δ denotes the error given as δ = |1− rIn|+ |1− rOut|.
It is easy to note that r < 1 indicates that the corresponding variant ended up
with a lower number of passengers getting on/off the bus than it was expected
(analogously, if r > 1, then this value was larger than expected). The error δ is an
absolute error for both incoming and outcoming people movements. Additionally,
we present the number of frames analyzed per second using each variant (fps).

The results confirm that the two-pass versions of standard morphology oper-
ators significantly speed up the algorithm execution (see (5) and (9) compared
with (1), along with (12) and (8) in comparison with (4) in table 3). It is worth
noting that the algorithm components are not independent from each other (es-
pecially in the case of segmenting and grouping). Also, it is worth pointing out
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(a) (b) (c)

I.

II.

III.

IV.

V.

Fig. 3. Examplary frames captured in each depth image sequence (I–V) showing (a)
at least two people, (b) one person, (c) empty region of interest
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Table 3. The results obtained using different variants of the proposed algorithm. The
smallest error δ and the largest fps rate are rendered in boldface.

Alg. In Out rIn rOut δ fps

(1) 30 30 0.64 0.63 0.74 11.60
(2) 47 60 1.00 1.25 0.25 11.19
(3) 49 46 1.04 0.96 0.08 12.39
(4) 42 46 0.89 0.96 0.15 12.54
(5) 30 31 0.64 0.65 0.72 11.85
(6) 55 72 1.17 1.50 0.67 11.76
(7) 49 45 1.04 0.94 0.11 12.69
(8) 40 47 0.85 0.98 0.17 12.85
(9) 30 31 0.64 0.65 0.72 12.50

(10) 50 65 1.06 1.35 0.42 11.40
(11) 48 47 1.02 0.98 0.04 14.70
(12) 43 46 0.91 0.96 0.13 14.74
(13) 30 31 0.64 0.65 0.72 12.44
(14) 55 72 1.17 1.50 0.67 13.12
(15) 49 45 1.04 0.94 0.11 16.04
(16) 41 46 0.87 0.96 0.17 16.34

that although both versions of dilation and erosion operators give the same inter-
mediate images in the pipeline, the final algorithm outcome may slightly differ
across the variants with different implementations of morphology operators (see
the results for e.g., (1) and (13)). Since the algorithm executes asynchronously,
analyzing a larger number of frames may introduce an error if passengers move
close to the door line (the tracked point “oscillates” near this line and may be
counted as an entering/exiting passenger erroneously). This shortcoming has
been mitigated by an additional analysis of the length of the tracked path (a
threshold hysteresis has been applied). It stabilizes the results, however a more
sophisticated approach may improve them even further.

It is easy to see that the applied segmentation and grouping procedures dras-
tically influence the counting error δ. Exploiting the mutual information between
pixels in an input image (using a DT) helps improve the quality of final results
(see e.g., (13) compared with (15), and (1) compared with (3) in table 3 – the
error decreased from δ = 0.72 to δ = 0.11 in the first case, and from δ = 0.74
to δ = 0.08 in the latter one). Since the DT executes very fast, it does not
slow down the image analysis. Additionally, more accurate segments extracted
at this algorithm step constitute a better input for the final grouping. This leads
to not only better-quality counting but also to speeding up the execution (the
version (15) processes at least 3.5 frames more than (13) on average). The re-
sults clearly confirm that the grouping step is crucial and significantly affects
the error values. Since it is dependent on the segmenting step outcome, the
choice of the grouping version should be undertaken based on the characteristics
of segments constructed during the segmentation. In general, the LM grouping
performs much better when coupled with the Simple segmentation. On the other
hand, the Fast grouping is better when the DT segmentation is applied.
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As already mentioned, the algorithm components influence one another. It is
worth noting that the algorithm version with the two-pass morphology operators,
DT-based segmentation, and the LM grouping appeared to be the fastest among
the investigated ones (see table 1). It allowed analyzing more than 16 frames
per second (11.6 frames were processed per second by the baseline algorithm).
However, the best results (with the lowest δ = 0.04) are offered by the version
(11) of the algorithm (it is ca. 11% slower than (16)).

4 Conclusions and Future Work

In this paper, we presented a real-time algorithm for counting people in public
vehicles. It is entirely based on the analysis of depth images acquired using the
Kinect sensor placed above the bus door. It does not require any user interac-
tion with moving people which is a main drawback of many real-life applications
for analyzing and estimating people flow. An extensive experimental study per-
formed on a number of depth image sequences captured in buses and reflecting
many scenarios showed the efficacy of the proposed algorithm. Since it executes
very fast (up to 16 frames per second), it can be applied in real-time applications
to count people in vehicles. Finally, the algorithm may be executed to analyze
very large transportation databases offline (in the batch processing mode).

Our ongoing research is aimed at incorporating new features extracted from
images, including color [18], to increase the robustness of our algorithm [16].
We plan to compare the efficacy of the proposed algorithm with other state-of-
the-art techniques, and run it in an embedded environment. This would enable
determining the current number of passengers inside the moving bus. Finally, we
plan to classify the extracted feature vectors using support vector machines [10].
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Abstract. Psychologists claim that the majority of inter-human com-
munication is transferred non-verbally. The face and its expressions are
the most significant channel of this kind of communication. In this re-
search the problem of recognition between smiling and neutral facial
display is investigated. The set-up consisting of proper local binary pat-
tern operator supported with an image division schema and PCA for
feature vector length diminishing is presented. The achieved results us-
ing k-nearest neighbourhood classifier are compared on a couple of image
datasets to prove successful application of this approach.

1 Introduction

Emotions depicted on human face are the most important method of non-verbal
communication between people. Regardless how well one can distinguish between
different emotional states of others seeing only their facial display, it is rather
easy to deceive the person. The consequences of this mistake might be unpleasant
in personal life but also very severe when security measures are considered.
Therefore, creation of automatic systems, which could deal with this issue, is an
urgent research problem.

The research concentrating on facial expression recognition started in the last
decade of XX century. First works used optical flow to follow the movement of
muscles displayed in the image sequence [16]. Then this technique was supported
with other means, e.g. holistic approach, explicit measurements, as is described
in [5,9]. Next, another solution how to describe a subtle motion in image se-
quences is given in [6,7]. The last research concentrates on Facial Action Coding
System [8] describing which muscles activate during a given emotional state.
Finally, active shape models were exploited to describe the emotions in [13].
Although, eigenfaces introduced in [22] are commonly used for face recognition,
more recently the local binary patterns [4] were applied to solve this problem
[3,10]. Moreover, this texture operator is also exploited for emotion classification
[21]. This technique gives very good outcome as reported in [14,19].
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In this research some existing algorithms for facial display classification into
smiling and neutral expression are compared using similar experiment set-up and
classification method. Moreover, the application of principal component analysis
for the reduction of the feature vector length, which for considered methods is
very long, is a novel contribution. Following section 2 describes the local binary
patterns which are used for image description. Section 3 gives detailed informa-
tion about the experiment set-up. Then, the results of performed experiments
are described in section 4 and the conclusions are drawn in section 5.

2 Local Binary Patterns

Local binary patterns, (LBP), describe a texture in a form of a histogram. Each
histogram bin represents a numerical value corresponding to a small texture
area [20]. There are a couple of algorithms which might be used for the bin value
calculation. Depending on the chosen approach, the distribution of the values in
histogram changes as well as the length. In the following sections the two most
popular versions of this texture operator are presented.

2.1 Basic LBP Operator

This operator was introduced by Ojala et al. [17] with assumption that the
texture might be well described by its local pattern and its strength. Firstly, this
approach assumed a 3×3 pixel neighbourhood in the monochromatic image I.
Yet soon it was generalised to a circular neighbourhood, which radius R and
number of sampling points P were parametrized [18]. Thus for each pixel (x, y)
the neighbourhood is defined as follows:

gp = I(xp, yp),

p = 0, ..., P − 1,

xp = x+R cos(2πp/P ), (1)

yp = y −R sin(2πp/P ),

where gp is a grey-scale value of the p-th sampled point. The gathered infor-
mation from the local texture T , represents a joint distribution t, of the pixel:
T = t(gc, g0, g1, ..., gP−1), for gc = I(x, y). Instead of storing the original pixel
values, more information may be derived from the differences between the sam-
pled points and the central value gc. Moreover, since the central value is sta-
tistically independent, it might be omitted. Then the distribution is given as
t(g0 − gc, g1 − gc, ..., gP−1 − gc). Still, there are many possibilities to code the
information, therefore only the sign of the differences is recorded in the generic
local binary patterns:

LBPP,R(xc, yc) =
P−1∑
p=0

s(gp − gc) · 2p, (2)
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Fig. 1. Experiment set-up

where

s(z) =
{1, z ≥ 0,
0, z < 0.

(3)

2.2 Uniform Patterns

The histogram generated with LBP contains 2P different values (for P = 8
that gives 256 elements), hence as a feature vector is rather long. Moreover, it
was observed that some patterns store more valid information than others. It
was concluded [20] that the most descriptive labels are when there are up to
two transition between 0 and 1 in the operator written as a series of bits, e.g.
01110000. This patterns were named a ’uniform’ patterns, (uLBP) and have
separate bins, while all other with higher number of transitions are considered
non-uniform and are placed in one bin. This approach diminishes the number of
histogram bins to P (P − 1) + 3 for P sampled points.

3 Experiment Set-up

In order to start classification between smiling and neutral facial displays it is
necessary to perform some preliminary processing of the input image. The steps
applied in presented framework are depicted in Fig. 1 and described below.
Moreover, an overview of used images datasets is also presented.

3.1 Image Databases

The discussed approach for emotion classification was evaluated on three differ-
ent databases (some exemplary images are presented in Fig. 2). First of them is
the Cohn-Kanade AU-Coded Facial Expression Database [6,15] which consists
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(a) Cohn-Kanade image database

(b) Feret image database

Fig. 2. Examples of images gathered in the databases. Neutral facial displays are in
the top row, whereas smiling one in the bottom row.

of image sequences presenting the change of facial display from neutral to rep-
resenting the basic emotion, like smile, anger, etc. From 82 sequences, images
with neutral and smiling facial display were selected. These are monochromatic
images with 640×480 pixel resolution. The lighting condition varies in the im-
ages, the subjects do not wear any covering elements, such as glasses or beards
(see Fig. 2a).

Second database was created from images collected in Feret data set prepared
for face recognition purposes [1]. Here, 62 images were selected to represent each
emotional state. The subjects differ between the groups, however it is possible to
have several pictures of one subject in the group. The images are also monochro-
matic with varying lighting condition. Some of the subjects are wearing glasses
or have beards. Refer to Fig. 2b for some examples.

Due to a small number of facial expression in each of the accessed databases,
it is difficult to generalise the obtained results, therefore a database containing
images from several existing data sets was prepared. It contains data from pre-
viously described databases but also from Iranian, Nottingham originals, Pain,
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and Utrecht data sets [2]. There are 712 images in total for both expressions.
Some of these images are in colour, other are monochromatic, the resolution also
varies.

3.2 Face Image Acquisition

The first step of image preprocessing converts all images into grey-scale ones.
Then, in order to describe emotion with texture operator, it is necessary to find
and normalize the face region in the image. For this purpose a face detector
described in [12] is applied. Since the original images are taken in various res-
olution and also the head size and distance from the camera changes between
images, it was decided to resize the detected face into a constant resolution of
112×150 pixels for further processing.

3.3 Image Division

The emotions drawn on the face are related to its certain parts. According to
research conducted by Ekman [8] it is possible to distinguish muscles which ac-
tivate when displaying an emotion in the face. In this research the Face Action
Coding System was developed, which binds the muscle movement with an emo-
tion depicted in the face. Therefore, calculating a global LBP histogram for the
whole image would be too general to describe precisely the visual information.
In consequence, the image is divided into several sub-images, and the final fea-
ture vector is a concatenation of histograms calculated for each of them, as it is
presented in Fig. 1. Moreover, the sub-images which present the region of muscle
activation (in case of the smile: eyes and lips) convey more information, therefore
it is possible to consider only these sub-images when building a feature vector
by applying adequate masks.

In the presented work, three approaches for image division were considered.
One of them divided the images into 20 sub-images using a mask with 4 columns

(a) 4×5 (b) 7×10 (c) mask

Fig. 3. Sub-images used to build a feature vector



PCA Application in Classification of Smiling and Neutral Facial Displays 403

and 5 rows. The second approach were more detailed and divided the images into
70 sub-images with 7 columns and 10 rows. Finally, in the second approach a
mask was applied to analyse only the parts where the changes really took place
as depicted in Fig. 3.

3.4 Principal Component Analysis

The length of the feature vector calculated to describe the image, depending
on the chosen image division schema and texture operator applied, can result
in hundreds up to thousands of elements. This severely complicates the classi-
fication process. Therefore, an attempt to diminish the number of elements by
selecting those which convey the most descriptive information was undertaken.

In order to reduce the dimensionality of a large data set a principal component
analysis is used [11], PCA. It is a mathematical projection, which transforms the
data space description from the original one appointed by each feature in the
feature vector into a new one, where the data variability is considered for space
description. Then, the first principal component (eigenvector) is a vector corre-
sponding to the direction in which the highest data variability is measured, next
the second principal component reflects the less variable direction orthogonal
to the previous one, and so on. Moreover, for each eigenvector, it is possible
to define its importance (eigenvalue) with respect to whole data set. Choosing
the most informative eigenvectors and summing up corresponding eigenvalues
enables to claim which part of the initial data is described when only the picked
up components are used. When this accuracy of information seems sufficient
for the task solution, the data from eigenspace is transformed back using only
the selected eigenvectors for calculation, what reduces the dimensionality of the
original data space.

In presented research, the PCA parameters were obtained on the training set
and then used to transform the feature vectors in testing data set. In experiments
the results achieved for original features vectors are compared to those recorded
when 97%, 98%, or 99% of initial information is exploited.

4 Results and Discussion

The experiments were performed on three previously described image data sets.
The research were conveyed for two different image division schemas and the
mask approach. Tables contain also information whether change of one of the
texture operator parameters (radius) influences the results. The second param-
eter (number of sampling points) was constant because of its correlation with
histogram length. The classification was performed using the k-nearest neigh-
bourhood technique with cityblock distance metric and k equal to 9.

Tables 1 and 2 gather results achieved for the Cohn-Kanade database. The
performance is comparable for all used texture operator. It is interesting to
observe, that the radius does not influence the results when feature vector of
full length is considered (last row of the tables). However, the results gath-
ered with PCA application vary when the radius and applied image division
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Table 1. Cohn-Kanade database - LBP texture operator

R = 1 R = 2 R = 3

Information 4×5 7×10 mask 4×5 7×10 mask 4×5 7×10 mask

97% 93.87 90.80 92.02 93.87 90.18 94.48 94.48 93.25 88.34
98% 92.02 94.48 90.80 92.64 90.80 96.32 93.25 93.87 87.73
99% 93.87 92.64 91.41 92.64 90.80 91.41 94.48 94.48 91.41
100% 95.09 94.48 93.87 96.93 95.09 94.48 96.32 95.09 94.48

Table 2. Cohn-Kanade database - uLBP texture operator

R = 1 R = 2 R = 3

Information 4×5 7×10 mask 4×5 7×10 mask 4×5 7×10 mask

97% 92.64 92.64 93.25 94.48 92.64 93.25 93.25 93.25 90.80
98% 92.02 91.41 90.80 94.48 88.96 92.64 95.71 91.41 90.80
99% 91.41 93.87 90.80 93.87 88.34 92.02 93.25 93.87 90.18
100% 94.48 95.09 94.48 96.93 95.09 95.71 96.93 96.32 96.32

schema changes. When considering LBP, the correct classification rate of 96%
was recorded when 98% of original information was exploited with the set-up
using mask and R = 2. On the other hand, for uLBP the performance is worse
around 2% when compared to full feature vector used in case of set-ups using
4×5 image division and mask.

The situation is different when Feret (results presented in tables 3, 4) and
All data sets are considered (outcomes gathered in tables 5, 6). First of all,
since the images vary much more, the general accuracy of correct recognition
rate for the original feature vector length is lower (refer to the last row in each
of the tables). The best result for Feret database achieves 86% for LBP texture

Table 3. Feret database - LBP texture operator

R = 1 R = 2 R = 3

Information 4×5 7×10 mask 4×5 7×10 mask 4×5 7×10 mask

97% 63.71 67.74 74.19 66.94 58.06 65.32 70.97 69.35 66.13
98% 62.10 62.10 69.35 65.32 64.52 62.90 64.52 65.32 61.29
99% 71.77 64.52 72.58 70.16 67.74 62.90 63.71 68.55 62.90
100% 76.61 83.06 86.29 75.81 78.23 82.26 74.19 81.45 83.87

Table 4. Feret database - uLBP texture operator

R = 1 R = 2 R = 3

Information 4×5 7×10 mask 4×5 7×10 mask 4×5 7×10 mask

97% 64.52 70.16 69.35 75.00 64.52 67.74 61.29 61.29 65.32
98% 66.13 65.32 68.55 67.74 62.10 67.74 75.81 62.90 58.87
99% 65.32 65.32 73.39 69.35 62.90 74.19 67.74 62.90 61.29
100 % 78.23 75.81 79.03 76.61 82.26 81.45 77.42 83.06 84.68
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Table 5. All database - LBP texture operator

R = 1 R = 2 R = 3

Information 4×5 7×10 mask 4×5 7×10 mask 4×5 7×10 mask

97% 73.35 68.02 74.05 74.33 61.01 69.00 74.61 59.19 64.52
98% 73.35 67.60 73.49 76.02 60.45 69.00 72.79 59.33 65.50
99% 75.32 69.57 73.63 76.30 61.85 71.81 74.61 57.92 65.22
100% 80.22 82.33 82.61 81.35 82.19 83.03 83.73 83.03 81.91

Table 6. All database - uLBP texture operator

R = 1 R = 2 R = 3

Information 4×5 7×10 mask 4×5 7×10 mask 4×5 7×10 mask

97% 74.19 66.34 76.44 77.14 59.05 69.28 76.72 58.91 67.60
98% 74.05 69.14 76.44 76.58 59.19 69.28 76.16 56.94 63.96
99% 74.61 70.27 75.32 76.58 61.85 69.85 77.00 59.61 62.55
100% 77.70 81.63 83.59 81.07 83.03 84.01 82.61 80.50 79.66

operator when mask is applied and R = 1, whereas for All database 83% score is
recorded in several configurations. Next, application of PCA analysis diminishes
the performance considerably in almost every case. There are, however, few
exceptions. In Feret data set described with uLBP for image division 4×5 when
R = 2 when 97% of original information is used and for the same image division
schema when R = 3 and 98% of original information is applied.

The exploitation of PCA enables diminishing the feature vector length con-
siderably. Table 7 presents the lengths of the feature vector when each of the
texture operator is applied for each image description schema. Since the length
of the feature vector after PCA application differs slightly in each experiment
(even for similar set-up) instead of numeric length the part of the original fea-
ture vector length is given in percentage. One can see that in case of LBP the
reduction is much higher when the other texture operator is applied. But when
looking at the number of eigenvectors used in both cases they are rather similar.

From the performed experiments one can draw a conclusion that in case of
Cohn-Kanade database the application of PCA might bring some benefits with

Table 7. Feature vector length

LBP uLBP

PCA% 4×5 7×10 mask 4×5 7×10 mask

100% 5120 17920 9472 1180 4130 2183

Length is given as a percent
of the original feature vector length

99% 9 3 6 33 15 26
98% 7 3 6 25 13 23
97% 6 3 5 20 12 20
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feature vector shortening without big impact on the correct classification accu-
racy. In other cases, however, application of PCA should be applied with care.

5 Conclusions

In this paper, a framework enabling classification between smiling and neutral
facial displays was presented. The face was described using two texture opera-
tors: LBP and uLBP. Moreover, three different approaches to face description
were given. Two of them consisted of image division schemas, whereas the third
used specially designed mask. For each set-up the classification performance was
calculated for the reference databases: Cohn-Kanade, Feret, and All. The pre-
sented results show that, although application of PCA reduced the feature vector
length reasonably, it also in most cases is responsible for correct classification
accuracy loss, therefore it should be used carefully.
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Abstract. Automatic finding of tuberculosis bacteria is a medicinal
imaging issue that includes the utilization of machine vision strategies.
The manual technique for the detection of tuberculosis bacteria is costly,
required much time and qualified persons to prevent errors. In this pa-
per a new detection technique is presented. This technique is based on
morphological features of bacteria object. The identification process is
carried out using eccentricity, bounding box, area and aspect ratio ab-
stract environment.

Keywords: Morphological features · Aspect ratio · HSV · TB bacteria
detection

1 Introduction

In recent days Tuberculosis (TB) is the leading one of the infectious disease to
cause death in developing countries. It influences fundamentally the lungs; this
kind of tuberculosis is called pulmonary tuberculosis. As per WHO, TB is at
number two after HIV/AIDS as the top murdering disease. More than 95% of
TB death rate is in middle and low income countries and it is the top cause of
death in women with age from 15 to 44. About sixty percent TB’s patients are
in Asia, and it is increasing rapidly [16].

The key difficulties are diagnosing TB and the introductory screening. The
two principle techniques for screening of its bacteria (Mycobacterium) are flu-
orescent microscopy and bright field microscopy. In fluorescent microscopy the
understand-ing’s sputum smears specimens are stained utilizing Auramine.o, and
in bright field microscopy they are stained with ZN (Ziehl-Neelsen) [1].

Fluorescent microscopes are costly and that is why they are used less. The
most common and cheaper method of screening is bright field or ZN-staining
technique which is the part of our research.

c© Springer International Publishing Switzerland 2015
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2 Literature Review

Utilization of inadequate equipment, inexperienced staff and extra time has
proved the manual method as non effective framework for diagnosing tuber-
culosis. A few techniques are utilized for the automation of the system which
has increased the speed and sensitivity. M.K Osman et al. [4] attempted to solve
the real challenges in image processing, which are bright and contrast stretching
discussed by Jadhav Mukti, and Kale K.V [8]. Despite the fact that the improve-
ment procedure enhances the visual appearance of the image however it has not
finished up the detection of bacilli objects or the numbering of bacilli. Method
[11] have combined the clustering and threshold-ing techniques which extends
the previous work of Osman by studying and analyzing different color models
such as HSI, RGB, and CY in clustering the bacilli objects. It shows a sensitivity
ratio of 81.44%. R.A Raof et al. presented a method which examines the color
attribute of the tubercle bacilli for the purpose to get accurate threshold value
[6] and by using this threshold value the bacilli are filtered out from the image.
Bayesian segmentation uses the probability of pixels as TB objects using prior
knowledge of ZN stained colors and combine it with shape analysis [12].

The automatic identification of tuberculosis performed by Harshal Talati et al.
focused around two stages, identification of objects by color, and identification
by shape [14]. A Heuristic approach is used to classify the bacilli in a tree.
Method presented in [13] is based on color segmentation, and the next step is
the ex-traction of features that are movement invariant from sample images. Its
recognition rate is 98.17%. Manuel G. Forero et al. technique is based on the
heuristic acknowledge resulted from the bacilli shapes [2]. A classification tree
was made using compactness, eccentricity, and the Hu’s descriptors to identify
an object as positive or negative tuberculosis.

The approach presented in [6] is based on Hue color component and it seg-
ments the TB bacilli by using an adaptive choice from the hue range. Thread
length, width and area of the bacilli are the parameters that are used for iden-
tification of tuberculosis bacilli.

The analysis method of ZN stained images work on the images enhanced
by contrast stretching and unsharp filtering [7]. By observing the statistical
measures the quality of the images, the enhancement is carried out and the
contrast stretching is proved as best enhancement technique for the purpose of
segmentation and for identification.

The method presented by Osman et al. is based on the combination of thresh-
olding and clustering process [5]. Global thresholding eliminates the unwanted
pixels and K-mean clustering is used to classify the possible TB pixels. The CY
model produced higher performance by achieving sensitivity, accuracy, speci-
ficity, and Jacquard coefficient rates up to 81.44%, 99.41%, 99.71%, and 0.641
% respectively.

An automatic system is developed by using neural networks in order to identify
positive or negative TB objects [15]. Eccentricity and compactness features are
obtained using segmentation and morphological operations. Two inputs, two
outputs and 15 hidden layers neural network produces an accuracy rate of 88%.
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The proposed method loads an RGB image of ZN stained sputum slide im-
age and convert it into HSV color model. It consists of several steps which are
explained in the Fig. 1.

Fig. 1. Block Diagram of the Proposed Method

3 Methods

3.1 RGB to HSV Conversion

RGB color models consist of three colors, red, green and blue. While HSV or
hue saturation model represents three values, i.e. The Hue represents the color
range from 0◦ to 360◦ , saturation represents the strength of the color, and value
means the bright-ness and darkness in the color. Conversion from RGB to HSV
is explained by Gonzales and woods [3], as following.

H =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

cos−1

[
1
2 [(R−G)+(R−B)]√

(R−G)2+(R−B)(G−B)

]
, ifB ≤ G,

2π − cos−1

[
1
2 [(R−G)+(R−B)]√

(R−G)2+(R−B)(G−B)

]
, ifB > G,

(1)

S = 1− 3

R+G+B
[min(R,G,B)]. (2)

V =
1

3
(R+G+B). (3)
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(a) Original image (b) HSV image (c) Hue extracted image

Fig. 2. RGB to HSV Conversion and Hue extraction

3.2 Morphological Processing and Extraction of Hue layer

During conversion the objects don’t appear clearly visible, so morphological
operations are applied on it to fill out the holes and smoothen the edges of the
objects. As bacilli appear red in shape, therefore the main concerned in the HSV
model is the hue layer. The hue layer is extracted from the HSV format of the
image in order to identify the bacilli and red color lies at angle 0◦ to 30◦ .

3.3 Thresholding

Thresholding technique [9] is applied to convert the image into binary form,
which contains only two values; 0 and 1. Value 0 represent black pixel and 1
represent white pixel. Threshold value that works better in this case is from 168
to 178. In the resultant image the TB bacilli appear in white color while the
background appears in black color. Morphological operation closing is applied
to the resultant image in order to join the broken objects.

Edge detection is used to minimize the quantity of data in an image, while
maintaining the structural characteristics which can be used for further image
processing. Several edge detection techniques where tested on sample image but
Prewitt edge detection technique [10] proved best results. The image produced
by canny edge detector is used as a separate image for further processing. This
image and the previous binary image are added into a single image. In this
process the pixel value of each input image is added to the corresponding value
of each other input pixel and returns the sum in the corresponding pixel of the
output image.

3.4 Features Extraction

This step involves the extraction of features which can be used for the further
identification of tuberculosis bacteria. All the objects in the image are labeled in
order to get its properties. These properties include eccentricity, bounding box,
and area of the objects.
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(a) Thresholded image (b) Edge detection (c) Addition of a and b

Fig. 3. Thresholding, Edge detection, and Addition

Area of an object is the product of its height and width. It is calculated to
avoid small unwanted pixels. Eccentricity is defined as the ratio between minor
axis and major axis of an elliptical shape [13].

To detect the rod shape like structure of TB bacteria eccentricity is calculated,
if the eccentricity of an object is greater than eight then the object is consid-
ered as tuberculosis bacteria otherwise it is rejected. The value of eccentricity is
calculated from the following equation [13].

e =

√
1− (

b

a
)2. (4)

Where e=eccentricity, a= length of major axis and b= length of minor axis.
Bound-ing box is used to crop and select the region of interest. Hough transform
is used to rotate the object at angle 90◦ . It detects the lines in the image and
then returns the angles of those lines. Using these angles the objects are rotated
in various directions.

Fig. 4. Major and minor axis of an Ellipse
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4 Experimental Results

Finally when the objects are rotated, the aspect ratio is calculated for each
object in the sample image.

AR =
Shape′sheight
Shape′swidth

. (5)

Based on various experiments a limit of acceptance is set for this ratio. If the
ratio of is greater than or equal to 2 then the object is considered as TB bacteria
otherwise it is rejected. Lists of possible of objects in a sample image are labeled
by this ratio as shown in the Fig. 5.

(a) All possible bacteria objects

(b) Accepted objects labeled with their as-
pect ratios

Fig. 5. TB bacteria objects detection and Labeling

All the images were obtained from the Pathology Department, Hayatabad
Medical Complex Peshawar. A total of 100 positive and 10 negative sample
images were used for experimental purposes. The positive samples proved correct
results as performed using manual technique. We have also used live images taken
using a microscope having a camera called Olympus microscope. The propose
method was implemented using a personal laptop and Matlab’ Image Processing
Toolbox software. The accuracy rate is calculated by the total number of objects
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in ZN stained image and the total number of objects detected in the final step,
so it returns a value of about 90% which is more than I. Siena et al.[13].

Accuracy(%) =
Total No. of objects in sample image

No. of detected TB bacteria
× 100. (6)
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Abstract. This paper describes the approach for automatic identifying
organs from a medical CT imagery. Main assumption of this approach is
the use of data sets and domain knowledge. We apply this approach to
automatic classification of chest organs (trachea, lungs, bronchus) and
present the results to demonstrate their usefulness and effectiveness. The
paper includes the results of experiments that have been performed on
medical data obtained from II Department of Internal Medicine, Jagiel-
lonian University Medical College, Krakow, Poland. The experimental
results showed that the approach is promising and can be used in the
future to support solving more complex medical problems.

Keywords: CT images · Concept approximation · Classifiers · Deci-
sion trees · Medical object recognition · Object classification · Domain
knowledge · Organs identifying

1 Introduction

An automatic identification of medical objects visualized by Computed Tomog-
raphy (CT) imagery (e.g., organs, blood vessels, bones, etc.), without any doubt,
could be useful, to support solving many complex medical problems using com-
puter tools. This paper describes the approach for automatic identification of
organs from medical CT imagery based on data sets and domain knowledge.
Presented subject is concerned with substantial computation problem. It em-
ploys classifiers building for image data sets, where a classifier is an algorithm
which enables us forecasting repeatedly on the basis of accumulated knowledge
in new situations (see, e.g., [2] for more details). Our approach is based on a two-
level classifier. On the lower level, our approach uses a classical classifier based
on a decision tree that is calculated on the basis of the local discretization (see,
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e.g., [11,3]). This classifier is constructed and based on the features extracted
from images using methods known from literature (see [8,5] for more details).
At a higher level of our two-level classifier, a collection of advisers works that
is able to verify actions performed earlier by the lower-level classifier. This is
possible by using domain knowledge injected to advisers. Each of the adviser is
constructed as a simple algorithm based on a logical formula, that on input re-
ceives selected information extracted from a tested image and a decision returned
by the lower-level classifier, and the output returns confirmation or negation for
the suggestion generated by the lower-level classifier. It consists in the fact, that
in a situation where the decision taken by the lower-level classifier, is clearly in-
compatible with domain knowledge, the adviser suggests to refrain from taking
a decision. Thanks to this, increases the accuracy of such the two-level classifier,
with a slight decrease in its coverage. To illustrate the method and to verify the
effectiveness of presented classifiers, we have performed several experiments with
the data sets obtained from Second Department of Internal Medicine, Collegium
Medicum, Jagiellonian University, Krakow, Poland.

This paper is organized as follows. In the section 2, we present the problem
of detecting organs from medical images. Some methods of features extraction
that are used in order to construct attributes for the low-level classifier were
presented in section 3. Next, in the section 4 we describe a low-level classifier used
to the automatic medical object identification. Finally, we present the complete
structure of two-level classifier and results of experiments performed on medical
data sets for the automatic classification of chest organs (see section 5).

2 Organs Detection

The automatic detection, recognition and segmentation of anatomical objects
in three-dimensional medical images, is an important and extremely challenging
task, for a number of reasons, e.g., objects may have no clear boundaries; there
may be similar structures in close vicinity of an object; the constellation of
objects and their neighborhoods can vary widely from individual to individual
and some objects or parts of objects may be missing, and scans obtained in
clinical practice often contain pathology (see, e.g., [16,17] for more details).

In clinical applications, automatic medical object extraction is often a neces-
sary preprocessing step for three-dimensional image reconstruction, quantitative
analysis and computer-aided diagnosis. Due to the wide variety of shapes, the
complexity of the topology, the presence of noise in a complicated background,
and the diversity of imaging techniques, extracting medical objects automatically
and accurately is a very difficult task [15].

Medical image analysis is one of the areas of computer vision where domain
knowledge plays a very important role, because localized pixel information ob-
tained from CT images is often ambiguous and unreliable [7]. The history of
knowledge-based medical image analysis is older than the history of practical
usage of CT imaging. One of the early studies in knowledge based medical image
analysis was done by Harlow and Eisenbeisc [6] on radiographic image segmen-
tation, when CT imaging was not yet available in hospitals. They proposed a
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top-down control system using a trees structured model description containing
knowledge about locations and spatial relations of parts/organs of the human
body. In his thesis work, Selfridgec [14] discussed image understanding systems
in general and divided the causes of difficulties into problems of model selection,
segmentation techniques, and parameter setting [7].

We conclude that the automatic detection of organs is the first step to under-
stand medical images and it is necessary to begin the process of proper medical
diagnosis support. To understand of the CT image correctly, a computer should
detect and recognize all medical objects located on the image by using domain
knowledge. The knowledge about objects located in the medical image, allows
the correct identification of areas related to various medical problems.

In this work, we describe the approach to automatic classification of chest
organs (trachea, lungs, bronchus) by using domain knowledge and a classifier.

3 Features Extraction

Making a detailed medical images analysis is necessary to move from the analysis
of individual pixels to analyze objects located on the image. The image should
be divided into homogeneous and disjoint areas that represent the objects or
their parts. This process is called segmentation. Segmentation criteria proposed
by Haralick and Shapiro [1] show that this not only an easy process but also
very demanding. After completion of the segmentation process, may start the
process of acquiring the features of the objects.

There is no “ideal set of features” which characterize the object. Features
are selected individually depending on the recognized objects. In the computer
analysis of the images, extracted features from the image, can be assigned to
one of the categories, such as nontransformed structural characteristics (eg.
moments, power, amplitude information, energy, etc.),transformed structural
characteristics (eg. frequency and amplitude spectra, subspace transformation
methods, etc.), structural descriptions (formal languages and their grammars,
parsing techniques, and string matching techniques) and graph descriptors (eg.
attributed graphs, relational graphs, and semantic networks) described in detail
in [8] and [5]. In this publication we call these features as Low-Level Features
(LLF). To prepare experiments presented in section 5 we use standard features
such as surface area, width, height, cover regions and more advanced such as cir-
cuit of the object, the coefficient of thickness or shape. In total, for the purposes
of the experiments we define 18 LLF features.

To understand the image, it is also necessary to define the additional features
that will define the acquired domain knowledge from experts. We call these
features Domain Knowledge Features (DKF). DKF can be assigned to one of
the categories, such as:

– features used to describe domain knowledge about the number of objects
that surround an analyzed object,

– features used to describe domain knowledge about the distance from ana-
lyzed object to surrounding objects,
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– features used to describe domain knowledge about the size of objects that
surround an analyzed object,

– features used to describe domain knowledge about position of an object.

To prepare experiments presented in section 5, we create features from each
category eg. the number of objects on the right side of the analyzed object. In
total, for the purposes of the experiments we define 13 DKF features.

The extracted features allow us to define properties of objects observed on
medical images. Such properties are further represented by data sets and are
used to create classifiers (see section 4). The typical model of data employed to
classifier construction is a rectangular data table, which in the rough set theory
[13] is called a decision table. The decision table consists of finite number of the
rows called objects and the columns called the attributes. The rows represent
the information about a single object instance and for that reason are called
the objects (in our approach, any object represents a medical object observed
on some image). The columns describe the features of the objects expressed as
numerical or textual values, and are called the attributes. One of the columns
(usually the last one) represents the decision class membership of an object and
is named a decision attribute.

4 Low-Level Classifier

Classifiers also known in literature as decision algorithms, classifying algorithms
or learning algorithms may be treated as constructive, approximate descriptions
of concepts (decision classes). These algorithms constitute the kernel of decision
systems that are widely applied in solving many problems occurring in such
domains as pattern recognition, machine learning, expert systems, data mining
and knowledge discovery (see, e.g., [10,9,2] for more details).

In literature there can be found descriptions of numerous approaches to con-
structing classifiers, which are based on this way can often be not appropriate to
classify unseen cases. For instance, if we have a decision table, where the number
of values is high for some attributes, then there is a very low chance that a new
object is recognized by rules generated directly from this table, because the at-
tribute value vector of a new object will not match any of these rules. Therefore,
for decision tables with such numeric attributes some discretization strategies
are built to obtain a higher quality classifiers. This problem is intensively stud-
ied and we consider such paradigms of machine learning theory as classical and
modern statistical methods, neural networks, decision trees, decision rules, and
inductive logic programming (see, e.g., [10,9,2] for more details).

In this section, we present a method of classifier construction that we have
used for a decision table constructed on the basis of features defined in the
previous section.

One of the most popular methods for classifiers construction is based on
learning rules from examples (see, e.g., [13,2] for more details). Unfortunately,
the decision rules constructed in discretization methods developed by Hung S.
Nguyen (see [11,3]). In this paper we use local strategy of discretization (see [3]).
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One of the most important notion of this strategy is the notion of a cut. For-
mally, the cut is a pair (a, c) defined for a given decision table A = (U,A∪{d}) in
Pawlak’s sense (see [13]), where a ∈ A (A is a set of attributes or columns in the
data set) and c, defines a partition of Va into left-hand-side and right-hand-side
interval (Va is a set of values of the attribute a). In other words, any cut (a, c)
is associated with a new binary attribute (feature) f(a,c) : U → {0, 1} such that
for any u ∈ U :

f(a,c)(u) =

{
0 if a(u) < c
1 otherwise

(1)

Moreover, any cut (a, c) defines two templates, where a template we under-
stand as a description of some set of objects. The first template defined by a cut
(a, c) is a formula T = (a(u) < c), while the second pattern defined by a cut
(a, c) is a formula ¬T = (a(u) ≥ c).

In this paper, the quality of a given cut is computed as a number of objects
pairs discerned by this cut and belonging to different decision classes. It is worth
noticing that such quality can be computed for a given cut in O(n) time, where
n is the number of objects in the decision table (see, e.g., [3]). The quality of
cuts may be computed for any subset of a given set of objects.

In local strategy of discretization, after finding the best cut and dividing the
object set into two subsets of objects (matching to both templates mentioned
above for a given cut), this procedure is repeated for each object set separately
until some stop condition holds. In this paper, we assume that the division stops
when all objects from the current set of objects belong to the same decision
class. Hence, the local strategy can be realized by using decision tree (see [3] and
Fig. 1).

��

��
a, c

�
�

��

�
�
��

�
�
�
� �

�
�
� �

�
�
� �

�
�
�

�

a(u) < ca(u) ≥ c

u

Left Right

Fig. 1. The decision tree used in local discretization

The decision tree computed during local discretization can be treated as a
classifier for the concept C represented by decision attribute from a given de-
cision table A. Let u be a new object and A(T ) be a subtable containing all
objects matching to template T defined by the cut from the current node of a
given decision tree (at the beginning of algorithm work T is the template defined
by the cut from the root). We classify object u starting from the root of the tree
as follows:
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Algorithm. Classification by decision tree (see [3])
Step 1. If u matches template T found for A

then: go to subtree related to A(T )
else: go to subtree related to A(¬T ).

Step 2. If u is at the leaf of the tree then go to 3
else: repeat 1-2 substituting A(T ) (or A(¬T )) for A.

Step 3. Classify u using decision value attached to the leaf

... ...

Decision
RL

Decision
NN

Decision
RB

Decision
NN

... ...

SIZE

DFL

DFT SF

OIR

Fig. 2. The decision tree in organs detection

Figure 2 presents part of sample decision tree, computed for the problem of
medical object classification. For example, for a medical object with size 560,
distance from left edge (DFL) of CT image 200 and object shape factor (SF)
equal 0.9, we follow from the root of the tree, down to the left subtree, as the
object suits a template SIZE ≥ 300. In the next step we tread a right tree
(DFL < 228.5) and again a left tree (SF ≥ 0.75), which consists of one node,
called leaf, where we stop. The fitting path indicates that this object is classified
as right main bronchi (Decision RB).

5 Two-Level Classifier and Experiments

To verify the effectiveness of classifiers based on our approach, we have imple-
mented the two-level classifier in the IMPLA (Image Processing Laboratory),
which is a continuation of the RSES-lib library (forming the kernel of the RSES
system [4]), in the field of image processing. The IMPLA has been developed
recently in Interdisciplinary Centre for Computational Modelling, University of
Rzeszow, Poland.
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Our experiments were carried out on the data obtained from the clinical hos-
pital Jagiellonian University Medical College in Kraków (the patients were di-
agnosed with asthma). The entire data set counted 26 patients (19 woman, 7
man). The average age of patients was 58.12 years (st.dev. 6.78 years, age range
from 47 to 70 years). In all patients, volumetric CT torso scans were performed
at both full inspiration and expiration with using 16-channel multi-detector CT
scanner Toshiba (manufacturer’s model name: Aquilion). The acquired data were
reconstructed using a kernel (FC86) with 1 mm increments. Images were stored
in the Digital Imaging and Communications in Medicine (DICOM) format. For
each patient was taken 300 to 400 images (full inspiration) with a resolution of
512x512 pixels. The total size of the data set for the experiment count 9655 CT
images.

From all images we select every fifth image (20% of all images, 5mm incre-
ments) to pre-processing. As a result of the segmentation process, we acquired
7491 objects for experiments. For all the objects we set LLF and DKF features,
further all objects are classified by an expert to one of the 7 classes (chest organs)
presented in the table 1.

Table 1. Object classes

Class Object Number

TR Trachea 671 (8,96%)

RL Right lunge 1621 (21,64%)

LL Left lunge 1616 (21,57%)

RB Right main bronchi 190 (2,54%)

LB Left main bronchi 211 (2,82%)

LL+RL Object by gluing the left and right lungs 55 (0,73%)

OT Other objects 3127 (41,74%)

The entire data set was divided 20 times randomly into two sets - a set with
training data and a set with test data (around 70% of the data getting into a
training set - 18 patients, other (around 30%) into test set - 8 patients). All the
experiments we conducted on these datasets.

In the first experiment, we used only the LLF features described in the sec-
tion 3. With using training data we built a classifier (widely described in sec-
tion 4), which has been tested on test data. We designed a classifier to the
automatic classification of chest organs.

In the second experiment (approach concept diagram presented on Fig. 3),
we used the LLF features and in addition, we used an adviser working on DKF
(Domain Knowledge Adviser, DKA). DKA suggest decisions based on domain
knowledge eg. “Left lung is located on the left side of medical image”, “Object
located on the left side of medical image is probably not a right lunge”. We prepare
15 DKA for all chest organs. Verification was followed on the basis of the DKF
futures. Advisers are divided into two groups:
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Expert

Domain
Knowledge

...

LLF Features extraction
Generation of 

classifier
Medical
image
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Medical
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consistent

with
suggestions

Final decision

Suspended decision

LLF and DKF Features extraction

BUILDING CLASSIFIERCollection of 
training images

Medical object

Tested object

...

YES

NO

input: selected domain knowledge
and features for tested object

output: suggestion YES or I DO NOT KNOW

Positive Domain Knowledge Adviser 
Organ 1

input: selected domain knowledge
and features for tested object

output: suggestion YES or I DO NOT KNOW

Positive Domain Knowledge Adviser 
Organ n

input: selected domain knowledge
and features for tested object

output: suggestion NO or I DO NOT KNOW

Negative Domain Knowledge Adviser 
Organ 1

input: selected domain knowledge
and features for tested object

output: suggestion NO or I DO NOT KNOW

Negative Domain Knowledge Adviser 
Organ n

Fig. 3. Two-level classifier based on data sets and a domain knowledge

– Advisers to advise on YES eg. “yes, this is probably the left lung” (6 DKA),
– Advisers to advise on NO eg. “no, this is probably not the left lung” (9 DKA).

In this approach classification decision is dependent on suggestions of domain
knowledge advisers. Advisers suggest what should be a decision (YES advisers)
or suggested what should not be a decision (NO advisers). If any of the advisors
suggested otherwise than the classifier (in some sense, the low-level classifier),
decision was suspended.

We presented the results of the experiments in the table 2.
By using domain knowledge we have obtained an improvement in the auto-

matic classification of each chest organ. The largest increase in the accuracy
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Table 2. Experiments results

Experiment 1 (LLF) Experiment 2 (DKA) Improvement

Object Accuracy St.Dev. Coverage Accuracy St.Dev. Coverage Accuracy St.Dev.

TR 94,00% 3,61% 100% 98,90% 1,02% 94,58% +4,91% -2,59%

RL 97,64% 0,92% 100% 98,32% 0,61% 99,27% +0,68% -0,32%

LL 97,31% 0,98% 100% 98,44% 0,50% 98,82% +1,13% -0,48%

RB 76,77% 6,00% 100% 88,19% 4,06% 85,52% +11,41% -1,94%

LB 78,55% 6,04% 100% 85,42% 5,24% 88,35% +6,87% -0,80%

LL+RB 87,95% 24,01% 100% 97,92% 3,50% 94,09% +9,96% -20,51%

OT 94,73% 1,76% 100% 96,80% 1,16% 97,16% +2,07% -0,60%

(+11,41%) we have obtained on the right main bronchi objects. The smallest
(+0,68%) on the right lunge. Noteworthy is the fact that all objects are classi-
fied with the accuracy more than 85%. In three cases the accuracy was greater
than 98%. In addition, the use of domain knowledge improved the stability of
the automatic classification. This can be seen by analyzing the standard devi-
ation, for instance the stability of the the TR improved by 2,59%. In all tests
DKA made the decision 15943 times - 15659 times it was the correct decision
(98,22%).

All the decisions taken by the DKA pause the classifier decision where de-
cisions are different. This is the direct reason for the decline coverage of the
analyzed objects.

6 Conclusions and Further Works

The results of experiments performed on medical data sets indicate that the
presented approach seems to be promising. The use of domain knowledge sig-
nificantly improved the quality of the medical object identification. The next
steps will focus on the use of time dependencies between medical images (ob-
ject tracking in time) and the addition of a classifier resolving conflicts between
advisers.

The presented approach can be used in the future to support solving more
complex medical problems. We plan to use the results of research, among other
things, to treatment of an asthmatic airway remodeling (see, e.g., [12] for more
details).
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Abstract. Development of database technology facilitates wider inte-
gration of diverse data types, which in turn increases opportunities to
ask ad hoc queries, and gives new possibilities of declarative queries opti-
mization. For more than a decade, work on supporting multidimensional
arrays in databases has been carried out, which led to such DBMSs as ras-
daman, SciDB and SciQL. However, the DBMSs lack the ability to han-
dle queries concerning geographic phenomena varying continuously over
space (called geofields) which were measured in irregularly distributed
nodes (e.g. air pollution). This paper addresses this issue by presenting
an extension of SQL making possible to write declarative queries ref-
erencing geofields, called geofield queries. Geofield query optimization
opportunities are also shortly discussed.

Keywords: Spatial databases · Array databases · SQL · GIS · Geofield ·
Coverage · Interpolation

1 Introduction
We can observe how functionality migrates from GIS applications to databases.
This allows for better data integration, ACID guarantees, ad hoc querying, and
automatic optimization of processing, when a declarative language, such as SQL,
is used. Design and implementation of conventional relational database manage-
ment systems (RDBMSs) have been driven by business requirements, and, as
a consequence, they only partially meet scientific community requirements [16].
Especially during remote sensing and simulations, a lot of data is gathered that is
naturally stored as multidimensional arrays [12, 17]. However, storing, querying
and modifying such multidimensional arrays are not supported by conventional
RDBMSs. Such problems led to the development of array DBMSs. The appear-
ance and development of array DBMSs have been driven by attempts to make
multidimensional arrays the first class citizens in databases, and to integrate
multidimensional arrays with relations. Currently, there is work in progress on
adding multidimensional arrays support to ISO SQL standard [12].

Phenomena in space can be conceptualized as fields, varying continuously
over space, and/or objects, being discrete spatial entities. To emphasize con-
nections with geographical space in the paper, following [9], the terms geofield
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and geoobject are used in place of the terms field and object. In the OGC spec-
ifications the term coverage is used as a synonym of geofield [6]. In the paper
queries concerning geofields will be called geofield queries. Geofields are divided
into quantitative geofields and qualitative geofields. A quantitative geofield is a
function assigning elements of its domain values measured on interval or ratio
scale. A qualitative geofield is a function assigning elements of its domain values
measured on nominal or ordinal scale, e.g. numbers of intervals of a geofield val-
ues. The domain of geofield may be 2D or 3D spatial, 3D or 4D spatio-temporal
or of a higher dimension. As far as spatial data are concerned, the most com-
mon is 2D spatial, however, in the last years significant progress has been done
in spatio-temporal prediction methods [8], which allows to generalize concepts
presented in the previous work [4, 5].

Geofields are naturally represented by multidimensional arrays, when they are
results of remote sensing or simulations on a regular grid – such a representa-
tion will be called array representation. However, geofields values are also often
measured in monitoring networks with irregularly placed nodes, and such results
are naturally stored in classical database tables – such a representation will be
called table representation. Computing answers to geofield queries usually re-
quires finding geofields values in places in which they had not been measured. In
the case of the array representation simple and fast interpolation methods (e.g.
developed for rasters processing) can be used. However, in the case of the table
representation, more sophisticated and computationally intensive methods, such
as Kriging, are needed [7]. A formula used for estimation of geofield values using
its table representation will be called geofield (mathematical) model.

In the traditional approach to processing table representations of geofields, a
database is only used for storing their point measurements. As a consequence,
geofields processing leads to unloading the measurements and using external
tools to compute array representations of the geofields. The result arrays are
usually stored in a file system for further processing. Array DBMSs solve the
problem partially by allowing to load the computed array representations back
to the database. However, they miss the opportunity to include a conversion
between table and array representations in the query optimization process.

The main idea of the presented work consists in adding operations on geofields
to SQL and taking them into account during the query optimization phase.
Of these operations, the conversion between table and raster representations of
geofields is of key importance, as it can easily dominate the query execution
time [3].

The remainder of the paper is organized as follows. section 2 outlines the
Peano relation and PNR representation, as these concepts are fundamental to
previous work on geofield queries optimization and influence the extension of
SQL for geofield queries described in section 3. Section 3 contains the main
contribution of the paper. Section 4 shortly describes how the presented SQL
extension can help to speed up geofield query processing. It summarizes pre-
viously published geofield optimization rules and presents new ideas connected
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with optimization of quantitative geofields. Section 5 consists of a survey of
related work. The paper is concluded in section 6.

2 Peano Relation and PNR Representation

The concepts of the Peano relation and the PNR representation are presented
in [5], while [4] discusses efficiency of generating the PNR representation of a
qualitative geofield based on the PNR representation and a geofield variability
model. A thorough discussion of the concepts and exhaustive experimental re-
sults for 2D qualitative geofields are given in [2]. This section quotes the most
important informations on the Peano relation and the PNR representation, which
are used in the rest of the paper.

The PNR representation is based on discrete coordinates, in which sides
lengths of the elementary quadrants are used as units [2]. This resembles ap-
proach used in array DBMSs, however, all geofields generated in a given query
share the same discrete coordinates, which simplifies computations. The elemen-
tary quadrant can be treated as a synonym of the cell in array terminology. The
area in which values of the given geofield must be computed to answer a query
is called geofield context region. Elementary quadrants are ordered by a Peano
N space-filling curve, and their ranges are stored in a relation valued attribute.
Such a representation is called PNR representation. The PNR representation of
a geofield consists of the PNR representation of zones in which geofield model
values belong to the same intervals.

A quantitative geofield has predefined virtual attributes: location and value.
The attribute location provides spatial coordinates of the center of an elemen-
tary quadrant (array cell), and the attribute value – the geofield value com-
puted for this location. A qualitative geofield has predefined attributes interval,
lBound, uBound and shape. The attribute interval stores the interval number
described by the given tuple, the attributes lBound and uBound store lower and
upper bounds of the interval respectively, and the attribute shape stores Peano
keys of all elementary quadrants approximating fragments of the computational
space in which values of the geofield model fall into this interval.

3 SQL Extension for Geofield Queries

In this section, an extension of SQL for geofield queries is presented. It consists
of a data type, called geofield, the create geofield statement, and a short
description how they can be integrated with SQL dialects used in array DBMSs.
Quantitative geofields are created as multidimensional arrays, so the arrays op-
erations can be used to process them. The PNR representation of qualitative
geofields may be interpreted as a quadtree (or an octree, etc.) representation of
a multidimensional array, so operations on such arrays may be easily adjusted
to the PNR representation. The main difference between processing multidimen-
sional arrays in array DBMSs (see section 5) and the approach presented in this
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paper is the possibility of generating on-the-fly only the needed parts of geofields
during query processing in the presented approach.

Let us assume, that we have a table storing point measurements of ambient
air pollution:
create table air pollution (

measurement id integer primary key,
pollutant code varchar not null,
measurement location geometry not null,
measurement time timestamp not null,
measured value double not null,
measurement quality varchar not null,
check (measurement quality in (’ERROR’, ’POOR’, ’GOOD’))

);

3.1 Create Geofield Statement

The most basic and important part of the SQL extension is the create geofield
statement:
create [virtual | materialized] [qualitative | quantitative]

geofield <geofield name> as
select <column name | expression> as measurement location,

[<column name | expression> as measurement time,]
<column name | expression> as measurement value

from <measurement table name>
where [<conditions on measurements> and]

CRS = <CRS code> and
interpolation = <interpolation parameters> and
[square classifier = <square classifier parameters> and]
[intervals = <intervals boundary definion>] and
[context region = <geoobject | subquery | array range> ]
[resolution = <integer | double <unit>>];

The names measurement location, measurement time and measurement value
are treated as keywords, allowing to designate a column or an expression as, re-
spectively, the locations of the measurement points, the time instants or the time
periods of the measurements, and the measured values.

The create geofield statement can be used on its own or can be embedded
into other SQL statements, such as: select, insert or update.

Geofields are by default virtual, which means that the create geofield
statement only adds the definition of a geofield to the database dictionary. The
materialized keyword has been added to improve the integration with multidi-
mensional arrays (an example is given later), and as an optimization mechanism.

There is no clause for geofield domain definition in the create geofield
statement, as the estimation of geofield values depends on the interpolation
method and node search rule used. Instead, the user can define a geofield context
region specifying an area on which geofield estimation can be undertaken. An
attempt to estimate a geofield value outside its context region will return a
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special marker UGV (Unknown Geofield Value). The resolution column allows
the user to determine the size of the elementary quadrants. It defaults to the
array cell size used in a query.

All geofield properties definitions stored in the database dictionary can be
overwritten when the geofield is used, e.g. in the select statement the default
interpolation method or its default parameters can be changed, or in the insert
statement the default context region can be redefined.

As in geostatistics usually Kriging is the best choice [7], to simplify geofield
definition, a special registry of variograms models is added. Also, a registry for
geofield variability models used by quandrant classifiers [4] is created.

The following statement creates an exemplary geofield of airborne suspended
matter, called suspended matter:
create virtual geofield suspended matter as
select measurement location, measurement time,

measurement value
from air pollution
where pollutant code = ‘SUSPENDED MATTER’ and

measurement quality = ’GOOD’ and
CRS = ‘EPSG:4326’ and
interpolation = ’{method: OK, semivariogramID: 71,

nodeSearchType: QUADS, nodeSearchN: 6,
nodeSearchR: 11 km}’ and

resolution = 5 m;
The geofield suspended mattermathematical model uses measurements of air-

borne suspended matter from the table air pollution (condition pollutant
code = ‘SUSPENDED MATTER’) of good quality (condition measurement quality
= ’GOOD’), and is based on Ordinary Kriging (OK) with semivariogram with ID =
71. A quadrant search of measurement nodes, with six nodes for quadrant and the
maximal distance of the search equal to 11 km, is used. Elementary quadrants (ar-
ray cells) have side length of five meters. No context region is defined, so it must
be explicitly provided in a query referencing the geofield, or it must be inferred
from the query.

The definition of the geofield suspended matter can be used to compute a
quantitative geofield of the average-yearly distribution in 2013 of airborne sus-
pended matter in the context region specified by coordinates given by a polygon:
select location, value
from suspended matter
where year(measurement time) = 2013 and

context region = polygon(49.95,18.38, 50.55,18.38,
50.55,19.58, 49.95,19.58, 49.95,18.38);

A qualitative geofield, defined by four intervals: (−∞, 110], (110, 165], (165, 220],
and (220,∞) µg/m3, can be generated, using the BPO square classifier [4] (with:
geofield variability model stored in the registry with ID = 10, and distortion coef-
ficient = 0.8), by following query:
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select interval, shape
from suspended matter
where year(measurement time) = 2013 and

square classifier = ’{type: BPO, geofieldVariabilityModelID:
10, beta: 0.8}’ and

intervals = (110, 165, 220) and
context region = polygon(49.95,18.38, 50.55,18.38,

50.55,19.58, 49.95,19.58, 49.95,18.38);

3.2 Geofield as a Table Column

The following example illustrates how geofield can be used as a virtual column
in a table:
create table city (

city id integer primary key,
city name varchar not null,
city boundary geometry not null,
sm pollution geofield

);
Using the exemplary geofield suspended matter, information about Gliwice

can be inserted by statement:
insert into city(city id, city name, city boundary, sm pollution)
values (1, ’Gliwice’, <WKT GEOM>,

suspended matter where context region = city boundary);
In the insert statement the value of the column context region is set to
the boundary of Gliwice (<WKT GEOM> is a placeholder for the polygon defining
boundary of Gliwice). Geofields can be defined inline, but defining them as sepa-
rate statements (as in the running example) simplifies other statements, removes
redundancy, and makes the code more readable.

The following example shows how a geofield may be added as a virtual at-
tribute of an array-typed column. The following example extends the example
from the listing 2 from [12], describing ISO SQL extension proposal.
create table landsat scenes air pollution (
id integer not null,
acquired date not null,
scene row (band1 integer,

...,
band5 integer,
sm pollution geofield default suspended matter

where time = acquired
)

array [ x ( 1 : 5000 ) , y ( 1 : * ) ]
);

In the create table statement default geofield is provided. The condition time
= acquired imposes temporal restriction on the geofield. The geofield context
region is taken from the raster boundaries. Adding the materialized keyword
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to the geofield definition would result in computation of its raster representation
during a row insertion. If the user changes the interpolation method in a query,
a new geofield raster representation will be computed using the modified geofield
model.

4 Optimizability of Geofield Queries

This section shortly discuses opportunities given by using virtual (dynamically
computed) geofields in declarative queries. The simplest and the most basic oper-
ation – in the context of this paper – is the conversion of a geofield from its table
representation to an array representation. As the cost of the conversion is deter-
mined by interpolation, minimization of the number of places in which geofield
values must be computed leads to significant query processing speedup [2, 4].
This can be achieved by integration of the conversion with an array constructor
as shown in the previous section. If there are any conditions on geofield values
in the query, passing them to the conversion called in an array constructor may
significantly speedup query processing, as shown in [4] for qualitative geofields
creation. This is especially profitable for qualitative geofields, but may be also
used for quantitative geofields.

If a geofield query references more than one qualitative geofield, using the
concepts presented in section 2 may significantly speedup query processing. The
PNR representation may be used internally by a DBMS, and the intermediate
result can be converted from the PNR representation to the array representation
for further processing. The ideas presented in [5] and [4] may be easily generalized
into more than 2D space, as far as an interpolation method is available for
required dimensionality [8].

Let us assume, that a query states that values of a raster R must belong to
an interval i1, and values of a geofield G must belong to an interval i2. We can
distinguish three strategies for the query evaluation: 1) compute the geofield
G for the intersection of the domains of the raster R and the geofield G, read
the raster R, perform the selections on its values and find the cells which fulfill
both conditions; 2) read the raster R, find the cells which values belong to the
interval i1, compute the geofield G only for these cells and check if the computed
values belong to the interval i2 ; 3) compute the geofield G and find its cells
belonging to the interval i2, read only the chunks of the raster R which contain
these cells, and check if they belong to the interval i1. As the interpolation
is time expensive, usually the second strategy should be the best. However, if
the selection on the geofield G values has high selectivity and the raster R is
very large, then the third strategy may be the best. If both selectivities are
low, then the first strategy may be the best, as anyway the whole geofield G
must be computed and the whole raster R must be read. As experiments and
theoretical analysis showed [2], usually qualitative geofield computation using
quadrant classifiers [4] is much faster when the geofield context region consists
of a small number of large quadrants, than when it consists of larger number
of smaller quandrants. This can be explained by a rule of thumb telling that



434 P. Bajerski

the quadrant classification cost is proportional to the number of its boundary
elementary quadrants, while the raster computation cost is proportional to the
number of its cells (elementary quadrants). As shortly discussed, even in such a
simple case, the choice of the best strategy is not clear and a cost optimizer is
needed [2,4]. The problem complicates significantly, when more geofields should
be computed and combined by some operations, e.g. finding areas where some
pollutants exceed given thresholds — this problem reminds the classical join
order problem from relational databases [2].

5 Related Work

In [13] an idea and implementation of enriching the DBMS with interpolation
were presented. The implementation was based on database procedures and tem-
porary tables, not on an algebraic operation for geofield estimation, as is in this
paper. The work was presented long before any significant development of array
DBMSs took place, and included only the table representation of geofields, while
this paper presents approach encompassing both representations. However, some
ideas from [13] are still valid for array databases: geofield values interpolation
during a query evaluation, choosing an interpolation method in a query, and
specifying in a query which measurement values should be used in interpolation.

In [12] two approaches to the integration of multidimensional arrays with
relations are distinguished: a) array-as-attribute – arrays are treated as the other
data types, which allows to define columns of the array type, but prevents from
usage of arrays without tables; and b) array-as-table – arrays are on the same
level as tables, which allows to use arrays without tables, but does not allow to
define columns of the array type.

In the work on the ISO SQL extension the array-as-attribute approach is
followed [12], which is consistent with the support of one dimensional arrays
in the current ISO SQL standard. Conversion between an array and a table is
performed using the unnest and nest operators. However, during this conver-
sion no geofield values can be estimated, what is possible in the presented SQL
extension.

The rasdaman was the first array DBMS [12]. From the beginning it has been
developed as a layer above conventional RDBMSs. The rasdaman follows the
array-as-attribute approach. Each cell of an array may store one or more values
of types specified in the array declaration. The coordinates of array cells are
defined as bounded or unbounded integers. Only the simple nearest neighbor
interpolation is supported for scaling [15].

SciDB is a DBMS designed and implemented to address scientific needs [17].
It implements only the array-as-table approach and does not support tables.
SciDB provides linear algebra, but no spatial interpolation method (such as
Kriging) is available. The package SciDBR provides integration of R with SciDB,
which makes it possible to utilize sophisticated spatial interpolation methods,
however, declarative geofield queries are not supported and their optimization is
not possible.
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SciQL is an array DBMS based on column-oriented DBMS MonetDB [10] and
follows the array-as-table approach. In [10] only interpolation for time series is
mentioned.

Some commercial and open source RDBMSs have been extended with raster
data support, following the array-as-attribute approach. For example, Oracle
RDBMS provides a set of functions and procedures for raster processing. As
a consequence, usually procedural code in PL/SQL is needed, which limits the
possibility of queries optimization. The current Oracle version 12c Release 1 sup-
ports only 2D rasters and provides only basic interpolation methods for rasters
(near neighbor, bilinear, biquadratic, cubic and average) [14]. Also PostGIS pro-
vides support for 2D rasters with similar interpolation/resampling methods:
nearest neighbor, bilinear, cubic, cubic spline, Lanczos, and inverse distance
weighted [1].

To the best of the authors knowledge, none of the related DBMSs nor the
ISO SQL extension under development contains SQL capabilities similar to the
extension described in section 3 of the paper. As a consequence, optimizability
discussed in section 4 is not possible in these DBMSs.

6 Conclusions

The presented extension of SQL for geofields processing widens data integration
capabilities, gives new optimization possibilities, and eliminates the problem of
unloading data from database for interpolation in external tools and loading the
results back to the database for further processing. As discussed in the paper,
adding the geofield support to the DBMS is more than just adding an inter-
polation function, as this extension significantly influences query optimization.
Interpolation during query processing may be time consuming, but on the other
hand, it eliminates the problems connected with measurement points selection
based on the predicates included in the query, measurements updates, CRS con-
versions, as well as raster scaling, shifting and rotating. This can be especially
valuable in a multi-resolution database [11], when an array representation of a
geofield may be generated on-the-fly in the required resolution and CRS, instead
of rescaling its previously generated and stored representation. The presented
approach also allows to easily change the geofield model used (to change the in-
terpolation method and/or adjust its parameters). The impact of such changes
on the query answer can be easily evaluated as the difference may be computed
by another SQL query.

Distinguishing between qualitative and quantitative geofields is not very im-
portant to the users writing queries, but has very significant impact on query
optimizability.
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(eds.) Man-Machine Interactions. AISC, vol. 59, pp. 595–603. Springer, Heidelberg
(2009)

5. Bajerski, P., Kozielski, S.: Computational model for efficient processing of geofield
queries. In: Cyran, K.A., Kozielski, S., Peters, J.F., Stańczyk, U., Wakulicz-Deja, A.
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Abstract. One of the important features of data analysis methods in
the area of continuous surveillance systems is a computation time. This
article contains a research that is focused on improving the performance
of processing by the most efficient possible indexation of spatial data.
The authors proposed a structure of indexes implementation based on
layered grouping of sensors, so as to reduce the amount of data in time
windows. This allows to compare data at the layer-layer level, thereby
reducing the problem of comparisons between all sensors.

Keywords: Spatial databases · Spatial indexing · R+-trees · R*-trees

1 Introduction

Floods are one of the largest natural hazards occurring in Poland and in the
all central and east Europe. According to the National Water Management in
Poland in the years 1950-2000 there were more than 600 floods of different cov-
erage and different cause of the uprising. The most common cause of flooding
is the spring thaw and heavy rain. Some of these phenomena are sudden and
unpredictable, and some of them develops slowly and lasts a long time, depend-
ing on wheater condition. Predicting the occurrence of floods is a difficult and
very complicated process. Analysis of the causes of flooding, flood assessment of
the size and timing of individual movements of the flood wave is taken by a few
research groups. More rarely considered issue, but also very important is assess-
ment of physical state of the flood embankment during a flood, similar to the
landslides monitoring systems [9,10] or other monitoring systems [8]. Knowledge
about the current state of the flood embankment during both short-term, sudden
and prolonged floods allows to make proper decisions related to the functioning
of the flood embankment, to repair leaks and to evacuate of people from flood-
threatened area. Systems of embankment monitoring are considered in several
projects [25,5,17,19,21,23].

c© Springer International Publishing Switzerland 2015
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In Poland, in cooperation with the AGH University of Science and Technology
in Cracow and Cracow companies SWECO Hydroprojekt Ltd and Neosentio,
project ISMOP (Computer Monitoring System for Flood Embankments) has
been developed. This was founded under the NCBiR project (National Centre
for Research and Development, Poland), which involves the creation of a real-
time monitoring system of static and dynamic behavior of the embankments.

The monitoring systems constructions are differentiated. In most cases, these
systems are data-driven dedicated, therefore creating software requires a com-
plex solution. It is also possible to use existing solutions for part of the creating
system. The ISMOP project is created as a data-driven system based on the
analysis of data streams transmitted from the sensors in experimental flood em-
bankment. This experimental flood embankment is constructed as a standard
design in the region of the middle and upper river. A sensor networks are ar-
ranged inside the experimental flood embankment into the wells. The sensor
network measures several key physical and geotechnical parameters (tempera-
ture, pressure, pore pressure, humidity, stress and strain, electral conductivity)
of given time interval between one day (in stabile wheather condition) and max
15 minutes (during floods). Distance between two points measurenent is not
more bigger than 5 meters and the sensors will be arranged in five layers.

The biggest problem is how to create a system that quickly, less than in 15
minutes, receives data sent from over 1000 sensors which measures seven param-
eters, processes the data, performs analysis and developes their visualization
results. During the evaluation there are taken also into account hydrogeologi-
cal and weather data. In the course of evaluation of the embankment several
modules are used: time series, anomaly detection, prediction and expert systems
(Fig. 1). Time series analysis module performs a comparison of the real data
obtained from the sensors with data from numerical modeling performed in the
Flac Software [15]. More information about the numerical models can be found
in [19,20]. The next step is to compare the real data with previously obtained
numerical models. For each sensor there are compared the real time data series
with the numerical model obtained from Flac. Comparisons are performed si-
multaneously for all the sensors. The biggest challenge is to make the comparison
for each single sensor which have a given length of time window with multiple
numerical models. The number of numerical models for each sensor can be up to
1 thousand, also each numerical model could have a different length. In addition,
with the passing of time observation of flood embankment state, analyzed the
real time series are extended, causing an increase of time of analysis. By com-
parison of real data with numerical models is a select group of models with the
highest value of similarity measure. For each numerical model is known the final
state of flood embankment under the influence of certain preconceived param-
eters. Evaluation of the local flood embankment condition around a particular
sensor is the calculated measure of the likelihood of maintaining the stability
of the flood embankment. In contrast, the global assessment of the state of the
flood embankment is average rating of probability for individual sensors. Only
if the assessment given for the individual sensors indicates the stability of the
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Fig. 1. The layered structure of the embankment measurement network

flood embankment disorder, the final assessment is the same as the lowest value
of local assessment. Details of the analysis and comparison of real time series
data from sensors inside the flood embankment and numerical modeling data
from Flac can be found in [7] and in Fig. 2.

2 Spatial Data Indexation and Analysis

One of the main goals of the system is the division of the monitored embankments
that run along the river segments. This procedure will maximize the accuracy
of the predicted embankment behaviors that will be generated by the decision
algorithms. The measurement network, depending on the selected section of the
embankment, will consist of 500-1000 sensors placed at different depth levels
(layers), which will generate data in a predetermined time interval. These data
will be subject to continuous evaluation to determine whether the threat of
flooding is real. Therefore, it becomes necessary to develop appropriate solutions
for the analysis of large data volumes. These solutions should take into account
the possibility of comparing time series, caused by incoming information in the
form of streams, and the data stored statically (historical measurements and
data obtained by numerical modeling). Moreover, these series, in addition to
alphanumeric information, will also contain an attribute describing the geometry
(position of the sensor in the embankment - the coordinates X, Y, Z), which
greatly affect the reading, as well as processing efficiency. Therefore, having
regard to the significance of the generated results, the comparison processes of
static and stream data, and so the decision algorithms, should be devoid of any
delays and procedures leading to a decline in efficiency of data processing.
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Fig. 2. The layered structure of the embankment measurement network

2.1 Indexation Methods

The performance of operations on spatial data can be improved in several ways.
There can be a decomposition of query [18], changing the representation of data
[3,4] or custom selectivity estimation [1,2] proposed. The most efficient method
of improving query performance is using a proper index structures. The indexes
are redundant structures, allowing a quick way to get to the sought data by some
kind of arrangement and organization of their sets. In the greatest simplification
this is a set of pairs:

< key, value >
where the key is an attribute (column or field) of searched data, and the value

is a reference, or the physical address of the data (the record or object). This
collection is organized in such a way (often radically different from the organiza-
tion of the data in the source) to reduce the number of necessary IO operations
to be performed to get to the key value. In the case of data with geometric
attributes, which are oriented in the selected coordinate system (and therefore
in some way already organized in space), the standard methods of indexing al-
phanumeric data fail [11,12]. This is particularly true in the context of spatial
queries like: determine the objects intersection, return the values of all points
inside the region. These queries are relate to the objects (and values assigned
to them) with associated topological relationship or geometry. Therefore, a set
of methods has been developed based on the indexing tree-structure (R+-Tree,
R*-tree, etc.), which was adapted to the need for the organization and ordering
of objects in space, as well as the space itself (2D, 3D). In the context of spatial
indexes, the key in the set of pairs is the location, ie:

< location, value >
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2.2 Spatial Data Used in Sensor Networks

The static spatial database (in this case a relational database, which has the abil-
ity to process spatial data) will be supplied with a set of numerical models and
behavior scenarios of the embankment, generated during simulations conducted
previously. This will create a reference point for the data stream, which will be
compared “on the fly” with data stored in a relational database. As shown in
chapter two, comparison will be based on the determination of the time series
similarity measure, using sliding or agglomeration windows. This type of anal-
ysis, due to the need to sort through large data sets can result in a significant
decrease in system performance. The risk of reduction in the data processing
efficiency particularly affects agglomeration windows, which, together with the
growth of the windows length, will cause an increase in the number of necessary
comparison operations.

Thus, a necessary step is to develop appropriate indexing methods and group-
ing of data, in order to reduce the number of operations performed in the time
windows. Monitoring will include data from sensors which are arranged in the
space. The measuring grid is constructed in layers so as to uniformly cover the
area of the monitored embankment, that is, three types of sensors are laid out
alternately on one level (described in [20,7]). Depending on the height and shape
of the embankments, there may be a few or several layers of sensors. This will
allow one type of sensor to be placed every 1 meter at any point of the embank-
ment crosssection. An examples of sensor arrangement is shown in Fig. 3. Given
such a measurement structure, it was decided that the procedure which allows
the greatest increase in efficiency of data mining is appropriate grouping of the
input time series and layered indexing data from a spatial database. In this way,
the analysis in time windows will operate in layers, as in the case of a considerable

Fig. 3. The layered structure of the embankment measurement network
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amount of compared series this can lead to a significant increase in productivity.
This approach will simplify the process of comparing three-dimensional solid
nodes to analyze of two-dimensional surfaces. Moreover, this method will allow
for a better illustration of the measured parameters’ variability, in relation to
the height level from which they are monitored. This will allow it to become in-
dependent from the analysis of hydrogeological conditions, which assumes that
the variability of certain parameters (such as humidity), depend on the depth of
the sensor.

2.3 Choice of the Method

Spatial indexes are a common method for optimizing commercial databases,
as well as an open source DMBS. Standard indexation mechanism is based on
tree structures (R-tree, B-tree) and their modification (R*-tree, GiST). These
mechanisms are often the only available method of indexing spatial data. More-
over, default spatial indexing structures are often dictated in advance, which
does not always result in savings of processing time due to the type of indexed
geometry. The R-trees space ordering is done by approximation based on Min-
imum Bounding Rectangles (MBR) methods and their optimization (R+-trees,
R*-trees) [13]. Therefore the choice of the appropriate indexation method for
measuring network structure is a non-trivial task. First of all, there should be
taken into account the nature of the data points (since each sensor and each
measure will have a spatial attribute) and the type of queries. In this case, the
standard R-tree structure (including the R+-Tree and R*-tree) must be modified.
One of them is the proposal of R++-trees, contained in [24], where the authors
make modifications to the R+-trees for the purpose of indexing data points by
using Double Surrounding Regions (Minimum and Maximum, to facilitate the
insertion). This method is highly effective for top-N -queries or kNN -queries.
The authors of article [16] described a new technique for indexing spatial points
in N -dimensions called iDistance. This technique allows for increased efficiency
of point queries, particularly in the case of real-time data. Indexation is done
by choosing a certain number of reference points in space (the density of the
point coverage in space is determined based on the given parameter). Then the
length between each point and the nearest point of reference is calculated. This
length is called iDistance and allows the mapping of a multi-dimensional area
into a one-dimensional region value. The third step is indexing points by key,
which is the calculated value iDistance. Among the solutions available in the
literature there are also hybrid techniques that fit the problem. It is worth not-
ing the method of QR*-tree [22], in which the authors made a hybrid of two
tree structures, namely: Quad-tree and R*-trees. Analyzing the possibilities and
advantages of the above methods, a hybrid indexation technique, which will
combine the structures of PR-quadtree (PointRegion) and B-trees is proposed.
This technique reminds the algorithm proposed in [14]. PR-quadtree works in
such a way that each individual layer measurement is subjected to a recursive
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decomposition based on the coordinates of the points (sensors). Internal nodes
can have a maximum of four children, each of which represents a different region
obtained by the decomposition of the space coordinates (Fig. 4).
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Fig. 4. Sample representation of points with PRegion-quadtree

Therefore each measurement layer will be represented in the form of a PR-
quadtree (Fig. 5), which allows the reduction of a three-dimensional computa-
tional problem to a two-dimensional surface. In addition, each single sensor layer
will be the first stage node in the B-tree. In each of the nodes PR-quadtrees are
stored instead of record addresses. The resulting hybrid data structure adopts
the form in which the vertex is defined earlier by measurement segment (em-
bankments are divided into parts and each has 1000 sensors). The first level
nodes are the various layers that contain sensors arranged at the same height
level. Second-degree nodes will contain the addresses of sensors located in four
major quadrants of the network, the nodes representing the third degree will
contain the quadrants of each major quadrants, and so on. Individual sensors
will form the leafs. Fig. 6 presents the data structure which is described
above.
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Fig. 6. The schema of hybrid index structure

2.4 Grouping and Data Analysis

In the earlier part of the paper, the authors presented the possibility of using spa-
tial indexing for the purpose of increasing the efficiency of searching the modeled
data. However, comparative analysis also includes information from the measure-
ment network, which necessitates the development of mechanisms for integration
of indexed data models and streams. What is more, the data stream cannot be
indexed because of its unstable nature. Therefore, it was decided to divide the
streams according to their spatial arrangement. The sensors are grouped by mea-
suring layers, so that it imitates the spatial indexation models. This will enable
layered analysis in time windows, which can significantly reduce the number
of database readings. Grouping undoubtedly bring performance improvements.
However, sometimes creating an index is redundant. Querying grouped data and
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utilizing the Cuboid-based architecture, as discussed in [6], has proven significant
efficiency boost utilizing order dependency based optimization methods. This is
important especially while considering chronological stream data.

3 Conclusions and Further Work

The article concerns very important issue, which is the effectiveness of the com-
putation time in large data sets. This problem is especially evident in the context
of spatial data processing that involves three-dimensional objects. Therefore, this
article presents the possibility of a hybrid index construction which will allow
for the computation reduction from three to two dimensions. This solution flat-
tens the problem by grouping nodes in a layers (in the vertical or horizontal
sections), which is particularly important advantage, for example, the case of
the data from sensor networks and time window processing. The data will be
compared at the layer-layer level, causing the reduction of comparisons between
all sensors.

The future work involves carrying out the real tests of performance for the
proposed method. The speedup of presented indexation will be described in
comparison to traditional way of processing.
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Abstract. The paper presents a method for the simplification of build-
ing objects in multiresolution databases. The authors present a theoret-
ical foundation, practical ways to implement the method, examples of
results, as well as a comparison with currently available generalization
methods in commercial software. This algorithm allows the verifiability
and reproducibility of results to be kept while minimising graphic con-
flicts, which are a major problem during the automatic generalisation
process. These results are achieved by defining the shape of buildings,
employing classification rules and adopting minimum measures of recog-
nition on a digital map. Solutions included in this paper are universal
and can successfully be used as a component in any automated carto-
graphic generalisation process. Moreover, these methods will help to get
closer to full automation of the data generalisation process and hence
the automatic production of digital maps.

Keywords: Building generalisation · Cartographic generalisation ·GIS ·
Spatial databasess

1 Introduction

Modern cartography is based on multiresolution spatial databases which are the
source for derivative works, i.e. topographical, thematic or general geographic
content maps that are created dynamically at smaller scales. These databases
(MRDB) are created using cartographic generalization, allowing a certain level of
generalisation of data depending on a certain scale to be achieved. Cartographic
generalisation creates a caricature whose degree of similarity to the original is
closely related to the accuracy of the scale. Moreover, the need for a smooth
transition between the base reference and any different scale has resulted in the
development of algorithms that allow the process of generalisation to be auto-
matically carried out [6,12,13]. This is related to the need to develop a series of
methods that, besides simplifying geometry, can identify and take into account
the importance of objects in the surrounding space. The corresponding general-
isation of data is also very important in the context of increasing the efficiency
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of searching large collections of information. As shown in [3–5, 11] optimisation
of geospatial query processing time is possible, however, in the authors’ opinion,
this process should be associated with the simplification of objects due to of the
linear relationship between the complexity of the geometry and query execu-
tion time, as demonstrated in the article [11]. These factors make the process of
generalisation extremely problematic, because beyond the technical aspects of
cartography, the process has some artistic and unique character. Olszewski [14]
writes: cartographic generalisation is an individual and extremely complex pro-
cess, so the challenge of modern cartography is to answer the question: is it
possible to reconcile the subjectivity of the generalisation process with its au-
tomation? On the basis of the available literature and our own experience we can
state that the complete automation of the generalisation process can be done
only if the certain conditions are met. One such condition is the defining of a
set of criteria by which the process of data generalisation is carried out. This
will bring clarity, and thus, reproducible results. These criteria should be based
on assumptions of cartographic semiotics, while bearing in mind the commu-
nication aspects, with particular emphasis on the perception of the audience.
The method presented in this article is dedicated to data collections containing
information on buildings which have characteristics that must be maintained.
The procedures described allow for generalisation of the outlines of the founda-
tions of buildings, based on assumptions about the recognition of objects on a
digital map. A deciding factor during simplification is the minimum length of
a façade recognized by scale operations [7, 8, 10, 15]. Simplification is performed
based on an algorithm which refers to the theoretical assumptions presented in
the paper [16], in which the author assumes that the vast majority of buildings
have a rectangular shape which allows each edge of the building which is shorter
than a certain accepted critical length (length is assumed empirically and thus
causes significant limitations of the method) to be processed according to cer-
tain rules. Due to the brief description of the algorithm in paper [16], as well as
the procedures performed in each of the three cases in the paper, the authors
decided to develop the algorithm and enrich it with their own rules and mecha-
nisms to identify cases and edge processing procedures. The aim of this work was
to develop a method for simplifying the outlines of buildings which can gener-
ate unambiguous results without graphic conflicts. Complementing this method
is, among others, the operator of rectangularisation operator [7–9], which can
occur before, after, or repeatedly during generalisation. This work shows that
there are many methods for assessing the generalisation of results, inter alia,
by the number of changes and the value of these changes. Another measure of
accuracy is the number of conflicts that arise as a result of the process. It has
been shown that the correctness of results depends on the internal arrangement
of data operators (the order of vertices) [8, 9] hierarchy, semantic classification
(the significance of objects relative to the map type) and the context (the neigh-
bourhood of generalised objects). This approach aims to maximise the accuracy
of simplified data whose quality is often questionable due to a lack of fit to the
shape or the wrong order of generalisation operators.
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2 Simplification of Buildings

The algorithm proposed by [16] distinguishes three types of adjacent edge posi-
tion, however none of them have mechanisms to increase the efficiency of locating
and identifying these types, nor does the algorithm account for whether a build-
ing should remain in the operational scale or be removed. The algorithm also
performs only modification of the identified edges’ (short and adjacent edges)
positions without any possibility of their reduction, resulting in an equal number
of edges before and after simplification. The solutions proposed by the authors
include mechanisms, which allow operator processing to be improved by append-
ing additional preconditions related to the building’s edge types. The described
algorithm also takes into account all the aforementioned disadvantages. The op-
erator can determine the visibility and degree of simplicity, which allow a build-
ing to be replaced by a minimum bounding rectangle (chapter 2.1). Moreover,
the authors also propose a completely different approach to geometry processing,
with an emphasis on maximum simplification by reducing the number of object
edges, elimination or limitation of graphic conflicts generated by the algorithm,
and the adaptation of results to the shape of the original building.

2.1 Identification

The first step of the algorithm is a function that allows identification of edges
whose length does not meet the assumptions of the minimum recognition dimen-
sions. The minimum dimensions are defined by Chrobak [10, 16] who described
them with the following formula:

ε03 = (0.3 + s) ∗ 10−3 ∗M [m] (1)

where:
s - line width (s >0,1)
M - scale denominator

Therefore the defined minimum dimensions can be a pattern from which the
identification function can determine the number of “short” edges of the building.
Next, the short edges are further modified. In the first iteration the function
eliminates buildings that do not meet the assumptions of “visibility” in the
target scale. These assumptions are described by the following formulas:

MBRl ≥ ε03 ∩MBRw ≥ ε03 (2)

(MBRl ≥ 2 ∗ ε03 ∩MBRw<ε03) ∪ (MBRl<ε03 ∩MBRw ≥ ε03) (3)

where:
MBRw - width of building’s minimal bounding rectangle
MBRl - width of building’s minimal bounding rectangle
ε03 - minimum recognition dimension for buildings (1)
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Fig. 1. Minimum dimensions for objects with varying edge widths

Figure 1 shows an example of the minimum recognition dimensions for build-
ings with different edge widths.

If the building does not meet the assumptions of the formula (2) an elimina-
tion operator is activated and the building is removed. If the assumptions (3)
are fulfilled, the building is replaced by the MBR, otherwise it is removed. The
veracity of the objectives set out in the formula (2) triggers the simplification
operator. The object is then processed until all the edges are recognisable. Pre-
serving the assumptions of building visibility and the use of minimum dimensions
allows the unambiguity of the process to be achieved.

2.2 Ordering

Data must be organised before it is simplified. This treatment is necessary be-
cause it allows the subsequent identification and clear division of adjacent edges
into “previous edge” and “next edge”. A building with an ordered geometrical
structure consists of vertices, edges and direction. So ordered geometry creates
a clockwise directed graph . A pair of tangent edges next to the short edge will
henceforth be denoted respectively as PREV EDGE (the previous edge, index
i-1) and NEXT EDGE (the next edge, index i + 1). The short edge will adopt
the designation SHORT EDGE (current index i). Ordered geometric structure in
the form of a directed graph will help prevent the formation of a so-called “enve-
lope” while automatically creating polygons. When the algorithm has identified
edges whose length does not meet the accepted criterion, its neighbourhood is
considered in the form of two adjacent edges. Depending on their position rela-
tive to each other, the operator performs various geometric transformations on
the object.

2.3 Case 0 Degrees

The first of the three considered cases is a situation in which the edges
PREV EDGE and NEXT EDGE are positioned relative to each other at an
angle close to 0 degrees. The authors allow the adoption of a certain angular tol-
erance, which is defined by Chrobak [8]. Degree of tolerance can also be adjusted
manually by the user if there is a large variation in the geometrical structure of
buildings. This situation is shown by the following figure (Fig. 2).
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Fig. 2. The previous and next edges in relation to each other at a 0 degree angle

The relative position of tangent edges is determined by calculating the az-
imuth of each edge, then the Classifier function identifies cases with an orien-
tation 0 and 180 degrees. The classifier creates two auxiliary edges. The first is
composed of the starting point of the previous edge (PREV EDGE.firstPoint)
and the center point of the next edge (NEXT EDGE.Centroid). The second
edge consists of the previous edge midpoint (PREV EDGE.Centroid) and the
end point of the next edge (NEXT EDGE.lastPoint):

• Edge1 - (PREV EDGE.firstPoint, NEXT EDGE.Centroid)
• Edge2 - (PREV EDGE.Centroid, NEXT EDGE.lastPoint)

Edge2 INTERSECTS Edge2 = TRUE

If Edge1 and Edge2 intersect and the absolute value of the difference of
their azimuths oscillates around 0, the classifier identifies the situation as a
“case 0 degrees” and modifies the geometry of the three edges (PREV EDGE,
SHORT EDGE, NEXT EDGE).

The algorithm then investigates the length of the adjacent edges PREV EDGE
and NEXT EDGE to select the shortest of them. Next, from the chosen short
adjacent edge the auxiliary edge is projected on a second edge at angle αse

(where αse is an azimuth of SHORT EDGE edge). Subsequently, an intersection
point IP is designated. The next steps are as follows:

• removal of edge SHORT EDGE

• if the short adjacent edge is a PREV EDGE, its endpoint is changed, taking
the coordinates of the intersection point IP :
PREV EDGE’= (PREV EDGE.firstPoint, IP); NEXT EDGE takes the coor-
dinates of the starting point of the IP : NEXT EDGE’ = (IP, NEXT EDGE.
lastPoint)
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• if the short adjacent edge is a NEXT EDGE, its starting point is modified,
taking the coordinates of the point of intersection IP :
NEXT EDGE’ = (IP, NEXT EDGE.lastPoint); PREV EDGE edge takes the
coordinates of the end point IP : PREV EDGE’ = (PREV EDGE.firstPoint,
IP). This operation is illustrated in Fig. 3:

Fig. 3. Determination of an auxiliary edge and the point of intersectione

2.4 Case 90 Degrees

The second of these cases relates to situations in which adjacent edges are per-
pendicular. As in the case of 0 degrees, the first step is to analyse the position of
NEXT EDGE and PREV EDGE in relation to their azimuth. Correct identifi-
cation of the present case must involve both conditions. The first is the equation:

|αPREV EDGE | − |αNEXT EDGE | ≈ ±90◦∪
|αPREV EDGE | − |αNEXT EDGE | ≈ ±270◦∪

where:
αPREV EDGE - azimuth of previous edge
αNEXT EDGE - azimuth of next edge
azimuths have the same direction

The second condition, which was discussed in the case of 0 degrees in the previ-
ous section, is the intersection of the auxiliary edges:

• Edge1 - (PREV EDGE.firstPoint, NEXT EDGE.Centroid)
• Edge2 - (PREV EDGE.Centroid, NEXT EDGE.lastPoint)

Edge1 INTERSECTS Edge2 = TRUE

Modification of the geometry in this case involves finding of an intersection
point IP between adjacent edges. Therefore, two more auxiliary edges are con-
structed that are extensions respectively of PREV EDGE and NEXT EDGE.
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Then, when the intersection point (IP) of the auxiliary edges has been deter-
mined the operator performs the following procedures:

• removal of SHORT EDGE
• modification of an adjacent edge PREV EDGE so that its end point is re-
placed with the coordinates of the IP : PREV EDGE’ = (PREV EDGE.
firstPoint, IP)
• modification of an adjacent edge NEXT EDGE so that its end point is re-
placed with the coordinates of the IP : NEXT EDGE’ = (IP, NEXT EDGE.
lastPoint)

Figure 4 shows the geometry modification which is implemented in this case.

Fig. 4. On the left, the auxiliary edges and their intersection. On the right the result
of edge simplification

2.5 Case 180 Degrees

The third case is associated with situations in which adjacent edges are po-
sitioned relative to each other at an angle of 180 degrees. As in the previous
subsection, there are two factors determining the correct identification of the
case. The first is described by the equation:

|αPREV EDGE| − |αNEXT EDGE | ≈ ±0◦∪

|αPREV EDGE | − |αNEXT EDGE | ≈ ±180◦∪

where:
αPREV EDGE - azimuth of previous edge
αNEXT EDGE - azimuth of next edge
azimuths have the same direction

• Edge1 - (PREV EDGE.firstPoint, NEXT EDGE.Centroid)
• Edge2 - (PREV EDGE.Centroid, NEXT EDGE.lastPoint)
Edge1 DISJOINT Edge2 = TRUE
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If these conditions are met geometry simplification procedures are launched
for these three edges (PREV EDGE, SHORT EDGE, NEXT EDGE). However,
this case necessitates additional operations in order to minimise geometry er-
rors (conflicts) arising from simplification. These operations are intended to be
independent of the adjacent edge position, which in this case can take a vari-
ety of configurations. For this purpose, auxiliary edges are defined in points,
which are the beginning and the end of the three edges, that is: the first point
of the previous edge (PREV EDGE.firstPoint) and the end point of the next
edge (NEXT EDGE.lastPoint). These points are the intersection of the two
pairs of auxiliary edges, which are drawn perpendicular and parallel to the edge
PREV EDGE and NEXT EDGE (Fig. 5).

The next step is to choose one of the two intersection points of the auxiliary
edges by checking whether they are in the boundary contour of the building (de-
fined by the OGC (Open Geospatial Consortium) function: Contains / Within)
If so, the point is rejected, assuming that the point of intersection textitIP is
disjointed from the boundary of building (located ’outside’).

Fig. 5. Start and end points, auxiliary edges and intersection points of case 180 degrees

After determination of the intersection point textitIP, regardless of the configu-
ration of the edge, geometry modification is performed:

• removal of SHORT EDGE
• modification of an adjacent edge PREV EDGE so that its end point is re-
placed with the coordinates of the IP : PREV EDGE’ = (PREV EDGE.
firstPoint, IP)
• modification of an adjacent edge NEXT EDGE so that its end point is re-
placed with the coordinates of the IP : NEXT EDGE’ = (IP, NEXT EDGE.
lastPoint)

The results of this procedure are shown in Fig. 6.
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Fig. 6. The result of the geometry processing operation for 180 degrees

3 Example Results

For the purposes of this experiment it was assumed that both compact and
loose data would be generalised as this is the only way to prove the quality of
the generated results and hence the efficiency of the generalisation tool.

The experiment concerned building generalisation between an original scale of
1:500 and 1:5000 (BDOT500) [1] and a scale of 1:500 to 1:10000 (BDOT10K) [2].
These scales are representative of the Topographic Objects Database (BDOT)
provided by law as a source of data for the development of standard cartographic
studies as part of the infrastructure for spatial information in Poland (IIP) [1].

Fig. 7. Example data: loose buildings on the left, compact buildings on the right. The
data were taken from the Topographic Objects Database (BDOT500, scale 1: 500).

The aim of the study was to compare the results of existing commercial so-
lutions with the methods described in this article. For comparative studies the
Simplify Buildings method was used, which is part of ArcGIS 10.2.2 software for
generating a set of simplified buildings. The input tool parameters are minimum
area and simplification tolerance. This method also performs a certain degree of
building rectangularisation. Comparison of the two methods is shown in Fig. 8.
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4 Methods Comparison

When the obtained results for sample scales and parameters are compared it can
be noted that the ArcGIS algorithm does not entirely eliminate buildings (Fig. 7
and 8). This method causes ambiguity as it sometimes leaves or removes small
objects and does not remove small (smaller than the tolerance) spaces between
buildings. Methods statistics are compared in table 1.

Fig. 8. Example results showing on the left the original data,, in the middle the result
of the ArcGIS tool for building simplification (parameters: tolerance: 5m and min. size:
25m2) and on the right the results obtained from the proposed algorithm. Operational
scale: 1:10 000 and line width: 0.2 mm)

Table 1. Summary of total surface area and number of subjects before and after
generalisation

Process Total surface
[m2]

Number of
objects

Total change of
the size [%]

Total surface
difference [m2]

Input data 28383,72 143
ArcGIS 28581,77 136 95% 198,05
Author’s
method

28424,36 123 86% 40,64

It is also worth noting that the input parameters are tolerance and minimum
surface area, which can be problematic when results relevant to the adopted scale
are desired (as in the proposed method, where scale is an input parameter).When
the total surface area after processing with the ArcGIS tools are compared with
results from the proposed solution we can observe that the difference is quite
substantial. This is due to expansion of the objects during their merging and
rectangularisation.

The main difference between the proposed algorithm and the existing solution
is the lack of a surface objects elimination parameter and the use of minimum di-
mensions of drawing recognition. The authors present a solution that could also
take into account the width of the line drawing, making possible its use in carto-
graphic generalisation. A characteristic feature and a defect of both algorithms
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Fig. 9. The results of compact building simplification on the left and loose buildings
on the right. Gray lines depict the ArcGIS tool results (5m tolerance and 25m2 min.
size) and black depicts the proposed tool results (scale 1:10 000, line width: 0,2 mm))

is the possibility of the occurrence of topologically inconsistent objects, however,
in the case of ArcGIS even self-intersections of buildings are produced (Fig. 9).
This problem can be solved by implementing appropriate tools for detection of
incorrect topological relations, based also on minimum recognition dimensions.
This will be the subject of further study by the authors.
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Abstract. The alignment of university curricula to the needs of the IT in-
dustry is a great challenge which needs analysis of various different aspects.
IT architecture competencies and skills are very important to parties such
as the IT industry, course providers, universities, and of course students. In
this paper IT architect certification programs are analyzed as they need to
be well-aligned to the needs of the industry. The range of IT architect cer-
tification programs on todays market is vast and rather complicated. This
article describes a new lightweight method for quickly evaluating IT archi-
tect certifications using specially developed data collection methods. The
method concentrates on non-domain certification features and introduces
metrics which can be used to compare programs with each other. Broad re-
search has been done to identify the most important domain-independent
features of certificate programs for IT architects on the employee market
today. These features have been selected, evaluated and combined into a
metrics formula using a specially developed automated data mining pro-
cess. The metrics can also be automatically updated in a process called
“self-adaptation” after a specified period of time. The whole process as-
sumes that the highest-ranking certificate programs from a previous time
period can be used as a reference for establishing domain-independent fea-
tures in the next period. Each certificate program can currently be evalu-
ated only once per period based on the reference. The proposed solution
will deliver a powerful tool for IT architect skill comparison, especially
when there are many job candidates with different sets of certification doc-
uments to be assessed. The research results are currently being used to
design architecture courses at the IT Architecture Academy at the AGH
Univ. of Science and Technology.

Keywords: Data mining · IT architect · Software architect · Certificate
programs

1 Introduction

IT industry, students and the universities themselves. However, these different
parties view the problems differently. Alignment is essential for postgraduate
students or training course participants, because they usually have experience
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and ideas that the industry needs. University educators are willing to deliver the
best competences for the IT sector, but usually would like the competences to be
independent of technology vendors. Preparing computer science (CS) and soft-
ware engineering (SE) students for real-world jobs in the industry is a challenging
task. To meet such demands, the inclusion of software engineering projects in
computer science curricula is recommended. These project-based courses that
can span the entire final year of a program are often referred to as capstone
courses, and have been successfully used at many Universities. In paper [28]
a company approach is proposed which can be treated as an adaptation of a
capstone project with a larger number of students simulating company behav-
ior. Paper [30] concludes that there is no reason to separate university teaching
activities from R&D&I activities. As a result of their work in companies, profes-
sors have learned new concepts and methodologies that can help improve their
teaching and their contact with companies, and subsequent reflection has en-
abled them to learn continuously and enhanced their motivation when working
with students. Additionally, [29] includes an overview of various kinds of certifi-
cation, but a knowledge- and experience-based certification was chosen. Finally,
a practically-oriented approach was chosen in which training was combined with
the real project work of participants and the content was explicitly oriented to
the development of large, complex, software intensive systems using innovative
software engineering techniques. The current article presents a selected system-
atic approach to designing training course curricula for IT sector architects and
a new postgraduate study program to increase the competency of software ar-
chitects. Different types of investigations need to be carried out to make proper
decisions about setting up these curricula. The curricula are also intended as
an educational offer to all students coming to AGH UST as part of a possible
international exchange program. It is important that these programs educate
IT architects according to their needs, as well as the needs of the industry. To
resolve this problem, the following should be done:

- Identify work positions in IT companies associated with IT architects [33]
- Determine IT competencies and domain characteristics [32]
- Specify what non-domain features are of vital importance to the industry and
the candidates (in this paper).

In considering the non-domain features of the courses it is difficult to evaluate
and compare different solutions. The authors decided to perform such a study
here based on:

- An analysis of training programs (for the determination of competencies).
- A review of certificates (for determining the characteristics of non-textual
domain-specifics).
- An evaluation of the comparison of different solutions and developing practices
concerning the setting up of new courses.

The approach will be evaluated at our Faculty of Electrical Engineering, Au-
tomatics, Computer Science and Biomedical Engineering, an institution that
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educates students at all levels of computer science (undergraduate, graduate,
doctoral and postgraduate) and also delivers training courses.

2 Architecture Roles in IT Companies

The development and assessment of architect competencies in IT companies is a
complex issue. A number of roles must be distinguished within an organization
that differ in terms of scope of competencies, responsibilities, and position profile.
As a rule, there are five categories of architects distinguished in companies that
develop software [28,29,31,6]: software, infrastructure, information, and business
and corporate architects managing all architecture initiatives within the organi-
zation. There is no common convention on the naming of IT architect roles. Fig. 1
shows the frequency of IT architect job titles found in the Internet.

Fig. 1. Frequency of architect titles from the Internet

The correct assessment and development of IT architects within a company
is one of the key elements in the process of developing competencies. Reliable
assessment allows the current suitability of an employees competencies to be
verified in terms of the positions that they currently hold, allowing employees
to be placed on appropriate career paths. It is important that employees are
provided with a clear message about the most desired competencies and that the
company obtains a clearer picture of the level of qualifications of its employees.
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3 Research Methodology

The goal of the project was to produce a coherent quality assessment system for
certifying the skills and competencies of software architects. The resulting crite-
ria should be the basis for assessing the weight and quality of a given certificate of
competence, and above all, for obtaining a measurable comparative assessment
of the competence of the holders of various certificates. Certificates were assessed
not only in terms of their similarity to software architect competence profiles,
but also other aspects. As a result, a solution needed to be created which could
calculate the actual importance factor for any given certificate of competence.
In the field of software architect competence, the competences division could
simply be the results of mixing numerous competence profile proposals emerg-
ing from the Open CITS [13]. The aim of the proposal is naturally the creation
of a more comprehensive certificate fitness evaluation procedure which leads to
more precise assessment of a certified IT architect’s competence. A typical and
obvious outcome of the recruitment process in a Human Resources department
is of course the choosing of the most competent person from the pool of available
candidates to fill a given role. One of the criteria used might be a certification
competence system. However, the problem is that the certificates market is vast
and there is no way to effectively compare certificates. Alternatively (in a small
pool of certificates), it is possible to research how popular or difficult to obtain
certificates are, but without any significant comparative scale. The proposed
solution introduces a universal procedure that defines a quantifiable metric for
certificate comparison. The validation of personal competences confirmed by set
of certificates held will rely on straight algebraic calculation and is a product of:

- the quality indicator of a certificate (focusing on all parameters not related to
a certificate program),
- the level of certification fit to the required knowledge and skills.

Collecting atomic values of competence for the certificates held by a person will
finally assess the personal competence documented by these certificates. A suit-
able certificate evaluator must interpret two groups of characteristics affecting
the assessment the value of a certificate: referred to as the certification domain
of knowledge and the domain-independent factors. There is no universal method
of identifying a pool of components which is common to these groups, therefore
a procedure was created for calculating an index based on a collection of time-
varying components. A regular per-period indicator version revision is also nec-
essary and appropriate due to rapid changes in the requirements of the industry.
All “non-domain of knowledge” certificate characteristics (popularity, language,
exam required etc.)will be placed in the non-program category of attributes. A
set of such attributes will be the basis for calculating the index component. In
addition, those individual components do not need to be construed as identi-
cally significant, which raises the problem of determining their actual meaning.
Within the main solution path the following procedure will be defined and used
during the research process:



Motivation Modeling and Metrics Evaluation 467

- identify a list of the most significant market certificates of competence held by
software architects,
- for each identified item determine the most important pool of non-program
attributes and their meanings (evaluated in the form of percentage points),
- use this data to validate any certificate (including those outside of a predefined
list) held by software architects.

A in-depth analysis of the certificate market and numerous case studies based
on individual certification schemes will help us to choose non-program features
and rank them (mainly in terms of the number of appearances in the description
or reference to a particular certification system).A list of program-dependent
features can be established in a classical way, thus these skills (possibly also
linked to the possession of applied knowledge) determine the knowledge of a
software architect. To maintain consistency throughout the process, each list
will be limited to a flexible golden mean of twenty entities. It is assumed that
a large number of entities could complicate the evaluation procedure. This limit
has to be reasonably well maintained to ensure adequate analysis precision.

4 MC20 Certificate Quality Metrics

Theproposedmetrics is named“MC20” (Metrics ofCompetency,Twenty).Twenty
is just a reasonable number which produces a high degree of precision from an ac-
ceptable amount of data each time a certificate is evaluated. The contents of the
non-programfeatures list were established as the result of a vast amount of real cer-
tificateprogramanalysis (a set [16,21,8,19,23,17,11,3,10,26,9,12,4,5,7,1,2,20,15,24]
was initially processed).The listwas then reduced to 20 items.The analysis of certi-
fication list elements searches only for the weighting factors of twenty specific non-
program attributes. Adjustable metrics calculations are not related to a specific
certification system. The metrics calculation procedure for a particular certificate
will therefore be independent of futuremarket conditions associatedwith the certi-
fication system. Featureweights can be establishedwhen features have been sorted
bypopularity,which is themost significantdeterminant.Theproceduredetermines
the amount of references to the characteristics of certificates according to:

- certification systems official web sites (stressing the advantages of their own
certification system),
- scientific publications, which usually refer to the official web sites of certifica-
tions,
- corporation web sites (those possible to reach) which accept particular certifi-
cates during the recruitment process,
- other web sites, containing references to the certification system (e.g. published
training materials prior to the examination for the certificate)

A web text search engine has been involved into the process. Based on a standard
Google search robot it was possible to prepare a cross-word automated search pro-
cedure. Data collection for the process started with the selection of twenty well-
known certificate systems [16,21,8,19,23,17,11,3,10,26,9,12,4,5,7,1,2,20,15,24].
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The question was: which non-domain certificate features are most important for
certificate evaluation? However, this importance cannot be evaluated easily as it
depends on a particular person’s opinion, interpretation context and many other
factors. Therefore, a huge amount of web references to all possible features was
collected by an individual web search for each feature. In the course of this pro-
cedure each certification program feature (there were about 70 features defined
in a preliminary test database) was assigned a dictionary of phrases considered
as the feature’s synonyms. For instance, “payment for training” is alternately de-
scribed as a series of phrases such as “training price”, “expensive”, “certificate
pricing”, “cost”, “prices” etc. If a feature was negative (and subsequently: bad for
the certificate evaluation result), an additional intersection was performed with
the words “not”, “no”, “avoid”, “-less” etc. in the dictionary. The Google search
engine was used for the Cartesian product searchwith all corresponding keywords.
Well-known certification system names (as search keywords) were merged with all
possible feature names and merged again with all the entries from a particular fea-
ture synonym dictionary. This resulted in a lot of search requests made with the
Google search engine. A given certificate system was considered to have a feature
whenever a search returned a result for an article, forum opinion, advertisement
message etc. The number of hits assigned to the feature was then incremented,
meaning “this feature is more important, because it was mentioned somewhere
again”. The histogram in Fig. 2 shows sample results listed with the hit count for
each non-program feature (sorted by increasing hit-count). The sum of hit-counts
for all the features in this case was 269.

Fig. 2. Histogram of certificate programs features
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Let us now assume we are evaluating a real certificate held by a candidate.
To do so, we have to establish the features that exist for every single entry in
the list above for a given certificate system. If a feature exists, we just add a
corresponding hit to the final certificate score. If no information about a feature
is found, half a hit-count is added to the score. Finally, if a feature is definitely
absent, no value is added to the score. The sum of hit-counts for all the features
for the first sample process turned out to be 269. Having also just calculated a
real certificate evaluation result we can generate a non-domain certificate value
factor by dividing the sum of collected points by 269. This would be equivalent
to simple value normalization into < 0..1 > range. Finally, we can evaluate a
popular non-program feature pack for each certificate system. We have to do
this just once for each period of time. If another candidate comes with the same
certificate there is no need to repeat the process. A certificate ranking database
can be now built. This will enable an automatic “self-adaptation” feature for the
MC20 metrics in future time periods. For this reason a special meta-model which
describes evaluation data has been established. The model defines an entity for
each certificate evaluation event, including certificate features possession (yes-
or-no) for components. Non-domain feature rankings in the next period will be
taken from a database as sums of all points collected during certificate evalua-
tions in the past. The meta-model also introduces a timeline which allows for the
storage of all the rankings from previously recorded periods of time. The certifi-
cate evaluation mechanism can now be improved with each subsequent period.
This evaluation will also allow a strategy to be developed for the introduction
of new non-domain features on a timeline. The self-adaptation process has been
tested with an interactive software tool which was developed to calculate MC20
metrics and store information sent by users for each previously evaluated certifi-
cate. The tool can also perform a MCS20 “self-adaptation” procedure, generating
new non-domain feature rankings for the next time period.

5 An Approach to Select the Best Certification Program

In the previous section the most important non-domain features were determined.
Now, on the basis of the selected attributes it is important to compare and select
the best certificate programs for a given scenario. This work will be continued with
certificate program evaluation using the feature pairwise comparisonsmethod [27]
which delivers effective certificate comparison tools for IT-architects (Fig. 2). To
apply the method in the first step, the attributes of certificate programs should
be classified according to whether they are tangible or intangible. In the second
step, certificate offers should be selected for the purpose of comparison. The offers
are divided into reference offers (preselected) and submitted by other stakehold-
ers at any time for comparison. For the reference offerings, the most well-known
certification programs are selected. These certification programs are developed
by the following institutions or organizations: SEI (Software Engineering Insti-
tute of Carnegie Mellon University), Open Group, IASA, and iSAQB. SEI (Soft-
ware Engineering Institute of Carnegie Mellon University) offers a few certificate
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programs. SEI software architecture certifications [18] (SoftwareArchitecture Pro-
fessional Certificate) are based on their own methodology using four main archi-
tecture development steps: quality attribute workshop, attribute driven design,
architecture documentation, and evaluation of architecture solutions. Addition-
ally there are other certificates related to software architecture like the SEI SOA
Architect Professional Certificate.

Fig. 3. Mind map of certificate program selection based on the pair wise comparison
method

Open CA certification [25,22](Open Group Certified Architect) is primarily
concerned with the competencies that an architect possesses. Applicants must
prove that they have many years of real-life IT architecture design experience.
IASA (International Association of Software Architects) [14] has developed a
collection of architectural standards and best practices described in ITABOK
(IT Architect Body of Knowledge). The architect certificate levels are distin-
guished associate, professional and masters. For the last two certificate levels
some practical experience is needed. There is also a certificate program for soft-
ware, information, infrastructure, business and enterprise architects. The iSAQB
(international Software Architect Qualification Board) organization offers a cer-
tification scheme consisting of three levels: foundation, advanced and expert
level, the latter of which is currently under development [13]. From an analysis
of the four reference certification programs it is obvious that other attributes
for comparison of certification programs should be selected. The non-domain
attributes concern, for example, the independence of the examination provider,
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the type of examination (test, project work), whether practical experience is
mandatory or not, and whether the certification program is based on their own
methodology (SEI, Open Group) or on a body of knowledge (IASA, iSAQB).
From the current analysis it may be concluded that the comparison of different
certification programs is a considerably complicated task which should be thor-
oughly undertaken. However, the current results give very impressive insights
which may be used to define courses better suited to IT sector employees.

6 Conclusions

Developing university courses that are best suited for industry is a difficult but
important task. Domain and non-domain features must be considered when de-
signing university level courses. The domain features not considered here are
concerned with scope and competence levels. In determining domain features the
authors propose the development of a software engineering landscape in which
IT architecture characteristics will be included. The work described in this paper
provides a reliable and universal tool for non-domain feature evaluation for IT
architect certification programs. It can be easily extended to other domains, not
only for software architect evaluation. The proposed metrics is also self-adaptive
as it could be recalculated for new situations in the future IT architect certifica-
tion program market. So, it is possible to store results and apply them for any
newly discovered certification programs which need quick evaluation. The results
of the certification program evaluations are being used for setting up courses by
the IT Architecture Academy (http://www.it-architecture.agh.edu.pl).The au-
thors also used their own experience from completing the SOA and Software
Architecture Professional Certificate paths offered by SEI [18].
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Abstract. Code reviews constitute an important activity in software
quality assurance. Although they are essentially based on human exper-
tise and scrupulosity, they can also be supported by automated tools. In
this paper we present such a solution integrated with code review tools.
It is based on a SVM classifier that indicates potentially buggy changes.
We train such a classifier on the history of a project. In order to con-
struct a training set, we assume that a change/commit is buggy if its
modifications has been later altered by a bug-fix commit. We evaluated
our approach on 77 selected projects taken from GitHub and achieved
promising results. We also assessed the quality of the resulting classifier
depending on the size of a project and the fraction of the history of a
project that have been used to build the training set.

Keywords: Bug detection · Code review · Github · Gerrit · SVM · Weka

1 Introduction

Contemporary projects use numerous tools to improve the quality of resulting
software systems. Among them there are code review tools (e.g. Gerrit), builders
(e.g. Maven) and testing environments (e.g. JUnit). Before a change is merged
into the code repository, it is thoroughly proof-read and automatically checked
if it breaks the building process or units tests. Unfortunately, only a fraction
of all defects can be detected by reviewers. Prevalent software bugs are usually
missed. In our opinion a proper automated support of the code review process
can prevent a significant number of bugs that are often left unnoticed.

Inspiration and Related Work

In the literature there is number of approaches to the automatic verification of
changes. The article [4] presents a method based on the extraction of knowledge
from relations of data items; it is so calledmulti-relational data mining. It consists
in building new relations in the form of “hypotheses” describing the given prob-
lem. They are implied by induction from known examples of existing relations.
A training set is composed of positive and negative examples of the examined re-
lation. They are described by existing relations and base knowledge. The article
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analyses C++ student projects and an automatically generated set. The goal of
those analyses were to tell whether a given class contains errors or not.

On the other hand Jeong [8] struggles not only to recognize buggy changes
but also tries to indicate the best person to review the code. His method is based
on Bayesian networks and it was tested on Firefox’s source code.

Ostrand [14] asked a questions whether adding the programmer to predictors
would aid error detection based on quality metrics. He examined a dozen of
projects using the negative binomial regression. The correlation of the identity
of a programmer and bugs was confirmed. The presented tool was able to indicate
20% of the whole system that contained from 75% up to 90% of bugs.

We were especially interested in the findings of Sunghun Kim, who described
his method in [11] based on SVM. Our approach to improve code review process
was inspired by works of Stacy Nelson and Johann Schumann [13] who described
how different approaches to code reviewmight change the outcome of the reviews.
The usage of parser combinators [12] for repository querying was influenced by [2].
The authors of this paper describe common pitfalls when mining Git repositories.
The decision to use parser combinators allowed creating numerous parsers by com-
bining reusable functions. However, it also might cause problems with memory
management/garbage collection in case of large repositories.

Automatic analyses of the quality of changes have been also presented in
[5,15,1,11,3,17].

Contribution

Recent studies on bug detection by Sunghun Kim [11,10] have inspired us to
create a bug detection tool integrated with a code review system.

This automated tool identifies potential bugs in changes about to be merged
into the repository of a version control system. It is integrated with Gerrit, a
popular code review system. It is based on a classifier that takes changes and
answers whether they are potentially buggy. This classifier is trained using the
past of the project. We build the training set from past commits. We assume
that a commit is clean if none of its changed lines has been later bug-fixed. All
other commits are attributed to be buggy. The trained classifier is integrated
into Gerrit and it suggests buggy changes. A reviewer is thus warned. However,
he/she can ignore such a signal.

We prepared a proof-of-concept implementation of this classifier [6]. We tested
it on 77 Github repositories and cross-validated it [11]. The results of these tests
are promising. They also give insights how to create better tools in the future.

The contributions of this paper are as follows:

– A novel idea to build classifiers of changes submitted to version control
repositories.

– A proof-of-concept implementation of the classifier, its thorough experimental
evaluation on 77 Github projects and cross-validation. The implementation is
avaliable on https://github.com/mfejzer/CommitClassification.

– An integration of the classifier into the code review system Gerrit.
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The article is organized as follows. Section 2 presents the details of the creation
of the training set and the build of the classifier. Section 3 shows the results of
an experimental evaluation of the proposed method. Section 4 concludes and
rolls out possible future directions of research.

2 The Method and Its Implementation Details

Our solution is based on an SVM (Support Vector Machine) classifier [21,9]. Such
classifiers are hyperplanes in multidimensional spaces. Training such a classifier
consists in selecting the parameters of a hyperplane so that it effectively separates
the sets of negative and positive points.

In our method an SVM classifier tells clean and buggy commits apart. The
training set is deduced from the development history of a project in terms of the
prevalence of errors. In order to identify buggy commits we use the algorithm
from [18] which discovers bugs based on later corresponding fixes. We assume
that fixing commits are those that contain a term such as “fixes”, “bug” etc. For
each such a commit, we query the project repository for commits that added
or altered the lines removed or modified in the fixing commit. Those commits
are considered buggy, while all other commits are assumed clean. This creates
the training set. It contains the content of commits and decisions whether they
are clean or buggy. We use a specified number of initial commits to build the
training set. We call this number the history limit.

Having the training set, we start building the classifier. Its multidimensional
space is the set of vectors of all words that occur in commits. A single commit is
interpreted as a bag of words in the space with discrete coordinates. A coordinate
is the number of occurrences of the given word in a commit. This is the standard
“bag of words” model.

In order to train the classifier (i.e. to find an appropriate hyperplane) we use
a dedicated library from the Weka toolkit [7]. The resulting classifier is saved
to be used in the future when new changes (candidate commits) arrive. The
experiments discussed in section 3 show that the history limit of 100 commits is
sufficient to build a good classifier.

The classification of a new change comprises its conversion to the “bag of
words” model and then application of the trained classifier to decide if the change
is buggy or clean. The resulting diagnosis is then communicated to the Gerrit
code review system. This way the author and the reviewers are notified if the
change seems dangerous or not.

The processing of commits begins by the execution of a series of git commands
and parsing their results. We had chosen parser combinators [12] as a method to
construct parsers. Our decision was motivated by the extensibility and easiness
of unit testing enabled by this method. New and more complex parsers can
be constructed from existing ones by the usage of special combining functions,
provided by Scala language. This means that additional tools such as parser
generators are not needed.
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Table 1. The statistics of preliminary tests

Project History Training Testing Buggy Clean Correctly Incorrectly Revision
limit set size set size classified classified

Gedit 500 400 100 16 484 96.00% 4.00% 99f6154

Egit 500 400 100 124 376 75.00% 25.00% 704f311

Svn 2000 1500 500 792 1208 78.25% 21.75% 840072

3 Experimental Evaluation

We divided our experimental evaluation into following three groups of tests:

1. preliminary tests, conducted on Egit, Gedit and Svn,
2. comparison tests, run on 77 Github repositories with the same history limit,
3. detailed tests, with different history limits on selected Github repositories.

The goal of the first group of tests was to check if our software worked for
different kinds of version control repositories. We developed it to be used pri-
marily with Git repositories, but we have also verified that it works fine with
SVN (namely Apache SVN). We also wanted to examine differences in training
the bug detection classifier when applied to various sizes of the project. We used
a small project (Gedit), a medium project (Egit) and a large project (Svn). Our
goal was to validate that our solution is general enough to be used for any size
of a software project. Tests were run on projects cloned directly from Github,
without any preprocessing.

The results of preliminary tests (the first group) are presented in table 1. They
attest the efficiency of the implemented method. Those tests were conducted in
a similar way as described in [11].

The results of preliminary tests inspired us to try our method on much broader
class of projects.

As the second test group, we applied our solution to 77 project repositories.
We partitioned them into four categories according to the project size as listed
in table 2. The results show that the total number of commits determines the
number of fixes that can be identified (see table 3). This has a significant impact
on the process of classifier training.

The third group of tests was meant to determine how the history limit influ-
ences the accuracy of the classification. Tables 4 and 5 show that the history
limit hardly influences the quality of the classification. However, we noted that
the classifiers trained for very young projects are significantly worse than the
classifiers obtained for older projects.

Another important question is how to set the history limit, i.e. how many
commits use to train the classifier. The next test is devoted to answer this
question. The training set comprised 80% of last commits selected randomly for
given history limit. The remaining commits were used for evaluation, as shown
in table 6. We obtained better results using only the last 500 commits (table 9)
than 2500 (table 10) and 5000 (table 11) respectively. This shows that over-fitting
could also be a concern in our solution.
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Table 2. Groups of Github projects by repository size

Group Repository (MB) Project
name min max avg names

Small 0,5 6,30 4,01

beanstalkd chosen devise
devtools django-debug-toolbar flockdb
folly gizzard httpie
impress.js jekyll mosh
octopress paperclip shiny
Slim stat-cookbook vinc.cc
zipkin

Medium 6,80 19,00 11,79

android boto clojure
CraftBukkit facebook-android-sdk flask
html5-boilerplate jquery knitr
libuv memcached phpunit
plupload redis requests
scalatra Sick-Beard storm
tornado

Large 20,00 54,00 36,63

ActionBarSherlock bitcoin cakephp
ccv CodeIgniter compass
d3 django-cms finagle
Font-Awesome homebrew libgit2
netty ProjectTemplate reddit
RestSharp sbt SparkleShare
ThinkUp

XL 57,00 757,00 178,00

akka diaspora django
elasticsearch foundation gitlabhq
hiphop-php kestrel mongo
mono node phantomjs
rails scala ServiceStack
SignalR symfony three.js
TrinityCore zf2

Table 3. The statistics of tests on Github projects by repository size

Group Correctly % Incorrectly %
name classified classified

Small 72,95 82,28% 16,11 17,72%

Medium 81,74 82,29% 17,53 17,71%

Large 79,89 84,29% 15,26 15,71%

XL 84,40 84,40% 15,60 15,60%

On average 79.81 83,33% 16.12 16.67%
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Table 4. Groups of Github projects by history length

Group History length Project
name min max avg names

Small 1 985 607

beanstalkd ccv chosen
facebook-android-sdk flockdb folly
Font-Awesome httpie impress.js
memcached mosh octopress
plupload ProjectTemplate RestSharp
shiny stat-cookbook vinc.cc
zipkin

Medium 986 2693 1757

ActionBarSherlock android clojure
CraftBukkit devise devtools
django-debug-toolbar flask gizzard
html5-boilerplate kestrel libuv
paperclip phantomjs scalatra
Slim storm ThinkUp
tornado

Large 2694 5892 3859

bitcoin boto compass
d3 finagle foundation
jekyll jquery knitr
netty phpunit reddit
redis requests sbt
ServiceStack Sick-Beard SignalR
SparkleShare

XL 5893 94432 18965

akka cakephp CodeIgniter
diaspora django django-cms
elasticsearch gitlabhq hiphop-php
homebrew libgit2 mongo
mono node rails
scala symfony three.js
TrinityCore zf2

Table 5. The statistics of tests on Github projects by history length

Group Correctly % Incorrectly %
name classified classified

Small 64.37 78.65% 19.11 21.35%

Medium 82.84 82.84% 17.16 17.16%

Large 84.32 84.32% 15.68 15.68%

XL 87.30 87.30% 12.70 12.70%

On average 79.81 83,33% 16.12 16.67%
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Table 6. The relation between history limit and training/testing sets

History Training Testing
limit set size set size

100 80 20

200 160 40

500 400 100

2500 2000 500

5000 4000 1000

Table 7. The statistics of tests with history limit set to 100

Project Correctly % Incorrectly % Bugs False False Non bugs
name classified classified detected negative positive detected

akka 17 85.00% 3 15.00% 0 3 0 17

mongo 19 95.00% 1 5.00% 0 1 0 19

reddit 20 100.00% 0 0.00% 0 0 0 20

scala 19 95.00% 1 5.00% 0 1 0 19

Table 8. The statistics of tests with history limit set to 200

Project Correctly % Incorrectly % Bugs False False Non bugs
name classified classified detected negative positive detected

akka 35 87.50% 5 12.50% 0 5 0 35

mongo 37 92.50% 3 7.50% 0 3 0 37

reddit 38 95.00% 2 5.00% 0 2 0 38

scala 36 90.00% 4 10.00% 0 4 0 36

Table 9. The statistics of tests with history limit set to 500

Project Correctly % Incorrectly % Bugs False False Non bugs
name classified classified detected negative positive detected

akka 82 82.00% 18 18.00% 0 18 0 82

mongo 86 86.00% 14 14.00% 0 14 0 86

reddit 92 92.00% 8 8.00% 0 8 0 92

scala 82 82.00% 18 18.00% 0 17 1 82

Table 10. The statistics of tests with history limit set to 2500

Project Correctly % Incorrectly % Bugs False False Non bugs
name classified classified detected negative positive detected

akka 386 77.20% 114 22.80% 29 95 19 357

mongo 389 77.80% 111 22.20% 7 103 8 382

reddit 402 80.40% 98 19.60% 6 92 6 396

scala 375 75.00% 125 25.00% 30 105 20 345
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Table 11. The statistics of tests with history limit set to 5000

Project Correctly % Incorrectly % Bugs False False Non bugs
name classified classified detected negative positive detected

akka 737 73.70% 263 26.30% 133 176 87 604

mongo 768 76.80% 232 23.20% 28 211 21 740

reddit 591 77.36% 173 22.64% 60 129 44 531

scala 732 73.20% 268 26.80% 158 185 83 574

These results prove that the history limit of 100 commits is sufficient to train
a satisfactory classifier. This observation allows using our approach with daily
training of the classifier from scratch. Then, the classification of incoming com-
mits is performed using hundreds of most recent commits. This seems most
appropriate since the classifier is continuously synchronized with the current
(up to yesterday) composition and maturity of the development team.

4 Conclusions and Future Work

In this paper we have shown a method to detect possibly buggy changes. The
method is based on a classifier trained using a project’s history. The training
set is built according to the assumption that clean changes are not later altered
by bug fixing commits. We evaluated the method on a number of projects and
achieved promising results.

We have observed that small projects are harder to analyze due to the low num-
ber of commits and thus fixes. However, code review is less likely to be used in such
projects. Thus the benefits of potential error detection aremarginal. Results of our
evaluation show that only large projectswith rich commit histories canbenefit from
ourmethod of commit classification. Further research on small projectsmight pos-
sibly reveal a divergent assessment of quality than just fixes. Then, a completely
different commit classifier may be prepared. Its goal will be similar, i.e. to identify
whether a change is going to be reverted in the future. However, its training set
will be based on possibly another assumption than taken in this paper. Another
possible research option is to check how the number of developers corresponds to
the size of a project and the error rate. It might allow preparing predefined default
classification parameters to help easier integration with our tool.

We believe that the results and the algorithms from [16] can be used to enrich
our solution and further increase the performance of the classifier. This effect can
be obtained by taking into account additional information about a project such
as the kind of a programming language (object oriented, functional, logic etc) and
the type system used. It was shown in [16] that those factors can have significant
impact on the prevalence of bugs, and thus also on our detection system.

We assume that better results can be obtained if developers tag bugfixes. Such
tags [20] will eliminate the need to classify commits whether they are fixes or
not. This can have a significant impact on the training quality. Furthermore,
different bugfixing detection algorithms such as [19] can possibly also improve
training quality.
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Abstract. Taking into account the current leading role of techniques
based on the incremental-iterative programming, the system that al-
lows the optimization of project teams developing software in the Agile
methodology Scrum technique, is proposed in the paper. Presented tool
automates the process of development project management. It is distin-
guished from the other tools of the same class, by the ability of creation
the workflow tasks that allows to solve the problems associated with in-
formation and communication in the project team and the kanbanboard
visibility that demarcates whether the task is in the process of implemen-
tation or in testing. In addition, it implements the algorithm of Sprints’
generating and archiving.

Keywords: Project Management · Waterfall Agile · Scrum · Share-
Point · Kanbanboard · Sprint · Backlog · Timer job · Project simulation

1 Introduction

The term ’management’ refers to the set of actions aimed at achieving given
objectives in an efficient and effective way [3]. Depending on the objectives of
which group of people these activities are given, it can be said as a manage-
ment of the organization, company, and also project. The activities included in
the management process involve the resources of the organization, and this pro-
cess is fulfilled with combining and coordinating various types of resources [12].
Therefore, the tasks of those who are responsible for the process realization, so-
called managers, include: planning, decision making, organizing and controlling
– both the budget and, in particular, the timetable of the work. Although the
general rules for the management of various entities, regardless of their nature,
are essentially unchanged. Many of them have their own characteristics, which
cause that these entities become the subject of separate research and analysis.
This is also observed in the case of the IT project and the software development
process management.

The rapid expansion of computer science dealing with the IT projects’ man-
agement can be seen in the recent years. The variety of options in software
implementation and control models, as well as the growing number of tools sup-
porting their examination in practice, is the visible evidence of this development.

c© Springer International Publishing Switzerland 2015
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2 Software Development Models

The universal standard preparation for a software development process which
might be applied in every IT project, has failed so far [9]. Each standard requires
an individual approach, and the choice of the management technique must take
into account many factors – namely the size of the developed system, used tech-
nology, the probability of requirements changeability during the project, the
space of the project (a distributed or local team) or risks associated with the
implementation. None of the previously developed models is excluded ’by def-
inition’ [10]. Additionally, when choosing or constructing the optimal software
development process for a specific IT project, another criterion is very often
taken into account. This is the ’success of the project resolution’ for projects
performed in a given technology, taking into consideration, inter alia, time and
cost overruns and functional and technical requirements [15].

That complexity of processes involved in the software development is one of
the reason why so many different models of software project management can
be found in the literature [5]. The most popular account: Waterfall, iterative
cascade model, and the Agile programming [10].

The Waterfall model assumes strict project division to the phases and their
order, resulting in the inability of transition to the next phase before finishing
the previous one [14]. It is one of the oldest models and now it is considered to
be a classical software life cycle model.

As far as the Agile methodology is concerned it is based on iterative-incre-
mental programming, which assumes the software implementation by the self-
managing, closely cooperating teams [16]. The principles and the purpose of the
Agile methodology are written in the Agile Manifesto [4] and its main feature is
to create a product iteratively and to output the working software release after
each iteration. In comparison with the cascade model, the strict sequential phase
sequence is here abandoned.

Fig. 1. The Waterfall and Agile methodologies comparison with respect to the project
results [6]
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Fig. 2. Flow diagram of the teamwork per-
formed in the task

Taking into account the criterion
of the final success of the project be-
ing implemented in a given technique,
a graphical comparison of the two
above-mentioned models is shown in
the Fig. 1.

The analysis of the pie charts
(Fig. 1) and reported facts in lit-
erature [2,13] shows that the Agile
methodology is better for IT projects
than the cascade realization of differ-
ent phases of the software product de-
velopment. Therefore, the developed
system presented in the article is just
dedicated to the iterative-incremental
approach, i.e. to the Scrum method-
ology.

During research regarding the cur-
rent state of the solutions support-
ing the IT project management it was
observed that there exist other tools,
whose main objective is to efficiently
manage IT projects according to the
Scrum techniques. The examples of
such systems, are: iceScrum, Banana
Scrum or Agilefant [8,1]. The system
presented in the article, is featured
from other similar solutions by a cus-
tomized approach to the problem of
managing the process of software de-
velopment. It is an attempt to develop
a tool that supports the work of the
entire project team and modernizes
tasks’ workflow between its members of the team, and is not just an assistance
for the Product Owner or Scrum Master, as it is proposed in the mentioned
solutions.

3 System Assumptions and Architecture

The system was implemented by the usage of SharePoint 2013 [7] in the Vi-
sual Studio 2013 environment. It is worth pointing that thanks to the use of
a WebPart components in the product, every project team member, being also
a user of the system, can add other components to the default Scrum sites. It
allowed to create a tool based on the default template, which in essence is a set
of dedicated tools for each project participant.
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A preliminary analysis which pre-determinate the final system requirements
showed that each task in a single Sprint has its own life cycle. On this basis,
it was found that the task and its life cycle should be the elements that will
be managed by the proposed tool. The resulting task workflow are graphically
presented in the Fig. 2.

It is worth emphasizing that this approach to the problem of software develop
management is different from the offered one in the market-based solutions, as
they usually focus only on the management of the people involved in the project
(i.e. the project team).

Fig. 3 shows the implementation of the task workflow in the project team, im-
plemented in the form of a state machine. It can be noted that depending on the
stage of the implementation the task has various actions defined that can be exe-
cuted. For example: the task may be ordered to implement by the group of devel-
opers by the ScrumMaster. In the next step, after the programmer developed the
assigned task, it can be moved for further verification to a group of testers. De-
pending the task on the results of testing, can either be accepted or sent back to
the programmer with the recommendation to correct all detected errors. The task
acceptance means state transition to the next one. In a defined task’s workflow,
during the consecutive steps, the appropriate statuses are assigned to the task like
developing, testing, etc. In contrast, the final step only comprises the setting the
project task status to Closed. Then the task workflow expires.

Fig. 3. State diagram of a task, implemented by a project team
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The system was designed to enable tasks to be assigned to SharePoint groups
and set their duration. Besides, it is possible to program private clock known as
a timer job that will perform the established operations after fixed time (Fig. 4).

Fig. 4. The TimerJob configuration page

Taking into account the intuitiveness and clarity of the system, the feature
allowing to assigning the user – user login, with the chosen color should be
underlined. User’s integration with the color facilitates the interpretation of the
kanbanboard (Fig. 5).

Fig. 5. The kanbanboard

It allows not only to read current stage of the work, but also to identify quickly
those who are overworked and those who cannot cope with the assigned tasks.

While determining the system requirements special emphasis was put on the
security of the workflow between the developer and the tester. To avoid the
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situation enabling the one tester verifying all tasks or the programmer choosing
one tester he always works with, in the described product the developer can’t
send the task to the specific tester. After sending the task to the next stage, its
field Assigned To is automatically completed with the group of all testers.

Every tester, after logging in, has two views: his own tasks and tasks in
progress to take. Choosing from the set of tasks to take, after reading the con-
tents of chosen task, the tester decides if to verify the task or not.

After verifying, the task can be sent back to the programmer, who has been
implementing it. Knowing the particular author of the testing task is not neces-
sary. The tester simply chooses the undo action, and thanks to the implemented
solution, the task is moved to the same developer. After the task correction it is
once again assigned to the previous tester. This approach enables checking tasks
in a consistent way and saving the time to familiarize with the task by the other
members of testers group.

4 Analysis of the Usefulness of the Developed System

In the IT projects, implementing all contracted functionality within the given
time and budget is a very important aspect. In the Scrum methodology projects,
budget and time are flexible, because after each iteration the Product Owner
chooses the items that are to be completed in the coming Sprint. The described
application allows to control the tasks and in particular the work efficiency of
the project team. Therefore, after the Sprint completion, the individual team
members project participation can be seen. It is visible who made the most of
the tasks and what priorities they were, as well as what was their size. The
another system advantage is the ability to check the efficiency of the testers and
developers. If the tester often sends back tasks to the developers, it can be a sign
of real efficacy of tests’ performing, but on condition that the tasks are returned
to different developers. The same situation can be a sign of a low productivity
and poor quality of a developer’s work, if the tasks are often returned to the
same programmer.

Summarizing, in 9 areas that are identified in the process of project manage-
ment (see pos. [11]), presented application improves or completely automates
5 of them. These are: integration management, cost management, communica-
tion, human and quality management. Other areas, i.e. delivery management,
risk, scope and time, seemed not to be necessary for the daily work of the team
producing the software. With a high probability it can be presumed that if they
were implemented, it could either significantly make the use of the system diffi-
cult, or would be used only by a few users so rarely that others would regard it
as the illegible redundant functionality.

4.1 Analysis on the Basis of the Project Simulations

One of the steps of testing the usefulness of the proposed system was the simu-
lation of IT project development, modeling the actual environment of software
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team work. The part of this simulation was the estimation of wastes that could
appear because of the developers and testers good communication shortage, and
the lack of a fast response to errors.

For this purpose it was assumed that the Scrum Master, Product Owner, 10
Developers (marked with the symbols: P1 – P10) and 3 Testers participate in
the project.

Table 1 presents an example of a set of tasks assigned to the developers for one
Sprint with their size and the estimated time of execution (40h, 16h, 8h, 4h).

Table 1. The set of developers’ tasks for one Sprint

Developer
Task

Time
XL (40h) L (16h) M (8h) S (4h) Sum of tasks

P1 1 2 0 1 4 76

P2 0 3 4 0 7 80

P3 1 0 1 7 9 76

P4 1 1 1 3 6 76

P5 2 0 0 0 2 80

P6 0 4 2 0 6 80

P7 0 0 4 10 14 72

P8 1 1 0 6 8 80

P9 1 0 4 1 6 76

P10 0 1 1 12 14 72

Sum of tasks 7 12 17 40 76 768

The next step of simulation was the prioritize the tasks. For the tasks with a
given priority, the appropriate unit values were assigned to: high – 8u, important
– 6u, medium – 4u, low – 2u.

The points assigned to the tasks are weighted values, which are calculated on
the basis of the number of hours needed to implement the task, multiplied by
the validity of it.

For example, if there are three tasks with size XL (40h) that have a high
priority (8u), they obtain 3 * 40h * 8u = 960 points.

Table 2 contains the numbers of assigned points and rated losses resulting
from errors during the acceptance and sending incorrect tasks to the customer.
In this simulation, the individual tasks from each size class and validity were
taken. There is not any XL task with low importance, because it seems to be
logical from the project point of view.

In the next step, the percentage of the product quality degradation was cal-
culated, as a percentage of the total error in the scoring scale project, according
to the following formula:

quality degradation = cost of error∗100
total number of points in the project .
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Table 2. Simulation of the weights of the individual errors

Developer
High (8u) Important (6u) Medium (4u) Low (2u)

Sum
XL L M S XL L M S XL L M S XL L M S

P1 1 1 1 1 4
P2 2 2 1 2 7
P3 1 2 2 1 2 3 9
P4 1 1 1 1 2 6
P5 1 1 2
P6 1 1 1 2 1 6
P7 1 2 1 2 2 2 4 14
P8 2 2 2 1 8
P9 1 1 1 1 1 1 6
P10 1 1 1 5 6 14

Sum of tasks 3 3 4 7 2 2 5 5 2 3 5 12 0 4 3 16

Sum of points 960 384 256 224 480 192 240 120 320 192 160 192 0 128 48 128 4024

Errors 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1

Cost of error 320 128 64 32 240 96 48 24 160 64 32 16 0 32 16 8 1346

Degradation % 7,95 3,18 1,59 0,8 5,96 2,39 1,19 0,6 3,98 1,59 0,8 0,4 1,99 0,8 0,4 0,2 33,8

It can be noticed that making only one error of the described categories wors-
ens the quality of the project at about 1/3. As a result of it, the raise of project
costs and the reputation of the project team lowering can be seen. Making an
error only once, depending on the validity of the task and of its size, has dif-
ferent impact on the deterioration of the quality of the released product. It can
be simulated what number of the smaller error will be equivalent to making one
error with the highest priority and XL size (table 3).

Table 3. Simulation of levelling serious, high-priority, error with an error of less priority

High (8u) Important (6u) Medium (4u) Low (2u)
Sum

XL L M S XL L M S XL L M S XL L M S

Sum of tasks 3 3 4 7 2 2 5 5 2 3 5 12 0 4 3 16 76

Sum of points 960 384 256 224 480 192 240 120 320 192 160 192 0 128 48 128 4024

Errors 1 1 4 3 16 25

Cost of error 320 0 0 0 0 0 0 0 0 0 0 16 0 128 48 128 640

Sum for tasks of Low priority: 320

Quality degradation % 7,95 0 0 0 0 0 0 0 0 0 0 0,4 0 3,18 1,19 3,18 15,90

Degradation for tasks of Low priority: 7,95

Table 3 reveals one crucial error is equivalent to the failed acceptance of up
to 24 tasks: 16 tasks with low priority and S size, 3 with M size, 4 with L size
and 1 S-sized task with medium priority as well. Thus, the one XL task with
the highest priority or a combination of the above-mentioned tasks worsens the
quality of the project 7,95In the actual project, the number of undetected errors
might be as follows (table 4).

It can be seen that errors made during the Sprint can deteriorate the quality
of developing software even up to 43,53%. Thanks to the usage of the described



Project Management in the Scrum Methodology 491

Table 4. The actual project errors’ simulation

High (8u) Important (6u) Medium (4u) Low (2u)
Sum

XL L M S XL L M S XL L M S XL L M S

Sum of tasks 3 3 4 7 2 2 5 5 2 3 5 12 0 4 3 16 76

Sum of points 960 384 256 224 480 192 240 120 320 192 160 192 0 128 48 128 4024

Errors 1 0 2 3 2 0 3 2 1 1 3 4 0 2 3 5

Cost of error 320 0 128 96 480 0 144 48 160 64 96 64 0 64 48 40 1752

Quality degradation % 7,95 0 3,18 2,39 11,9 0 3,58 1,19 3,98 1,59 2,39 1,59 0 1,59 1,19 0,99 43,54

application, it is not possible to deliver the improper task to the customer. These
tasks are verified and monitored all over the time. If the task is proved to be
improper or incomplete during the verification it is returned to the developer
immediately. In this case the task will be moved to another Sprint, if it is not
able to be developed but for sure, it will not be delivered in an incorrect form to
the customer. A better practice is definitely not providing assumed functionality
than delivering it to the user in the useless form or with a fatal error which
restricts the user.

5 Conclusions

The selected functionality of the system that supports the activity of the IT
project teams was presented in the article. The described system is equipped
with a number of options specific to this type of tool, but from a family of
similar products it is distinguished by the following features: the list of color
configuration entries 1, tasks’ workflow between project team members and the
ability to generate and archive Sprints.

Another important aspect that is not provided in the alternative solutions
but included in the offered system is the automatic Sprint review. The decision
of adding mentioned functionality to the system was made due to the princi-
ple of good programming practice. It states that at the end of the Sprint the
list of changes implemented at this time should be sent to the Product Owner.
Creating such a kind of a list can be really time consuming activity in situation
where the summary is done only on the basis of the tasks’ statuses or kanban-
board. Therefore in the discussed system the Sprint summary, in the form of an
Excel spreadsheet, is automatically generated and sent to the customer via an
e-mail, without involving the Scrum Master or the Project Manager in it. Simi-
larly, sending the unfinished tasks list with the justifications why they failed to
finish during the Sprint, was implemented. Detailed simulations of the system
usefulness and the conclusions after their completion are described in the point
4.1. The presented system can be used as a tool by the employees working in a
variety of software projects. It can also be a basis for further research focused
on the effective and efficient management of the software development process.

1 Every team member has his own color that distinguishes him on the kanbanboard.
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1 Institute of Electronics, Silesian University of Technology,
Akademicka 16, 44-100 Gliwice, Poland

2 Institute of Informatics, Silesian University of Technology,
Akademicka 16, 44-100 Gliwice, Poland

3 Institute of Innovative Technologies EMAG, Leopolda 31, 40-189 Katowice
{michal.kozielski,adam.skowron}@polsl.pl, lukasz.wrobel@emag.pl,

marek.sikora@polsl.pl

http://adaa.polsl.pl

Abstract. The rule-based approach to methane concentration predic-
tion is presented in this paper. The applied solution is based on the
modification called fixed of the separate-and-conquer rule induction ap-
proach. We also proposed the modification of a rule quality evaluation
based on confidence intervals calculated for positive and negative ex-
amples covered by the rule. The characteristic feature of the considered
methane forecasting model is that it omits the readings of the sensor
being the subject of forecasting. The approach is evaluated on a real
life data set acquired during a week in a coal mine. The results show
the advantages of the introduced method (in terms of both the predic-
tion accuracy and knowledge extraction) in comparison to the standard
approaches typically implemented in the analytical tools.

Keywords: Prediction · Rule-based regression · Statistical rule quality
evaluation

1 Introduction

The production processes monitoring systems have become a typical solution in
the nowadays industry. In case of the safety parameters the proper monitoring
becomes even more crucial.

One of the industry branches where safety monitoring systems play a very
important role is coal mining. Miners in an underground coal mine can face
several threats, like e.g. methane explosion or moze rock-burst. Therefore, the
possibility of prediction of the future gas concentrations (methane in particular)
that will be registered by sensors in the consecutive time intervals can be even
more important then monitoring the current state of the process parameters.

The prognostic models of that type are scarce and further research and de-
velopment in this area is still needed. Some research on the prediction of the
methane concentrations was conducted in the recent years [8,9]. However, these

c© Springer International Publishing Switzerland 2015
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approaches utilized also the readings of the sensor being the subject of forecast-
ing. In such case the past indications of the sensor have obviously the strongest
impact on the predicted future indications of this sensor, what makes it the most
important attribute of the created prediction model.

The goal of this work is to analyze and evaluate different prediction models in
application to the task of methane concentration prediction. The prediction will
be delivered by a pair of rule-based methods (the method introduced in [10] and
its modification described in this paper) which additionally deliver knowledge
about the phenomenon in the form of rules. The results will be referred to the
standard approaches typically implemented in the analytical tools.

The motivation of this work is fourfold. Firstly, it would be interesting to
verify the possibility of methane concentration prediction in the location where
the sensor is located only for a limited time (eg. a portable sensor). Secondly,
our approach will enable the prediction even if the indications of the existing
sensor are missing for some reasons (the previous approaches utilizing the prior
measurements of the sensor being a subject of prediction are not able to per-
form this task). Therefore, the results of this work can be utilized in such tasks
as automatic filling of long lasting missing sensor measurements or automatic
identification of the sensor measurements manipulations. Thirdly, it would be
interesting to find what are the dependencies in the analyzed data. For this pur-
pose, we propose a modified version of the regression rule induction algorithm
and we present a proposal of calculation of confidence intervals for the number of
examples covered by the rule. The confidence intervals may then be used to the
pessimistic and optimistic rule quality evaluation. Fourthly, the investigations
undertaken are the component of a wider work, which is the decision support
system to assist dispatchers and users of monitoring systems. The system is
developed under a grant of the National Center for Research and Development.

Contribution of this work consists of two parts. At first, the work introduces
the new top-down fixed approach to regression rule induction and a proposition of
modification of the rule quality evaluation, which is based on confidence intervals
for the examples covered by the rule. The work also presents the approach to
methane concentration prediction, where the readings of the sensor being the
subject of forecasting are not included into the model and the work contains the
overall analysis and evaluation of the previously introduced and newly presented
methods of regression rule induction in application to the given issue.

The paper is structured as follows. Section 2 presents the top-down (TD)
approach to regression rule induction, its new modification called fixed and a
new approach to rule quality evaluation. Section 3 presents experimental study
covering a data set and reference methods description, and the results of the
analysis. Section 4 summerizes the work.

2 Methods

The top-down (TD) approach to regression rule induction was utilized in the
given work. This algorithm was introduced in [10]. In this work we introduce its
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modification (subsection 2.1), which is further referred as fixed (TDF), and a
new approach to rule quality evaluation (section 2.2).

The top-down algorithm consists of two phases. During the growth phase a
rule is built by the successive addition of elementary conditions. In the case of
numerical attributes the elementary conditions are defined as the mean between
two consecutive values of all the ordered values of the given attribute. Wheareas,
in the case of the nominal attributes all possible values are selected. The condi-
tion for which the rule obtains the biggest quality improvement is added to the
rule permanently. The process is then repeated. During the pruning phase the
elementary conditions are deleted in order to further improve the rule according
to the value of specified quality measure. The detailed description of the ap-
proach is presented in [10] and the general outline of the algorithm is presented
by Algorithm 1.

Algorithm 1. Pseudocode of the top-down regression rule induction algorithm

function RuleInduction(examples, ruleQualityMeasure)
ruleSet ← ∅
uncoveredExamples ← examples
while uncoveredExamples �= ∅ do

rule ← Grow(examples,uncoveredExamples, ruleQualityMeasure)
rule ← Prune(rule, examples, ruleQualityMeasure)
covered ← Covered(rule, examples)
uncoveredExamples ← uncoveredExamples \ covered
ruleSet ← ruleSet ∪ {rule}

end while
return ruleSet

end function

Next, the rules generated by means of the top-down method are postpro-
cessed by means of the rule filtration algorithm in order to improve the clarity
of the rule-based model and to speed up the prediction. Among several regres-
sion rule filtration methods that were analyzed and evaluated [1,14] the Coverage
approach [14] was chosen in this work.

The quality measure utilized in this work is defined on the basis of the values
p, n, P and N , where p denotes the number of positive examples covered by the
rule, P is number of all positive examples, n stands for the number of negative
examples covered by the rule and N is the number of all negative examples.
These measures are designed for evaluation of decision rules, however dynamic
reduction to classification [5] approach, which is used in our implementation of
the rule induction algorithm, allows to apply them in induction of regression
rules (what was analyzed in [10]). Thus, C2 quality measure was selected:

C2 =
Np− Pn

N(p+ n)
·
(
P + p

2P

)
, (1)

as it was shown in [10] that this measure is the most effective in terms of pre-
diction precision.
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2.1 The Fixed Algorithm

The regression value in the simplest form is a single value obtained from all ex-
amples covered by the fired rule. Such the simplest form of conclusion is primarily
the most understandable and transparent way of presenting the prediction. This
is also the fastest possible way of calculating the prediction. Alternatively, the
implementation of linear model in a form of w0+w1a1+...+wkak is based on the
values of many of the attributes (k) multiplied by some weights (w) and usually
allows to obtain a smaller prediction error [3]. However, it is evident that the
clarity of rules with linear models decreases drastically. Therefore, in this work
the rules are induced with a single numerical value as prediction. This value can
be, however, identified by means of two different approaches.

In the first one we apply the median value of examples covered by the rule
avoiding an issue of outliers in this way. Thus, the single numerical value is
calculated as a rule conclusion after the rule is calculated.

In the second method, which is referred as fixed, the prediction of target value
is slightly different and its principle is derived from classification rule induction
algorithms. In classification approach, the rule induction is performed for each
decision class separately. Examples belonging to one of the decision classes form
a positive class while the remaining examples are included in the negative class.
Then, the rules are successively built until all examples from the positive class
are covered by at least one rule. After that, the next class is considered as positive
and the process of single rule induction is repeated. The induction ends when
all classes have been examined.

A key transferred idea that has been used in our algorithm is the consideration
of the classes in turn. Thus, in regression rule induction algorithms each example
and its target value is put down to the independent class. It means that the
target value of a certain example (seed) is permanently assigned to the rule at
the beginning and it does not change during the entire process of induction.

To permanently assign the target value to the rule we propose the method
based on a centroid. At first, a centroid is calculated as a mean or mode value
depending on the numerical or nominal attribute type. Next, the example which
has the smallest euclidean distance to this centroid is identified by means of the
k-dimensional tree algorithm. Finally, the example that was found is marked as
the seed and its target value is assigned to the empty rule.

When the fixed approach is applied to the top-down rule induction algorithm,
the rule that is being built has to cover the seed additionally. Such an assump-
tion is necessary because otherwise, the rule could cover examples completely
unrelated to the estimated target value what would impact the prediction error
significantly.

The two approaches presented in this section are further referred as TD -
the top-down algorithm with the median value as the prediction and TDF - the
top-down algorithm with the fixed value as the prediction.
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2.2 Confidence Intervals for Positive and Negative Examples
Covered by a Rule

The quality of the rule, which is induced on the basis of the data sample, is
subjected to a distribution of this sample. Therefore, in the perfect case the
algorithm should consider entire population to prevent this problem. Otherwise,
the statistical significance of the results should be assessed.

Application of confidence intervals to generation of association and decision
rules was proposed in [12]. This approach can be partially adapted to induction of
regression rules, what is presented in the following paragraphs as a contribution
of this work.

As it was stated earlier the rule quality measure utilized in this work is defined,
among others, on the basis of the values p and n, where p denotes the number
of positive examples covered by the rule, n stands for the number of negative
examples covered by the rule.

Each example from a data set U belongs to one of the two groups identified
by p and n values or to the reminder group (not p and not n). The probability
f of affiliation to the groups identified by p and n values can be estimated as:

fx =
x

|U | , x ∈ {p, n}, (2)

where |U | is the size of the data set.
Next, it is possible to calculate confidence intervals consisting of two values,

which are lower and upper border of a given interval, what can be written as:
xlow ≤ x ≤ xhigh, x ∈ {p, n}, and the probability of the occurrence of true
value within this interval is equal to 1 − α [12], where α is the confidence level
typically having a value 1% or 5%.

It was chosen to apply the approach presented in [2] to calculate the borders
of a given interval, and the value is rounded to the integer value of examples:

xlow =

⌊(
fx − χ

√
fx(1− fx)

|U |

)
|U |+ 1

2

⌋
, (3)

xhigh =

⌊(
fx + χ

√
fx(1− fx)

|U |

)
|U |+ 1

2

⌋
, (4)

where x ∈ {p, n} and χ is a square root of critical value from chi-square distri-
bution for one degree of freedom and two estimated parameters. Assuming that
α = 0.05 the resulting square root of the critical value is χ =

√
5.02.

Having the confidence intervals calculated it is possible to evaluate optimistic
and pessimistic quality of the rules. The pessimistic approach utilizes the lowest
value of p (plow) and the highest value of n (nhigh), whereas optimistic approach
utilizes the highest value of p and the lowest value of n.

From the knowledge discovery perspective the best rules with respect to pre-
cision and coverage should be chosen as the most interesting. Therefore, minimal
precision and minimal coverage threshold can be set to choose the best rules.
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When pessimistic approach is utilized less rules will meet the threshold and the
analyzed rule set will be smaller and therefore, easier interpretable. While in the
case of resulting rule set being too small the optimistic approach can be utilized,
what will result in a larger number of rules meeting the threshold.

3 Experimental Study

3.1 Data Set

In the given study the analysis of the measurements collected in a coal mine
is considered. The methane concentration which is predicted can be dependent
on a current mining activity, methane concentration in the other locations and
ventilation measured in several ways.

The data set containing information about gases concentrations was registered
on a longwall outlet (where the highest methane risk takes place). The topology
of the coal mine part where the measurements were performed is presented in
Fig. 1. The sensors indicated in Fig. 1 are explained in Table 1.

The measurement frequency of each sensor was 1 second. The data set con-
tains measurements of 1 week aggregated at each 30 seconds. The aggregation
functions applied to each sensor’s data are presented in Table 1. The task was
to predict the maximal value of MM116 for next 3 minutes. The other sensors
described in Table 1 collected the values of the attributes utilized in a predic-
tion model. Additional attribute (PD) of the model identifies if the combine

Fig. 1. Coal mine topology and sensors

Table 1. Description of the sensors marked in Fig. 1

Sensor Sensor type Description Aggregation function

MM31 methanometer methane concentration [%] max
MM116 methanometer methane concentration [%] max
AS038 anemometer air velocity [m/s] min
PG072 airflow airflow [m3/s] min
BA13 barometer pressure [hPa] mean
PD - combain activity dominant
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works at a given time (dominant was applied as an aggregation function). The
characteristics of the collected data are presented in Table 2.

Table 2. Data characteristics

Sensor Min Max Median Mean Standard deviation

MM31 0.17 0.82 0.36 0.36 0.117
MM116 0.20 2.20 0.80 0.80 0.286
AS038 1.40 2.70 2.30 2.29 0.142
PG072 1.10 2.60 1.80 1.84 0.107
BA13 1067 1078 1075 1073 3.138

The entire data set was divided into two disjoint parts. First 70% of examples
consisted of training set for model building, and last 30% of data created test
set for model evaluation.

3.2 Other Tested Methods and Experimental Settings

The rule-based solution introduced in [10] and its modification presented in
this paper were compered with several methods available in Weka 3.6.11 [13]
and in R 3.1.2 environment [7]. We focus on methods which, similarly to rule-
based ones, are able to express data model in comprehensible form. The methods
that were applied are listed in Table 3. All algorithms were run in their default
configuration, except the Cforest algorithm for which the number of trees was
set to 1000. For the introduced TD and TDF methods the parameter defining
the minimal number of examples that have to be covered by a rule was set to 3.

Table 3. Reference methods utilized in the analysis

Id Description Tool

Training mean Mean of a target attribute on a training set R
Linear regression Linear regression R
Ctree Regression tree with statistical cut evaluation [4] R
Cforest Random forest utilizing Ctree method [11] R
M5P M5 trees [6] Weka
M5RULES M5 rules [3] Weka

3.3 Results

The results of the analysis are presented in Table 4. Performance of each algo-
rithm is described by root mean squared error (RMSE), maximal error on a test
set, the percentage of a number of errors above the 0.3 threshold and size. The
size is calculated as the number of rules for rule-based models, the number of
leaves for trees and the number of trees for random forest. The results of the
new rule-based methods introduced in this paper are highlighted in bold.
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Table 4. Results of the analyzed methods

RMSE Max error % Max error over 0.3 Size

TD C2 0.265 0.773 27.09 934
TDF C2 0.181 0.611 10.82 100
TD C2 filtered 0.249 0.757 23.88 510
TDF C2 filtered 0.177 0.614 8.59 18
Training mean 0.298 0.802 47.64 -
Linear regression 0.313 0.921 39.20 -
Ctree 0.216 0.600 16.88 137
Cforest 0.206 0.566 16.27 1000
M5P 0.205 0.761 15.81 195
M5RULES 0.220 0.700 18.80 53

The best results were achieved by the TDF C2 filtered method. Also the
results before filtration (TDF C2) are characterized by a very low RMSE value,
however the postprocessing reduces the number of rules significantly what makes
them intelligible and what reduces the RMSE even more.

The histograms presenting error distributions (difference between the real
value and the predicted methane concentration) for the TD and TDF methods
are presented in Fig. 2. It can be noticed that larger number of the predictions
performed by means of the TD method were underestimated and the maximal
value of underestimation is higher. In case of TDF method the overall number
of under- and overestimations seems to be similar and the maximal values are
more similar. It shows that the results of TDF method are more balanced.

Fig. 2. The error distributions of the top-down rule-based method

The rules generated by means of the TDF method, such as two examples
presented in Table 5, can be further statistically analyzed by calculation of con-
fidence intervals and the pessimistic, optimistic or standard quality of the rules
as it was discussed in section 2.2. Any quality measure can be calculated in this
way, e.g., C2 measure (1), precision or coverage. Table 6 presents the pessimistic,
standard and optimistic values of precision and coverage quality of the rules R1
and R2 presented in Table 5.

It can be noticed that rule R2 is more general what results in much higher
standard coverage. However, the standard precision of the rules is very similar.
Looking at the ranges derived by pessimistic and optimistic values we can also
notice that the range of rule R1 precision is broader comparing to rule R2 pre-
cision and the pessimistic precision of rule R1 is significantly lower then the one
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Table 5. Exemplary rules generated by means of the TDF method

Rule R1 Rule R2

IF PD = 1.0
BA13 ∈ [1072.867; 1076.287)
PG072 ≥ 1.75
MM31 ∈ [0.405, 0.625)

IF PD = 1.0
MM31 ≥ 0.37
BA13 ≥ 1068.088

THEN MM116 = 1.3 (0.200) THEN MM116 = 1.1 (0.201)

Table 6. Quality of the rules from Table 5

R1 R2
Precision Coverage Precision Coverage

Rule quality
pessimistic 0.757 0.073 0.819 0.411
standard 0.831 0.087 0.839 0.428
optimistic 0.895 0.100 0.858 0.445

of the rule R2. Summarizing, the pessimistic quality (values of precision and
coverage) of rule R2 is significantly higher then the one of the rule R1.

The presented example of pessimistic and optimistic rule quality analysis
shows that it can bring additional knowledge about the generated rules and
also it allows to compare the rules more deeply.

4 Conclusions

An approach to methane concentration prediction, where the readings of the
sensor being the subject of forecasting are not included into the model was
presented in this paper. Several prediction methods were analyzed in this task,
also the new method (TDF) of regression rule induction was proposed. The
analysis was performed on a real life data consisting of a weekly measurements
containing methane concentration collected at the coal mine.

The results showed that the best prediction quality was delivered by the TDF
method which was introduced in this work. Some interesting characteristics of
this method were also presented by means of the error distribution analysis.

The TDF method generates regression rules with a single value in a conclu-
sion (calculated differently then in the works [5,10]). Such rules deliver easily
interpretable knowledge about the analyzed phenomenon what is an additional
advantage of this method. A new approach to pessimistic and optimistic evalua-
tion of such rules was also presented in the work and evaluated on two exemplary
rules generated for the given task.

The method presented in the paper will become a part of the decision support
system assisting dispatchers and monitoring system users. Its effectiveness will
be evaluated on numerous data sets analogously to the method presented in [10].
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Abstract. Many systems have to choose between user-friendly visual
query editor and textual querying language with industrial strength in
order to deal with big amount of complex data. Some of them provide
both ways of accessing data in a warehouse.

In this paper, we present key features of domain specific querying
language, which we designed as a part of informational system of a steel
production plant. This language aims to give an opportunity of easy
data manipulation to those who know what the data actually is and to
provide an easy way to discover what the data is for others. We also
provide an evaluation of the designed language. The main focus of our
estimation was to measure effort required for discovering dataset and
deriving simple math expressions.

Although the paper overviews a data model for one specific domain,
it can be easily applied for different domains.

Keywords: Query language · Domain-specific language · Data ware-
house · Metallurgy · Steel plant

1 Introduction

Most of general-purpose database management systems (DBMS) have their own
programming languages. Usually they are forms of structured query language
(SQL), but also they can be a variation of DML, MDX, XQuery, etc. On top of
these languages, software developers build all kinds of visual query construction
toolkits, data browsers, and pivot tables. Specific data management systems
operate on the top of predefined data types with their own unique features and
requirements. Their developers can start directly from creating specific data
visualization and querying tools, using standard DML as a media from user
interface (UI) to DBMS or omitting this media at all in case of specific data
warehousing techniques.

Our task was to create an automated analytical and modelling system for
metallurgical production [1], which had contained a data warehouse and a query
constructor. An existing system already had a visual query editor as a web

c© Springer International Publishing Switzerland 2015
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service. Its users could define constraints and the form of the desired data. Then
this visual query was compiled to Oracle PL\SQL query and executed on data
warehouse.

After investigation of the system with metallurgical technical staff, we con-
cluded that it was not the best fit for the plant. This was mainly because of
different needs of the users. Some users were data scientists and they required
specific features that were hard to implement with web UI. The other ones re-
quired a possibility of sharing significant parts of queries with their colleagues.
Finally, some of them simply had no mouse devices or touch manipulators due
to specific environmental restrictions, so all of the users expected all querying
features to be available from a keyboard.

The initial move was to add keyboard shortcuts, and users actively welcomed
this. A complication of the system leaded to a necessity of the query language as
a main media between a query constructor and a data warehouse. This approach
could have prevented the evolving complexity of a query editor, which can be
used now as the only assistant tool in a query construction. We stated a list of
the following advantages of domain-specific query language (DSQL):

1. Version control systems (VCS) out of the box. Software developers have been
using safe source code tracking for many decades. Since queries are the main
tools for metallurgical data analysts, they should be treated the same way,
but the development of all VCS features in a custom query editor is not
economically viable.

2. Portability. Text queries can be written even on a whiteboard and a notepad.
One of the great advantages of text queries is that they are unambiguous:
there are no hidden parts in a text query.

3. Detachable. Text queries can be run in different warehouses. They should
not depend on identifiers, conditions, and environmental variables.

4. Fragmentation. An analyst can extract some feature from a query and partly
pass it to his colleagues. E.g. from a query computing metallurgical length
of all damaged slabs of specific operational brigade we can extract a part
which searches all damaged slabs of the brigade.

5. Embedding. Software developers easily can embed queries into autotests,
side subsystems can embed query parts into their code or resources.

6. Specification. DSQL can be a part of a systems applied programming inter-
face (API) for third party systems if DSQL specification is precise enough.

This paper describes features of the DSQL we developed for our system (DSQLM
M stands for metallurgy), although these six advantages are common for almost
any DSQL, designed similarly. Term DSQL is generic and does not reflect its
orientation towards steel production data [5]. DSQLM is used to point out our
specific implementation. However, the variety of auxiliary data types is stored
in systems data warehouse, which is not limited only to technical, chemical or
signal data. Thus, most of design decisions of this DSQLM can be applied to
any other domain.
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2 Language Goals

Potential DSQLM users are steel plant employees; most of them are techno-
logical data analysts who study properties of plant products in correlation with
production process parameters. Some of them are support staff in finance, ITSM
and management.

Most of the users have higher education; some of them hold PhD in tech-
nology with works related to steel production. Most of them have neither deep
knowledge of informational technologies nor experience in using SQL-like lan-
guages. Most of the users know the programming data types while lack of the
understanding of data processing algorithms.

In collaboration with the staff, we designed this set of goals:

1. DSQLM should be compatible with Google-style queries and document mod-
els (bag of words - BoW [7]).

2. DSQLM should be declarative, i.e. to define not how to get the result but
to declare the requirements for retrieving the result.

3. DSQLM should be as deterministic as possible. This means that two execu-
tions of the same query should yield the same results. This goal is not strict,
because overwhelming determinism could render impossible environmental
variables usage, for example, use of the current time in a query would not
meet such requirement.

4. DSQLM should aim to reduce the complexity of genealogy. In steel pro-
duction, units are arranged in a genealogical graph; i.e. metal sheets are
produced from different slabs and slabs are produced from different bars.
An analyst should be able to examine properties of all bars while studying
a certain sheet. This requires a language to have an easy way to define data
aggregation over domain data model.

5. The result of DSQLM query is a data table, which can be exported to such
tools like Excel, Statistica, and MATLAB.

6. The queries should be fragmental to extract features and combinable to
develop query libraries. This point contradicts the 2nd advantage of text
queries (portability), yet it can be handled with assistant tools extracting
all-self-sufficient queries from query referencing libraries.

7. DSQLM is a tool to extract relevant data from a warehouse.

During language development, these were rather goals then requirements. Al-
though users describe all of them as crucial, they cannot be achieved simultane-
ously. Note that goals 4 and 5 are domain specific, yet all other goals are generic
and can be applied to advance any DSQL

3 Domain Data Model

Although relational database management systems (RDBMS) suffer from the
effect of object-relational impedance mismatch (ORIM) [2], such systems are
most widely used for data warehousing. The ORIM is a set of conceptual and
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technical difficulties that are often encountered when a RDBMS is used by a
program written in an object-oriented programming language or style.

While DSQL is not necessary object-oriented, ORIM is closely related to re-
ducing of genealogy complexities. Using SQL as a query media, most genealogy
manipulations are translated into JOIN constructions and non-obvious aggrega-
tion conditions that are hard to understand. We observed this in a visual query
editor and made the following conclusion. Using SQL-like syntax and RDBMS
data model (tuples and relations between them) would lead to unclear DSQL
syntax and semantics.

An alternative for RDBMS would be object oriented and document [9] data-
bases. In particular the system contains MongoDB warehouse as one of important
storages. However, if DSQL were based on MongoDB query language it would
require the understanding of JavaScript concepts that are hard to master for
users. Moreover building DSQL that is strongly connected to data model would
be restrictive in the future. The warehouse is designed to be easily adaptable
to data of certain plant, whereas readjustment in language syntax, libraries and
documentation could cause significant delays in the release of a system.

Fig. 1. Partial example of a dataset

Hence, we designed the following data model (Fig. 1 presents four objects of
a possible dataset):

1. The main unit of data is an object (“slab”, “sheet”, “process”, “firm”, “user”,
“aggregate”, etc.)

2. An object has different parameter values (“color”, “weight”, “length”, “cre-
ation time”, etc.)

3. An object has forward and backward references to objects. A set of forward
objects is assumed as all objects dependent or created by referencing object.
There is a corresponding backward reference for each forward reference.
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4. Every object has a string parameter “type”; every type is an object itself
with type “type”. Type objects do not contain references.

5. Every parameter value contains a corresponding object with a type “param-
eter” and information related to its semantics, unit of measure and data
type.

The data model is targeting the goal 4. Its also aims to reflect semantics of data.
This means that a dataset neccesarily includes data about its structure as a
first-class data.

Semantics of every reference depends on a target of this reference. However,
the main purpose of the references is to reflect oriented genealogical graph.

This data model can be applied generically to any DSQL experiencing bot-
tleneck in objects genealogical relations.

4 Language Features

Since the result of a DSQLM is a table, the core of textual query should be
oriented towards table specification. A query includes parts, which can be essen-
tially one of three kinds:

1. Column definition (Computable expression)
2. Row filter (Boolean expression)
3. Search filter (BoW)

If a table requires a Boolean column, this must be specified in column options
discussed further. Query parts are delimited with commas and consist of an
identifier, options, and a body. The body is surrounded with curly brackets;
options are surrounded with square brackets. We chose an excessive amount of
formatting characters to support an easy parsing and, if necessary, to develop
clear formatting guidelines. Many languages like XML subsets tend to overwhelm
their users with many strict control characters(i.e. the requirement of matching
opening and closing tags), while languages like SQL tend to derive necessary
information from the context (i.e. distinguish whether the inspected list of values
are required for regular or merge insert clause). We have tried to achieve the
balance between these two approaches by explicitly defining top-level delimiting
information in many different characters.

Example 1. queryId1 [options1] {body1}, queryId2 {body2},
queryId3, queryId4 [options4 ]

Example 1 shows four different structures of a query part. Elementswritten in italic
are not really compilable token streams. They are just placeholders, though body
placeholders can be considered as BoW query part. The first query part contains
identifier section, options section and body section. The second part contains no
options. The third one contains only an identifier: such query part must be cross-
compiled from query libraries. The last part is cross-compiled from a library with
overridden options. A query part can also omit both identifier and options.
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The options contain the information about column caption (if it is not equal
to identifier), Boolean filter override, sorting order, sorting priority and sorting
boost (applies only to BoW).

The result of a query is a table. Every row in it is based on some object from
the data model. A row is created if it satisfies conditions of all row filters and
search criteria. A query part is treated as a BoW if it cannot be parsed neither
as a row filter, nor as a computable expression. An object meets search criteria
if every word in BoW is contained in parameter name or parameter string value.
We dont use stemming and lemmatization for now.

If a sorting option is applied to a search filter, objects ranking R is computed
as follows:

R(query, object) =
∑
pv

H(pv)

N(pv)
,

H(pv) =
∑

i=1..N(query)

Ngram(query, pv, i) ,
(1)

Where pv is selected from all values of object parameters, function H com-
putes a corresponding rank for each parameter value. This rank is computed as
follows. Every possible consecutive sequence of query words, founded in pv, in-
crease rank by 1 (function Ngram computes the number of occurrences of every
n-gram from the query into pv). The calculated value are normalized by N(pv)
– the number of unique terms in the query. Then the values for every pv are
summed up in the rank R of the object.

All words in a query are considered equally important, so weight coefficients
like TF-IDF [11] are not applied. This helps better prediction a behavior of the
ranking model. Some weight tuning can be achieved through manual manipula-
tion with a boost coefficient in the options. Term exclusion is also implemented
by assigning a negative boost coefficient to unwanted terms.

However, the actual sorting is based not on the computed rank R, but on the
ordering value O computing as follows:

sign (boost) · [log2 (|boost| · R)] . (2)

Where [ ] is a function of rounding to ceiling integer value no less than zero,
sign(boost) is a function that returns -1 for negative arguments and 1 otherwise,
boost is a boosting value, specified in column options. Boosts are especially
convenient when we combine different queries (with different boosts).

Taking the logarithm of a rank is introduced to provide a meaningful BoW
parts combination. The real values of R for two different objects are rarely equal.
Which means that R can be used for sorting without any other sorting search
clauses.

Boolean filters and computable expressions can access the parameter values
by surrounding parameter names in double quotes.

Example 2. {“type” = ’slab’}, [desc]{“creation time”}, {“Cr”}, {“V”}, {“Ni”},
{“Length” >“Width” / 2}, defective, today
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Example 2 shows a query, which selects some chemical information for the newest
slabs. Also slabs should be defective, created the same day when the query is
executed and their length should be at least twice larger than width. These two
restrictions of the query are extracted from libraries. The restriction on the cre-
ation date is context-dependent (addresses the current time). Cross-compilation
can also create a context, i.e. a user can define his brigade number (“myBri-
gadeNumber{42}”), while common libraries use this number (“myBrigadePro-
duction{“operation brigade” = myBrigadeNumber }”).

Parameters values can be extracted not only from the current row object, but
also from referenced objects (with or without aggregation).

Example 3. Processes, melting, today, {“started”},
{“Id”.Next(“type”=’slab’).SumStr[,]}

Example 3 shows a query that extracts an information with identifiers of
all slabs grouped by processes started today and related to melting. Forward
and backward references can be used in a chain and embedded into referencing
conditions.

Example 4. Processes, melting, today, {“started”},
{“Id”.Next(“type”=’slab’).Prev(type=’bar’ and “”.Next.Next(
“state” = ’defective’).Any ).Count}
Example 4 shows the same set of processes as in Example 3, but calculates
the total amount of different bars used in production of slabs of current process,
which (bars) usage resulted in a defective sheet. This genealogical querying would
result in an enormous amount of comboboxes and checkboxes in a visual query
editor. If one would provide similar functionality.

5 Analysis

Designed DSQLM focuses mostly on data discovering and solving problems of
metallurgical genealogy in data selection and preparation. Analytical capabilities
(like SSA computation [6], regression and forecast analysis) are widely covered
by a modeling system that is one of data consumers of this DSQLM. Although
getting MDX-like pivot table using two sets of filter columns and an aggregation
function could be implemented, this functionality was intentionally left undone.
DSQLM was designed only to extract the relevant data.

DSQLM can aggregate data, but only by grouping on real objects in data
warehouse. The language does not allow to set a limit on the rows in the result
or to get a subset of retrieved objects for a query. These restrictions of DSQLM
deters partial queries like “Top 5 selling mangers” in favor of queries like “All
managers, ranged by sales” (financial information also is included in the system).
However the system provides a viewer with the usual result paging functional-
ity. Of course, a user can still achieve limit\offset constraints by tricking with
context, but system does not encourage this programming style.
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Creating a deterministic querying model with rich filtering possibilities is very
challenging for indexing structures given that the estimated size of plant‘s raw
operational data is measured in terabytes. Indexing questions will be covered in
further papers.

The important thing is that ranking query part does not exclude objects from
the result. To exclude objects not satisfying a query and order those by rank,
the query should be included twice – with and without a sorting option. For
example, a query “[desc]{ defective slab }”, will be based only on the objects
mentioning “defective” or “slab”. While the result of a query “[desc]{ defective
slab },[desc, boost 50]{ excess chromium }” will be based on the objects mention-
ing “defective” or “slab” or “excess” or “chromium”. To exclude objects without
mentioning certain terms one have to add an extra filter of Boolean type.

Ranking features of the system tends to favor consecutive occurrences of query
words in the data. Lets look on the following example. A rank H for query “{steel
plant data}” and parameter value “meaningful steel plant data” is 6, while for
parameter value “steel plant collecting data” its only 4.

Note that the ranking model also takes into account the density of query words
in parameter values, so same occurrences of query words would give lower rank
for a large text, than for a small one. The default boost = 100 means that the
minimum triggering term frequency is 1 term in 50 words of text. Ordering values
O have large discreteness to avoid abuse of ranging features. Its not supposed
to be used for retrieving just a few results satisfying queries. Instead of this the
model should assist to retrieve the most relevant objects without limiting inspect
window.

Sorting instructions can combine ranking criteria and computable functions.
For example, there can be a query retrieving incidents sorted firstly by employees’
last names, secondly by the rank of a query having a textual description of the
incident, and finally by the amount of damage in monetary valuation.

6 Evaluation

A full-scale practical evaluation of DSQLM is yet to come along with the in-
troduction of the next step of overall system in production. The language will
be used to access systems data warehouse by plant chemical analysts. Their
feedback will help us in further improvements of the DSQLM.

Nevertheless, we conducted two internal experiments. In our Department, we
start to teach SQL and databases to sophomores. So we picked subjects from
freshmen in order to simulate the plant employees who lack database knowledge
but mastered a data types. We selected 10 such students.

The goals of the experiments were:

1. To evaluate an effort of dataset discovery with DSQLM
2. To evaluate an effort of deriving simple math expression with DSQLM

All subjects had been working separately and consequently. We explicitly
asked them not to share any information about the experiment for the sake of
evaluation clearance.
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In the first experiment, the subjects were presented five rules defining data
model (without Fig. 1 which contains significant details) and Examples 1-4 with
notes. We asked them to discover dataset and state everything they understand
about the data. The participants had 10 minutes to verbally describe their re-
sults. We expected them to mention all of the following concepts:

1. Steel, metal, melting or rolling
2. Production, process or output
3. Slab
4. Aggregate
5. Sheet

If a subject mentioned at least one word in each point we considered him
mastered DSQLM. Nine of ten participants mastered DSQLM in allotted time
and advanced next.

In the second experiment these nine subjects were given a formula and a text
description of mean square deviation (MSD). We asked them to compute it for
parameter value of a slab in each process. The subjects were forbidden to ask
any additional information about DSQLM.

Five of nine subjects managed to derive required query.
The results of the first experiment showed that dataset discovery is effortless

enough for production system. The results of the second experiment showed that
expressiveness of DSQLM is acceptable for production system.

Subjects who mastered MSD query also noted that a sequence containing a
parameter name, a reference path and aggregation function
(“length”.Next.Avg(. . . )) is not a very straightforward sequence of aggregation
definition.

Our big concern regarding the upcoming real-world evaluations is an inten-
tional high discreteness of the ranking. It was made to prevent overuse and pro-
vide deterministic, according-to-expectation ranging with use of multiple search
clauses. However, this can spurn from usage those who are not familiar with
information retrieval.

7 Related Work

One of the interesting works in the area of specialized query languages was
published by Madaan and Bhalla [10]: they discuss difficulties of domain-specific
querying of medical repositories. The key idea of replacing a visual query editor
and a multistage text query with assisted input in our system is based on their
work.

Tian et al. [15] presented NeuroQL a language for neuroscience data, which
they compile to SQL and XQuery. This work contains a concept of query lan-
guage compilation to SQL with segregation of DSQL data model from SQL data
model. Our initial effort was to produce SQL tables reflecting domain model,
but this work clearly stated that the scheme of database should not depend on
changes in our domain specific data model.
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Baratis et al. [3] presented Temporal Ontology Querying Language (TOQL)
that aims to reduce the complexity of temporal ontology databases at least to
the level of SQL. This work provided a fundamental background to address the
main problem of metallurgical data. This data is aligned to oriented production
graph, like TOQL is aligned to time. This particular feature of metallurgical
data resembles a temporal database and is very familiar to every potential user
of our DSQL.

BimQL [12] project is also of certain interest. They designed a language in
order to help civil engineers with retrieving an information from construction
models. The idea of querying objects of different types in the same table output
was taken from BimQL. Also BimQL has an amazing concept of the result
visualization that is natural for its domain. This particular feature is yet to be
implemented in our DSQLM.

Development of DSQL would be much harder without LL-parsing by Parr
[13] (also known as ANTLR). An alternative solution could be Fords packrat
parsing [4] (also known as PEG). The initial DSQLM implementations used
adaptive grammars, but this feature did not add clearance to DSQLM syntax.
DSQLM grammar was developed with ANTRL 4, context free grammars shaped
the way DSQLM is expressed.

8 Conclusion

In recent decades, querying languages and conventions have become widespread:
search engines provide a wide range of search operators [11], IDEs have a lot
of features available through built-in languages [8], genetic databases are even
capable to help researchers to express which genome they are looking for [14].
There are numerous domains where specific querying languages can help to deal
with specific problems. SQL, once created to rule them all, addresses generic
problems, and it has been doing this well.

Maybe new kinds of structured user input superior to keyboard will end all
text programming languages efforts at once. Currently it is certain: there is no
better way to get a query than ask a user to type it. Neither gesture, nor speech
recognition shows significant results in, for example, creating programs. Even
if we would read mind somehow, there is no guarantee it will change a coding
style.

In this article, we described the key ideas of our domain specific language
that is not strongly connected with steel production. Described ranking model
shows promising results for our domain, however it can be also applied for other
domains as well.
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Abstract. This article is a part of the series dedicated to AI Methods
Inspired by Nature and their implementation in the mechatronic systems.
The Artificial Bee Colony (ABC) enables the optimization of the con-
sumption of power supplied from photovoltaic cells. The paper includes a
few implementations of ABC. Special emphasis was put on maintaining
proper energetic balance, and on monitoring of power demand as well
as energy sources used for the comminution. The ecological grinder was
designed based on the autonomic unit. It can be called autonomous, be-
cause it does not need external control. The built-in computer system
ensures monitoring and visualization of the current state of the energetic
balance.

Keywords: Artificial Bee Colony · ABC · Eco-grinder · Optimisation

1 Introduction

Issues related to energy demand and acquisition in machinery systems are an-
alyzed as part of the comprehensive assessment of the product which includes
a number of processes. This relates for example to machining process, global
assessment of energy resources and conversions, energy technologies, recycling
technologies (as regards construction materials, polymers, food processing tech-
nologies, assessment of mechanical processes) [1,7,13,16,3,14,15]. Among those
machines, one can distinguish grinders, where the unit energy demand for the
comminution process is particularly important in mass processes and in very fine
and colloidal grinding (comminution). The energy consumption aspects of the
comminution technology are discussed broader because their aim is to minimize
environmental impacts [18]. One of the assessment methods is the methodol-
ogy of energy-related and environmental analyzes over the entire life cycle. In
this perspective, the energy consumption of comminution is associated with the
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volume of the allowance (grinding product), which must be removed from the
semi-finished product (the input material) in order to obtain the final product
[15]. The modeling includes analysis of the analogies to manufacturing technolo-
gies, the most common of which in that group is machining based on the removal
of the material allowance by means of the cutting edge of the tool, producing
chips. Then comminution can be considered as machining with intermittent con-
tact between a tool and material.

2 Energy Consumption of Comminution Process

Energy consumption of comminution process is defined as the demand for energy
absorbed by the main drive of the grinder and used to overcome the material re-
sistance during machining. This is energy value required to increase the specific
surface area of the product [7,6,12]. In the simplified model of energy consump-
tion for comminution process, it was proposed to determine the value of the
energy using modification of the following formula:

Ec = kc · 10−3 ·
n∏

i=1

ki · V, J (1)

where
Ec - energy consumption of comminution, J,
kc - specific resistance of comminution, N/mm2,
ki - correction factors,
V - volume of the material layer to be removed, mm3.

kc values are calculated from the following formula:

kc = d−m · kc1, N/mm2 (2)

where
d - average grain size, mm,
kc1 - main value of the specific resistance of cutting,N/mm2,
m - the factor dependent on the type of processed material.

kc1 and m values depend on the material type.
The correction factors define the influence of different process parameters

(velocity, angles, gaps, radii etc.) on the cutting force and, as a result, on the
value of required energy. Type and number of factors depends on the machining
type. Number of factor ranges from zero (e.g. for grinding ) to five (turning
factors).

Removal of the material layer and comminution of the volume unit are char-
acterized by processing efficiency - i.e. the ratio of the useful value of the selected
physical input quantity to the corresponding value of the physical output quan-
tity in the processing, which is usually expressed as percentage. Depending on
the selected physical quantity, one can distinguish energy efficiency and material
efficiency, while depending on the object, relative to which the efficiency is deter-
mined, there is: processing efficiency, processing machine efficiency, processing
tool efficiency and processing instrumentation efficiency.
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It is currently a global trend in manufacturing processes to put particular em-
phasis on environmental aspects. The key to environmental friendly design consists
not only in observance of design rules, but first of all in minimization of environ-
mental impact. Current tools: LCA (life cycle analysis) and DFE (design for envi-
ronment) are strategies, where actions are focused on product and process.

Grindability factors are applied in practice by determining the unit energy
demand for mass size reduction degree desired from the process point of view
which is usually 1Mg (based on factors for specific material as well as input
material and product grain size, and often process conditions). Hence, assum-
ing required grinder capacity, the power necessary to execute the comminution
process is determined from the following simple formula:

Pi = Eop ·Q (3)

where
Pi - power of the grinder drive motor, kW,
Q - comminution capacity, Mg/h,
Eop - module, generalized unit energy demand, kWh/Mg.
In practice, the power of the grinder driving motor is determined based on

the above formula, taking into account the efficiency of the motor, transmission
gear, dynamic joints and relationships of the comminution elements. Having
considered input components of the comminution process and having limited
the capacity Qf(2÷5)mm, depending on the product of specific grain size, e.g.
2 ÷ 5mm, we finally reach the point where we can determine the module of
disposed material susceptibility to desired comminution:

Pop =
Pu + PV + Pd−d + Pds + Pdp + Pdr + Pdq−s

Qf(2−5)mm
(4)

where
Pd− d - power dissipated for internal accumulation (escape) in the grinder

(input material), kW,
Pds - power dissipated in the motor, kW,
Pdp - power dissipated in the transmission gear, kW,
Pdr - power dissipated in the dynamic joints of the quasi-cutting structure,

kW,
Pdq−s - power dissipated in the grinding unit, during quasi-cutting of

the material, kW.

Energy-related and environmental approach to the assessment of comminu-
tion processes and adjustment of the product to further processing reveals the
problem of the input material grindability. The solution is the efficiency model,
describing the relationship between the comminution energy during the phe-
nomenon to the energy consumed by the machine for the purpose of comminu-
tion:

ηq−ṡ =
Euq−ṡ(f)

Euq−ṡ(m)
(5)
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where
ηq−ṡ - efficiency of quasi cutting,
Euq−ṡ(f) - effective energy of the quasi-cutting under the phenomenon

conditions (testing machine - static tests), kJ/kg,
Euq−ṡ(m) - effective energy of the quasi-cutting under actual conditions

(testing machine - specific grinding unit), kJ/kg,

3 The Concept of the Polymer Waste Grinder

To enable an intelligent comminution system as a tool effectively control the
process correctness, it is necessary to equip links of that system with appropriate
interfaces and a human must be provided with proper communication media al-
lowing supervision and control over the executed processes using that computer.
Those goals have been accomplished using such techniques and technologies as:
electronic data processing, image processing, construction and interpretation of
databases and knowledge banks, modeling methods and special systems, simula-
tion, visualization but also control, supervision and diagnostics etc. [10]. Conso-
nance between the model and the original here means functional representativity
i.e. that model behavior can be grounds for conclusions on the behavior of the
original under specific conditions.

Fig. 1. View of the Waste-Sun-Grinding grinder concept
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From the systemic point of view, the object as a model in the synthetic ap-
proach, due to the needs for: description, research, establishing, development
and operation, should:

– enable presentation of the basic properties of the system,
– reflect structural relationships in the system, which are important due to

functionality,
– reflect basic functional relationships in the system,
– enable presentation of the system development potential,
– allow to formulate decisions,
– allow assessment of the efficiency and destructiveness of the system.

4 Concept of the PET Bottles Grinder

The following conceptual stipulations were made based on preliminary assump-
tions:

– the 220 V (start-stop), 0,75 kW electric AC motor has been selected,
– a photovoltaic set has been selected as an alternative electric power source;

the option of photovoltaic panel charging batteries connected to the power
mains should be considered,

– power supply from the mains as the main source of energy with periodic
power supply from the batteries,

– the design of the information module (touch screen) for environmental pro-
tection and educational purposes, “every what number of cycles?” a number
of percentage is displayed indicating the level of the grinder power supply
assistance from the photovoltaic cell / battery; thus the equipment can be
regarded as educational and one that increases environmental protection
awareness,

– safety - particular attention must be paid to safety, as we make available
to public (without any preliminary training) a machine with rotating blade;
necessary interlocking system preventing activation of the grinder with a
limb inside must be provided as well as feeding with a push rod or level,

– operation periodical service, inspection of the blades’ condition, emptying/
drying the tank, inspection of the drive, tooth belt tensioning, cells, batteries,
permanent monitoring with a camera,

– size of comminuted bottles multiple-purpose grinding it is assumed that
the grinder shall be fed with empty bottles from a drinks machine located
in the corridor of the university,

– preliminary control of the input material quality should be ensured: e.g. full
or empty bottle or partially empty bottle, glass bottle, with or without a cap,
a can, a stone, a branch etc, as well as a preliminary identification system,
which - in case of incorrect features of the input material - would reject it
or eject it from the grinding space,
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– photovoltaic cell exposure to sun light during the daytime must be ensured,
potential locations are described in detail including installation place, PV
panel orientation, detachment of the panel from the main part of the equip-
ment as well as PV placement on the building roof,

– protection against theft once the equipment is made available in public place,
– changes in the preliminary design concept
– grinder drum of in-between bearings type,
– structure made of black or painted steel,
– Aluminium housing, painted
– recyclate container with drainage strainer,
– low tray located in the bottom part, designed to accommodate possible leak-

age and to keep the installation place clean,
– keeping high safety level,
– programmed continuation of the process following comminution of a bottle

- i.e. several idle run revolutions in order to empty the grinder chamber,
– optional tilting of the axis of rotation to facilitate emptying of the grinder

chamber.

5 Implementation of Artificial Intelligence (AI) in an
Environmental Friendly Grinder

There are following three sources of inspiration for artificial intelligence as a
computer science discipline:

– development of mathematics and computer science,
– observation of civilization phenomena,
– observation of nature.

An important place amongst many optimizing methods inspired by nature is
occupied by so called Swarm Intelligence, which inspires researchers to create new
metaheuristic optimization methods allowing to solve non algorithmic problems
[2,4,5,19]. Those methods include the group of ant colony algorithms. Artificial
bee colony algorithms are the collection of algorithms inspired by behavior of
honey bees observed as early as in the middle of XX century by a German
zoologist Martin Lindauer, who published his study in 1950, where he noticed
that bees do so called “waggle dance” outside the swarm and carry little food
to the hive at the same time. Thanks to further observations, Lindauer [11]
concluded that only small percentage of bees participate in making decision on
the new nest location. Most of bees do not participate in the foraging but they
wait for the decision to be made by the “dancing” bees, who gradually reduce
the number of nests. When finally a single nest is selected, all bees rise to fly
towards the selected nest.

The behavior of bees when selecting a new nest can well be used for a deci-
sion made by any group. Thanks to three factors defined by scientists studying
behavior of bees, such decision shall always be correct.
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1. Organization allowing knowledge sharing by the entire group. It is much
easier to make a proper and unanimous decision thanks to large number of
objects taking part in the decision-making process and correct distribution
of knowledge among the objects (UF).

2. The competition, thanks to which every object tries to improve at any time.
The more good objects, the easier and quicker the decision-making process
can be (EF1).

3. Balance, which is defined as making a decision on the basis of the opinion
of many objects, keeping to the democracy rules at the same time. As a
consequence, wrong decisions do not influence the final decision (EF2).

Fig. 2. Diagram of foraging behavior of bees
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5.1 Implementation of the ABC Algorithm

Artificial bee colony (ABC) is a model proposed in 2005 by a Turkish scientist
Dervis Karaboga [9,8]. Like other algorithms described herein, it is also based on
herd behavior of honey bees. It differs from other algorithms in the application of
higher number bee types in a swarm. After the initialization phase, the algorithm
consists of the following four stages repeated by iteration until the number of
repetitions specified by the used is completed:

– Employed Bees stage,
– Onlooker Bees stage,
– Scout Bees stage,
– storage of the best solution so far.

The algorithm starts with initialization of the food source vectors xm, where
m = 1...SN , while SN , is the population size. Each of those vectors stores n
values xm, i = 1...n, that shall be optimized during execution of that method.
The vectors are initialized using the following formula:

xmi = li + rand(0, 1)x(ui − li) (6)

where:
li-lower limit of the searched range,
ui- upper limit of the searched range,

Bees adapted to different tasks participate in each stage of the algorithm oper-
ation. In case of ABC, there are 3 types of objects involved in searching:

– Employed Bees - bees searching points near points already stored in memory,
– Onlooker Bees - objects responsible for searching neighborhood of points

deemed the most attractive,
– Scout Bees - (also referred to as scouts) this kind of bees explores random

points not related in any way to those discovered earlier.

Once initialization is completed, Employed Bees start their work. They are sent
to places in the neighborhood of already known food sources to determine the
amount of nectar available there. Results of the Employed Bees work are used
by Onlooker Bees. Onlooker Bees randomly select a potential food source using
the following relationship:

vi = xmi + ϕmi(xmi + xki) (7)

where:
vi-vector of potential food sources,
xki- randomly selected food source,
ϕmi- random number from the range [-a,a]
Once the vector is determined its fitting is calculated based on the formula

dependent on the problem being solved and the fitting vm is compared with xm.
If the new vector fits better than the former one, then the new replaces the
old one. Another phase of the algorithm operation is the Onlooker Bees stage.
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Those bees are sent to food sources classified as the best ones and in those very
points the amount of available nectar is determined. The probability of the xm

source selection is expressed with the formula:

pm =
fitm(xm)∑SN

m=1 fitm(xm)
(8)

where:
fitm(xm)- value of fitting functions for a given source.

Obviously, when onlooker bees gather information on the amount of nectar,
such data is compared with results obtained so far and if the new food sources
are better, they replace the old ones in the memory. The last phase of this
algorithm operation is exploration by scouts. Bees of that type select random
points from the search space and then check nectar volumes available there. If
newly found volumes are higher than the volumes stored so far, they replace
the old volumes. The activity of those bees makes it possible to explore the
space unavailable for the remaining types of bees thus allowing to omit any
extremes. Herd optimization algorithms, often combined with fuzzy logic [4], in
particular ABC, have had many applications in mechanics, design optimization
and mechatronics [2,5]. Based on the experiments [17], the algorithm developed
by D. Karaboga provides satisfactory results both for linear and for square or
non-linear functions. The tests were performed using the colony of 40 individuals,
while the iteration limit amounted to 6000. The same test result was obtained
every time for linear and square functions, while results for cubic and non-linear
functions varied within very small range. Based on those tests, one can safely
conclude that ABC is a perfect solution for optimization of functions. Application
of ABC algorithm for optimization of energy demand and acquisition in an
environmental friendly grinder is nothing but its implementation to solving of
functions of many variables. Optimization of the demand for energy used in the
comminution process, based on the efficiency model described in first paragraphs
consists in fact in optimization of the relationship between energy consumption
and efficiency. Although we deal with a difficult calculation problem which is
also non-algorithmic one, the optimization using ABC yields good results at
that stage of research.

5.2 Measurement of the Electric Power Quality

The electric power demand was measured integrated electric power meter man-
ufactured by HIOKI company, model 3169-21.

For the needs of the performed tests, the HIOKI meter measurement capacity
enables observation and analysis of the power consumption variations (its in-
dividual components, Fig. 7) depending on variable design and process-related
conditions in grinders. Characteristic idle run Current [A] and Power [kW] curves
which are shown as an example in Fig. 8 and Fig. 9, allow analysis of resistance
to motion which is influenced by drive components and working components of
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Fig. 3. View of the control panel of HIOKI meter, model 3169-21 and its indications
during experiments

Fig. 4. Example of the power P [kW] curve of the grinder idle run, visualization pre-
pared using Power measurement support software 9625 for HIOKI 3169-21 set

Fig. 5. Example of the power P [kW] curve of the grinder idle run after design changes
of the drive system

the grinding space and others. Modernizations of selected components and as-
semblies of the drive system caused changes in the current and power curves,
which was observed in other similar studies on environmental friendly grinders.
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Fig. 6. Example of the power P [kW] curve of the grinder versus resistance increasing
up to the motor stoppage

Fig. 7. Example of the power P [kW] curve of the grinder after design and process-
related modifications and achievement of stable working process

Process record based on current and power curves of the grinder during idle
run and grinding as well as during possible motor stoppage enable detailed iden-
tification of many complex factors. Sample tests of an industrial grinder are
given in Fig. 10 and Fig. 11. Excessive cutting resistance cause motor stoppage
(Fig. 10) while executed modifications allow relatively stable operation (Fig. 11)
Those former test experiences with the HIOKI set now enable efficient formu-
lation of the comminution process fundamentals as well as elementary rules of
any mechanical components working in tandem. Target power value for a given
process must be achieved within the above presented rotational speed range.

Motor rotational speed is measured using counter input PFI of USB 6008 card,
to which signal from the induction sensor is connected. The sensor detects metal
item placed on the pulley of the motor. Normally closed IME12-08NPOZW2K
sensor of PNP type was used; detection of the metal item is indicated by a
falling slope. The rotational speed can be determined by counting the number of
slopes in a unit of time. The rotational speed is measured by means of a separate
program thread. Applied sensors are characterized by power supply voltage range
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Fig. 8. View of shredded PET bottles

of 10 to 30 V. Therefore, in order to adapt USB card (which tolerates TTl levels)
so as it supports the sensors, it was necessary to apply resistance divider (510
and 1 k). When sensors are supplied with 12 V voltage, the resultant voltage for
high level amounts to 4.83 V. The form of the grinding product - PET bottles -
was presented below. The form of the shredded material indicates to occurrence
of shear and tension stresses. Size of shredded parts ranges from 2 to 8 mm.

6 Conclusion

The presented test station was built thanks to combination of knowledge on
mechanical engineering, machine operation and electronic control and measure-
ment instrumentation with artificial bee colony optimization method. Different
versions of that method were applied many times to optimize mechanical designs.
Optimization of the demand for energy used in the comminution (grinding) pro-
cess, based on the efficiency model described at the beginning of the paper
consists in fact in optimization of the relationship between energy consumption
and efficiency. As demonstrated by tests, application of Artificial Bee Colony
algorithm to optimize the above relationship improved energy balance of the
object. Data acquired during measurements shall allow to determine optimum
rotational speed and desired distance between cutting disks. As part of full au-
tomation of the comminution process, it is planned to use a sub-system designed
to change the distance between cutting disks and enable analysis of the discharge
product size during the comminution process. To do this, it is planned to apply
video module of LabVIEW environment connected to an intelligent camera. The
developed application enables visual monitoring of the comminution process. Vi-
sualization shall include states of sensors detecting material (both of inductive
and capacitative type), position of the inlet flap, position of the grinding cham-
ber flap, container overflow status as well as information on the voltage and
current at photovoltaic cells, motor rotational speed and power consumption by
the motor. Information on the input material weight, total weight of shredded
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material, number of grinding cycles and motor rotational speed since the appli-
cation start-up is also displayed. An important element is the area of messages,
where information on improper input material intended for grinding, on opened
inlet flap etc. is displayed The application also provides the option to review
stored important information as regards: date and precise time of the grinder
start-up, duration of grinding process, input material weight as well as possible
failures that could have occurred.
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Abstract. Mercury is commonly known as a harmful element for envi-
ronment and human beings. Due to the high mobility and lack of degra-
dation in environment, reduction of mercury emission became one of
the main fields of limitation in its adverse impact on environment and
health. The database systems, addressed in gathering, transforming and
disseminating information about mercury sources, ways of transporta-
tion in environment and technologies used to limit its influence, can be a
useful management supporting tool. It can help scientists, stakeholders
and decision makers in straggle to restrict mercury influence on people’s
lives and environment.
In the article a concept and design of database system dedicated to

support management of mercury content in fossil fuels and energy sec-
tor wastes was presented. The solutions chosen and being implemented
to provide users with ability to store measurements of mercury and ac-
companying species as well as sample material characteristic were de-
scribed. The structure of object data model and its mapping into rela-
tional database structure is given. Design of software the developed is
described and detailed solutions improving flexibility in data manage-
ment and exploration are depicted. The article summarizes the use of
database system as a support in toxic substances content management.

1 Introduction

Mercury is well known from its diverse impact on human health and animals. Re-
duction of its emission to environment and particularly atmosphere becomes the
aim of activities in global scale. It is especially important, because of high toxic-
ity of mercury species, accompanied with their mobility and capability to easily
cross different compartments of natural environment. Moreover, substances con-
taining mercury are hardly biodegradable and can be transported to very long
distances [15,2]. There is no little wonder that the United Nations, European
Commission and national organizations have started preparation of legal solu-
tions and recommendations to reduce the undesirable emission of mercury to the
environment [3].
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The fossil fuel combustion along with mining and metallurgy is recognized as
a main source of mercury release into the environment. Despite steps taken to
address this issue, the knowledge of mercury content in the fuels as well as its
release rate to environment and residual in industrial, post combustion wastes
are uncertain and very limited. Therefore a wide range of research activities has
been started to measure the mercury content in coal and coal originating fu-
els, to determine mercury emission to the atmosphere as a result of fossil fuel
combustion. Research aimed at elaboration of mercury balance in every stage
of technologies used in energy sector are also carried out. However, to make
the research results really impact the level of mercury released from anthro-
pogenic sources, the management supporting tool is necessary. Not only should
it gather the data about the contaminant, but also support decision makers with
transformed and aggregated information to help them in management process.
There is a research project started recently in Central Mining Institute (GIG)
in Katowice, Poland to take an inventory of mercury content in fuels and its
circulation. One of the project deliverable is a database system supporting man-
agement of mercury content in fossil fuels. In the article, the scope and design
of the developed software is presented along with its potential applicability to
mercury content management.

2 System Scope

A functionality of the database system, supporting management and limitation
of mercury content in fossil fuels, include few areas:

– gathering, storing, and disseminating data obtained from measurements and
supporting measurements processes,

– gathering, storing, and disseminating data describing selected additional
data (coal production, fuel production, waste generation, coal origin etc.),

– information about technologies used in mining and energy sector,
– assessment of selected fuels and technology impact on mercury content in
materials and its emission into environment.

System is responsible for collecting data from experimental tests and mea-
surements. It is crucial, that not only mercury content should be saved. As the
behavior of contaminant is determined by its form and accompanying chemical
compounds, several parameters for each of tested sample is usually measured.
Gathering the whole information is necessary for further data mining. Upon
gathered data, the correlation between toxic species release and fossil fuel char-
acteristic should be determined. It is also important that exact place of sampling
and sampled material is saved. The analytic laboratories are the data sources
for that kind of information. Apart from testing samples, the laboratories per-
form quality control tests, based on reference material. The system should be
also capable of tracking the quality control tests. Moreover, it is expected that
database would monitor entered sample test results and identify the values which
are inconsistent with reference test results.
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Appropriate support for management requires that decision makers are sup-
plied with information of current fossil fuels market and available technological
solutions. It is important to access the information of amount of coal being exca-
vated, the coal processing (converting raw coal into fuel of required parameters)
parameters, combustion technology used and so on. It is also important to track
amount and parameters of wastes generated and its storage location. This kind
of data is provided by coal mines, power plants, logistic companies, and wastes
operators. The system provides decision makers with complete information of
possible mercury (and to some extent other chemical species) emission at every
technological step. The mercury release models (mostly statistical) allow esti-
mation of expected environmental impact for chosen fuel and technology. The
system forms foundation for development of decision models in the future. A
decision trees were chosen as a basic support tool [11,12].
During conversion of fuel into energy, the technologies used play important

role in mercury content management. Some of them can increase the contaminant
release, while others can stabilize it in fuel structure. It is also important to
keep track of energy requirements of given technology and amount of wastes it
generates. The data is gathered by surveys and provided technology suppliers.
One of the most important aspects of developed solution is estimation how

different scenarios of fuel usage in energy sector impact the mercury release to
the environment. It is assumed that system should implement a set of algorithms
helping users in determination of expected contaminant emission depending on
submitted data on planned technology usage, fuel mass streams and fuel param-
eters.
The database is a heart of the system. The stored data form basis for decision

and mercury emission models development. The database is not only responsible
for tracking data consistency, but also identifying the exceptional values in them.
Its structure and functionality is vital for optimization of energy production
processes.
The system is expected to be used by three groups of users:

– decision makers
– scientists
– laboratory staff

The user interface is different for each users’ group and focus on its interests. For
example, for laboratory employees only forms allowing management of measure-
ments data are accessible. The whole system user interface is developed using
web technologies.

3 Data Model and Database Structure

The object data model was designed for developed solution. It was a basis for
future development of relational database structure. The development the data
model was based on object-oriented approach [4,5]. This allows the represen-
tation of both entities and complicated relationships that exist between them
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in real world. A problem of samples and sampling places can be an example of
such relationship. On the one hand, each sample has to be associated with an
object indicating its origin. On the other hand, this origin (place of sampling)
can be very diverse - ranging from the coal seam, the semiproducts to products
or substances taken from technological precesses. Each of these entities should
also be present in the system even if it is not used as a sampling place. The in-
heritance was used to represent this kind of relationship. The object representing
the sample can manage the information (and representing objects) on the place
of its origin in a uniform way .
All classes in data model have a common ancestor, a BaseObject class. The

BaseObject class implements identity control, support for lazy data loading and
bulk operations on data objects’ properties. Identity control is supported by iden-
tity property, which value is unique for each object. It was decided that identity is
read only and can be set during object creation only. The value of identity field is
controlled by data repository (RDMS).
The data objects are composed of other data objects and their collections. It

was decided that lazy data loading would be implemented. Though the lazy com-
ponent creation is implemented in a few known libraries (e.g. Managed Extensi-
bility Framework [1]), dedicated implementation was developed. The mentioned
library is more oriented in object creation than data loading from database.
Therefore development of our own solution allowed better code optimization.
During object creation, the contained objects are created as a placeholders for
real objects. They are not filled with data, the only meaningful field they have
is identity. Once the contained object is accessed, an event is fired signaling,
that object have to be filled with real data. It is up to components responsible
for communications with data repository to fulfill this requirements. Similarly a
contained collections of data objects are filled. The base functionality for lazy
loading is implemented in BaseObject.
For most of designed data model classes composition was sufficient to model

relations between objects. However, there are a few cases, where inheritance
has to be used. As an example, a set of classes representing places from which
samples for tests were taken. The samples can be virtually taken from anywhere.
It can be taken from product, coal bed in mine, waste, semiproduct and so on.
Therefore it was proposed that every data object, that could possibly represent
the sampling place should be inherited from SamplingPlace abstract class. The
class covers all common functionality required, e.g. location information. The
proposed object model is shown in the Fig. 1.
The most difficult aspect of transforming the object model into relational

database structure was connected with representation of inheritance relationship.
The method used compromises the flexibility and efficiency, and is similar to the
solution presented in [13] and [14]. In the database structure it is represented
by additional table, SamplingPlaces (Fig. 2). The table links the information
from Samples table with appropriate record, representing the place where the
sample was taken. When sample data are read from repository, the Sampling-
Places is checked to distinguish which, of inherited objects, should be created.
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Then, dummy object (allowing lazy data loading) is created. When the object is
accessed, it is filled with data as in any other data object. Though the chosen re-
lational representation requires using additional joins it still prefers data loading
efficiency over flexibility - for example, adding another SamplingPlace special-
ization would require modification of SamplingPlaces table structure. Each table
in relational has five diagnostic fields. For each record a date and time of cre-
ation and last modification is stored. The information of user, who created the
record, and the user who made the last modification is also remembered. The in-
formation is used for diagnostic and administration purposes (e.g. solving users
problems with database operation). The records are marked for deletion using
IsDeleted field.

Fig. 1. Data object model representing sample and a place at which it was taken

Collecting measurements data is always connected with appropriate units han-
dling. The problem was previously addressed both theoretically [8] and practi-
cally [9]. The solution chosen for developed system assumed that:

– the measurements can be loaded into system in different units for the same
quantity,

– there are commonly used, preferable units for every measured quantity,
– the units for the same quantity can be recalculated using linear function.

The proposed solution link each of quantities (a list of quantities is stored in
system’s repository) with set of possible units (Fig. 3). Quantity represents any
physical or chemical property that can be measured. The measurement is per-
formed according to formal procedure represented by AnalyticMethod. Collection
of measurements is stored in Test object. Quantity has a circular reference with
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Fig. 2. Inheritance mapping to relational model. The Users, Mine, QualityClass and
SizeGrade tables are omitted for clarity.

Unit object. The set of Unit objects referencing one Quantity object represents
all units which can be used for the quantity. Among them one unit is marked
as ’Base’, which is used in units conversions. It is assumed that all units can be
converted to each other using linear function. Parameters of the function (slope
and intercept) are stored for each Unit object. Their values are set to perform
conversion between given unit and the ’Base’ unit. Therefore, the values for
’Base’ unit are 1 for slope and 0 for intercept. It is assumed, that the values of
measurements saved in repository are formerly converted to ’Base’ units.
Similarly, one of the units is referenced as default for Quantity. If not specified

otherwise, the data, before presentation to the user, are converted to that default
unit. Needless to say, there is only one ’Base’ and one default unit allowed for
given Quantity, though it can be the same.

4 System Architecture

The system is designed as a multicomponent one with roughly defined multi-
layer architecture (Fig. 4). It was assumed that the business layer is composed
with three components responsible for basic data transformation, modeling, and
registering measurements data. All components cooperate with each other and
transmit the data to data access component and user interface. They are sup-
ported with Object Data Model and Reasoning Rules components. Object Data
Model defines all objects which represents domain data. It is used for all data
transformation and transmission. Reasoning Rules component is responsible for
storing modeling and data analysis algorithms. It is used mainly by Reason-
ing/Modeling component. Its role is to provide a ways of sophisticated data
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Fig. 3. Data object model representing units of measure management

analysis, required during ‘what if’ scenarios analysis. Data access component
is an abstraction layer between data repository (a relational database manage-
ment system) and the system. It converts data retrieved from repository into
data model objects set. The business layer perform all kinds of data transfor-
mations necessary to fulfill user requirements. It translates command issued by
UI layer into calls to data access layer and its internal functions. The busi-
ness layer forward completes data into UI layer using data model objects and
standard .NET collections. The UI components implement set of views (which
include also forms) for data presentation and manipulation. Internally it takes
advantage of MVVM design pattern [7], which is a Microsoft’s modification of
commonly known MVC pattern [6]. The data model objects and collections are
transformed to fulfill visualization requirements.

5 System Implementation

The system was developed in C# with extensive use of Microsoft Visual Studio
2013. Microsoft SQL Server 2014 was chosen as a data repository. Because most
of interaction with database system is limited to reading information, it was
assumed, that the data access layer will be implemented from scratch. Use of
Entity Framework and NHibernate was considered but finally rejected. Both
frameworks force the specific model of interactions between data repository and
object data model, which seemed not suited for developed system. Moreover,
there were some efficiency problems observed when using of Entity Framework
library in earlier works [10].
The most of data access layer functionality ware implemented with use of

generics. Dictionaries were used for mapping between data model properties and
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Fig. 4. Data object model representing units of measure management

relation attributes names. A double dispatch mechanism was used for appropri-
ate control flow in hierarchical object structure, and in fact is a base mechanism
for lazy data loading. As was mentioned before, data access layer creates and
fills with data taken from repository the top most data object. All internal ob-
jects are created as surrogates, and are used only for holding proper identity of
related records in database. When the first access to the property occurs, the
event is raised, signaling, that internal object has to be filled with real data. As
an example lets consider code excerpt from Waste data object:

public class Waste : BaseObject
{

protected Mine mine;
...
public Mine Mine
{

get
{
if (!mine.IsConstructed)
{

DataLoadingRequiredEventArgs e;

e = new DataLoadingRequiredEventArgs(mine);

mine = FireDataLoadingRequired<Mine>(e);
}

return mine;
}

set
{

mine = value;
}

}
...

}
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If Mine object is not constructed, an event is raised. To properly load the
data from the repository, it is not sufficient to know which object should be
constructed (Mine). The context of the object construction (the Mine object
contained inside Waste object) must be known also. To call appropriate loading
method, double dispatch mechanism is used. The event procedure just calls the
dispatch mechanism:

void obj_DataLoadingRequired(object sender, DataLoadingRequiredEventArgs e)
{

DataAccDispatcher disp = new DataAccDispatcher();

e.RequestedComponent = disp.Dispatch(sender, e.RequestedComponent);

e.Fulfilled = true;
}

In the Dispatch method, upon types of two objects – a component raising the
event and the object being constructed appropriate method responsible for data
loading is called:

internal BaseObject Dispatch(object sender, object p)
{

return DispatchSpec(sender as dynamic, p as dynamic);
}

private BaseObject DispatchSpec(object entity, object component)
{

throw new ArgumentException();
}

private BaseObject DispatchSpec(BaseObject entity, IList component)
{
...
}

private BaseObject DispatchSpec(BaseObject entity, List<double> component)
{
...
}

private BaseObject DispatchSpec(BaseObject entity, BaseObject component)
{
...
}

In the case ofWaste and Mine object, the last method is called, causingMine
object filling with data and using Waste object as a parent. If the list of data
objects should be created (representing e.g side ‘one’ in one to many relation)
the DispatchSpec(BaseObject entity, IList component) is called. The mechanism
proved to be reliable and efficient.
The components forming each layer are created using Class Factory design

pattern. All components are expected to run in server environment. The system
is currently tested by selected group of end users.

6 Conclusions

The concept of a new database system dedicated as a support for limitation of
mercury release to environment was presented. The system was designed using
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multilayer architecture, with Web based user interface. The object domain data
model has been presented as well as its mapping to relational database structure.
The selected software solutions were described. The developed system proved its
robustness during internal tests and is currently tested by group of selected end
users.
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Abstract. The greatest threat to the environment and aquatic life is an
uncontrolled fuel leakage, which is also extremely hazardous to health
and safety of people. Guaranteeing the reliability of a leak detection
system is probably the ultimate purpose of fuel management systems.
However, there are more problems that ought to be solved before or si-
multaneously with detecting possible outflows of fuel products. In this
paper we highlight major research opportunities consistent with wetstock
management and statistical inventory reconciliation. The main goal is
to outline thesis on the nature and impact of numerous phenomena on
the inventory reconciliation methods. Issues considered in this paper in-
clude but are not limited to sensor miscalibration, data acquisition, and
transmission problems as well as leak detection from both, tanks and
connected pipeline.

Keywords: Fuel leak detection · Sensor miscalibration · Petrol station ·
Inventory reconciliation · Statistical inventory reconciliation · Leak from
pipeline · Data science · Stream data warehouse

1 Introduction

Even a small inflow of liquid oil products or its water mixtures to the ground
or aquifers, can easily damage the ecosystem in a manner that cannot be com-
pletely reversed [6]. In the event of an uncontrolled outflow, fuel can travel
through underground rivers injuring the environment and aquatic life over a
wide area. Moreover, it can jeopardize health and safety of people by contami-
nating drinking water supplies or through risks arising from its highly flammable
nature. Therefore, to minimize the adverse effects of loss of containment, service
stations must comply with numerous legislations governing operation and main-
tenance of each and every element in a facility infrastructure [2,3,17]. With costly
clean-ups followed by legal penalties, the more accurate wetstock management
and leak detection systems are, the more profits can be made. Consequently,
earliest possible detection of fuel loss became central to successful storage and
distribution of liquid fuels.
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In modern service stations the problem of detecting an unaccounted fuel can
be handled by built-in monitoring wells or sensors. Although purely mechanical
solutions may indicate leak before any liquid enters the ecosystem [2], they are
not risk-free. Another solution to the problem is performing manual leak tests
periodically, which guarantee almost zero probability of leakage detection before
an uncontrolled outflow occurs. Moreover, manually derived data is relatively
imprecise due to human errors. Aforementioned approaches rely on mechanical
or testing methods, while it is feasible to provide an efficient wetstock man-
agement system by means of constant statistical analysis of delivery, storage,
and dispensing data. This base knowledge is a prerequisite for the inventory
reconciliation [17], which this paper will be concentrated on.

The detection of an unaccounted fuel is not a trivial task – apart from abnor-
mal fuel storage behaviours (e.g. leaks, sensors-related issues) there are several
factors that have to be taken into account. Natural phenomena like evaporation
or fuel thermal expansion may result in discrepancies between measured stock
and expected values, which do not necessarily indicate leakage. Furthermore, nu-
merous factors commonly overlap forming inventories of utterly complex data.
Profound knowledge of all phenomena nature and impact on mentioned datasets
is the key in distinguishing problems possibly resulting in disastrous effects from
ones induced by the natural fuel behaviour.

All vessels storing liquids and pipelines may suffer from an uncontrolled out-
flow. The problem of anomaly detection was raised by researchers in the context
of storage and distribution of liquids e.g. water, fuel, gas. In [15] classification
and inventory reconciliation techniques were applied to leak control, while in
[13] authors have used plastic optical fibre sensing. There is a group of pipe-leak
oriented solutions [7], where e.g. fault detection clustering [14], fuzzy system
classification [5], pattern recognition [20], support vector machine learning [4] or
a frequency response diagram [12] were used to detect and locate leakage.

The issues of storage and distribution of liquid fuels are key challenges both
from financial and environmental reasons. In this paper, anomaly detection chal-
lenges will be demonstrated with regard to operation of a petrol station infras-
tructure. However, the thesis and remarks in this paper can be easily transferred
to all types of liquid fuel storing and/or dispensing facilities. Works carried out
in this area are the subject of a project implemented by AIUT Ltd. in collab-
oration with the Institute of Theoretical and Applied Informatics of the Polish
Academy of Sciences. The project is founded by the Polish Council of the Na-
tional Centre for Research and Development within the DEMONSTRATOR+
program [1].

Service Station Infrastructure

Each petrol station consists of the same elements: fuel tanks, pumping and dis-
tributing utilities, and dispensers with nozzles. During normal operation, when
no malfunctions are considered, fuel is operating according to a following schema:
delivery – storing – pumping – dispensing.



542 M. Gorawski et al.

There are many types of connections between tanks and dispensers, more
specifically – between tanks and individual nozzles. The basic criterion for divi-
sion in accordance with [2] is how fuel is being pumped between infrastructure
components. Vacuum or pressure systems cause suction or injection of fuel into
the pipeline.

A pumping system, as well as the type of a storage, seemingly has no iden-
tifiable impact on inventory data. However, a pumping system reflects on the
amount of fuel drawn from the tank into connected pipework. While station in-
frastructure schema available for the software vendor consists only of details on
tanks and dispensers, length and configuration of pipework itself are not avail-
able. Therefore, piping should be considered a black box, with only inputs and
outputs known. As a consequence, approximation of the amount of fuel present
in piping is extremely difficult not only due to lack of aforementioned informa-
tion, but because of the fuel thermal expansion phenomenon changing product
volume, which was unknown from the very beginning.

Nevertheless, for a service station it is not always feasible to introduce modern,
mechanical methods of fuel loss detection [17]. The adaptation to comply with
legislations must be made without any changes to the petrol station infrastruc-
ture. Therefore, inventory reconciliation methods are popular alternative for the
most common storage systems with underground, single-skin tanks and piping.

2 Data Analysis and Mining

As it was stated in the introduction, for most petrol stations it is not feasible to
introduce modern, mechanical means of fuel management. Thus, measurements
of stored, delivered, and dispensed product must become basis for surely statisti-
cal analysis. In this scenario, two main sources of data can be distinguished: tanks
and dispensers, i.e. nozzles, which produce measurements carrying information
about stored and sold fuel respectively. As a consequence, data representing a
current state of mentioned facilities is commonly supplying a dedicated software
application by two types of data streams. Third type of inventory records rep-
resents the amount of delivered petroleum. However, deliveries can be detected
through analysis of tank volume – sudden and relatively large increase in value
may indicate a delivery. Thus, such inventories are not shared with a wetstock
management system vendor.

2.1 Tank Measurements

In modern stations Automatic Tank Gauges (ATG) [3] are increasingly used,
thus, basic information on stored fuel ought to be drawn from product height.
Then it is possible to transform measured fuel height to volume using an ap-
propriate function f :h → v, where h denotes height and v stands for volume.



Liquefied Petroleum Storage and Distribution Problems 543

Table 1. Simulated tank measurements

Timestamp TankId Fuel Volume Temperature Water Valume

2014-01-01 07:00:00 3 28358,8912789761 15 0

2014-01-01 07:00:00 4 37536,4535629835 15 0

2014-01-01 07:05:00 1 9129,33206202403 15 0

2014-01-01 07:05:00 2 18850,602708773 15 0

2014-01-01 07:05:00 3 28309,2665066639 15 0

The function is called calibration curve and it strongly depends on a shape and
position of a particular tank and may change over time due to tank malforma-
tions. Therefore, from the analysis point of view, more unified data lies in the
volume values.

The simulated measurements presented in Table 1 contain inventory data
from four tanks. Fuel height was omitted in presentation, but temperature and
water volume were taken into account. Obviously water presence in A tank is not
desirable; therefore, commonly there are additional water level probes installed
in tanks. Measuring water level is based on differences in liquids density. For
simulation purposes a reference temperature of 15 Celsius degrees was used.

2.2 Nozzle Measurements

Records of dispensed product are represented mainly by the volume measure-
ments with regard to a specific type of product, tank, and nozzles. Unlike in case
of tanks, nozzle measurements made at a given moment of time are not simple
to define. It has to be distinguished that values can be expressed as summarized
volume of fuel dispensed through a nozzle (i.e. total counter) or information
regarding current transaction only (i.e. transaction counter). Table 2 presents
records obtained from the same simulation as mentioned in the previous section.

Table 2. Simulated nozzle measurements

Timestamp NozzleId TankId Transaction Counter Total Counter

2014-01-01 07:02:00 24 4 0 207,638426564652

2014-01-01 07:03:00 13 1 0 223,688673885022

2014-01-01 07:03:00 14 2 0 64,6584545488741

2014-01-01 07:03:00 15 3 12,4583333333333 60,0984271005254

2014-01-01 07:03:00 16 4 0 132,636625676526

2.3 Inventory Reconciliation

The single measurement in terms of fuel station management are not reliable
sources of information. Only when a greater dataset is created, complex trends
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and phenomena may be identified. As a consequence, measurements are aggre-
gated over fixed time windows and each represent the total amount of stored,
dispensed or delivered fuel within single time period.

In best case scenario, fuel volumes associated with current stock and pur-
chased volume are equal. Unfortunately, it is purely hypothetical situation that
serves as a reference for real data analysis. Achieving the balance between de-
livered and sold fuel can be handled by means of the inventory reconciliation
techniques [17,18,19]. It can be performed monthly, daily or every few minutes,
where each mode designates an adequate aggregation time. In literature the
result of the inventory reconciliation is called variance or error [15,17,18]:

V ar = Vs − Vp − Vd (1)

where Vs stands for the volume of sold product and Vp for the volume of fuel
pumped from the tank during sale transactions. The last symbol, Vd, represents
delivered fuel, i.e. the amount of product poured into the tank during a delivery.
In such case, when delivery occurs the volume of fuel pumped out from the tank
is less than 0. In the ideal scenario variance equals 0.

The value of a single error represents state of a service station in a given period
of time. Long term analysis requires unified presentation of summarized variance
values, which is served by a cumulative variance (CV). The CV is the basis for
detecting many problems, e.g. sensors miscalibration and leakage. Analysis of a
single phenomenon occurrence has to be held under the assumption that other
are absent. Specific problems will be described later in this paper.

3 Sensor-Related Issues

The accuracy of measuring devices affects measurement correctness and, as a
consequence, quality of data. Each petrol station is equipped with a massive
range of sensors, which can produce corrupted datasets which are subsequently
processed giving invalid results, e.g. in reconciliation. In this section we will focus
primarily on the volume sensors installed in tanks and dispensers.

Tank Sensors Miscalibration. The visible symptom of the fuel sensors mis-
calibration is either over- or underevaluation of real fuel volume which in con-
sequence leads to emergence of virtual surpluses or leaks. Moreover, situation is
further complicated by a partial distortion of the calibration curve. The curve
usually changes only in some particular segments, thus causing the height-to-
volume transformation incorrect only within certain ranges. Therefore, the result
of reconciliation may be correct only in some volume ranges.

An original form of the calibration curve is created during an initial tank
calibration – starting with an empty tank, the tank is successively filled with
exactly known amounts (volumes) of fuel and every time product height is being
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measured with a dipstick or an ATG. While manual measurements made with
a dipstick is performed by a petrol station worker, accuracy is vulnerable to a
human error. Moreover, during the initial calibration the tank should not be
used for any other purpose than the calibration. Later, when tank position or
shape changes, it is essential to perform the recalibration without pausing any
system – preferably by relying solely on data and software solutions.

As described in the previous sections, reconciliation of a tight and well-
calibrated tank should result in an error equal to 0. When the probability of
any leakage is known to be 0 too, it is possible to utilize the CV (cumulative
variance) [15,17,18] as a calibration quality criterion.

Nozzle Sensors Miscalibration. Measurements of dispensed fuel are made on
the dispensers site, thus, the amount of sold product is expressed in volume for
each nozzle separately. Unlike with tanks, where height is a basic criterion, we
can omit the height-to-volume transformation as well as recalculation of calibra-
tion curve. However, measuring devices installed in nozzles, i.e. fuel-flow sensors,
can also introduce errors to measurements. Generally sensors placed in nozzles
ought to be calibrated every six months to assure measurements correctness.
Practice shows that, mostly due to financial reasons, it is performed less fre-
quently or only when major problems occur. Nozzle sensor miscalibration may
lead to misrepresentation of returned volume values. In order to eliminate that
pejorative impact a calibration coefficient is included in all calculations involv-
ing sold fuel volume. Usually it is a factor that the volume value is multiplied
by. The calibration coefficient must be calculated for each nozzle separately and
should be actualized, while sensor miscalibration may worsen with time.

A Probe Hang. Another issue is mechanical suspension of a probe floating on a
fuel surface. In such condition, the fuel probe can be located either below or above
the fuel level. In terms of data analysis, it results in production of invariable
measurements, even when stored fuel volume is changing due to deliveries or
sales. When reconciliated, such data creates virtual surplus – despite the normal
sale, measurement from probes shows that fuel level tends to remain constant.

A Fuel Thermal Expansion. A natural factor complicating data analysis is
a temperature. Given the same mass of stored fuel, its volume may differ due
to temperature discrepancies. With the rise of a fuel temperature, the volume
increases, thus, comparison of fuel volumes in different locations or time pe-
riods must be associated with a temperature compensation. A fuel expansion
phenomenon is even more significant when liquids are mixing during a delivery
– the product temperature changes rapidly before it compensates. The ther-
mal expansion should also be considered in accordance with seasonal weather
changes.



546 M. Gorawski et al.

4 Leak Detection

According to norms [2] and [3] five classes of leak prevention systems can be
distinguished, where each concerns leaks from tanks and connected piping. Solu-
tions consistent with classes from I to III and V use physical devices and a special
infrastructure to detect anomalies consistent with an uncontrolled fuel outflow,
whereas class IV systems rely sorely on the data analysis. That is why in older
petrol stations sensors are used only to gather data during normal operation
and adequate statistical methods are detecting leak-related incidents. Although
our primary focus is set on class IV systems, as most petrol stations cannot be
enhanced by an automatic leak detection, remarks on the leakage nature are
present for any means of wetstock control.

Leaks from Tank and Piping. The difference between an outflow from a
tank and a leak from the connected pipework is not only based on the physical
localization of the leak, but it is also noticeable in the datasets collected from
the station. When a leak from a tank is considered, the measured fuel volume
decreases gradually during the whole time frame the leak was presented. A leak
from piping results in an observable loss only in fuel sale intervals – such oper-
ation involves pumping and thus the fuel is present in the pipeline only when
sale transactions occur.

Fig. 1. Cumulative variance for leak introduced to the tank

Figure 1 presents a cumulative variance chart for a well-calibrated tank with
a tightness problem. A leak of 5 litres per hour was introduced on the 2nd of Jan-
uary and was present till the very end of the simulation. The cumulative variance
chart is constant until that specified day, after which linear decrease in value is
observed. In inventory reconciliation techniques negative balance between sold,
dispensed, and delivered fuel may indicate leakage.

Leaks from piping are more difficult to detect – fuel loss is observable only
when product is being sold. Therefore, on Figure 2 from the 3rd of January,
when leak (5 liters per hour) was applied, decrease in value is observable but it
is not linear. Periods when cumulative variance is stable are consistent with no
fuel being dispensed from connected tank, while decreasing trend denotes fuel
loss during dispensing.
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Fig. 2. Cumulative variance for leak from pipeline

More importantly, when intensity of customer arrivals is relatively low, leak
from pipeline can remain undetected for a longer period of time. Moreover, even if
such leakage is detected, it is not possible to specify its exact location. Structure
and length of connected pipework is unknown, therefore with only statistical
data it can be only indicated whether it occurs or not.

The other criterion of leak division is associated with an intensity of a leak.
Two cases can be distinguished: constant and variable leaks. The former occurs
when a leak rate is constant over time, while the latter is characterized by a
variable rate. Usually it is a decreasing function of fuel volume as the amount
of fuel stored in a tank has a direct impact on the pressure causing a leak. It is
worth noticing that leaks with variable rate can only occur in tank because in
pipes there is a constant pressure forced by a pump.

5 Data Acquisition and Transmission Problems

Besides previously mentioned problems, associated with different phenomena
and anomalies that can occur on petrol stations, data can be affected with variety
of distortions and malformations created during transmission or acquisition of
the data. Most common issues of that type, which increase analysis complexity,
are:

– missing data,
– data anachronism,
– data corruption.

Aforementioned issues are consequences of linking data sources with proper
outputs through a transmission medium. In addition, all devices that generate
data can also suffer from various disorders and produce corrupted data.

The first problem to consider is lack of certain data packages, which can be
caused by sensor-related or networking issues. Such phenomenon can be quite
effortlessly repaired, using interpolation techniques. It is applicable only when
the missing part of data is relatively small.

The next problem is consistent with data packets being sent via multiple
channels. It is possible for some of these packages to experience serious delays
whereas the other (transmitted via a different channel) are delivered on time.
This leads to a data anachronism. To neutralize potentially unsafe effects of this
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anomaly, two different approaches can be considered: wrong measurements can
be rejected or input module can wait for a certain time interval to ensure that
all delayed data has arrived. In the second method all measurements suffer delay
equal to this interval.

The last phenomenon described in this section is data corruption. Due to dif-
ferent disturbances some bits of particular data packages can be changed causing
malformation of the whole measurement. It can happen either on the data source
site or during transmission. Nevertheless, wetstock management systems must
be able to detect corrupted data and exclude it from its computations while they
can violate further results significantly.

6 Proposed Solution’s Architecture

The data from fuel stations are usually collected every few seconds and their
amount depends on the number of tanks and nozzles. Complex wetstock anal-
ysis is often performed on data gathered from many stations at once, even the
whole country area can be potentially considered. The stream nature [9,16] of
fuel station data sources implies requirement of special tools capable of native
processing of data streams. In terms of wetstock management following features
are the most important when managing the stream source data:

– real-time processing – analysis oriented on the detection of mentioned storage
and distribution problems ought to be performed as fast as possible for
environmental and financial reasons,

– the ability to process large data sets – storing historical data along with
relatively high frequency of generation; however, causes fast growth of size,
it enables to perform advanced analysis concerning already determined issues
as well as detecting periodic, subtle procedures, e.g. theft during deliveries,

– handling data sources located within a large geographical area – collecting
data streams from a distributed measurement system [11],

– quick access to data – an accurate analysis may require data from any of
time periods and on different aggregation levels.

When big datasets and complex analysis are considered, a Data Warehouse
system is an obvious choice. Therefore, we propose stream-dedicated solution –
Stream Data Warehouse (StrDW) [8,10]. An architecture of this specific system
fully satisfies aforementioned requirements and adds many features supporting
processing and maintaining of stream data, e.g. a stream ETL [8], a specialized
processing engine StrSOLAP. Moreover, data streams supplied by the service
station sensors have to be stored in a specialized data structure adapted to
their continuous arrival specification. An StrMAL [10] engine is intended for
fast access to current and historical data with regard to a selected aggregation
level. This has a significant importance during data analysis involving trend and
feature mining, as in the leak detection case.
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7 Summary

Data discrepancies presented in the fuel volume inventories may be an indication
of serious problems. Possible disastrous effects of issues highlighted in this paper
can cause variety of economical and environmental losses. Discussed phenomena
have either direct or indirect influence on the quality of data. The situation is
further complicated by the fact that these factors are frequently independent
from each other and may overlap. Therefore, the biggest challenge is the deter-
mination of problems source by a proper classification of the mentioned data
discrepancies nature.

In this paper variety of research areas were discussed, i.e. tank and nozzles
miscalibration, fuel probe hang, the thermal expansion impact on the volume
measurements, the calibration curve malformation, leak detection as well as de-
termination of water occurrence in a tank. The nature of each phenomena was
presented with possible impact on the inventory reconciliation. This paper serves
a purpose of a state-of-art support, while presented pool of knowledge is a very
basis for successful management of storage and distribution of variety of liquids,
especially fuels. To the best of our knowledge, there is no commercial solution
providing unified environment for wetstock management with leakage detection
and complex trend analysis that links current and historical data. Our future
goal is to provide such unified system in a form of the Stream Data Warehouse
with highly specified decision support and reporting services.
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Abstract. The aim of this article is to present an analysis of the im-
pact of ERP-APS-MES systems integration on decision-making process
in the manufacturing company of global nature. As a part of the arti-
cle the flow of data in the integrated ERP, APS, and MES systems and
including of these data in Business Intelligence systems were analyzed.
Two types of BI systems have been considered, the first classic, based on
the search technologies and processing of OLAP data, the second type
are the systems of “In-Memory” class. There has been also described
the impact of ERP APS and MES systems integration, on the efficiency
of business management at all levels: strategic, tactical and operational.
The approach proposed by the authors aims to improve significantly the
reliability of data. As a consequence this will reduce the risk of erroneous
data used in planning and evaluation of implementation processes. Ac-
cording to the authors the integration of these systems will significantly
increase the effectiveness of management in the manufacturing company.

Keywords: ERP · APS · MES · Business Intelligence · Decision Making
Process · Integration of systems · Information system

1 Introduction

Due to the increasing market demands, the basis of manufacturing companies
thrive is their ability to efficient and effective management. In order to in-
crease competitiveness, continuous analysis and optimization of processes at the
strategic, tactical and operational levels is required. It is extremely important
that the data were collected in real time. Furthermore, an important factor is
the way of data processing, i.e. an efficient extraction of reliable knowledge of
the collected data. Such management methods require adequate support sys-
tems. Strategic management support systems are ERP systems [12], which are
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designed for detailed calculation and monitoring costs across the enterprise and
have modules for management reporting (Business Intelligence), or very often
are integrated with external BI tools. The disadvantage of these systems is the
manual reporting of data from the production, which may interfere with the
analysis. For this reason, these systems need to be supplemented in the area of
improving the efficiency of production, to ensure the stability and security of
supply and quality of production. Thus, in order to support the implementation
of the strategy in large manufacturing companies, there should be introduced
the integration of ERP-level system with systems that include its functional-
ity, implementation planning and execution of production, APS and MES-level
systems.

The aim of this article is to present the idea of the use of integrated ERP, APS
and MES systems to automatic reporting of data from production, which will
improve the accuracy of automatic analysis in Business Intelligence module. As
part of the article the flow of information between the integrated ERP-APS-MES
systems were analyzed. The article analyzes the impact of automatic download-
ing of reliable data in real-time from the integrated ERP-APS-MES systems to
report in BI systems. This approach will allow to conduct accurate analysis and
to raise the effectiveness of the strategy described by Balanced Score Card. This
paper is a continuation of the work presented in [4,5].

2 Company Management

Enterprise management, especially manufacturing, requires planning and decision-
making at many levels. Due to the increasing market demands, continual analysis
and optimization of processes at the strategic, tactical and operational levels is
required. It is important that decisions are taken on the basis of reliable data,
preferably collected in real time. Such methods require the support of manage-
ment information systems. To management at the strategic level initially used
methods concerned mainly plans for the budget of the company and allowed
only for short-term planning cycles (annual). These methods were based on data
on the tangible assets of the company, depreciating impact on the value of in-
tangible assets of the enterprise. Recognizing the importance of intangible assets
in strategic planning methods have been developed, taking into account not
yet taken into account factors (eg. a employees skills development and building
relationships with the customer).

One of the tools supporting this approach to management is developed by
Harvard Business School and is called balanced scorecard [10]. Its main aim is
to look at all the resources in the company (human resources, business units,
the management, information technology, budget and investment) through the
prism of the strategy. Set targets should take account of the current state of the
company’s resources, at the same time defining the appropriate management of
these resources in order to implement the strategy. The essence of the Balanced
Scorecard is the presentation and analysis of the achievements of the company
simultaneously in four perspectives: Financial (including revenue growth, prof-
itability and risk from the point of view of shareholders), Client (improving
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the quality of customer service and creating value of products and services),
Internal Processes (management and optimization of business and production
processes in order to raise the value of the company in terms of customers and
shareholders), Learning and growth (creating a culture leading to the creation of
innovation, development of employee competencies and implementation of opti-
mization initiatives). As part of the balanced scorecard strategy maps templates
have been developed for companies operating in different business models and
providing various types of products and services for the four strategies: Low
Total Cost, Product Leadership, Complete Customer Solutions and Lock-in [9].

The directions of the company set out in the strategic plan determine an action
plan at the tactical level and consequently determine the tasks to be performed
at the operational level. On the basis of a long-term strategic plan objectives,
tactical plans of the company, including a period of 2-3 years on average, are
built. Tactical plans based on a certain amount of different types of required
resources (human, material, financial) and the desired deadlines determine how
to implement. Whereas on the basis of tactical plans are developed operational
plans. For the purposes of the business plan objectives specific tasks to carry out
are determined. In turn, to achieve the strategic objectives there is a necessity of
the appropriate implementation of tactical plans, and operational activities for
specific business units, teams and even individual employees. In addition, it is
necessary to provide employees with knowledge on the impact of their work on
the implementation of strategic objectives and the implementation of processes
of continuous strategy updating based on experience from the performance of
current tasks. The proper use of resources which the company possess, a good
tactical decision making and well thought-out operational movements thanks to
which the proper tasks will be carried out in a proper time affect the ultimate
success of strategic plans. It is therefore necessary at every stage of reliable and
up to date knowledge, what provides the proposed ERP-MES-APS integration.

3 Supporting the Company Management Processes with
Information Systems

Supporting processes with information systems is extremely important because
of the ability to perform effectively current task and develop the company. On
the market there are many different classes of such systems and smaller, usu-
ally specialized dedicated applications. Depending on the scope of implemented
functionality we divide them into systems of different class. In the manufactur-
ing companies IT support is provided mostly by the systems of ERP, APS, MES
class. Standards of these systems have been developed in [1,7,13] and the article
uses the standard definitions and concepts. It is worth remembering that the
particular systems are based on these standards, but they include additional
functionalities to increase their competitiveness in the market for this type of
software and they use their specific vocabulary.
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Enterprise Resource Planning systems are the largest and most advanced
group of systems supporting the management. All company data are stored
and processed in one database with appropriately controlled access. The most
important areas of business activities such as distribution and logistics are sup-
ported. Some of the larger ERP systems have the functionality for planning, but
use besides the MRP method simple methods of scheduling.

Advanced Planning and Scheduling Systems contain the functions of planning
and short-term scheduling, using advanced algorithms, which are often lacking in
ERP systems. APS systems generate optimal (suboptimal) plans and schedules
taking into account the operational capabilities of the company and the avail-
ability of materials while considering business objectives. In some systems, apart
from schedule creation on the basis of known limitations it is possible to create
schedules taking into account different criteria (e.g. not only time but also a cost
criterion) [6]. APS in comparison to ERP have more analytical capabilities, use
algorithms based on linear programming, and genetic algorithms.

The basic tasks of the Manufacturing Execution System is the production
process management and reporting the current status of orders in real-time.
Efficient and effective management of the production process is carried out in
this system, based on accurate and currant production coming from control
systems and data acquisition systems.

Business Intelligence systems allow to create multi-dimensional analysis and
are an important tool for managers and specialists in making business decisions
and strategy of the company. Visualization of data and reports in the form of
management dashboards allows to avoid viewing large amounts of data, rapid
signaling in case of adverse events and presentation customized according to the
needs of the business user.In each company data are collected in different infor-
mation systems (ERP, CRM, SCM, Excel, Access files, or e-mail), which is a
consequence of the intensive development of information technologies. Transac-
tional systems to support daily business activities are made in different technolo-
gies and are not with them related in any way. Currently, BI systems are divided
into two classes [2]: classic systems based on OLAP data processing technolo-
gies and the Class “In-Memory” systems. Classical solutions using OLAP are
based on a data warehouse, which stores all the information needed to carry out
multi-dimensional analysis of management. The data from transactional systems
are subject to downloading, transformation and loading into a properly designed
data warehouse. The data can then be visualized in presentation systems or ad-
vanced mechanisms are used for data mining and visualize the processed data.
“In-Memory” systems allows to process data in memory of personal computers.
There is no need to place into the workstations memory of all data from all over
the enterprise. Sufficient are only source data of the areas of interest of individu-
als, eg. sales, inventory, customers, etc. Choosing BI system class depends on the
purpose of the system, the number and location of users, infrastructure, business
processes, organization, and the quantity and quality of the source data.
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4 Analysis of Impact of Commonly Found Integration
Scenarios on BI

In the recent period in the leading ERP systems the Balanced Scorecard appli-
cation has been implemented as one of the modules of Business Intelligence [8].
This application supports the implementation of the concept in corporate strat-
egy in the framework of the Balanced Scorecard methodology and its dissemina-
tion throughout the enterprise. In addition, apart from the financial factors that
have been the genesis of the action of ERP so far, the management has an access
to the indicators showing the state of customer service, internal processes and
the skill level of employees. Moreover, there is the possibility of simultaneous
presentation of strategies and indicators what facilitate analysis of the impact of
specific projects and activities on the company’s performance in the long term.

The concept of BI systems development assumes the simplification of the
analitical software service, so as to eliminate the human factor in decision-making
is largely replacing employees with expertise knowledge. Implementation of such
a comprehensive BI approach is a multistep process consisting of [8]: Step 1 -
reporting from production systems (operating) and statistics; Step 2 - inquiries
processing OLAP and data mining; Step 3 - Business Intelligence packages and
analytic applications; Step 4 - automation of decision-making processes; Step 5
- automation of “smart” process.

Innovative companies are currently using the tools defined in step 3 and 4.
According to the authors disadvantage of these tools is the lack of reliability
of the data collected in step 1. For example, the lack of efficient scheduling of
tasks has a negative impact on the level of utilization of the existing machine
park. The lack of automatic tracking of workload tasks may adversely affect the
impossibility of determining the real time of delivery. These problems can be
eliminated when the manufacturing company at the same time complies with
the integration of the three ERP, APS, and MES systems.

In the manufacturing companies common ones are systems integration in
pairs: ERP with MES systems [3], as well as ERP with the systems of APS
class. It is unlikely to meet cooperation between MES and APS [11]. Even if
there are all three systems in the company, according to the authors the flow of
information is wrongly overlooked from the MES system to APS whereas APS
system data are usually transmitted to the MES through ERP (for example as
production orders scheduled for implementation).

In the ERP systems planning and scheduling tools of production (CRP, RRP,
MPS) are based on methods that use stepper procedures. In developed produc-
tion orders planned material availability and known limitations of production
capacity are taken into consideration. This approach is simple and can be used
in the case of a stable demand for the products of the company. However it
is not enough in complex planning situations. In order to solve these problems
ERP system integration with the APS is applied, which generates plans and
production schedules based on required data from the ERP system using more
sophisticated methods and algorithms to optimize production [14]. The figure
(Fig. 1) presents an example of planning process using the ERP system. In this
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Fig. 1. An example of the planning process in the ERP

case, on the basis of information from the sales and forecasts the information
about the demand is collected and the demand plan is created. This plan is of-
ten created in a spreadsheet instead of in the ERP system and transmitted (eg.
sent by e-mail) to the planning department. Then, based on the priorities from
sales department, inventory data from the ERP system and conversation with
the production department on the possible execution time the production plan
in the planning department is created. This plan is sent to the production man-
ager. Then, based on the knowledge of ongoing assignments and discussions with
masters and production leaders a detailed task instruction is prepared to com-
plete for manufacturing cells. Cards are printed and quantity of work performed
is reported by filling out timesheets manually and sending it to the master after
the end of the shift. Then the data are entered into the ERP system. Thus,
using only basic modules of the ERP causes that information between sales and
orders, planning and production are transferred with the delay on paper sheets
or using spreadsheets. Similarly, the reporting process from production is per-
formed. However, in manufacturing companies, there is a need for the automatic
exchange of these and many different kinds of information. The significant prob-
lem in the case of using only an ERP system is the lack of reliability of data
caused by the fact that a lot of important data on the level of production is
transferred and reported by employees in a manual way, after some time. For
example, from the ERP system in manual way (in the form of paper timesheets)
the detailed information on the work schedule is transmitted to the line work-
ers (operators). In addition, feedback on the progress of implementation of the
order is completed by operators card once per shift or once a day, and then
manually entered into the ERP system. Then often delay in reporting generates
subsequent delays in the delivery of the product to the customer. An additional
disadvantage of the ERP system in the company’s independent operation, are
deficiencies in access to real-time information on the operational level, ie. in the
management and execution processes of production. These deficiencies translate
into a negative impact on strategic objectives. The solution to information flow
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delay issues in the flow of information and errors in data entry is ERP system
integration with MES system, which monitors production in real time.

In this integration scenario in which systems of ERP class are integrated only
with APS class systems, scheduling production orders is significantly hampered
by the lack of accurate information on the current status of the work centers
and their load, and the current state of operational production warehouses. Most
often this data is updated daily or weekly during manual inventory. In addition,
after the execution of the allocation of tasks to particular working outlets APS
system does not get real time information about the progress of ongoing work,
failures and stoppages and shortages of materials. This information must be
refilled manually by workers directly in the APS system or indirectly in the
ERP system. Then usually the rebuilding of schedule can be started manually
by the decision of the planner.

In case of the systems integration of ERP and MES systems the key role in the
planning process plays experience and knowledge of a planner. Giving priorities
to the orders and assigning them to specific workstations depends on him. In
such scenario, it is very difficult to integrate multi-criteria analysis, simulation
and optimization of the schedule according to the selected output variables.
Technologist should have the tools for the development of many concepts and
options of designed products, performing a detailed analysis of these models and
data preparation for the technical preparation of production, so that on these
basis the planner could create full production orders, optimal production plan
and schedule execution and coordinator supervise time delivery.

To improve efficiency of the production process, operators should automati-
cally receive information about execution of current tasks on the visual panels at
the workstations. Planners should automatically receive the necessary informa-
tion for effective planning of the availability of the machinery, breakdowns and
stoppages, availability of materials in manufacturing warehouses, and current
state of execution. In addition, planners could get real information about the
workload and cost of each operation. Sales staff could have real-time informa-
tion on the status of orders placed for production and verify potential threat of
failure to meet the delivery deadlines. The authors believe that this will happen
if you use the simultaneous integration of all three ERP-APS-MES systems in-
stead pair integration. In summary, the current approach can cause that for the
automation of analysis and decision-making processes (step 3 and 4) incorrect
assumptions are accepted. According to the authors, it is possible to achieve
greater efficiency of BI tools and thereby improving the implementation of the
strategy through the use of ERP-APS-MES systems integration.

5 Idea of ERP-APS-MES Integration in Manufacturing
Company

Integration of information systems in a manufacturing company is not an easy
task, both for technical reasons, as well as functional. Technical problems may
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include the diversity of network standards and communication protocols and in-
terfaces between applications and databases. We can speak about the methods
of solving them only in the specific case of integration, where the systems and
environment in which they are going to operate are already defined. In contrast
to functional problems first of all belong an appropriate combination of modules
integrated applications, and optimal selection of messages sent between systems.
Their solution is usually at the implementation stage and causes a significant and
costly modifications. The integration of these systems in terms of functionality
will look significantly different depending on the type of production company.
The integration of ERP-MES APS systems in independent factories and fac-
tories with distributed networks of production resources will look differently,
not to mention the development of solutions tailored to the unique production
engineering processes within various manufacturing industries.

For these reasons, the authors in this section present a general scenario of
ERP APS-MES systems integration which are in accordance with functional
standards of data systems and the impact of this solution on the functioning
of BI systems. This scenario is only a sketch to develop optimal integration
scenarios taking into account the needs of specific companies.

5.1 Integration Scenario of ERP, APS, and MES Systems

In the case of the ERP-APS-MES integration systems much information can
be transferred automatically. The figure (Fig. 2) shows examples of messages
exchanged between specific modules of ERP-APS-MES integration systems.

Automatic download from ERP and MES systems of information set required
to calculate the schedule causes that the plans created in the APS system are
based on reliable and currant data and not planned data, often entered with er-
rors. The production schedule is created based on the information on the demand
for orders from the main production plan, the planned availability and cost of
material and human resources, information about the current financial capabil-
ities from the ERP system and the current information on the status of work
in progress from the MES system. Choosing and confirming a specific timetable
by plannist causes automatic transformation into specific job (task) production
and display them on the panels (MES interface) on the working cells. Then MES
integration system with programmable controllers of the machines causes auto-
matic track of order execution and recording of all emergency events, stoppages,
shortages of raw materials and lack of quality of manufactured products, which
may affect the postponement of the completion of the order. Moreover, based on
these data, you can take immediate intervention actions involving the creation
of a new schedule by the APS system and/or negotiations with the customer in
order to decide jointly on the date of execution of the order. On the other hand,
after the completion of the order immediately logistics and sales department
will be informed from the MES system and can realize the shipment to the cus-
tomer. Moreover, in the MES system are continuously recorded (and updated in
the ERP system) all consumptions and material movements on production and,
in addition, important from the perspective of financial management module,
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Fig. 2. Examples of messages exchanged between ERP, APS, MES based on [4]

the amount of generated waste. The ERP system receives from the MES sys-
tem also real data on production costs (ie. the cost of materials, waste, energy
and the media, human resources) in real time, allowing you to control the cur-
rent profitability in the context of specific contracts, product groups, groups of
machines or human teams. Furthermore, automatically reported progress of indi-
vidual employees enable fast and reliable settlement in HR and payroll module.
In addition, the integration of ERP-MES-APS systems allows to send automat-
ically technological recipes to production lines with specific control instructions
eliminating the possibility of errors during pre-production. The figure (Fig. 3)
presents an example of planning process using the ERP-APS-MES.

Integration of all three systems at the same time has a big impact on the
quality of analysis BI systems. Firstly, automatically downloaded directly from
the control systems in real-time detailed data from the production can be used
for current analysis in “In-Memory” systems, supporting management at the op-
erational level. Integration is a save of time required for preparation of analyzes.
Data can be processed and analyzed without delay. Secondly, automatically col-
lected data are more reliable, and thus prepared analysis are more accurate.
This applies both simple current reports as well as more complex analyzes per-
formed on the basis of data collected in the data warehouse. It should be note
that in addition to data from the integrated ERP-MES-APS systems data col-
lected in the warehouse can come from other sources, eg. from the Internet.
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Fig. 3. An example of the planning process in the ERP-APS-MES systems integration

Moreover, in the case of integration would be needed less workload associated
with ETL processes, because integration forces prior arrangement types and
data formats. As a consequence integration can be a source of consistent input
to support systems and automation decisions.

5.2 Idea of Systems Integration in Furniture Manufacturing

To illustrate the proposed idea of all three systems integration in this section
we present our analysis of the support mattresses production problem in furni-
ture manufacturing. Currently, ERP system - IFS Application is applied in this
manufacturing company and integration with APS-MES i.e. Wonderware MES
(with custom production order scheduling) system is planned.

The mattress is a final product of the production process. It consists of foam
block, bonnel springs, frame and mattress cover. This production is performed
in batches. To produce mattress the foam should be properly cut, bonnel springs
should be prepared, frame should be made earlier. These semi-finished products
are assembled together. Then the core mattress is encased by cover and final
product is packed in foil. Because of a foam cutting, the springs and frames
fabrication processes are independent, and for that reason they can be executed
in parallel.

To illustrate the idea of ERP-APS-MES systems integration and its benefits
we limit our example to a part of the production e.i. mattresses foam templates
preparation. Currently, main process phases consist of the following ones: 1.
Foam long-blocks cutting with result: foam short-blocks, 2. Foam Short-blocks
warehouse placement, 3. Foam Short-blocks dispatching to detailed cutting, 4.
Detailed cutting of short-blocks into individualized foam templates (according
to mattresses specification). Sample visualization of the information flow in con-
junction with production process is presented in the figure (Fig. 4).
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Fig. 4. An example of the flow of information in the mattress production without
ERP-APS-MES integration

As a result of the analysis carried out in has been evaluated company that
the total production efficiency losses are estimated at approximately 20%. This
includes 10% of problems with raw materials. It result from the fact that:

– raw materials (foam short blocks) do not arrive on time to an operator of
cutting foam machine. This is due to the fact that the demand for short
block (a specific type, quantity, required delivery date) is transmitted from
the operator of cutting foam machine to a forklift operator on the paper and
with delay. The forklift operator, providing the foam block, has no current
information about where, when and what type of the raw materials/semi-
finished products should be delivered to the production line. It is a logistical
problem.

– there is a large amount of waste after the foam cutting in some types of
products. This waste is not processed, but it could be used with a profit
(e.g., some pieces of the waste foam can be used for other production orders).
The IFS Application reports only an indication of the percentage of waste,
but there is no detailed information about which types of products, which
machines or which operators generate the greatest amount of waste. This is
a quality problem.
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The authors propose to apply the full integration of the threeIFS Application -
Wonderware MES with AP systems. We focus here on the logistic problem. As
a result of the systems integration the following flow of information should be
taken into account:

– Wonderware MES (with APS) gets information from IFS about the planned
production orders on a given date

– in Wonderware MES (with APS) the priorities of the order will be assigned,
the order will be split into a suborders and transferred to the operator ter-
minals on specific machines. Thereby an operator knows immediately what
to do

– after downloading the foam short blocks from the warehouse, a forklift op-
erator will scan bar code block and information about it will be recorded
in the storage module MES. At the same time it will be synchronized as a
storage transaction in the ERP (IFS) system

– through(thanks to) the information on the terminal, the foam blocks will go
immediately to the correct cutting position (machine)

– after the order execution, the operator will save this fact on a control panel
(in MES) and information about order completion will be synchronized on-
line with the ERP system as the completed production order - if the quality
lacks occurs, such information shall be reported in the MES and included in
the APS. Then APS has the ability to modify the scheduling of production.
Moreover this information is synchronized with the IFS system that can
generate a request to the supplier for additional resources (because of a
super standard of the quality lack number).

According to the authors, among others, the improvements in the area of lo-
gistics (i.e., current information about the state of the short blocks magazine,
including the costs of materials) and in the production area (i.e., production
schedule optimization in the APS, covering the current information about lack
of quality or the machine failure and the ability to take into account the addi-
tional operations on the same day) are the expected profit from the integration
ERP-APS-MES. In addition, such a flow of information allows in the Business
Intelligence analyzing in real time the exact time of the individual production
orders implementation. The authors believe that it is needed to calculate the
actual level of machine utilization and cost-effectiveness of production orders.
Moreover, the current BI analysis for the amount of the defects occurrence on
the change and comparing it with existing trends may lead to a decision to stop
the cutting machine and overshoot its parameters. Such information on the un-
availability of the machine can be sent to the APS and the current production
schedule may be modified (for the next day or the next shift). Systems integra-
tion presented in the furniture manufacturing is planned and in the future it will
be possible to investigate the improvement of production efficiency.
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6 Expected Business and Management Effects of
ERP-APS-MES Systems Integration

Each of the ERP, APS, and MES systems working independently affect the
achievement of the objectives established in different strategic perspectives. Each
of these systems due to their specialization and available functions supports the
strategic perspective only to a limited extent. Lack of access to information on
the operational level, ie. in the management and implementation processes of
production translates into a negative impact on strategic objectives. For exam-
ple, the lack of effective task scheduling has a negative impact on the level of
use of existing machinery (internal processes perspective). Lack of automatic
tracking of workload tasks may adversely affect the impossibility of determining
the real time of delivery (customer perspective). In addition, the lack of con-
trol of the material consumption may adversely affect the margin earned on the
product or product line (internal processes perspective).

Integration of ERP-APS-MES systems has an immediate and undeniable im-
pact on operating the business. Operational business benefits of integration is
to shorten the duration of the whole process of production (Lead Time), as well
as fast access to reliable information, which become the basis for decision mak-
ing (Expected Value of Information). By integrating ERP-APS-MES systems
there will be possibility to provide, apart from improving operational and tac-
tical, comprehensive support for all strategic perspectives. Automation of busi-
ness processes in manufacturing companies assisted by the action of integrated
ERP-APS-MES systems leads to-time optimization executed operations and the
reduction of production costs, improve reliability and punctuality in business,
and that translates into better financial result, a better image to customers and
increase goodwill in the eyes of shareholders.

In addition, worth emphasizing is the fact of impact of ERP-APS-MES sys-
tems integration on the effectiveness of BI systems. Companies which would
introduce this integration can not only minimize the time of the preparation of
reports, but are provided with reliable data. Reports prepared on the basis of
data collected automatically instead of manually reporting production will pro-
vide accurate information while minimizing the time of analysis. In the case of
the warehouses data, it is important that the analyzed data will be good quality
and reliable. Shorter time of processing data is desirable even for analysis pre-
pared “for the next day”. In that case analyzes “In-Memory” BI systems, may be
prepared for the specific workstations in real time without significant delays. It
is very important for the work-in- progress performing, especially when produc-
tion items are often changing. Preparation of rapid and dedicated to workstations
analysis is currently of the great importance, because the employees are cluttered
an excess, often unnecessary, information. Then they may not notice the indi-
vidual factors that could have negatively affect for the execution of production
schedule. Properly prepared reports could help in faster identification of such
potential risks (before disturbing tendency is noticed by operator) and much
earlier indicate the need to convert the production plan by the APS system.
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7 Conclusions

In this article we have shown the impact of integrated ERP-APS-MES systems to
improve the efficiency of the manufacturing enterprise management at all levels:
strategic, tactical and operational. Article also allows to put forward the thesis
that the integration of ERP-APS-MES systems automates in considerable extent
the flow of information and shortens the process of planning and scheduling.
Moreover, it allows to reorganize sub-optimal processes in sales, planning and
production. By integrating these systems, apart from improvement of operational
and tactical actions, comprehensive support for all strategic perspectives can be
also provided. Aggregated accurate and updated data from the ERP-APS-MES
systems, analyzed in BI systems allow to proper reasoning and to make proper
decisions. They can also provide a basis for the creation of a knowledge base, and
the “best” practices within the organization. In addition, continuous monitoring
of the current level of achieving the strategic objectives enables companies to
early diagnosis of risks in achieving the goals and modify strategies.
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Abstract. This paper describes the hybrid approach to optimization
of decision problems in supply chain management (SCM). The hybrid
approach proposed here combines the strengths of mathematical pro-
gramming (MP) and constraint logic programming (CLP), which leads
to a significant reduction in the search time necessary to find the opti-
mal solution, and allows solving larger problems. The proposed hybrid
approach is presented as a concept of an additional layer of decision-
making in integrated systems, for example ERP, DRP, etc. This solution
allows the implementation of complete decision-making models, addi-
tional constraints as well as a set of questions for these models. The
illustrative model presented in the article illustrate the advantages of
the approach.

Keywords: Constraint Logic Programming · Mathematical Program-
ming · Optimization · Supply Chain Management · Decision Support

1 Introduction

The supply chain is commonly seen as a collection of various types of companies
(raw materials, production, trade, logistics, transport, etc.) working together to
improve the flow of products, information and finance. As the words in the term
indicate, the supply chain is a combination of its individual links in the process
of supplying products (material/products and services) to the market [10]. A
comprehensive review of models and methods in Supply Chain Management has
been presented in [7,10].

Problems related to the design, integration and management of the supply
chain affect many aspects of production, distribution, warehouse management,
supply chain structure, transport modes etc. Those problems are usually closely
related to each other, some may influence one another to a greater or lesser
extent. There are interconnectedness and a very large number of different con-
straints: resource, time, technological, and financial, etc [7].

For the reasons named above, a need arises for tools and solutions to support
the work of managers. The tools must allow making optimal decisions by getting
quick answers to the questions asked in the management process.

Unfortunately, most enterprise management systems, such as ERP, DRP, etc.
are designed to enable everyday operation of the company by collecting current

c© Springer International Publishing Switzerland 2015
S. Kozielski et al. (Eds.): BDAS 2015, CCIS 521, pp. 565–574, 2015.
DOI: 10.1007/978-3-319-18422-7_50



566 P. Sitek

information and supporting core processes. Certainly they can be great support
for managers but such functionalities as optimization, asked questions etc. are
not provided. Specialized modules for optimization or analyses based on data
mining are available for purchase. However, they are costly and refer to selected
areas such as scheduling or planning [1].

This paper deals with a problem of supply chain management modeling,
optimization and analysis. An important contribution of the presented hybrid
approach is to propose a Modeling and Decision Support Layer (MDSL) that
supports the modeling, optimization and analysis of decision problems in the
supply chain. In MDSL two environments, mathematical programming (MP)
and constraint programming (CP), in which constraints are treated in different
ways and different methods are implemented, were combined to use the strengths
of both in the presented layer.

The rest of the paper is organized as follows: section 2 describes our motiva-
tion and methodology. Section 3 gives the concept of the novel hybrid CP/MP
approach and MDSL. The optimization model as an illustrative example is de-
scribed in section 4. Computational examples and tests of the implemented
model are presented in section 4.4. The discussion on possible extensions of
the proposed approach and conclusions is included in section 5.

2 Methodology and Motivation

Based on numerous studies and our own experience, the constraint-based envi-
ronment [2,3,4,5] is believed to offer a very good framework for representing the
knowledge, information and methods needed for the decision support. The cen-
tral issue for a constraint-based environment is a constraint satisfaction problem
(CSP), which is a mathematical problem defined as a set of elements whose states
must satisfy a number of constraints. CSP represents the entities in a problem
as a homogeneous collection of finite constraints over variables, which is solved
using constraint satisfaction methods. Constraint satisfaction problems on fi-
nite domains are typically solved using a form of search. The most widely used
techniques include variants of backtracking, constraint propagation, and local
search. Constraint propagation embeds any reasoning that consists in explicitly
forbidding values or combinations of values for some variables of a problem be-
cause a given subset of its constraints cannot be satisfied otherwise [2]. Effective
search for the solution in CSP problems depends considerably on the effective
constraint propagation, which makes it a key method of the constraint-based
approach. Constraint logic programming (CLP) is a form of constraint program-
ming (CP), in which logic programming is extended to include concepts from
constraint satisfaction. A constraint logic program contains constraints in the
body of clauses (predicates).

Based on [2,7,10,11,13,14] and previous work [4,5,6,20], some advantages and
disadvantages of these environments can be observed. An integrated approach
of constraint programming (CP) and mixed integer programming (MIP) can
help to solve optimization problems that are intractable with either of the two
methods alone [8].
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Both MIP and finite domain CP/CLP involve variables and constraints. How-
ever, the types of the variables and constraints that are used, and the ways the
constraints are solved are different in the two approaches [8,9].

In both MIP and CP/CLP, there is a group of constraints that can be solved
with ease and a group of constraints that are difficult to solve. The easily solved
constraints in MIP are linear equations and inequalities over rational numbers.

Integrity constraints are difficult to solve using mathematical programming
methods and often the real problems of MIP make them NP-hard. In CP/CLP,
domain constraints with integers and equations between variables are easy to
solve. The system of such constraints can be solved over integer variables in
polynomial time. The inequalities between variables, general linear constraints,
and symbolic constraints are difficult to solve in CP/CLP (NP-hard). This type
of constraints reduces the strength of constraint propagation. In addition, the
CLP as declarative environment provides a simple way to formulate queries.

Observations above together with the knowledge of the properties of CLP and
MP systems enforce the integration. The integration called hybridization con-
sists in the combination of both systems and the transformation of the modeled
problem.

The motivation underlying this research was to implement this approach as
a MDSL to support managers in the modeling and optimization of decision
problems in SCM. This solution is better than using MP or CLP separately.
What is difficult to solve in one environment can be easy to solve in the other.

3 Modeling and Decision Support Layer (MDSL) -
Concept and Implementation

The hybrid approach to modeling and optimization of decision problems in SCM
is able to bridge the gaps and eliminate the drawbacks that occur in both MP
and CLP approaches. To support this concept, we propose the Modeling and
Decision Support layer (MDSL), where:
• All types of questions can be asked: general questions: Is it possible ...? Is

it feasible ...? and specific questions: What is the minimum ...? What is the
number ...? (the list of example questions in the MDSL is shown in table 1);

• knowledge related to the sustainable supply chain can be expressed as linear
and logical constraints;

• the novel method of constraint propagation is introduced (obtained by trans-
forming the decision model to explore its structure);

• constrained domains of decision variables (domain solution), new constraints
and values for some variables are transferred from the CLP into the MP
system in order to optimize;

• efficiency of finding solutions to larger size problems is increased.

Linking various types of constraints in one environment and using the best and
already proved problem optimization and transformation methods constitute the
base of the MDSL architecture. The concept and architecture of this platform
with its CLP-predicates and MP-procedures is presented in Fig. 1.
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Fig. 1. Detailed scheme of the Modeling and Decision Support Layer (MDSL)

Table 1. A set of sample questions for the MSDL

Question Description

Q1 Is timely execution of orders possible with existing capacity distributors V?
Q2 Is execution of orders possible within a given environmental cost K in time

T?
Q3 Is timely execution of orders possible with the specified number of means of

transport d in time T?
Q4 What is the minimum number of each type of transport means necessary for

the timely execution of customer orders?
Q5 What is the minimum cost of timely execution of orders?
Q6 What is the minimum capacity of distribution centres for the execution of

customer orders in time T?

From a variety of tools for the implementation of CLP techniques in the
hybrid solution platform, ECLiPSe software [15] was selected. ECLiPSe is an
open source software system for the cost-effective development and deployment
of constraint programming applications. Environment for the implementation of
MP in MDSL was LINGO by LINDO Systems [16].
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4 Illustrative Example

The proposed approach was verified and tested for the illustrative example,
which is the authors’ original model of cost optimization for the supply chain
with multimodal transportation. The proposed model is the cost model taking
into account different types of parameters, i.e., space (area/volume occupied by
the product, distributor capacity and capacity of transportation unit, recycling
centre capacity), time (duration of delivery and service by distributor, etc.) and
a transportation mode. Multimodality in this example is understood as the pos-
sibility of using different modes of transportation: railway, commercial vehicles,
heavy trucks, etc. Illustrative example is a decision model from the perspective
of 3PL (third-party logistics) provider.

4.1 Objective Function

The objective function (1) defines the aggregate costs of the entire chain and
consists of five elements. The first element comprises the fixed costs associated
with the operation of the distributor involved in the delivery (e.g. distribution
centre, warehouse, etc.). The second element corresponds to environmental costs
of using various means of transport. The third component determines the cost
of the delivery from the manufacturer to the distributor. Another component is
responsible for the costs of the delivery from the distributor to the end user (the
store, the individual client, etc.). The last component of the objective function
determines the cost of manufacturing the product by the given manufacturer.
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4.2 Constraints

The model was based on constraints (2)..(23) Constraint (2) specifies that all deliv-
eries of product k produced by the manufacturer i and delivered to all distributors
s using mode of transport d do not exceed the manufacturer’s production capacity.

Constraint (3) covers all customer j demands for product k (Zj,k) through the
implementation of delivery by distributors s (the values of decision variables
Yi,s,k,d). The flow balance of each distributor s corresponds to constraint (4). The
possibility of delivery is dependent on the distributor’s technical capabilities - con-
straint (5). Time constraint (6) ensures the terms of delivery are met. Constraints
(7a), (7b), (8) guarantee deliveries with available transport taken into account.
Constraints (9), (10), (11) set values of decision variables based on binary variables
Tcs, Xai,s,d, Y as,j,d. Dependencies (12) and (13) represent the relationship based
on which total costs are calculated. In general, these may be any linear functions.
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The remaining constraints (14)..(23) arise from the nature of the model (MILP).
The most important variables, parameters, and model indices are shown in table
2. Detailed description of the model and constraints is shown in [6].

Table 2. Indices, parameters and decision variables

Symbol Description
Indices

k product type (k = 1..O)
j delivery point/customer/city (j = 1..M)
i manufacturer/factory (i = 1..N)
s distributor /distribution center (s = 1..E)
d mode of transport (d = 1..L)
N number of manufacturers/factories
M number of delivery points/customers
E number of distributors
O number of product types
L number of mode of transport

Input parameters
Fs the fixed cost of distributor/distribution center s
Ci,k the cost of product k at factory i
Koai,s,d the total cost of delivery from manufacturer i to distributor s using mode of

transport d
Kogs,j,d the total cost of delivery from distributor s to customer j using mode of

transport d
Odd the environmental cost of using mode of transport d
Zj,k the customer demand/order r j for product k

Decision variables
Xi,s,k,d delivery quantity of product k from manufacturer i to distributor s using

mode of transport d
Xai,s,d if delivery is from manufacturer i to distributor s using mode of transport d

then Xai,s,d = 1, otherwise Xai,s,d = 0
Xbi,s,d the number of courses from manufacturer i to distributor s using mode of

transport d
Ys,j,k,d delivery quantity of product k from distributor s to customer j using mode

of transport d
Y as,j,d if delivery is from distributor s to customer j using mode of transport d then

Y as,j,d = 1, otherwise Y as,j,d = 0
Y bs,j,d the number of courses from distributor s to customer j using mode of trans-

port d
Tcs if distributor s participates in deliveries, then Tcs = 1, otherwise Tcs = 0
CW Arbitrarily large constant

4.3 Model Transformation

The transformation is an important and inseparable part of the hybrid approach
(see Fig. 1). This is what proposed transformation of the problem distinguishes
hybrid approach from the other known from the literature [8,9]. The idea of
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Fig. 2. Multidimensional transformation of the decision problem in the hybrid ap-
proach

Table 3. Answers for question Q1 (V1, V2, V2-distributors capacity, T-time, Fc-
objective function)

V1 V2 V3 T Answer Fc

6000 6000 6000 14 Yes 6411
1500 1500 1500 14 Yes 6411
1000 1000 1000 14 Yes 7416
6000 6000 6000 12 Yes 6834
1500 1500 1500 12 Yes 6834
1000 1000 1000 12 Yes 7932
6000 6000 6000 10 No —
1500 1500 1500 10 No —
1000 1000 1000 10 No —

multidimensional transformation is shown in Fig. 2. Due to the nature of the
decision and optimization problems in SCM (adding up decision variables and
constraints involving a lot of variables), the constraint propagation efficiency
decreases dramatically. The idea was to transform the problem by changing its
representation without changing the very problem. At the stage of transforma-
tion, the structure of, and maximum knowledge about the problem have to be
used, including the knowledge about the orders, technical capacity of the produc-
ers, distributors and recycling centers. All permissible routes were first generated
based on the fixed data and a set of orders, then the specific values of parameters
i, s, k, d, were assigned to each of the routes. In this way, only decision variables
X (deliveries) had to be specified. This transformation fundamentally improved
the efficiency of the constraint propagation and reduced the number of back-
tracks and decision variables. This is due to the simple fact that it should be
set-values for the one decision variable instead of five.

4.4 Numerical Experiments

In order to verify and evaluate the proposed approach, many numerical experi-
ments were performed for the illustrative example. All the experiments relate to
the supply chain with seven manufacturers (i=1..7), three distributors (s=1..3),
ten customers (j=1..10), three modes of transportation (d=1..3), twenty types of
products (k=1..20), and fife sets of orders (P1(10), P2(20), P3(40), P4(60),
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Table 4. Answers for question Q2 (K-environmental cost, T-time, Fc-objective func-
tion)

K T Answer Fc

5675 14 Yes 6411
5600 14 Yes 6535
4600 14 No —–

Table 5. Answers for question Q5 (both approaches)

Hybrid Approach Integer Programming
P(No) MDSL LINGO

Fc Time V C Fc Time V C

P5(120) 14627 235 2047(2001) 556 15729∗ 900∗∗ 6881(6429) 27439
P4(60) 6411 234 1037(993) 564 7023∗ 900∗∗ 6881(6429) 15721
P3(40) 4572 34 783(741) 562 5028∗ 900∗∗ 6881(6429) 11941
P2(20) 2920 23 487(455) 552 3059∗ 900∗∗ 6881(6429) 8161
P1(10) 1766 4 299(277) 542 1766 743 6881(6429) 6271

Fc the value of the objective function
Time time of finding solution (in seconds)
V(V) the number ofdecision variables (integer decision variables)

C the number of constraints
∗ the feasible value of the objective function after the time T
∗∗ the calculation was stopped after 900 s

Table 6. Answers for question Q3 (d1-mean of transport, T-time, Fc-objective function)

d1 T Answer Fc d1 T Answer Fc

10 14 Yes 6507 10 12 No —-
1 14 Yes 6526 1 12 No —-

Table 7. Answers for question Q4 (d1,d2,d3-means of transport)

d1 d2 d3 T Answer Fc

unlimited 0 0 14 No —
0 35 0 14 Yes 7119
0 0 unlimited 14 No —
unlimited 0 0 12 No —
0 35 0 12 Yes 7234
0 0 unlimited 12 No —

P5(120), -(n)-the number of orders in setP).Computational experiments consisted
in asking questions (table 1) for the model (section 4.1, 4.2), [6] implemented in the
MDSL. Each question was asked many times, for set of different parameters. In or-
der to compare the results and effectiveness of the MDSL, the model (section 4.1,
4.2) was also implemented in mathematical programming environment (LINGO)
for question Q4. The results of these experiments are shown in the tables 3..8.
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Table 8. Answers for question Q6 (V1,V2,V3-distributors capacity)

V1 V2 V3 T Answer Fc

2628 0 0 14 Yes 7060
0 2628 0 14 Yes 6503
0 0 2628 14 Yes 7496
2628 0 0 12 Yes 7060
0 2628 0 12 Yes 6503
0 0 2628 12 Yes 7496
unlimited unlimited unlimited 10 No —

As you can see, the use of MDSL can also ask questions by the manager which is
extremely useful in the supply chain management. You can obtain information
about the possibilities of timely execution of orders, demand for storage capac-
ity, transport, etc. Only the use of MDSL was able to finding optimal answers
within acceptable time (below 900s) for Q5.

5 Conclusion

This paper provides a robust and effective hybrid approach to modeling and
optimization of SCM problems, implemented with the hybrid approach which
incorporates two environments (i) mathematical programming (LINGO) and (ii)
constraint logic programming (ECLiPSe). The models presented as examples
are transformed using the MDSL, which results in the new representation of the
problem. The application of this hybrid method leads to a substantial reduction
in (i) number of decision variables (up to twenty three times), (ii) number of
constraints (up to fifty times) (iii) computing time (more than one hundred times
faster). The proposed solution method with MDSL is recommended for decision-
making problems whose structure is similar to that of the presented models
(section 4). This structure is characterized by (i) constraints and the objective
function in which decision variables are added up and (ii) logical constraints
which are difficult to implement in mathematical programming-based models.
In the versions to follow, implementation is planned of other supply chain layers
such as remanufacturing, reverse logistic, etc. [12,17] and for automotive supply
chains [18]. In contrast, the very idea of a hybrid approach and methodology can
be used in many new areas such as cloud computing and applications [19] and
job-shop scheduling [21].
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Abstract. Proteins are macromolecules that facilitate virtually every
biological process. Information on functional and structural characteris-
tics of proteins is invaluable in life sciences, but remain difficult to obtain,
both computationally and experimentally.

In recent work, we have introduced a novel method for functional char-
acterization, which we refer to as protein energy profiling. The eProS (en-
ergy profile suite) is an online knowledgebase, toolbox and database that
provides a webspace for protein energy profile analyses to the scientific
community. The objective of eProS is to offer a free-for-all repository of
energy profile data, annotations, visualizations, as well as tools that can
aid in deducing relations complementing and supporting findings made
by traditional bioinformatics methods.

In this paper, we discuss the underlying biological and theoretical
backgrounds used by implemented methods and tools, and also introduce
recent enhancements and developments.
eProS is available at http://bioservices.hs-mittweida.de/Epros.

Keywords: Bioinformatics · Protein structure · Energy profiling · Pro-
tein function

1 Introduction

Over the last decades, bioinformatics has become the backbone of modern life
sciences. Today, the utilization and development of algorithms, databases, visu-
alization techniques and tools form a major part in current research processes.
Due to the rapid improvements of experimental techniques (e.g. high-throughput
screening and sequencing), scientists have to cope with an exponentially growing
amount of data. Thus, modern bioinformatics software has to be intuitive, easy-
to-use, and present results in a comprehensible and most-informative manner;
but it is also required to be fast enough to scan through millions of DNA se-
quences and thousands of protein structures within only a few minutes. On the
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other hand, underlying methods must perform reliably and show an optimal
trade-off between biological sensitivity and speed.

In our research, we are interested in the functional characterization of pro-
teins. Proteins are macromolecules that facilitate virtually every biological pro-
cess. Although tremendous scientific efforts have been made, important questions
on the general nature of proteins remain unanswered: What are the molecular
and structural properties that ensure a protein’s function? How do proteins in-
teract with their environment? Given the sequence of a protein, how does the
corresponding three-dimensional protein structure look like? Finding answers to
these questions is a major goal in molecular biology and life sciences - and of
great importance for the researcher who aims at characterizing the functionality
of a given protein of interest.

Recent studies have demonstrated that sequences of energy values, referred to
as energy profiles, obtained from protein structures using fine and coarse-grained
energy models can be used to characterize protein functionality and structural
features [10,11,7,9]. Mrozek et al. had introduced a dynamic programming ap-
proach for generating energy profile alignments [10,11]. Furthermore, they had
shown that energy profile alignment analyses can be employed to investigate the
changes of conformational energy distributions that can be caused by structural
rearrangements as results of f.e. protein-protein interactions or ligand binding
[10]. Using fine-grained energy models based on all-atom energy breakdowns
to obtain energy profiles, as proposed by Mrozek et al., considers a variety of
physio-chemical information (van der Waals and electrostatic interactions as well
as chemical bond potentials). However, this approach comes along with draw-
backs that are common in working with all-atom energy models, such as high
computational demands, long processing times, and ambiguities in interpret-
ing resulting potentials. To implement an automated energy profile generation
pipeline for large-scale analyses thus becomes challenging. However, such analy-
ses can be of interest in structural biology, as entire protein folds and families can
be investigated in the focus of characterizing and understanding the energetic
features that determine protein structure, stability and function [10,11,7,9].

In an effort to circumvent the aforementioned drawbacks in energy profile
computation, a straightforward coarse-grained energy model had been devel-
oped, which considers local residue packing characteristics by means of statisti-
cal physics approaches (see section 3 for a brief overview). As shown by Heinke
et al. [9,7,8] this model is capable to cope with the task of characterizing protein
structure changes caused by protein-environment interactions. In these studies
energy profiling was employed to investigate energetic changes in models of mu-
tant aquaporin 2 structures — a key membrane protein in maintaining the body’s
water balance. Nephrogentic diabetes insipidus, a rare disease in which patients
suffer from excessive urine excretion, is linked to mutations in the aquaporin 2
gene. Energy profiling of aquaporin 2 models gave insights into the correlations
between structural changes caused by mutations and water flux. Besides this
particular example, energy profiling is applicable to a wide range of questions.
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The energy profile suite (eProS) provides a web-based solution to address
such tasks. Implemented tools available via eProS include energy profile cal-
culation from protein structure, visualization, exhaustive and heuristic large-
scale database searching, energy profile comparison, protein family information,
browsable biological annotations from various sources, and energy profile predic-
tion from protein sequence. Derived information can support findings made by
means of classic bioinformatic methods, and thus can aid in deducing enigmatic
functional characteristics.

In this work we briefly present novel implementations and enhancements of
eProS as well as currently available methods. Furthermore, a short summary of
theoretical backgrounds is given.

2 Components and Application

2.1 Aligning Energy Profiles and Large-Scale Database Searching

As main applications in protein energy profiling, eProS implements global and
local energy profile alignment algorithms as well as alignment visualization and
scoring. In general, computing an energy profile alignment from two profiles aims
at finding the optimal profile overlap and quantifying biological significance of
the alignment by means of applying an appropriate scoring function. Hence,
implemented alignment algorithms supply an automated methodology for de-
ducing overlapping and mismatching regions. Such information can be valuable
in understanding functional similarities and dissimilarities [9]. Energy profile and
alignment visualizations provide an intuitive presentation for working with the
protein data of interest, which can be uploaded as PDB (Protein Data Bank
[13]) files or as energy profile files (downloaded from eProS after previous cal-
culations), specified by PDB IDs, or as protein sequences. Here, an underlying
database of pre-calculated energy profiles ensures fast access to the data. With
this database it is also possible to search for similar energy profiles — referred
to as search hits — and thus investigate family or fold-specific energetic finger-
prints. Thus, searching for energy profiles similar to a query protein will result
to a ranked list (referred to as ’hit list’).

Currently, there are two search strategies available.The first conducts alignment
computations andalignment significance testing to each entry in thedatabase.This
exhaustive strategy is guaranteed to find the best global or local overlap and thus
performs best with respect to sensitivity [9]. However, required search times are
generally long, due to the time complexity ofO(pnD), where n is the length of the
query energy profile (equals the size of the corresponding protein chain), D is the
total number of energy profiles in the database, and p is a query-dependent variable
used for testing alignment significance. For example, processing an energy profile
with n = 500 residues takes about five hours.

To cope with this problem, we developed a heuristic approach, which is essen-
tially based on correlating obtained alignment scores with alignment consistencies
and alignment lengths. To evaluate biological sensitivity, hit lists obtained using
this heuristic method were compared to hit lists obtained via exhaustive searching
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by means ofWebbers’s rank-based distances (RBDs) [16]. In summary, the heuris-
ticmethodperforms inO(nD), however utilizes the exhaustive strategy for realign-
ing and re-testing k best hits (120 proteins by default) of the initial hit list. It has
shown to be 25 - 37 times faster. The average observed RBD (p = 0.95) is 0.36,
indicating a good agreement with the exhaustive search strategy.

2.2 Enhancements of User Interfaces and Data Presentations

In addition, compared to the methodology elucidated in [9], the current imple-
mentation and database layout of eProS have been redesigned entirely. Using the
BioJava framework [12] has increased software flexibilities and capabilities, since
well-defined data structures and implementations of protein structure file parsers
provided by this framework allow reliable processing. In addition, the user in-
terface has been revised completely, which is now entirely based on HTML5
technologies. In previous eProS versions, visualizations were entirely based on
Applets and communications between them, leading to increasing discrepancies
with respect to browser compatibility and security aspects over the last years.

The current revised version of the eProS database stores about 270,000 and
7,000 energy profiles fromglobular andα-helical membrane protein chains, respec-
tively. In addition to the database, various annotations on protein functionality
(Gene Ontology (GO) terms [2] and E.C. numbers) as well as structure/domain
classifications from SCOP [1] and CATH [3] are supplied. External links to cor-
responding databases (such as Pfam [5], BRENDA [14], and UniProtKB [15]) as
well as to corresponding literature yield a wide range of information to the user.
Mappings between annotations and energy profile data provided via direct links af-
ford a key feature of eProS, which we refer to as ’reverse annotation lookup’, where
knowledgebase-like browsing andanalyzing energy profile data starting fromanno-
tation (f.e. a Pfam ID) become possible. Reverse annotation lookup facilitates top-
down approaches in accessing energy profile data, in which the data can be quickly
obtained based on a given annotation. This energy profile data can be downloaded
from the database and used for further analyses, such as detecting energetic prop-
erties which can aid in drawing conclusions about protein family or fold-specific
characteristics.

Working with eProS can be roughly separated in two primary approaches.
First, data can be accessed directly by following database links, leading to single
energy profile files and text files that contain direct download links for auto-
mated download and subsequent offline energy profile processing. Second, eProS
provides various tools for computing, accessing and working with energy pro-
file data (see table 1 for detailed descriptions). These tools also offer graphical,
human-understandable representations to the user, such as colorized plotting
and energy-to-structure mappings (see Fig. 1A).

2.3 ePfam: Browsing Energy Annotated Protein Families

Furthermore, we recently introduced the protein energy profile family viewer,
which helps to understand energy conservations that characterize protein families.
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This tool provides visualizations of aligned sequences with known energy profile
entries directly extracted fromPfam sequence alignments (see Fig. 1B for an exam-
ple output). Pre-processing presented data essentially included filtering available
Pfam alignments (v 27.0) for sequences with known structures, followed by map-
ping aligned sequence data to computed energy profiles in our database, leading to
a set of high-quality, family specific multiple energy profile alignments. Discretiza-
tion of aligned energy profiles using 4-quantiles of observed energy values led to a
4-state alphabet, whichwas further used to represent energetic states of all residues
in the filtered Pfam alignment, as well as generating family specific energy logos.
These logos present a convenient way to illustrate the degree of energetic conserva-
tion per alignment column andwhich energy states contribute to conservation. The
protein energy profile family viewer allows users to access and visualize about 5,000
pre-processed energy-profile enriched Pfam alignments, mapped energetic states,
and logos. Finally, underlying data is free available for download in image and raw
text formats.

2.4 Utilizing eProS

As depicted in 2, the modular design allows to combine available tools in numer-
ous ways, which ensures a large degree in usage flexibility. Thus, eProS provides
a framework of methods that can be employed in a variety of energy profiling
strategies. However, the kinds of application differ with respect to the biologi-
cal problem addressed. Starting from calculated, predicted or retrieved energy
profile data, the user can freely access visualizations and annotations, download
the data, and combine the individual modules as required.

Table 1. The following tools and accepted input formats are currently available at
eProS

Tool Description Id1 struc2 EP3 seq4

eCalc calculates an energy profile from globular or α-helical
membrane protein structure

� � �

eGOR predicts an energy profile from sequence �
eAlign performs global and local energy profile alignments � � � �
eSearch runs a database-wide search for similar energy profiles,

bests hits are shown in a list ordered ascending by
score

� � � �

eMut visualizes ΔE values of two proteins of the same length � � � �
1 RCSB Protein Data Bank (PDB) structure identifier [13]
2 PDB structure file
3 Energy Profile file
4 Protein sequence from which the energy profile is predicted using the eGOR
algorithm
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Fig. 1. A: eCalc output for human aquaporin 5 (PDB ID 3d9s). eProS provides en-
ergy profile plots, energy-to-structure visualization, and various browsable sources of
annotation. Beside links to external databases, eProS offers annotation mappings that
leads the user to an overview of annotation-specific energy profiles. By that, energy
profiles of proteins sharing the same function or fold can be accessed and analyzed
easily. B: Output of the protein energy profile family viewer. Protein family (Pfam, [5])
alignments of structures belonging to the same family are enriched with energy profile
information. Color-representations illustrate energetic states of single residues. In ad-
dition, these energetic states are used to compute energetic conservation per alignment
column and their degrees of contribution. This results to so-called energy profile lo-
gos, as shown on the bottom. These logos provide an intuitive illustration of energetic
conservations as well as family-specific energy conservation patterns.
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3 Theoretical Background: Energy Model and Energy
Profile Prediction

To understand biological and biophysical significance of the energy model em-
ployed by eProS, we give a brief overview of the theoretical background in this
section. For more information, please refer to the discussions in references [7,4,9].

The underlying coarse-grained energy model applied by eProS services utilizes
concepts of statistical physics. In essence, residue potentials Ei are approximated

Fig. 2. Overview of eProS components. This schematic illustrates individual available
components and tools (highlighted by blue boxes), their relations to each other, and
which biological questions can be addressed by utilizing them. Besides starting from
computing or predicting energy profiles from structures and sequences respectively, the
user can also access energy profile data by querying the database with a PDB identifier
of interest. Having energy profile data at hand, the eProS components can be employed
to assemble working pipelines that are specifically suited for the underlying biological
question.
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by means of buriedness/exposed preferences for each corresponding amino acid
ai of the 20 canonical amino acids. Employing the inverse Boltzmann’s principle
to ratios of buried/exposed occurrence frequencies (denoted as fbur,ai and fexp,ai

in the following) gives a knowledge-based potential formula for two interacting
amino acids of type ai and aj :

Ei =
∑

j∈Protein,i�=j

g(i, j)

⎡
⎢⎢⎢⎣− ln

(
fbur,ai

fexp,ai

)
︸ ︷︷ ︸

ei

− ln

(
fbur,aj

fexp,aj

)
︸ ︷︷ ︸

ej

⎤
⎥⎥⎥⎦ (1)

g(i, j) denotes a contact function with a cutoff distance of 8Å. Here, Cβ atom
coordinates (or Cα atom coordinates in case of glycine) are considered as spatial
residue-reference points. The frequencies fbur,ai and fexp,ai have been obtained
from about 2,700 non-redundant globular protein structures. In case of α-helical
membrane proteins, each log term in Equation 1 is extended by an additional
term ka, which is a measure of amino acid-specific hydrophobicity. ka contributes
to 1 as an additional energy term that is needed to approximate the change in
free energy observed in residues located in the membrane bilayer relative to
residues exposed to the solvent.

ei = − ln

(
fbur,ai

fexp,ai

)
+ kai (2)

The sequence of energy potentials E1, E2, . . . , En of a given protein structure
with length n corresponds to its energy profile.

Energy profile prediction from sequence is facilitated by the eGOR tool. Anal-
ogous to [6], the underlying algorithm analyses the amino acid composition in
a sequence frame of seven residues with respect to observed amino acid occur-
rences and co-occurrences, including underlying discretized energetic states. The
eGOR algorithm estimates the mutual information content in the given sequence
frame and, based on this, predicts the energetic state of the residue located in
the middle of the sequence frame. Iterating over the sequence results to the pre-
dicted energy profile. The accuracy of predicting the correct energetic state is
70%.

4 Conclusions

Inferring protein function and structural properties of proteins is a major task
in bioinformatics. Protein energy profiling can afford valuable data on sequence-
structure-function relationships. The study of common energy profile pattern
in protein families and fold classes can reveal characteristics that establish a
protein’s function or fold. Including data of predicted energy profiles can aid
in expanding this knowledge on protein sequence level and might be useful in
drawing conclusion on uncharacterized proteins which can be rather difficult by
classic approaches.
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The eProS provides a web-based solution to address such tasks. Due to its
modular architecture and broad spectrum of cross-linked annotations, the eProS
is also applicable to various tasks in structure biology. Energy profile analyses
provide orthogonal information to data obtained by classic approaches and, thus,
can contribute to protein function prediction and characterization.
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Abstract. In this paper a set of comprehensive evaluation criteria for
affect-annotated databases is proposed. These criteria can be used for
evaluation of the quality of a database on the stage of its creation as well
as for evaluation and comparison of existing databases. The usefulness of
these criteria is demonstrated on several databases selected from affect
computing domain. The databases contain different kind of data: video
or still images presenting facial expressions, speech recordings and affect-
annotated words.1

Keywords: Affective computing · Database quality · Affect-annotated
databases

1 Introduction

Emotions play an important role in human interaction, often influencing our
behavior in a more or less predictable way. This fact is usually neglected by
standard human-computer interfaces, which are based on sets of rigid rules.
However they might be effective and user-friendly in the sense of easiness of use,
they do not resemble human interaction in any way. On contrary, affect-aware
software may not only recognize and interpret users emotions, but also adapt its
behavior and functionality to users needs according to the detected states. Such
systems may be applied in many fields such as healthcare [29], entertainment
[15], education [17], software engineering [30], etc.

A great many methods have been developed in order to identify users emo-
tional states. They are based on different data sources such as visual (facial
expression, gestures) [14], audio (speech, voice) [24], textual (semantics) [13],
physiological (heart rate, temperature, skin conductance etc.) [28], input de-
vices (keyboard, mouse, touch-screen) [16,11] and on a combination of them,
what can significantly improve emotion recognition abilities [24,32]. Most of

1 The research leading to these results has received funding from the Polish-Norwegian
Research Programme operated by the National Centre for Research and Develop-
ment under the Norwegian Financial Mechanism 2009-2014 in the frame of Project
Contract No Pol-Nor/210629/51/2013.
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these approaches rely on supervised training to create a classifier of emotions.
Its effectiveness and generalization ability highly depends on a set of data used
for training. Depending on the data source, the datasets may differ significantly.
For visual recognition it would be videos or images, and for the audio voice
samples. Furthermore sentiment analysis technique would utilize dictionaries of
affect-annotated words. The quality of these data has a great impact on the
effectiveness of the recognition algorithms.

There are many databases and datasets that can be useful in the process of
creating a specific affect recognition system. Many of them are publicly avail-
able for non-commercial purposes, such as research or education. Unfortunately,
they differ significantly in terms of size, content and quality. Therefore algo-
rithms that use different datasets for training are difficult to compare. Moreover
datasets often consider narrow sets of recognized emotions, acquire training data
in perfect conditions or from experiment participants showing very homogeneous
characteristics. All these factors limit the usefulness of these datasets in different
real-life applications.

The problems mentioned before may cause a real dilemma while choosing a
proper dataset for an application, so there is a need for a set of reliable criteria
to facilitate making the right choice. Some evaluations of the available datasets
can be found in the literature [32,22], but none of them proposes a set of general
factors to be taken into account during the process of designing any affect recog-
nition system. In this paper, seven universal criteria are proposed to evaluate the
quality and usefulness of affect-annotated databases regardless their data type
and field of application.

The paper is organized as follows: section 2 presents the database evaluation
criteria, section 3 describes the proposed criteria for databases containing data of
different types and gives some examples of available datasets, section 4 provides
final conclusions.

2 Evaluation Criteria for Affect-Annotated Databases

Affect-annotated databases are created for different purposes. Therefore, they
can differ significantly in quality, size, completeness, formats, etc. Unfortunately,
there are no commonly accepted standards for creation and evaluation of such
database. In this section we propose seven general criteria that cover most as-
pects of affect-annotated database quality and usefulness of their content for
different applications. Verifying any database against these criteria can give an
answer about its generality and completeness that are required for its common
and widely usage.

When creating or evaluating a set of emotion-labeled data several important
questions must be answered taking into account different objectives that should
be fulfilled, at least in some extent, to be useful for classifiers training and
validation. These aspects cover such topics as:

1. Representativeness is the key attribute of a training set in each supervised
training process. Showing emotions differs strongly among people, so it is
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essential to gather as much diverse data as possible. In general, a database
should contain samples from a large set of people who differ in age, gender,
race, culture, occupation, and other aspects. Though it is possible to narrow
any aspect of participants due to the assumed field of application, such as
children emotion, received results could not be generalized on other cases,
limiting the database usefulness.

2. Granularity of an affective database informs about the set of emotions or
affect states that are distinguished and represented. This criterion seems
crucial from its usability point of view. Unfortunately, there are no commonly
accepted set of expressions that could be used in all applications. In fact, the
choice of an interesting set of expressions depends on the field of applications
and on the assumed model of emotions. When the discrete model is used,
the granularity criterion is represented by the number of different labels
assigned. In the case of dimensional model the number of possible values of
its components determines the number of distinguishable affective states.

3. Size and completeness inform about the total number of fully or partially
assembled samples for each human object and each class of emotions. To
train a classifier, it is essential to have large enough number of examples per
class (emotion). In general, datasets with greater number of data/items are
more useful for training and testing purposes. Size and completeness criteria
of a database are partially related to the representativeness factor, however,
a database might be small and yet representative and complete.

4. Labeling quality is an important usability factor that can be considered on
different levels of details. At minimum level it is required to label the emo-
tional state of each sample and basic metadata about the human object. Such
labeling can be done as simple naming of an affective state or by expressing
it according to one or more commonly accepted affect models, such as PAD
[23]. No matter if the gathered data are artificial or natural, an independent
label evaluation made by a number of judges should be done. The second
description level concerns additional data labeling that could facilitate data
preprocessing and creation of recognition algorithms.

5. Procedural quality describes a set of factors that assure proper conditions
of data acquisition. These factors include, among others, the way of emo-
tion expression, that can be spontaneous or posed where the latter can be
performed by amateurs or professional actors. The second important fac-
tor refers to acquisition conditions which can be more or less natural. The
common problem is that many collections of affective data contain posed
expressions that come from studio recordings, which can highly differ from
those observed in everyday life. Unfortunately, it is not easy to create a
database of well indexed, spontaneous data from natural environment.

6. Data-level quality refers to all technical aspects of data acquisition such as
number of channels, sampling rate, resolution quantization error, data repre-
sentation model, and others. On one hand, assuring high quality data is very
important for data processing and further reasoning stages, but on the other
hand, data gathered with a top-quality professional hardware, may need
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additional procedures for quality degradation to adapt them for consumer
applications.

7. Database popularity and its availability are important factors that cannot be
neglected in the process of database choosing for algorithm validation and
evaluation. The popularity level, in the case of scientific purposes, can be
evaluated by the number of citations of the first article that introduced the
data set. In many cases the database popularity is highly related to its quality
expressed by the previously given criteria. Database availability determines
its usefulness for other researchers and contains the license and publication
policy, standard conformance, and additional supporting tools for database
exploration, complement and extension. The databases that are paid, or use
custom propriety formats with no additional access tools cannot become
popular and are practically useless.

Almost all of the proposed criteria are general and should be adjusted according
to the specific aspects of a database in a particular research field. In the following
chapter we describe three important types of affect-annotated databases, give
specific descriptions of the evaluation criteria and use them to evaluate some of
publicly available databases.

3 Evaluation of Representative Affect-Annotated
Databases

Affect recognition methods can use different information channels, such as video
[29,14], audio [15,31], standard input devices [16,12], physiological signals [28,3],
depth information [6], and others. These channels can be also used in differ-
ent combinations in multimodal systems that typically achieve higher recogni-
tion rate due to fusion of different information. For each information channel a
specific database should be used for supervised training algorithms as well as
for validation of a developed approach. In this section three different kinds of
databases, i.e. visual, audio and text, are considered according to the evaluation
criteria proposed in the previous section. Three affect-annotated databases of
each kind were chosen to be evaluated in details with the predefined criteria.
Their choice was justified by the datasets diversity in order to depict, how the
proposed criteria apply to various databases’ characteristics.

3.1 Still Images and Video Databases of Facial Expressions and
Emotions

Visual channel carries most information about the world surrounding humans.
That is why it plays so important role in interpersonal communication. People
send a lot of visual (non-verbal) information, especially using facial expressions,
but also with gestures, body movements, and others. Analysis of information
from a video camera is also the most popular source of non-invasive and non-
intrusive information about human emotions. There are a number of algorithms
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based on these data, which can provide users emotions recognition. Some of
these algorithms concentrate only on facial expression recognition (FER) as it
is usually done by humans while analyzing affect of other people [8].

Still images is the most popular way to represent visual information. How-
ever, as facial expressions and human emotions have temporal character, video
databases containing short recordings can be more useful. Visual databases con-
tain usually two-dimensional images (2D) or video sequences. Unfortunately,
algorithms using video camera are very sensitive to face illumination conditions,
causing great problems with dark or unevenly illuminated scenes. Possible so-
lutions include storing pairs of stereoscopy images or data with an additional
channel for scene depth information. As depth sensors use additional light source
(e.g. infrared) the information is generally insensitive to different ambient light
conditions. Rapid development and increasing availability of relatively cheap
RGB-D consumer sensors allows for creation of on-line systems for the recogni-
tion of facial expressions and, going further, human emotions and moods [27].

Evaluation of affect-annotated databases containing visual information re-
quires taking into account some additional aspects of criteria given in the pre-
vious section. Because most of the image and video databases features are very
similar, we provide common evaluation criteria.

The representativeness criterion should reflect the diversity of people partic-
ipating in the sessions in the aspect of human gender, race, age, hairstyle, and
others. The diversity requirements strongly depend on the purpose the images
are to be used for. Other features worth considering are wardrobe accessories
such as glasses or hats. In addition to the diversity it may be important to
consider whether expressions were spontaneous or posed. In the later case, the
professional actors participation may affect the assessment of representativeness.

Size and completeness in the case of facial expression database are mainly
determined by the number of video or image files and the number of participants.
Another important factors are the total number of expressions recorded and the
number of recordings per participant.

For labeling quality two additional indexing levels should be considered for
facial expressions. The first is Facial Action Coding System (FACS), which is
a human-observer based system using so called action units (AU) to describe
even subtle changes in facial features [10]. Apart from AU labeling, images or
recording of faces should also include additional meta-data such as acquisition
parameters, scene environment, and also location of characteristic facial points
(landmarks).

Procedural quality criterion covers both proper conditions of image or video
acquiring as well as conditions for proper emotion expression. Scene composition
describes face location and orientation in an image and plays an important role in
face recognition as well as in recognition of facial expressions and emotions. In the
facial expression recognition field it is often assumed that a face stays oriented
towards the camera. However, it may not be true especially when expressing
natural emotions. In that case human pose often changes dynamically what
should be reflected in a database. Other important factors, that can influence face
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location or expression recognition, are: scene illumination, background and the
presence of other people. Generally, recordings of human facial expressions and
emotions may be divided into two categories: posed and spontaneous sessions.
Posing allows for recording extreme expressions like human cry, envy, and so on.
The drawbacks of posed recordings are human problems to act such emotions and
their artificial character. On the other hand recording of spontaneous emotions is
much harder and requires a lot of time to catch the desired emotion or expression.
Moreover, it is almost impossible to record extreme emotions mentioned earlier.
That is why databases of facial expressions and emotions should contain images
or recordings of both types, possibly played by professional actors or actresses.

Table 1. Selected image and video databases described with the proposed criteria

���������Criteria
Database

Extended Cohn-
Kanade [19]

MMI Facial Expres-
sion Database [21]

FEEDB [26]

Representativeness Diversity of races and
ages

White, in the age of
20 - 33 years

European people, in
the age of 19-26
years

Granularity 6 basic emotions + 1
neutral

8 emotions 30 emotions and fa-
cial expressions

Size and complete-
ness

128 persons, 593 ex-
pressions, 10708 im-
ages

5 persons, 493 ex-
pressions

50 persons, 1550
recordings

Labeling quality FACS, Action Units,
Emotions (only for
327 expressions)

Action Units Action Units, SAM

Procedural quality Posed expressions,
professional lighting
and background

Posed expressions,
professional lighting
and background

Posed and nat-
ural expressions,
standard lighting
conditions, people
in the background

Data-level quality PNG files: 104 files in
BW, 640x480, poor
quality, 13 files in
color, 640x480, poor
quality, 6 files in
color, 720x480, good
quality

JPEG files: color,
1200x1600, very
good quality

XED and AVI video
files, BMP frames,
standard VGA res-
olution

Popularity High (345 citations in
Google Scholar)

High (334 citations in
Google Scholar)

Low

Data-level quality strongly depends on the hardware used for data acquisition
and the technical properties of files, such as resolution, number of colors, and
sampling rate in the case of video recordings. The effective resolution of a face in
an image is an important factor of the image quality and can influence recognition
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efficiency. For three-dimensional representation depth resolution (Z axis) should
correspond to scene resolution in an image plane (X and Y axis). It means
that the face should be located at certain optimal distance from the camera.
Additionally such aspects as light conditions, and scene exposure as well as any
auto-adjustment functions should be considered, such as auto-illumination level,
automatic white balance etc.

Table 1 contains detailed description of the selected image and/or video
datasets with the use of the proposed criteria. It presents great variety of sample
databases according to particular criteria allowing to construct own preferences
for choosing learning and testing datasets.

3.2 Speech Databases (Audio)

Emotions affect our utterances. Not only is it important what the speaker says,
but also how he or she says that. Features such as pitch and volume may be used
do discriminate between some emotional states [22,31]. The description below
contains issues which should be taken into account while choosing or designing
a speech database.

The representativeness of a speech database is determined by the number of
speakers, their profile and the type of texts uttered. The essential parameter of
the database is the recordings language and the type of utterances. They can
be either natural, taken for example from a TV program, or artificial, taken
from actors in a studio. In the case of artificial utterance, it is important to
know whether or not the experiment participants are professional actors, whose
reactions in speech may be exaggerated [22]. The artificial texts may or may not
have an emotional context. The latter option might entail difficulties with acted
uttering, especially for non-professionals. The advantage of artificial utterances
is that it is possible to record the same sentences from all actors. Moreover, from
the point of view of future data processing, it is also important whether these
are short utterances containing single sentences or words or long speeches, which
require searching through to match specified moments. Other relevant features,
which may affect the degree of manifesting emotions in speech, are speakers sex,
age and nationality.

Size and completeness are determined by the number of samples per speaker,
which depend on the number of represented emotions. In the case of speech
databases their size may be also measured in the number of hours recorded.

Labeling quality is one of the main factors determining the quality of training
data. The simplest, though quite subjective, way of assigning labels may be
done in the case of acted utterances when the actors are asked to demonstrate
a specified emotional state. Usually the labels are judged depending on their
recognizability or naturalness in order to reject the samples which do not fulfill
prespecified requirements.

Procedural quality depends on the way an experiment is designed and then
conducted. However professional actors are able to act without special stimulus,
some elicitation is usually performed. Sometimes short descriptions of situations
are provided. A speech may be also guided by the experimenter. It is important
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Table 2. Selected speech databases described with the proposed criteria

���������Criteria
Database Emotional prosody

Speech and Tran-
scripts [18]

Berlin Database of
Emotional Speech[7]

Belfast Naturalistic
Database [9]

Representativeness 8 professional actors
(5 females, 3 males);
short (2 or 3 words)
semantically neutral
utterances (dates and
numbers) in English

10 non-professional
actors (5 females, 5
males) in the age of
21-35; sentences in
German from every-
day life, semantically
neutral

125 speakers (31
males, 94 females);
natural (clips from
TV programs)
and artificial (stu-
dio interactions)
recordings

Granularity 15 emotional states:
disgust, panic, anxi-
ety, hot anger, cold
anger, despair, sad-
ness, elation, happi-
ness, interest, bore-
dom, shame, pride,
contempt, neutral

7 emotional states:
anger, boredom, dis-
gust, anxiety/fear,
happiness, sadness,
neutral

dimensional model
(two dimensions:
activation, evalua-
tion)

Size and complete-
ness

over 9 hours recorded
in 15 files; 15-30 sam-
ples per emotion for
each user

about 500 utterances;
40.5 MB; each sen-
tence read by every
user with each of the 7
emotional states

298 clips lasting
from 10 to 60 s

Labeling quality labels assigned
accord-ing to the
emotional states
acted by the actors
after being provided
with the situational
context

500 out of 800 se-
lected by 20 judges
according to their
recognizability and
naturalness

2D labelling: activa-
tion + evaluation;
rated by 5 judges in
regular intervals

Procedural quality emotions induced
by short descrip-
tions of situational
context; possibility
of repeating the
utterances

10 from 40 people
selected by three
judges; emotions
induced by short de-
scriptions of example
situations; possi-
bility of repeating
sentences

clips selected
to cover a wide
range of emotional
states; each speaker
recorded in both
an emotional and a
neutral state (ac-
cording to judges)

Technical quality sampling rate 22.05
kHz; 16 bits per
sample; two chan-
nels; WAV files; some
background noise
between utterances;
transcripts available

sampling rate 48
kHz, downsampled
to 16 kHz; WAV files;
the recording level
adjusted between the
loudest and the most
quiet utterances

clips saved in
MPEG files, audio
data extracted in
WAV files

Popularity high very high, easy access high
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whether or not the speaker is allowed to repeat the sentences he is not satisfied
with. Finally the database may contain either all recordings or only the ones
selected by judges.

Data-level quality of recordings is determined by factors such as the number
of channels, sampling rate, coding resolution. Moreover any background noise
may affect the eventual analysis, which may be especially troublesome in the
case of natural recordings. Another unfavorable attribute are long recordings in
contrast to separated utterances, as they require manual splitting. File format
is also an important parameter. Finally some databases contain only speech,
whereas others are multimodal ones usually containing video as well.

Table 2 contains detailed description of three selected speech datasets with
the use of the proposed criteria that confirm usefulness of the proposed criteria
in the task of speech database evaluation.

3.3 Affect-Annotated Dictionaries

Sentiment analysis of textual information derived from websites, forums or dia-
logues, that is frequently used in opinion mining, requires a dictionary of affect-
annotated words. There are several dictionaries, that differ in size, method of
construction and labeling technique, including: Orthony’s Affective Lexicon [20],
General Inquirer[1], SentiWordNet [2], WordNet-Affect [25], Subjectivity Lexi-
con [4], Affective Norms for English Words (ANEW) [5] to name just a few. The
lexicons of affect-annotated words can be evaluated using the proposed criteria,
however, detailed definition and metrics must be provided.

Representativeness factor in evaluation of a dictionary is an important issue,
as a selected word subset might be useful in some application areas only. To eval-
uate a dictionary the following characteristics should be considered: language,
number of words and the inclusion criteria, especially inclusion of the most com-
monly used words, colloquialisms and perhaps offensive phrases. It’s important
to emphasis, that the lexicon word set should be matched to characteristics of
the application area.

Labeling quality of a lexicon is the most important criterion, as people may
differ significantly in meanings assigned to words, and some of the words are
memes, that might have a special meaning in a specific culture. Representative-
ness of manually created dictionaries can be defined as factor of the size and
diversity of the group of people, that annotated words. Evaluation of automati-
cally generated databases representativeness depends both on the quality of the
source material and the generation method and in some cases it might be diffi-
cult to evaluate the factor of automatically created lexicons due to lack of data
regarding representativeness of the source. Although representativeness and la-
beling quality are the most important characteristics and should be evaluated
separately, they are strongly correlated with the procedural quality of a lexicon.
Procedural quality of a manually annotated lexicon depends on the repeatability
of the construction process - how many people annotated one word, was there
any kind of reliability check performed. For automatically annotated databases
the algorithm of annotation should also be checked against repeatability - would
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Table 3. Selected dictionaries described with the proposed criteria

���������Criteria
Database

ANEW [5] WordNet Affect [25] SentiWordNet [2]

Representativeness English,+multiple
national, the most
commonly used
words; no colloqui-
alisms; no swears

English, only terms
related to affect

English,(almost) all
words

Granularity Annotation based on
PAD (continuous 3D
scale)

Labels: emotion
(positive, negative,
ambiguous, neutral),
attitude, feeling

Labels: positive,
nega-tive, neutral
(of sum 1)

Size and complete-
ness

1040, the most fre-
quently used words
only

Manual (1903) Auto-
matic(4787)

115.000

Labeling quality Manual, based on ref-
erential SAM ques-
tionnaire

Manual-automatic Automatic (semi-
supervised learning
and random-walk
process)

Procedural quality Each word annotated
many times by differ-
ent people, no relia-
bility check, one com-
bination of word sets
only

For manual part
no information on
labeling process is
provided. Automat-
ically annotated
words were derived
from manual core
using WordNet

Derived automat-
ically from Word-
Net, Post-checked
with manual results
(with p-normalized
Kendall T-distance
of 0,23-0,28)

Technical Quality Single download-
able file: word-
annotation: P,A,D:
means, SD

Multiple files, down-
loadable, Version
1.0: information
was pro-vided on
manual or automatic
creation, Version 1.1:
no information

Single down-
loadable file, no
information on
reliability

Popularity very high - referential
lexicon

moderate high

we obtain the same labels if considering different order of annotation or dissim-
ilar starting point. Affective lexicons are usually distributed as dictionary files
(one or multiple) containing word-label pairs. Technical quality of a dictionary
can be decomposed into the following criteria:

– even/uneven labeling for all words - are all words labeled with the same
precision and in the same way or is there uneven distribution of labels (are
there ’empty’ labels),
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– group/subgroup annotation - some dictionaries contain overall as well as
annotations that were provided by subgroups (e.g. male/female),

– the existence of some process metrics (e.g. number of evaluations, standard
deviation), that allows to estimate the uncertainty related to the actual
word-label assignment,

– application support.

Table 3 contains detailed description of the selected lexicons with the use of the
proposed criteria. The most important criteria for evaluation of affect-annotated
lexicons include: representativeness, granularity and labeling quality. Manually
created lexicons contain a limited number of words, however they are the most
reliable and popular. Automatically annotated lexicons, although containing a
large number of words, are usually assigned with a limited set of labels, that
does not conform to some applications requirements.

4 Conclusions and Future Works

For many emotion recognition algorithms, the selection of a suitable training set
is the key factor for proper operation. This paper presents criteria, which may
be used in evaluation of the affect-annotated databases.

Some of the seven defined criteria are general, some have to be specified
in detail for different databases. The paper describes all the criteria from the
perspective of three different database types: visual, speech, and dictionaries.
The evaluation performed for three databases of each type has proved suitability
of the developed criteria.

The development of comprehensive and reliable affect-annotated databases is
a difficult task. Therefore provided criteria may be treated as guidelines in the
process of their developments. None of the proposed factors may be regarded as
the primary one. Assigning weights to the criteria is the systems designer task
and it is closely related to a given application.
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30. Wróbel, M.R.: Emotions in the software development process. In: 6th Interna-
tional Conference on Human System Interaction (2013)

31. Yacoub, S., Simske, S., Lin, X., Burns, J.: Recognition of emotions in interactive
voice response system. In: 8th European Conference on Speech Communication
and Technology, Geneva (2003)

32. Zeng, Z., Pantic, M., Roisman, G., Huang, T.: A survey of affect recognition meth-
ods: Audio, visual, and spontaneous expressions. IEEE Transactions on Pattern
Analysis and Machine Intelligence 31, 39–58 (2009)



The Mask: A Face Network System

for Bell’s Palsy Recovery Surveillance

Hanen Bouali(�) and Jalel Akaichi

BESTMOD Laboratory,
ISG Tunis, University of Tunis, Tunis, Tunisia

hanene.bouali@gmail.com

Abstract. Bell’s palsy is a sudden disease and very complex to diagnose.
Doctors and physicians are required to be more agile and to be able to
adapt quickly and efficiently to such disease. Mostly, doctors opt for
the electromyography technique but the low quality services makes its
realization difficult. To cope with this major problem, we provide a home
nursing system. Our solution consists of modeling the EDA of Bells palsy
system and proposing a conceptual framework that can guide research
by providing a visual representation of theoretical aspects. However, a
model should be good enough to be useful. To reach that, we present a
mask for the face network system to detect and supervise Bells palsy.

1 Introduction

System modeling is an essential technology for managing interactions that occur
across complex system components in a network. It helps in improving system
understanding through visual analysis. In addition to that, system models are
abstract description of systems whose requirements are being analyzed. It rep-
resents the system from different perspectives:

– External perspectives: showing the system context, interactions and infor-
mation exchanged.

– Behavioral perspectives.
– Structural perspectives: showing the system architecture.

To take advantages from these benefits, researchers use system modeling to
model or represent how real world works or to forecast future behavior in many
systems such as weather prediction, economic models, natural sciences, engineer-
ing discipline (biology, physics)... Besides, the human body is a complex system
susceptible to rapidly change and such instability may give risk to severe disease.
Among this sub-systems, the facial nerve which his failure causes facial paral-
ysis; that effective treatments are not well defined. As physicians are required
to be more agile to respond to the rapidity and to be able to adapt quickly
and efficiently to such disease, we need to introduce primarily an event driven
architecture (EDA). An EDA is a software architecture pattern promoting the
production, detection, consumption and reaction to events which is a significant
change in state. Among key characteristics of EDA we adopt:

c© Springer International Publishing Switzerland 2015
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– Timeliness: systems may publish events as they occur and not only storing
the events locally and process them in package.

– Asynchrony: the publishing system does not wait for the receiving systems
to receive and process events.

– Complex Event Processing CEP: the discipline of processing events to create
complex events. CEP is a technology capable to match events with predefined
contexts and patterns between events.

The main objective of this paper is to detect Bells palsy. To do that, physi-
cians opt for the technique of Electromyography (EMG). The EMG send signals
of intensities (events streams) recorded in facial nerves endings (Muscles and
Glands). But, with the increasing cost of services and the patients inability to
access to diverse services, the physicians technique is not always available. Hence,
we present in this paper a nursing home technique in the form of a wearable ubiq-
uitous system for detecting Bells palsy. To fulfill our solution, we represent the
EDA of Bells palsy system and we propose a conceptual framework that can
guide research by providing a visual representation of theoretical aspects. We
opt for data processing model to show how the data is processed at different
stages and the flow of information from one process to another. This model is
simple and has intuitive notation which show end to end processing of data.
But, in reality this model is very complicated to use. To cope with this major
problem we present a more suitable solution for the face network system for the
Bells palsy surveillance. The system consists of a wireless body area network
that is deployed on the face of the patient. This system includes all the wearable
sensors and a PDA as wearable computer. The system proposed manage the
patient statues anytime anywhere hence the appointment of ubiquitous smart
wearable systems (USWS). The remainder of this paper is as follows: in section
2, we model event by modeling the EPN components and show relationships be-
tween them and we provide a public health scenario for our use case: Bells palsy
system. In section 3, we propose a facial nerve modeling which are the event
producers of our EPN. In section 4, we present wearable systems developed in
the literature to cope with diverse disease and. In section 5, we present our main
contribution of this paper by modeling events deriving from face network system.
And finally, in section 6, we summarize the work and propose new perspectives
to be done in the future.

2 Bell’s Palsy Modeling

Facial Paralysis is a disease affecting the facial nerve that, despite the techniques
that are used to accelerate recovery, effective treatment is not yet well defined.
In our search we opts the electromyography. Motor neurons transmit electrical
signals that cause muscles to contract. An EMG translates these signals into
graphs, sounds or numerical values that a specialist interprets. These numerical
values allow a comparative analysis. Examination is done by setting up a nee-
dle electrode successively in the eyebrow muscles, orbicularis oculi, orbicularis
oris and in the cover of the chin on the healthy side and the paralyzed side.
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EMG activity was recorded at rest and during a voluntary contraction. By re-
ferring to the values calculated by the EMG on the healthy side is performed
comparative analysis. These values are called threshold. This threshold is used
later in our visualization algorithm to compare them to values calculated on the
paralyzed side. On each patients visit, doctors apply EMG until patients com-
pletely recovering. This code is comprehensible by specialists and physicians but
most of times patient doesnt understand specialized language concerned with
medicines which is characterized by pretentious syntax, vocabulary, meaning or
graphics. Understanding facial nerve anatomy permits us to better understand
the Bells palsy disease. Once facial nerve structure is established and facial nerve
structure is analyzed. We note that to better understand this disease a graphical
modeling of the structure can be the efficient way. A useful way of representing
the knowledge is by using graphs. They have been proved as an effective way of
representing objects [7]. There are two kinds of graphical models; those based
on undirected graphs and those based on directed graphs. Our main focus will
be directed graphs. Graphical modeling presents several advantages:

– It shows the relationships between facial nerve components.
– It clearly illustrates the complexity of facial nerve bifurcations.
– It helps to understand the general idea by providing a global view of design,

the text will be minimized.

In addition to the advantages of graphical modeling, the nature of facial nerve is
composed of facial nerve bifurcations and connection between those bifurcations;
this is the basic structure of a graph: nodes and edges. Hence, to benefit from
all this advantages and the schematic nature of facial nerve, we modeled the
facial nerve components bifurcation using an oriented graph. Once the facial
nerve components are studied, bifurcation of the facial nerve was observed in
the four components. Recall that the facial nerve stream is considered as a
moving object circulating through a defined network, the facial nerve in our
case of studies. A moving object is characterized by the trajectory in which
circulates the facial nerve stream which is facial nerve [2]. In Fig. 1, we simplified
the bifurcation of the facial nerve, where their end-points innerve the facial
muscles. For each bifurcation, we place an intersection point to acquire a new
portion. For the bronchial motor components, nodes represent intersection points
or muscles and arcs represent the connections between them. The start node
of the graph describes the beginning of the facial nerve of one side (the left
side or the right side) of the face, the end-nodes represent facial muscles, and
arcs describe connections between nodes. The choice of the oriented graph is
explained by the fact that the facial nerve stream is unidirectional. Then, we
identify each portion with its start-point and its end-point. We can generate the
measures of amplitude and frequency of the stream nerve using electrical tests
(e. g. electrodes) applied to each portion. We can measure also the intensity of
the facial nerve stream crossing one specific portion. An intensity superior to a
threshold means that the stream nerve is crossing a portion, otherwise is not.

For the visceral motor components, nodes represent intersection glands and
edges represent the connections between them. The start node of the graph
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Fig. 1. Facial Nerve Muscle Graph

Fig. 2. Facial Nerve Glands Graph

describes the beginning of the facial nerve of one side (the left side or the right
side) of the face, the end-nodes represent facial glands, and edges describe con-
nections between nodes 2.

3 A Face Network Wearable System

3.1 Introduction

Real systems for disease prevention, symptom detection and diagnosis are re-
quired to prevent from different disease. To reach those efforts smart wearable
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systems (SWS) have been increasing in the last years. This development is due
to the increasing cost of services, inability to access diverse services especially for
elderly and the low quality services in some medical institutions. SWS is a kind
of nursing home and a permanent admission to a core home. An SWS include
a wide range of wearable implantable devices, sensors, wireless communication
networks, user interface, algorithms for data capture and decision support. These
systems are able to measure vital signs such as temperature, health rate, oxygen
level, blood pressure... These measurements are forwarded via a wireless sensor
network either to a central connection node or directly to a medical center. A
subject can wear the device during normal daily life while medical professionals
monitor the patient state in real time.

3.2 Related Works

We present in this section different wearable systems developed by researchers
to monitor and manage the health patient statues. These sensing system scan
be divided into:

– Worn by an individual as an accessory [13,14,15,12]
– Implantable in vivo [9,3,10,18]
– Portable
– Embedded in the users outfit as part of clothing [9,8]
– Embedded in pieces of object, fourniture [21,4,5]

Authors in [19] develop a wearable multi-channel fNIRS system for brain imag-
ing in freely moving subjects during an outdoor activity in real life environ-
ments. It is employed in neuroscientific research. Moreover, the work proposed
in [8]presents a wearable ECG monitoring device based on Electro-optic acqui-
sition technology which a network of optical fiber and components placed at
specefic recording location. This system represents a T-shirt with embedded
optical sensors-optical module. Since the health statues have to be managed
anytime and anywhere, authors in [1] develop a wearable system for ubiquitous
healthcare service (UHS) provisionning. This system uses a wireless biomedical
sensor. It monitor the oxygen situation level, heart rate, activity and locationof
the elderly. The physiological data collected are uploaded to a health sensor via
GPRS/internet for analysis. The UHS ensure privacy, integrity and authentica-
tion protocols. Otherwise, in order to assess cervical spine mobility, authors in
[6] develop a wearable inertial system(IS). The IS includes two inertial sensors
linked to be a light data logger worm at the waist. A new omnidirectionnal cam-
era based scene labeling approach for augmented indoor topological mapping
[20]. A semantic labels of the different types of transitions between places using
a wearable cartadioptric vision system. Later on, a wearable line-of-sight detec-
tion system was developed by authors in [17] using micro fabricated transparent
optical sensor or eyeglasses. The sensor detects the difference in the intensity
of hight reflected from the purpil and the white of the eye and then determines
the view angle. The system is also equipped with a CDD camera to acquire
the users field of view to deduce the line-of-sight. A cable free network system
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on conductive fabric was used for wearable EMG measurement system [1] for
power supply and electric shield for noise reduction is proposed. Tghis system is
cable-free, confortable wear,free installation on the wear by pins, high communi-
cation ability and high power supply ability. For the safety and the well-being of
children, authors propose in [11] a vest which automatically gather and provide
information about the location and well-being of children. In this system, teach-
ers and parents are able to receive alerts and notification when a child moves
accross certain retricted area. These information are available through the web
using sensor web enablement.

3.3 A Wearable Mask for Bells Palsy Detection

Bells palsy is a disease affecting the facial nerve that despite the techniques used
to detect and used to accelerate recovery, effective treatments are not yet well
defined. Besides, causes of Bells palsy are not clear and it develops suddenly.
A person might have Bell’s palsy first thing in the morning - they wake up
and find that one side of the face does not move. Most people who suddenly
experience symptoms believed to be temporary and can be confused with other
facial paralysis disease. To avoid those problems, patients and doctors needs to
detect Bells palsy instantly by receiving an alert. This can be reached by placing
sensors in Facial Nerve ending which sends signals to an EPA to detect whether
Bells palsy exists or not. In theory this method seems to be excellent, practical
and easy to use. But once we go to practice it is very difficult for the patient to be
comfortable with both sensor and cables. Our idea is to use this same technique
of sensor and alert notification while offering patients a more comfortable and
easy to use solution. The idea is to place the sensors in the form of a mask that
a patient suspecting having a facial paralysis can wear it. Each component of
the mask has a sensor connected to facial nerve endings (muscle and gland).
Subsequently these sensors send the EMG signals in the form of event streams
to the EPN for detecting facial paralysis. The patient receives a notification sent
by a doctor or nurse on his device. These alert notifications are in the form of
an event. In the Fig. 3 we present in details the solution mechanism.

4 Event Modeling

4.1 Event Processing Network Components

A conceptual model presents view of event processing systems, aimed at describ-
ing the important concepts and their relationships at an abstract level, removed
from any technical details. The conceptual model we introduce in this paper
provides unified and well defined concepts of event processing network (EPN)
describing the scenario of Bells palsys wearable system. An EPN models consists
of four components[16]:

– Event Producer: known also as event source or event emitter. An event
producer might for example be an application, data store, service, business
process, transmitter or sensor.
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Fig. 3. The mask: A face Network System

– Event Consumer: also known as an event sink, is interested in events to
perform its responsibilities.

– Event Processing Agent (EPA) : also known as event mediators, EPA is
needed to detect patterns on raw events, then to process these events through
enrichment, transformation, validation and finally to derive new events and
publish them. EPA gives a sense to the event. EPA is made up of three
stages:
• Pattern Detection: selecting events for processing according a specified
pattern

• Processing: applying the processing function on the selected events sat-
isfying the pattern, resulting in derived pattern

• Emission: deciding where and how to publish the derived events.
– Event Channel: a mechanism for delivering events streams from event pro-

ducers and event processing agents to event consumer and events processing
agents. Event channel create an ordered and combined event stream from
the sources and provide this stream to each sink.

Figure 4 shows the relationships between events channel, producer, consumers
and processing agent composing Bells palsy system to be studied in details in
the rest of the paper.

4.2 Public Health Scenario

An EPN describes how events received from event producers are directed to
the consumers through agents that process these events by performing trans-
formation, validation or enrichment. Any event flowing from one component to
another must flow through an event channel connection component. The pri-
mary responsibility of an EPN is to receive events from producers, pass them on
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Fig. 4. Event Processing Network

the combination of EPA to process the events and deliver the events to the right
consumer. Combining EPN and Facial Nerve Modeling, physicians can easily
detect Bells palsy immediately by receiving an alert notification (Agent A3) and
see the recovery progress (Agent A4) of the disease once detected. The Bells
palsy Alert Scenario describes the alerting system in cases that are indication of
real words or potential outbreaks that pose a risk to patients. For the scenario,
two stages are primarily considered:

– No detection of Bells Palsy
– Detection of Bells palsy

For the detection of Bells palsy is decomposed under different stages to represent
the gravity of Bells palsy by computing a score of recovery. A physician, com-
paring the threshold to EMG intensities received and detects Bells palsy. The
detection of Bells palsy is published as an event. The event receiver normalizes
the event (EMG signals) and performs some basic quality and origin checks be-
fore passing it to the EPA where signals are transformed, ordered, clustered and
validates to check whether the Bells palsy id detected. In the case of Bells palsy
detection notification are sent as corresponding events to the event consumer.
Different types of events are sent through event channel. These system process
many different types of events, including events that represent:

– EMG signals and intensities
– Detected faults in the network
– Changes in the state of network elements
– Noisy events
– Actions of human operators that respond to network events.
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Fig. 5. Bell’s palsy Alert Overview

Table 1. Event Producer

Event Producer Description

EMG Sensors EMG sensors send intensities:emit events
Physicians The physician may detect Bells palsy and emit a detection event
Patient The patient may emit extra information to doctors

Access to this event stream allows physicians to:

– Normalize network event to a common format for consistent visualization
and processing

– Automatically discover and maintain up-to-date models
– Provide dashboards to physicians or nurses for the purpose of problem

The following tables list EPN components of the Bells Palsy Alert Scenario
described before.

After defining the various actors, we provide a mapping of the Bells palsy
alert scenario to the event processing conceptual architecture. Figure 6 provides
a graphical depiction of the part of the EPN used in the scenario, up to the point
that the technician is dispatched.
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Table 2. Event Consumer

Event Consumer Description

Physicians Physicians subscribe to Bells palsy notification system
Nurses Nurses subscribe to Bells palsy notification system
Patients Patients subscribe to Bells palsy notification system

Dashboards Interactions view of significant events
including diagnostics and disease gravity

Table 3. Event Types

Event Type ID Event Type Attributes

E1 Bells Palsy Detection ID, PID, Details
E2 Bells Palsy Gravity ID, PID, Score
E3 Muscle intensity ID, PID, Mintensity, MLocation, MThreshold
E4 Gland intensity ID, PID, Gintensity, GLocation, GThreshold
E5 Patient Information PID, gender, age
E6 Extracted Event ID, details

Fig. 6. EPN for Bell’s palsy Alert Scenario
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4.3 Example

Table 4. Event Types

Agent Properties Specification

ID A2
Name Agent Clustering
Type Clustering
Input E6
Output E3, E4, E5

Specification Receives event streams and cluster them according to their types
Agent uses an pipelined On-line Off-line clustering algorithm

Comments based on support vector machine and data representative
points techniques in order to keep an up-to-date model

5 Conclusion and Future Works

Bells palsy is a sudden and mysterious disease. For this, researchers offer solu-
tions to detect the disease and helping patient and doctors in diagnostics. To
do that, we opt in this paper for modeling a face network system for Bells palsy
recovery surveillance. We provide a mapping of the Bells palsy alert scenario to
the event processing conceptual architecture. To make this solution practical,
we propose a wearable mask for patient to wear it in case of doubt. The mask
is composed by EMG placed at facial nerve endings. Those EMG sends events
to the EPN model to detect Bells palsy.
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