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Abstract. In this paper, we present a new approach for updating clusters incre-
mentally. The proposed incremental approach preserves comprehensive statis-
tical information of the clusters in form of Gaussian Mixture Models (GMM). 
As each GMM needs the number of Gaussian (component) as an input parame-
ter, we proposed a method to determine the number of components automatical-
ly with introducing the concept of core points. In the updating phase, instead of 
processing each new sample individually, we collect the new incoming samples 
and cluster them. By employing the concepts of core points and GMMs, we 
build a number of GMMs for the new samples and we label the new GMMs 
based on their similarity to the already existing GMMs. To find the similarity 
among GMMs, we introduce a new modified version of Kullback-Leibler as a 
distance function. For merging the current GMMs and the new GMMs, we pro-
posed a new merging mechanism in which the closest components in both 
GMMs are merged to create a new GMM. Since GMM structure is a compact 
representation of clusters, there is no increase in the time neither in clustering 
side nor in updating phase. We measured the accuracy of clusters based on dif-
ferent clustering validity metrics (DB, Dunn, SD and purity) and the results 
show that our algorithm outperforms other incremental clustering algorithms in 
terms of quality of the final clusters. 

Keywords: Incremental clustering · Gaussian Mixture Model · Stream data 
clustering 

1 Introduction 

Nowadays, numerous applications ranging from business and market analysis to com-
puter networks deal with overwhelming quantities of data. The demand to work with 
large and fast incoming data creates a new trend to tailor the traditional algorithms to 
the online environment. Additionally, the main part of the data is unlabelled this is 
why the clustering algorithms receive attention to deal with the unlabeled data [1] [2]. 
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Since in online environment the behavior of data changes by passing time, there is a 
great need to propose algorithms which are able to update themselves with new trends 
in data behavior. The primitive way to update clusters based on the new incoming 
data is to add the new data to the existence data and then apply the clustering algo-
rithm on the entire data. Obviously, this approach is not practical in many online ap-
plications. To solve this problem incremental clustering algorithms are suggested in 
which the clustering algorithms keep a history of data and then add the new data to 
the current data in an incremental way. Incremental clustering algorithms need to 
have specific characteristics. First, the incoming sample has to be processed quickly 
in order to find the closest cluster. Second, the clusters have to be updated very fast to 
be adapted to the new changes in data. Third, the clusters have to be compact and well 
separated over the time, and they should not be grown fast by every incoming sample. 
Another important feature, which needs to be considered, is to make the incrementally 
generated clusters as close as possible to the clusters generated using the whole data.  

Incremental clustering algorithms such as STREAM [3] and Clustream [4] update 
clusters efficiently in terms of memory and time complexity. In these algorithms, 
finding the closest cluster to the new incoming sample is based on finding the dis-
tance of the new sample to the clusters centers. There is another trend in incremental 
clustering that estimates the entire data with one GMM in which each component is a 
representative of a cluster. Considering a single GMM for the whole data has its own 
problems. The most important problem is that the model is complex and updating step 
involves the whole samples in the dataset. To conquer this problem, in this paper, we 
employ the advantages of both trends in incremental clustering algorithms. In our 
proposed approach, instead of finding a single GMM for the whole data, first, the data 
is clustered and then each cluster is represented using a GMM. It has two advantages: 
first, the GMM is able to generate the original data with a good accuracy; second, the 
GMM formula finds the closest cluster to the new sample with a simple calculation. 
From updating perspective, in our approach instead of updating clusters based on each 
new incoming sample, the new coming samples are collected, and a group of samples 
are used to update GMMs. In this way, updating phase is less sensitive to noise. 
Moreover, since the updating is happening offline, it is able to deal with a huge 
amount of data in the online applications.   

The rest of the paper is organized as follows: In Section 2 a review of incremental 
clustering algorithms is presented. The general architecture of our GMM-based incre-
mental clustering algorithm is presented in Section 3. The clustering approach used in 
the paper is discussed in Section 4. The new algorithm for creating GMM is presented 
in Section 5. GMM-based updating approach is introduced in Section 6. The experi-
mental results and the all the comparisons with all other algorithms are presented in 
Section 7. The conclusion and future work of the paper are presented in Section 8. 

2 Related Work 

There are different approaches for clustering data in online applications. The first well-
known algorithm in online clustering is BIRCH [5] that was introduced by Zhang et al. 
The BIRCH algorithm creates a hierarchical structure of clusters in the form of a tree 
that makes this algorithm fast for searching purposes. In spite of being fast, this algo-
rithm has its own disadvantages. First, creating a hierarchy of data is usually a difficult 
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task which involves many parameter setting, plus the fact that updating a tree structure 
is not a straightforward task. Moreover, BIRCH employs the idea of the centers and a 
radius to create a cluster which makes it inappropriate for non-convex clusters. In addi-
tion, the center-based approaches are sensitive to noise and also they have low accura-
cy in clustering new samples. STREAM [3] is an incremental algorithm that uses the 
idea of preserving weighted medians over the time. In this algorithm in each step the 
LSEARCH algorithm finds the clusters medians. Every new incoming data is added to 
the current medians and LSEARCH is applied to find the new medians. To have an 
accurate clustering, a large number of medians need to be preserved which is not ap-
pealing in the online environments. Clustream [4] is an incremental algorithm that 
combines the idea of BIRCH and STREAM in a framework. In pyramidal time steps, 
the clusters are updated, and the current clusters are replaced by new ones. Clustream 
still carries the problems related to BIRCH and STREAM. 

In the area of density-based clustering algorithms, DenStream [6] is used to make 
DBSCAN an incremental clustering algorithm. The main algorithm for initialization and 
updating stages is DBSCAN. Each new coming sample is assigned to a cluster with 
distance less than a radius to a core micro cluster. Dealing with the whole dataset makes 
the algorithm slow and unpleasant for online applications. Grid-based algorithms are 
also changed to be used in incremental and online environments [7]. The idea is pretty 
much similar to DenStream while finding dense regions and connecting them is applied 
to the grid that has its own problems. Incremental Gaussian Mixture Model algorithms 
are another group of incremental clustering algorithms that consider all data is generated 
based on a Gaussian Mixture Model [8]. In this group, a single GMM is found for the 
entire dataset. After generation of the first GMM, each new sample is fed to the current 
GMM and the GMM is updated based on the new sample [9] [10] [11]. Our approach is 
a combination of both GMM-based incremental clustering and traditional incremental 
clustering algorithms, and it also introduces a new structure which is fast and accurate 
for online data clustering and is explained in next section. 

3 The Proposed Incremental Cluster Updating  

In this section, we present the proposed method CUGMM (Cluster Updating based on 
GMM) in more details. Our approach has three main phases which are shown in Fig-
ure 1. As shown in this figure, the input dataset is available and a clustering algorithm 
is applied to partition the dataset into some clusters (cluster creation phase is ex-
plained in Section 4).  

In the second phase, for each cluster, a GMM is employed to estimate the distribu-
tion and shape of the cluster. In this paper, we modify the standard GMM estimation 
phase in order to improve the time and memory complexity of the previous methods. 
The proposed approach is described in Section 5. In updating phase, instead of updat-
ing the current clusters using each new sample, we collect the incoming samples and 
after collecting a specific number of samples, we cluster the collected samples into 
some clusters. Then we apply the same procedure on the new clusters and represent 
each cluster by a GMM as shown in Figure 1. In this step, we compare the newly 
generated clusters with the exciting ones. If the new GMM is close enough to one  
of the existing cluster GMMs, they are merged and they create an updated cluster; 
otherwise, it is either added as a new cluster or deleted. In the following, we discussed 
each step in more detail. 
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Fig. 1. The General Structure of Incremental cluster updating 

4 Creating Clusters  

In each dataset, based on the requirements of an application and nature of data, differ-
ent kinds of clustering algorithms are applied. In the proposed model, any kind of 
clustering algorithms can be employed. This means that the proposed algorithm is 
able to work with the clusters produced by any clustering algorithm. To preserve the 
shape of a cluster either the majority of samples in each cluster should be stored or the 
boundary of each cluster must be detected. Either way, the memory complexity for 
these methods is not negligible. Moreover, we need to use a technique that not only 
preserves the shape of the cluster, but also retains all valuable information for that 
cluster to use for further investigation of clusters. Therefore, we proposed our GMM-
based approach called SGMM [2] to summarize the clusters as a GMM. In the next 
section, we explain the proposed SGMM algorithm in details. 

5 Creating Gaussian Mixture Model  

Summarization based on Gaussian Mixture Model (SGMM), has three main steps to 
represent each cluster as a GMM. First, a set of objects called core objects are detected. 
These objects are representative of a cluster, and they are able to generate the original 
cluster as needed. After detecting the backbone objects, there comes the absorption 
step, where the attached objects to the core point are absorbed and represented by the 
core object. Then by introducing a new feature set for each core point, the cluster is 
summarized while its original distribution is preserved using a GMM. 
-Finding core objects: In this phase, a radius is considered as an input parameter for 
the algorithm. The radius is employed to find dense regions and the core points which 
are the center of these dense regions. Every point with a greater number of neighbors 
in comparison with other objects is a good candidate to be a final core point.   
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-Absorption and cluster feature extraction: Each core object is represented by a triple CF c , Σ , ω  . In this triple c  is the core point and Σ  is the covariance calcu-
lated using the core point as the center and all samples in its neighbourhood. ωn/CS is the weight of core point, n is the number of objects in the neighbourhood of 
core point c  , and CS is the cluster size.  
-GMM representation: After finding the core objects, we generate a Gaussian Mixture 
Model for each cluster. Given feature space,  f R   a Gaussian Mixture Model g: f R with n components is defined as:   

µ ;  µ 12π |Σ |  (1) 

6 Updating Cluster  

In comparison to the previous online clustering algorithms that update the clusters 
based on each new sample, our algorithm updates clusters in a batch way. To update 
the clusters, first, the new incoming samples are collected, and some new clusters are 
generated and by GMMs. The updating procedure consists of two main steps; finding 
two closest clusters and then merging the close clusters. 

6.1 Finding Two Closest GMMs 

To update clusters, first we need to find the closest clusters. Based on the definition of 
GMM in Equation (1), the Kullback-Leibler [12] distance for two normal distribu-
tions is:  | 12 Σ Σ Σdet Σdet Σ  

(2) 

This distance is used to measure the distance of two normal distributions not two 
mixtures of the normal distributions. To propose a symmetric distance, we need to 
find both |  and | , and then take the average. In our proposed 
distance measure, we first find the distance of first GMM components to the second 
GMM components using weights of the first GMM. Then, we find the distance of 
second GMM’s components to the first GMM’s components using weights of the 
second GMM. 

 

(3) 
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6.2 Merging Two GMMs 

After finding the two closest GMMs, the next step is to merge them. According to our 
proposed approach, the new data samples {x1,…,xm} are clustered to clusters 
{c1,…,ck}. SGMM algorithm finds all equivalent GMMs; {G1,..,Gk}, for clusters 
{c1,…,ck}. Each GMM consists of a set of components G g , , g  where s is 
the number of GMM components. Each GMM component is represented by gµ , Σ , ω . Considering that G  and G  are two close GMMs. In G  the ith compo-

nent that is  g  is close to jth component of G  that is  g . Therefore, the new GMM 

component is created based on merging g µ , Σ , N  and g µ , Σ , N .  
 

 (4) 

Π
∑ ∑ (5) 

Σ
 (6) 

6.3 Discussion on the Efficiency of the Proposed Method 

Summarization is the main feature of the proposed method. Instead of keeping the 
entire samples in each cluster for preserving the arbitrary shape of the cluster, the pro-
posed method summarizes each cluster into a set of Gaussian models. Each Gaussian 
model contains a mean, a variance, and a weight. In terms of memory complexity, 
summarizing the clusters with Gaussian mixtures are more beneficial than holding the 
entire samples in each cluster. It can estimate the shape of the clusters as well as distri-
bution of samples in each cluster by estimating each cluster with a set of Gaussian 
models. In arbitrary shape clustering algorithms which keep the entire samples, to label 
the new incoming sample, the distances between the new test samples and entire sam-
ples in the cluster (or at least a part of the samples) have to be calculated. In the pro-
posed method, a few number of core points are kept based on which a GMM is esti-
mated on each cluster. Summarizing the clusters with a set of core points and estimat-
ing the characteristics of the clusters by the GMMs benefits the proposed method in a 
noisy environment. If the updating process is triggered whenever a new sample is in-
troduced to the model, the noisy samples may bias or change the attributes of the clus-
ters based on their noisy behavior. It may end to inaccurate final clusters which do not 
follow the real behavior of the clean data. But the proposed method collects the incom-
ing samples, and then group them into some clusters and consider the extracted clusters 
to represent the new samples. After clustering the new samples, the outliers and the 
clusters which have the number of the samples less than a given threshold are removed 
from the data. It prevents the final clusters to be persuaded by the input noisy data.  

In some cases, the number of noisy samples, which are placed in the same neigh-
borhood, is enough to shape a component of a GMM. In this case, the noisy compo-
nent should be close to any other clean components in other clusters. If the algorithm 
decides to combine two GMMs (one of the GMMs consists of the noisy component), 
there will be two approaches for the algorithm. First, while the noisy component is 
not close enough to any components in the other GMM and the number of samples in 
the component is less that a specific value, the proposed method eliminates the com-
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new sample to the center of the cluster. As shown in the Figure 3, CUGMM shows 
better performance in clustering the new incoming samples incrementally since the 
results is very close that of CWR while CWR considers the whole samples in each 
round in clustering and CUGMM updates the clusters incrementally. Figure (3) shows 
the same result on MagicGamma dataset which confirms that the CUGMM works 
better than Clustream algorithm, and it almost ties with the CWR method. For exam-
ple, in the first round the CUGMM SSQ is 6221 in comparison to SSQ 32210 for 
Clustream and SSQ 7100 for the basic model. The lower error rate shows that the 
approach does not lose any accuracy in terms of clustering over the time. In next ex-
periment, we evaluate the proposed method using Dunn, DB, SD, and Purity. For DB 
and SD the lowest value shows the best performance while for Dunn and Purity the 
highest is the best (. 1). For KDD dataset in each round the CUGMM algorithm has a 
better result than Clustream, and it is close to the results of CWR. For DB index, the 
CUGMM shows a stable performance during the whole rounds while Clustream and 
CWR fluctuate between [0.4-0.8] and [0.2-0.7] respectively. In terms of SD, most of 
the time the CUGMM shows better results than that of Clustream and also CUGMM 
is very close to CWR. It shows the proposed method (CUGMM) outperforms the 
Clustream, and it is able to generate the same cluster as CWR. The result for DB in-
dex shows that the generated clusters are good in all rounds. The result for SD con-
firms the previous results. Result shows that with CUGMM algorithm, the purity 
inside clusters based on label of the data is higher than that of Clustream, and it is 
close to the CWR. 

8 Conclusions 

This paper presents a new approach to update clusters based on the new incoming 
samples. In our approach, all clusters are represented using a GMM that keeps a 
summary of each cluster and is able to be updated very fast and more accurate. In-

Table 1. Performance of clustering based on Dunn, DB, SD, Purity indexes 
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KDD 
R1 1e-6 2e-8 0.0003 0.613 0.81 0.35 2.01 3.2 2.22 0.76 0.63 0.79 

R4 0.00025 1e-6 0.0006 0.634 0.71 0.69 2.3 2.27 2.27 0.74 0.66 0.73 

Shut
tle 

R1 7e-6 2e-8 3e-05 0.332 0.49 0.2 6.35 7.15 6.42 0.96 0.81 0.95 

R4 9 e-7 2e-8 2e-05 0.363 0.59 0.29 3.88 4.98 3.98 0.96 0.85 0.95 

Ma-
gicc
Gam
ma 

R1 0.00489 0.0001 0.0222 0.777 0.87 0.66 1.89 2.89 1.9 0.76 0.64 0.73 

R4 0.01960 0.0039 0.0339 0.727 0.94 0.7 1.89 2.71 1.9 0.75 0.64 0.75 

Syn-
thet-

ic 

R1 2e-09 1e-011 1e-05 0.40 0.45 0.35 2.25 3.25 2.08 0.89 0.79 0.91 

R4 2e-07 4e-09 6. e-06 0.38 0.68 0.28 2.33 4.47 1.77 0.9 0.81 0.9 
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stead of processing each new incoming sample individually, we first collect the sam-
ples and then group them into some clusters. For each cluster a GMM is defined to 
estimate the samples scattering and distribution. In updating phase, we proposed a 
modified Kullback-Leibler distance measure to find the closest cluster to the new 
clusters. After finding a pair of close clusters from current and new clusters, their 
corresponding GMMs are merged. We introduce a merging strategy which enables 
the algorithm to detect noisy samples and remove them from the rest of the process. 
We evaluate the proposed method in comparison with two other clustering algo-
rithms, CWR and Clustream based on different cluster validity indices. The result 
shows that our updating approach tends to follow the original shape of clusters during 
time. The result on different dataset based on different factors shows that updating 
clusters using GMMs is more accurate than Clustream. 
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