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Preface

These volumes constitute the Proceedings of the 6th International Workshop on
Soft Computing Applications, or SOFA 2014, held during 24–26 July 2014 in
Timisoara, Romania. This edition was organized by the University of Belgrade,
Serbia in conjunction with the Romanian Society of Control Engineering and
Technical Informatics (SRAIT)—Arad Section, The General Association of
Engineers in Romania—Arad Section, Institute of Computer Science, Iasi Branch
of the Romanian Academy, and IEEE Romanian Section.

Soft Computing concept was introduced by Lotfi Zadeh in 1991 and serves to
highlight the emergence of computing methodologies in which the accent is on
exploiting the tolerance for imprecision and uncertainty to achieve tractability,
robustness, and low solution cost. Soft computing facilitates the use of fuzzy logic,
neurocomputing, evolutionary computing, and probabilistic computing in combi-
nation, leading to the concept of hybrid intelligent systems.

The combination of such intelligent systems tools and a large number of
applications introduces a need for a synergy of scientific and technological disci-
plines in order to show the great potential of Soft Computing in all domains.

The book covers a broad spectrum of soft computing techniques, theoretical, and
practical applications employing knowledge and intelligence to find solutions for
world’s industrial, economic, and medical problems.

The conference papers included in these proceedings, published post conference,
were grouped into the following areas of research:

• Image, Text and Signal Processing
• Intelligent Transportation
• Modeling and Applications
• Biomedical Applications
• Neural Network and Applications
• Knowledge-Based Technologies for Web Applications, Cloud Computing,

Security, Algorithms and Computer Networks
• Knowledge-Based Technologies
• Soft Computing Techniques for Time Series Analysis
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• Soft Computing and Fuzy Logic in Biometrics
• Fuzzy Applications Theory and Fuzzy Control
• Bussiness Process Management
• Methods and Applications in Electrical Engineering

In SOFA 2014 we had six eminent keynote speakers: Prof. Lakhmi C. Jain
(Australia), Prof. Kay Chen Tan (Singapore), Prof. Ioan Dumitrache (Romania),
Prof. Dan Ionescu (Canada), Prof. Sheryl Brahnam (USA) and Prof. Margarita
Favorkaya (Russian Federation), and an interesting tutorial of Dr. Jakob Salom
(Serbia). Their summarized talks are included in this book.

We especially thank the honorary chair of SOFA 2014, Prof. Lotfi A. Zadeh,
who encouraged and motivated us.

We would like to thank the authors of the submitted papers for keeping the
quality of the SOFA 2014 conference at high levels. The editors of this book
acknowledge all the authors for their contributions and also the reviewers. We have
received invaluable help from the members of the International Program Committee
and the chairs responsible for different aspects of the workshop. We appreciate also
the role of the Special Sessions organizers. Thanks to all of them we were able to
collect many papers on interesting topics and had very interesting presentations and
stimulating discussions during the workshop.

For their help with organizational issues of all SOFA editions, we express our
thanks to TRIVENT Company, Mónika Jetzin, and Teodora Artimon for having
customized the software Conference Manager, registration of conference partici-
pants, and all local arrangements.

Special thanks go to Janus Kacprzyk (Editor-in-Chief, Springer, Advances in
Intelligent Systems and Computing Series) for the opportunity to organize this
guest edited volume.

We are grateful to Springer, especially to Dr. Thomas Ditzinger (Senior Editor,
Applied Sciences & Engineering Springer-Verlag) for the excellent collaboration,
patience, and help during the evolvement of this volume.

We hope that the volumes will provide useful information to professors,
researchers, and graduate students in the area of soft computing techniques and
applications and all will find this collection of papers inspiring, informative, and
useful. We also hope to see you at a future SOFA event.

Romania Valentina Emilia Balas
UK Lakhmi C. Jain
Serbia Branko Kovačević
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Decision Support Systems in Practice

Prof. Lakhmi C. Jain
Faculty of Science and Technology
Data Science Institute, Bournemouth University
Poole
UK
e-mail: Lakhmi.jain@unisa.edu.au

Abstract This talk will summarize the research projects
on safety undertaken by me and my research team in
recent years. The progress made in developing the
intelligent flight data monitoring system for improving
the safety of aviation operations will be presented.

Short Biography
Lakhmi C. Jain, serves as Visiting Professor in Bournemouth University, UK,
Adjunct Professor in the Division of Information Technology, Engineering and the
Environment at the University of South Australia, Australia and University of
Canberra, Australia.

Dr. Jain founded the KES International for providing to a professional com-
munity the opportunities for publications, knowledge exchange, cooperation, and
teaming. Involving around 5000 researchers drawn from universities and companies
worldwide, KES facilitates international cooperation and generates synergy in
teaching and research. KES regularly provides networking opportunities for the
professional community through one of the largest conferences of its kind in the
area of KES. www.kesinternational.org

His interests focus on artificial intelligence paradigms and their applications in
complex systems, security, e-education, e-healthcare, unmanned air vehicles, and
intelligent agents.
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Advances in Evolutionary Multi-objective Optimization
and Applications

Kay Chen Tan
National University of Singapore, Singapore
e-mail: eletankc@nus.edu.sg

Abstract Multi-objective optimization is widely found
in many fields, such as logistics, economics, engineer-
ing, or whenever optimal decisions need to be made in
the presence of trade-offs. The problem is challenging
because it involves the simultaneous optimization of
several conflicting objectives in the Pareto optimal
sense and requires researchers to address many issues
that are unique to MO problems.

This talk will first provide an overview of evolutionary computation for
multi-objective optimization (EMO). It will then discuss challenges faced in EMO
research and present various EMO algorithms for good optimization performance.
The talk will also discuss the application of evolutionary computing techniques for
solving engineering problems, such as logistics, design optimization, and prog-
nostic applications.

Short Biography
Dr. Kay Chen TAN received the B.E. degree with First Class Honors in Electronics
and Electrical Engineering, and the Ph.D. degree from the University of Glasgow,
Scotland, in 1994 and 1997, respectively. He is currently associate professor in the
Department of Electrical and Computer Engineering, National University of
Singapore.

Dr. Tan actively pursues research in the area of computational intelligence, with
applications to multi-objective optimization, scheduling, automation, data mining,
and games. He has published over 100 journal papers, over 100 papers in con-
ference proceedings, co-authored five books including Multiobjective Evolutionary
Algorithms and Applications (Springer-Verlag, 2005), Modern Industrial
Automation Software Design (John Wiley, 2006; Chinese Edition, 2008),
Evolutionary Robotics: From Algorithms to Implementations (World Scientific,
2006), Neural Networks: Computational Models and Applications
(Springer-Verlag, 2007), and Evolutionary Multi-objective Optimization in
Uncertain Environments: Issues and Algorithms (Springer-Verlag, 2009), co-edited
four books including Recent Advances in Simulated Evolution and Learning (World
Scientific, 2004), Evolutionary Scheduling (Springer-Verlag, 2007), Multiobjective
Memetic Algorithms (Springer-Verlag, 2009), and Design and Control of Intelligent
Robotic Systems (Springer-Verlag, 2009).

Dr. Tan has been an invited keynote/plenary speaker for over 40 international
conferences in the area of computational intelligence. He is an elected member of
AdCom for IEEE Computational Intelligence Society from 2014 to 2016. He serves
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as the General Co-Chair for 2016 IEEE World Congress on Computational
Intelligence to be held in Vancouver, Canada. He has also served in the interna-
tional program committee for over 100 conferences and was involved in the
organizing committee of over 50 international conferences, such as the General
Co-Chair for 2007 IEEE Congress on Evolutionary Computation in Singapore, etc.
He has actively served in various committees of the IEEE Computational
Intelligence Society, such as conference committee, publication committee, nomi-
nation committee, awards committee, etc. He was also a Distinguished Lecturer
of the IEEE Computational Intelligence Society from 2011 to 2013 and served as
the Chair of Evolutionary Computation Technical Committee from 2008 to 2009.

Dr. Tan was the Editor-in-Chief of IEEE Computational Intelligence Magazine
from 2010 to 2013. He currently serves as an Associate Editor/Editorial Board
member of over 20 international journals, such as IEEE Transactions on
Evolutionary Computation, IEEE Transactions on Cybernetics, IEEE Transactions
on Computational Intelligence and AI in Games, Evolutionary Computation (MIT
Press), European Journal of Operational Research, Journal of Scheduling etc.

Dr. Tan is a Fellow of IEEE. He was awarded “Outstanding Early Career
Award” from the IEEE Computational Intelligence Society in 2012 for his con-
tributions to evolutionary computation in multi-objective optimization. He also
received the “Recognition Award” from the International Network for Engineering
Education & Research (iNEER) in 2008 for his outstanding contributions to
engineering education and research. He was a winner of the NUS Outstanding
Educator Awards in 2004, the Engineering Educator Awards (2002, 2003, 2005),
the Annual Teaching Excellence Awards (2002–2006), the Honour Roll Awards in
2007, and a Fellow of the NUS Teaching Academic from 2009 to 2012.

Hybrid Intelligent Techniques in Autonomous Complex Systems

Ioan Dumitrache
Romanian Academy
e-mail: ioandumitrache@yahoo.com

Abstract The complexity of physical infrastructures, the
progress of knowledge in computational intelligence, and
the increasing integration of computers, communica-
tions, and control strategies with physical processes have
imposed a new vision on intelligent complex systems.

The paper presents some architectures of autono-
mous complex systems where the synergy of the
intelligent methodology is thoroughly exploited.
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There are presented some hybrid architectures as: neuro-fuzzy, geno-fuzzy,
geno-neuro-fuzzy, and their real impact on the control performances for different
types of applications. There are also presented some results in the fields of robotics
and intelligent manufacturing.

Special attention is paid to the connections between computational intelligence
and the new paradigm of Intelligent Complex Cyber-Physical Systems.

There are underlined some new research directions on these advanced integrative
technologies: computer, communication, control and cognition, deeply enabled in
physical systems.

Short Biography
Prof. Dr. Ing. Ioan Dumitrache graduated the Faculty of Energetics of the
Polytechnical Institute of Bucharest in 1962 and received in 1970 a Ph.D. from the
same institute in the field of Automatic Control. He is, from 1987, Ph.D. advisor in
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and Doctor Honoris Causa of Polytechnical University of Timisoara, University of
Pitesti, University of Craiova, University of Arad and Technical University of Cluj.
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control systems, smart manufacturing, knowledge management, bioprocess control
and so on.

He is an author of more than 250 scientific papers, published in international
journals and conference proceedings, author of more than 20 books and mono-
graphs edited by national and international publishing houses, editor of more than
25 volumes and coordinator of research teams for more than 75 projects, nationally
and internationally funded.

He was in the IPC of more than 100 international conferences, chaired or
co-chaired more than 25, is the President of SRAIT–NMO of IFAC, member in the
editorial board of several international scientific journals and Editor in Chief of
CEAI Journal.

He was the President of CNCSIS between 1998 and 2011, Romanian repre-
sentative in IFAC since 1979 and member in the Governors Board of JRC (2005–
2013) and NSF (2003–2011).

xvi Invited Keynote Papers



Contemporary Software Challenges: Big Data and Cloud
Computing

Prof. Dan Ionescu
School of Electrical Engineering and Computer Science
University of Ottawa
e-mail: ionescu@site.uottawa.ca

Abstract Cloud computing and data storage options
lowering down the cost of hosting server farms, the rush
for interpreting large amounts of data for predicting the
advent of events of interest for business, politicians,
social behaviors, or endemics changed the way the data
were regarded and produced in the last decade.

The success stories of the results obtained by the
Narval, the big data analytics used by the winner of the 2012 Presidential Elections
in the US, demonstrated that it is not enough to have or host a huge amount of data,
rather there is a need to know how to use it, too.

Recently, industries become interested in the high potential of big data, and
many government agencies announced major plans to accelerate big data research
and applications.

However, the data deluge in the big data era brings about huge challenges to data
acquisition, storage, management, and especially in data analysis.

Many solutions for big data storage and processing have been experimented
with. As such permanent storage and management of large-scale disordered data-
sets, distributed file systems, and NoSQL databases are mentioned as good choices
for approaching big data projects.

Cloud computing’s main goal is to provide hosting to huge computing and
storing resources under concentrated management, thus providing big data appli-
cations with fine-grained computing and storage capacity.

In this talk, Dr. Ionescu will review the background and state of the art of big
data research related to software technologies. After focusing on data generation,
data acquisition, data storage, and data analysis discussing the technical challenges
to the latest advances in the associated software technologies, the talk will make an
attempt to associate big data analysis algorithms with Digital Signal Processing
(DSP) techniques. Several representative applications of big data, including
enterprise management, Internet of Things, online social networks, e-health
applications, collective intelligence, and smart grid will be presented at the end.

Short Biography
Dr. Dan Ionescu is a Professor at the University of Ottawa (the Capital City
University). He is the Director of the Network Computing and Control
Technologies (NCCT) research laboratory since 1999. Former director of Computer
Engineering at the above university from 1996 to 2000, Dr. Dan Ionescu is a senior
member of various IEEE, IFIP, and IFAC groups.
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His research at the University of Ottawa spans domains such as Artificial
Intelligence, Machine Vision, Distributed Computing, Network Computing and
Control, Internetworking Technologies, Web Collaboration platforms, and others.
His contributions to Expert Systems, Image Processing, Temporal Logic, Discrete
Event and Real-Time Systems materialized in a series of more than 250 papers, and
a book. A series of industrial and governmental research grants were obtained by
Dr. Ionescu which were used for equipping the NCCT with state-of-the-art high-end
routing and switching devices, and large server farms, connected directly to Ca*net
4, Abelene, GEANT, and other main research-public networks. His research works
were at the foundations of a few start-ups such as Diatem Networks, ARTIS, and
Mgestyk.

His recent research efforts are directed at collaborative multimedia platforms,
autonomic computing, big data, IoT, and new man–machine interface paradigm.
Results of his research materialized into a Big Data Platform called M3Data in use
at the Government of Canada.

DataFlow SuperComputing for ExaScale Applications

Jakob Salom
School of Electrical Engineering
University of Belgrade, Serbia
e-mail: jasasalom@yahoo.com

Abstract The strength of DataFlow computers, com-
pared to ControlFlow ones, is in the fact that they
accelerate the data flows and application loops by one or
more orders of magnitude; how many orders of mag-
nitude—that depends on the amount of data reusability
within the loops. This feature is enabled by compiling
down to levels much below the machine code, which

brings important effects: much lower execution time, equipment size, and power
dissipation.

The presentation’s goal is to describe and explain DataFlow programming
paradigm:

Rather than writing one program to control the flow of data through the com-
puter, one has to write a program to configure the hardware of the computer, so that
input data, when it arrives, can flow through the computer hardware in only one
way (the way the computer hardware has been configured). This is best achieved if
the serial part of the application continues to run on the ControlFlow host and the
parallel part of the application (BigData crunching and loops) is migrated into a
DataFlow accelerator.

The presentation contains a few examples of successful implementations of
DataFlow applications.
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Short Biography
Dr. Jakob Salom graduated from University of Belgrade, School of Electrical
Engineering in 1975, and started working in an IT company that was later
acknowledged as the fastest growing IT company in the region.

During his tenure in the industry, his teams developed complete solutions for
state payment systems agency, for banks and insurance companies, developed and
managed large banking networks, and developed and established (in 1988) the first
electronic banking network. He is now a consultant to Mathematical Institute of
Serbian Academy of Sciences and Arts and to University of Belgrade, School of
Electrical Engineering. His domains of expertise in recent years are:

• Use of Maxeler FPGA accelerators for HPC computing,
• Data warehousing, data archiving and data mining, and
• Cloud computing.

Advances in Urban Video-Based Surveillance Systems

Prof. Dr. Margarita N. Favorskaya
Russian Federation
e-mail: favor.edu@gmail.com

Abstract In recent years, a number of systems based on
automatic video analysis for human security, traffic
surveillance, home automation, and other applications
are developed. Techniques of object and event recog-
nition, behavior understanding, and action representa-
tion form a basis for such systems. The activity
recognition in urban environment is the main problem
of current investigations, which is built on data and

knowledge representations of objects and reasoning scenarios. Such techniques are
strongly dependent on low-level and middle-level vision tasks such as the filtering
and motion segmentation following tracking.

The focus of this presentation is to discuss the applications of intelligent tech-
nologies and systems in vision-based urban surveillance. The application of intel-
ligent paradigms improves efficiency and safety on the road networks (e.g., traffic
alerts, estimated time to reach a destination and alternative routes, unmanned cars).
The analysis of eyes and hands activity for automatic driving risk detection is one
of the crucial problems in urban environment. Also car manufacturers, public
transportation services, and social institutions are interested in detecting pedestrians
in the surroundings of a vehicle to avoid dangerous traffic situations. The research
on 3D computer graphic for the model representation of actual urban environment
is also presented.
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Short Biography
Margarita Favorskaya received her engineering diploma from Rybinsk State
Aviation Technological University, Russia, in 1980 and was awarded a Ph.D. from
St. Petersburg State University of Aerospace Instrumentation, St. Petersburg, in
1985. Since 1986 she is working in the Siberian State Aerospace University,
Krasnoyarsk, where she is responsible for the Digital Image and Videos Processing
Laboratory. Presently, she is a Full Professor and the Head of Department of
Informatics and Computer Techniques, Siberian State Aerospace University. Her
main research interests are in the areas of digital image and video processing,
pattern recognition, fractal image processing, artificial intelligence, information
technologies, and remote sensing. She has authored/co-authored more than 130
publications.

Margarita Favorskaya is a member of KES International organization and the
IPC member of a number of national and international conferences.

She is on the editorial board of International Journal of Computer and
Information Science and International Journal of Intelligent Decision Technology.
She has won a number of awards from the Ministry of Education and Science of the
Russian Federation for significant contribution in educating and training a number
of highly qualified specialists over a number of years.

Robust Ensemble Learning for Data Mining

Sheryl Brahnam
Professor and Daisy Portenier Loukes Research
Fellow in the School of COB, Computer Information
Systems Department at Missouri State University
e-mail: sbrahnam@facescience.org

Abstract The field of machine learning is expanding at
a rapid pace, especially in medicine. This pace is being
driven by an information avalanche that is unprece-
dented. To handle these data, specialized research dat-
abases and metadatabases have been established in
many domains. Machine learning technology applied to

many of these databases has the potential of revolutionizing scientific knowledge.
In the area of bioinformatics, for example, many large-scale sequencing projects
have produced a tremendous amount of data on protein sequences. This has created
a huge gap between the number of identified sequences and the number of identified
protein structures. Machine learning methods capable of fast and accurate prediction
of protein structures hold out the promise of not only reducing this gap but also of
increasing our understanding of protein heterogeneity, protein-protein interactions,
and protein–peptide interactions, which in turn would lead to better diagnostic tools
and methods for predicting protein/drug interactions.
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What are needed to handle the problems of today are not yesteryear’s solutions,
which were typically based on training a single classifier on a set of descriptors
extracted from a single source of data. It is generally acknowledged that ensembles
are superior to single classifiers, and much recent work in machine learning has
focused on methods for building ensembles. In protein prediction some powerful
ensembles have recently been proposed that utilize the combined information
available in multiple descriptors extracted from protein representations. Particularly
interesting, however, are ensemble systems combining multiple descriptors
extracted from many protein representations that are trained across many databases.
In this address, I shall describe the ensemble research that I am involved in with
Drs. Loris Nanni and Alessandra Lumini. My focus will be on describing the
methods our research group uses for building ensemble systems that work extre-
mely well across multiple databases. Powerful general purpose ensembles are of
value to both the general practitioner and expert alike. Such classifier systems can
serve as a base for building systems optimized for a given problem. Moreover,
general purpose ensembles can further our general understanding of the classifi-
cation problems to which they are applied.

Short Biography
Sheryl Brahnam is a Professor and Daisy Portenier Loukes Research Fellow in the
school of COB Computer Information Systems Department at Missouri State
University. She is the Director/Founder of Missouri State University’s infant
Classification Of Pain Expressions (COPE) project. Her interests focus on medical
decision support systems, machine learning, bioinformatics, biometrics, embodied
conversational agents, and computer abuse. She has served as guest editor of
several books and special issues on virtual reality and rehabilitation, technologies
for inclusive well-being, agent abuse, and computational systems for medicine. She
has published extensively in journals such as Bioinformatics, Pattern Recognition,
Artificial Intelligence in Medicine, Amino Acids, Journal of Theoretical Biology,
Expert Sytems with Applications, Decision Support Systems, NeuroComputing,
PLos One, and Interacting with Computers, as well as in many conferences devoted
to human–computer interaction, machine learning, and artificial intelligence. More
about Dr. Brahnam can be found here: http://www.brahnam.info.
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A Comparative Study of Text-to-Speech
Systems in LabVIEW

Manuela Panoiu, Cezara-Liliana Rat and Caius Panoiu

Abstract In this paper we propose to study the possibilities of transforming the
written language into speech (text-to-speech) using the LabVIEW programming
environment. To this aim we studied the text-to-speech interfaces provided by the
Microsoft Speech SDK for TTS applications. The number and diversity of languages
that can be used through these interfaces are also taken into consideration. Emphasis is
on the advantages and the limitations of each class while analyzing the possibility of
rendering languages that use special characters. It is well known that LabVIEW offers
little support for special characters, special language characters being no exception,
hence finding a functional method of correctly rendering speech for special character
languages is an arduous task we proceeded to undertake.We have also researched the
use of a speech synthesizer calledMBROLA that provides support for a wide range of
international languages. Together with open-source software, namely eSpeak,
MBROLA becomes a complete text-to-speech (TTS) system. We have also analyzed
the possibility of interfacing eSpeak with LabVIEW.
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1 Introduction

The utility of text-to-speech (TTS) systems consists of an easier means of com-
munication and improved accessibility for the visually impaired [1–3]. High quality
TTS systems, such as natural-sounding synthesizers [4], are complex systems that
require the cooperation of various specialists resulting in a multidisciplinary project.
Research on TTS synthesizers continues with the purpose of creating a wider range
of languages and improving voice quality [1, 5]. Microsoft Speech SDK 5.1 is a
software development kit designed primarily for developing speech applications in
Microsoft Windows.

Microsoft Speech SDK allows programmers to write applications incorporating
speech into them. The SDK contains the speech application programming interface
(SAPI), the Microsoft continuous speech recognition engine and Microsoft con-
catenated speech synthesis (or text-to-speech) engine, and a collection of
speech-oriented development tools for compiling source code and executing
commands. The SDK components and the redistributable SAPI can serve to build
applications that incorporate both speech recognition and speech synthesis capa-
bilities. The Microsoft Speech SDK can be used with programming languages that
support OLE automation, such as C, C++, Visual Basic, or C#.

SAPI has strong reliance on COM. SAPI 5.1 particularly supports OLE auto-
mation, hence programming languages that support OLE automation can use SAPI
for application development. The SAPI application programming interface
(API) reduces the code required for an application to use speech recognition or
text-to-speech, making speech technology more accessible and robust. The
Speech API provides a high-level interface between an application and speech
engines while implementing all the low-level details needed to control and manage
the real-time operations of various speech engines.

The Speech API architecture includes a collection of speech components that can
directly manage the audio, training wizard, events, grammar compiler, resources,
speech recognition manager, and a TTS manager. This provides low-level control
and greater flexibility. The Speech API can also manage shared recognition events
for running multiple speech-enabled applications. The two basic types of SAPI
engines are TTS systems and speech recognizers. TTS systems synthesize text
strings and files into spoken audio using synthetic voices. Speech recognizers
convert human spoken audio into readable text strings and files [6].

The voices normally used by a Microsoft TTS engine would be Lernout &
Hauspie voices. Lernout & Hauspie Speech Products, or L&H, was a company
based in Belgium that was, in its day, the technology leader in speech recognition.
L&H worked with Microsoft in making TTS voices for many international lan-
guages such as English (Mary—L&H TruVoice; Michelle—L&H TruVoice; Anna
—L&H TruVoice; Sam—L&H TruVoice; Michael—L&H TruVoice; Mike—L&H
TruVoice; Carol—TTS3000; Peter—TTS3000), Dutch (Linda—L&H TTS3000;
Alexander—L&H TTS3000), French (Veronique—L&H TTS3000; Pierre—L&H
TTS3000), German (Anna—L&H TTS3000; Stefan—L&H TTS3000), Italian
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(Barbara—L&H TTS3000; Stefano—L&H TTS3000), Japanese (Naoko—L&H
TTS3000; Kenji—L&H TTS3000), Korean (Shin-Ah—L&H TTS3000; Jun-Ho—
L&H TTS3000), Portuguese(Juliana—L&H TTS3000; Alexandre—L&H
TTS3000), Russian (Svetlana—L&H TTS3000; Boris—L&H TTS3000), Spanish
(Carmen—L&H TTS3000; Julio—L&H TTS3000) [7].

Another approach to speech synthesis would be to use software provided by the
MBROLA project. MBROLA is a non-commercial project that provides speech
synthesizers for international languages. MBROLA 2.00 is a speech synthesizer
based on the concatenation of diphones using a technique under the name of Multi
Band Resynthesis OverLap Add, similar to the PSOLA methods [8], particularly
the PSOLA methods that process the signal in time domain (TD-PSOLA) [9],
which provides better solutions for the real time implementation of a TTS system
[10]. This synthesizer is provided for free, for noncommercial, nonmilitary appli-
cations only. Executable files of this synthesizer have been made available for many
computers/operating systems. MBROLA takes a list of phonemes as input, together
with prosodic information (duration of phonemes and a piecewise linear description
of pitch), and produces speech samples on 16 bits (linear), at the sampling fre-
quency of the diphone database used. Diphone databases tailored to the MBROLA
format are needed to run the synthesizer. It does not accept raw text as input
therefore it is not a TTS synthesizer [5]. In order to obtain a complete TTS syn-
thesizer we used eSpeak.

eSpeak is a compact open source speech synthesizer for Linux or Windows.
eSpeak converts text into phonemes with pitch and length information. Therefore it
can be used as a front-end to MBROLA diphone voices.

eSpeak is available as follows:

• A command line program to speak text from a file or from standard input.
• A shared library version for use by other programs.
• A SAPI5 version for Windows.
• eSpeak has been ported to other platforms.

It is written in C and includes several different voices whose characteristics can
be altered. eSpeak executes text to speech synthesis for the following languages:
Afrikaans, Albanian, Aragonese, Armenian, Bulgarian, Cantonese, Catalan,
Croatian, Czech, Danish, Dutch, English, Esperanto, Estonian, Farsi, Finnish,
French, Georgian, German, Greek, Hindi, Hungarian, Icelandic, Indonesian, Irish,
Italian, Kannada, Kurdish, Latvian, Lithuanian, Lojban, Macedonian, Malaysian,
Malayalam, Mandarin, Nepalese, Norwegian, Polish, Portuguese, Punjabi,
Romanian, Russian, Serbian, Slovak, Spanish, Swahili, Swedish, Tamil, Turkish,
Vietnamese, Welsh. Other languages may also be added. However, some of these
may only be experimental attempts at the language and need to be improved.
A major factor is the rhythm or cadence. A voice can be significantly improved by
changing the relative length of stressed syllables. Identifying unstressed function
words is also important to make the speech flow well [11].
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2 Analysis of the TTS Interfaces Available in LabVIEW

The classic LabVIEW TTS example [12] uses the ISpeechVoice interface from the
SpeechLib library. SpeechLib.ISpeechVoice can be used as an Activex Control.
Once an application has created an ISpeechVoice object, the application only needs
to call the Speak method to generate speech output from some text data. In addition,
the ISpeechVoice interface also provides several methods for changing voice and
synthesis properties such as speaking rate, output volume, and changing the current
speaking voice.

This interface can access the Microsoft text-to-speech voices. The Microsoft
text-to-speech voices are speech synthesizers that can be used in applications that
are developed using the SAPI. These voices are Microsoft Sam, Microsoft Mary,
and Microsoft Mike, all three being English voices. Microsoft Sam is the default
text-to-speech male voice in Microsoft Windows 2000 and Windows XP. Microsoft
Mike and Microsoft Mary are optional male and female voices [13]. Unfortunately,
Lernout & Hauspie voices, such as Michael and Michelle, are not directly acces-
sible through this interface; this representing is a serious limitation to a TTS pro-
gram for foreign languages. Instead, the voices installed with MBROLA and
eSpeak are available.

The classic LabVIEW example of TTS using the class ISpeechVoice adapted for
calling MBROLA languages can be seen in Fig. 1a. The changes that were made to
the program to enable this can be seen in Fig. 1b.

Another option in TTS programming would be to use the Microsoft
TextToSpeech control, which is an ActiveX control installed with SAPI4 that wraps
up the high-level Voice Text API. Accessing this control adds the generated type
library import unit (HTTSLib_TLB.pas) to a package. The import unit contains the
Object Pascal component wrapper for the ActiveX, which is called ItextToSpeech.
This component will be installed by default on the ActiveX page of the Component
Palette. The ActiveX is described as the High-Level Text To Speech Module.

Fig. 1 A TTS that uses ISpeechVoice. a Front panel. b Block diagram
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The primary interface it implements is ITextToSpeech. This ActiveX control can be
used programmatically through the ClassID CLASS_TextToSpeech from the the
HTTSLib_TLB unit. The Windows registry describes this class as the
TextToSpeech Class. The ActiveX component shows up as a colorful mouth. When
the ActiveX is asked to speak, the mouth animates in sync with the spoken pho-
nemes. It can also generate the OnVisual event which is used by the ActiveX mouth
animation, but offers plenty of information that can be used for another animation
[14].

The HTTSLib.ITextToSpeech interface can be used through an ActiveX control
in LabVIEW. It can access the Microsoft default voices and the Lernout & Hauspie
voices. The only drawback, which can be a significant one, is that it cannot access
the MBROLA voices.

The second application, shown in Fig. 2, is TTS designed and implemented by
the authors in LabVIEW using the ITextToSpeech interface and a number of
Lernout & Hauspie languages. The application allows the user to select the speech
voice and shows the voice information (name, gender, style, speaker, language ID).
The animation associated to ITextToSpeech can also be seen in the figure.

3 The Use of Special Language Characters in LabVIEW

Accents, diacriticals, and special language characters, the use of which also con-
stitutes a topic of interest, is a problem in LabVIEW. LabVIEW uses multibyte
character strings (MBCS) in character representation and therefore it does not
recognize special UNICODE characters. There are still ways to represent diacritics
in LabVIEW [15], but they do not work for text from UNICODE documents and
direct conversion methods can prove to be extremely complicated when the text
does not originate from the LabVIEW program. Considering that an efficient TTS
must be able to work with character strings regardless of their origin (programs that
read books are an excellent example of this), a method of adapting LabVIEW to
operate with these characters is required. The solution found by the authors is by
employing an ActiveX object called RichTextBox.

This functions in UNICODE encoding, being able not only to correctly represent
special language characters, but also to copy the format of the original text.
RichTextBox permits text editing similar to WordPad. A RichTextBox object is
also able to access the contents of stack memory so that it can programmatically
paste copied text. But transmitting the text from this component through strings to
an object of the ISpeechVoice interface or the ITextToSpeech interface would add
up to the same result. Due to this, a text file-based communication was used.
RichTextBox can write text files itself and correctly encode them. Because both
ISpeechVoice and ITextToSpeech would require the programming environment to
read the files with correct encoding or re-encode the text keeping the special
characters represented correctly, we bypass the programming environment and send
the text files through a programmatic command directly to espeak.exe. eSpeak is
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Fig. 2 An example TTS made using the ITextToSpeech class. a Front panel. b The use of the
speak method of the ITextToSpeech class. c The use of some methods of the ITextToSpeech class
in order to set the desired voice and obtain information about it
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designed to be used through command line, and so being able to get playback and
source parameters. The source is, in our case, the.txt file. The syntax for the eSpeak
command line is: espeak -f <text file>. The language (language, language variant or
dialect) can be specified through a voice file. The voice file also contains with
various attributes that affect the characteristics of the voice quality and how the
language is spoken. The voice can be selected with the -v <voice file-
name> parameter to the speak command, example: espeak–vro to speak using the
Romanian voice. The MBROLA languages used by eSpeak recognizes text either
as UTF8 (UNICODE) or as an 8-bit character set appropriate to the language used

Fig. 3 An example of a TTS that employs a RichTextBox object and a command prompt
component. a Front panel. b Block diagram

A Comparative Study of Text-to-Speech Systems in LabVIEW 9



(for Polish this is Latin2, for Russian it is KOI8-R). This choice can be overridden
by a line in the voices file to specify an ISO 8859 character set, example: charset 5.
This means that ISO 8859-5 is used as the 8-bit character set rather than KOI8-R
[11].

Because each of these actions, required in order to use special language char-
acters, could be done manually, but are, in this case, executed programmatically, we
can consider this program as an automation of a manual process.

The last application (Fig. 3) is a TTS implemented by technologies (eSpeak,
MBROLA) other than the above-mentioned interfaces. This application has a
built-in web browser (Fig. 3a). The presence of the RichTextBox component and
how it is employed is evident. Figure 3b represents the speech algorithm that uses a
command prompt component to access eSpeak.

4 Conclusions

There are various ways to create a TTS in LabVIEW. Complications arise when we
want to build a TTS for a specific language or a particular voice quality. Question
arises as to the character encoding in that language and whether there is software
commercially available for that language. The answers all depend on what exactly
one wants to achieve through the application.

Designing a TTS that can accurately render special language characters in
LabVIEW was a very complicated task to undertake, given the limitations of the
programming environment. This is particularly concerning when there are few
synthesizers available for the language to be spoken. When choices are limited, the
repercussions might be felt in the quality of the end-product. However, the authors
have demonstrated that the task of building a TTS in LabVIEW with special
character recognition is not impossible and that, in the process, LabVIEW is a
highly versatile programming environment. If LabVIEW libraries are too restrictive
for the needs of the application one can use methods other than classical ones for
solving the challenges.
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Parallel Neural Fuzzy-Based
Joint Classifier Model for Grading
Autistic Disorder

Anju Pratap, C.S. Kanimozhiselvi, R. Vijayakumar and K.V. Pramod

Abstract This article proposes a Parallel Neural Fuzzy (PNF) possibilistic clas-
sifier model and it is the application in autism assessment systems. An independent
neural network and a fuzzy system work in parallel on a set of input and produces
individual support (belief) regarding the output classes. The beliefs of heteroge-
neous classifiers are then fused using a possibilistic classifier to take a joint deci-
sion. A neural network is trained with samples to simulate expertise while the fuzzy
system is embedded with theoretical knowledge, specific to a problem. This model
has been implemented and applied as an assessment support system for grading
childhood autism. Application specific observations demonstrate two advantages
over an individual neural network classifier: first, an improved accuracy rate or
decreased misdiagnosis rate and second, a certain or unique grading than an
uncertain or vague grading. The proposed approach can serve as a guide in
determining the correct grade of autistic disorder.
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1 Introduction

The main challenges in the domain of clinical decision-making processes are
imprecision, uncertainty, and vagueness. The medical practitioners rely on their
gained expertise from which they have to reason logically and infer correctly before
making a decision regarding a disease. There are problem-specific clinical decision
support systems developed with the aid of artificial intelligence, to support and
improve this medical decision-making process. Artificial intelligence-based pre-
dictions in clinical diagnosis especially in the field of psychology has gained much
research interest [1, 2]. Psychological disorders are usually assessed by observing
the symptoms or features present in a human, where quantitative tests are having
less involvement during a diagnosis. Hence, the differential diagnosis and grading
of a disorder is comparatively difficult than that of a disease. Due to this qualitative
assessment-based diagnosis, this chapter refers a decision support system as an
assessment support system.

AI uses any classification or clustering technique which is a process of grouping
individuals having the same characteristics into a set. A classifier can assign a class
label to an object based on its object descriptions. Likewise, classifiers are applied
to assign grade to a disorder based on the symptoms present on it. These have
prompted research to progress into hybrid models, where the combinations enhance
classification results. The objectives of this research article are:

• To illustrate the usage of some complementary soft computing techniques in
streamlining the autism diagnostic process with higher accuracy or with lower
misdiagnosis rate.

• To propose a parallel neural fuzzy possibilistic classifier model which gives
better accuracy without any uncertainty in grading over an individual neural
network that gives vague grading.

1.1 Artificial Neural Networks (ANN) in Decision Making

Various branches of science and technology use neural networks for different
applications. The processing capability of ANN allows integrating diverse amount
of clinical data to classify the output. Problem-specific diverse data can be pro-
cessed by an ANN in the context of previous training history to produce clinically
relevant output that supports a clinician to take accurate decision [3].

ANN belongs to the family of AI techniques due to its learning and general-
ization capabilities. ANN can model a highly nonlinear complex system in which
the relationship between the variables are unknown. An ANN is formed as a series
of nodes organized in layers and are connected through a weighted connection. The
input layer receives input data and transfers to the hidden layer through the
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weighted links for mathematical processing. The intermediate results are then
transferred to the next layer, and finally the last layer provides the output. Thus,
network can be represented as black box with ‘x’ inputs and ‘y’ outputs.

1.2 Fuzzy Systems in Decision Making

Fuzzy classification is the process of grouping individuals having same charac-
teristics into a fuzzy set. The truth value of a fuzzy proposition function defines the
membership function of the above said fuzzy set. Thus, a fuzzy classification
corresponds to a membership function (µ) that indicates whether an individual is a
member of a class; given its classification predicate (PI),

(µ): PF × U −> T, where
PF = Propositional function
U = Universe of Discourse
T = Set of truth values
A Fuzzy Rule-Based System contains fuzzy if-then rules of the form:
Ri:
If x is normal then the class is 1
If x is low then the class is 2
If x is medium then the class is 3
If x is high then the class is 4.

An individual vote of each rule is aggregated to find the output of a fuzzy
classifier. The purpose of fuzzy classifiers in medical decision making is to mimic
the behavior of a human expert physician who is able to diagnose the disease
satisfactorily. To automate entire diagnosis process for supporting a human phy-
sician with a fuzzy classifier has to be made as computer software.

1.3 Classifier Combination Techniques in Decision Making

Multiple classifier fusion may generate more accurate classification than the con-
stituent classifiers [4]. The outputs of homogeneous classifiers are then combined to
form an ensemble for classifying novel patterns. The performance of the ensemble
is strongly dependent on the accuracy of individual classifiers.

One of the most widely used ensemble structures is Ensemble Network. They are
neural networks having same structure, but with different initializations that are
applied to the same classification problem [5]. Such an ensemble network is a
homogeneous classification system and the decisions of individual networks are
fused using any decision fusion scheme. This ensemble homogeneous NN classi-
fiers can be applied for developing a decision support system.
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2 Problem Description and Related Works
in Autistic Disorder

Childhood autism is a psychological disorder that disables the verbal and nonverbal
communicative skills in a child especially social interaction. The differential
grading of this disorder is highly challenging as it depends fully on the knowledge
and expertise of a clinician. Autism expresses itself in diverse ways and hence it is
prone to misdiagnosis. Early intervention and grading of disorder is necessary,
because therapies like speech therapy, psychotherapy, etc., are the only methods to
alleviate the problems happened due to the disorder. Conventionally, autism
diagnosis and grading are based on assessment tools which are normally provided
by a medical expert like: developmental pediatrician, psychologist, speech
pathologist, etc. An experienced medical practitioner can easily spot an autistic
child, and hence they rarely depends diagnostic tools for an initial screening about
the presence of the disorder. Others will usually go for another opinion on any
uncertainty in their diagnosis. But, the process of grading the severity of autistic
disorder in an early childhood is not straight forward and even expert clinicians too
feel difficulty and uncertainty [6]. The clear and vague grades are represented in a
set ‘S,’ where Gi is as represented in Table 1.

S = {Normal (G1), Probably autistic (G23), Autistic (4)} or
S = {Normal (G1), Mild to Moderate (G23), Moderate to Severe (G34), Severe

(G4)}

The steps that lead to a diagnosis are as follows:
Step 1: Child’s caretaker feels an abnormality in the language or behavior of the

child, which led them bring it to the notice of a medical practitioner
Step 2: Based on the expertise, the clinician makes an initial diagnosis of an

autistic disorder
Step 3: The child is then referred for an autism assessment that rely on standard

diagnostic tools
Step 4: Based on the observations made by the clinician using any of the tools, he

sums up the score obtained for each qualitative symptom to calculate a

Table 1 Grade
representation

Grade Class name

G1 Normal

G2 Mild

G3 Moderate

G23 Mild–moderate

G34 Moderate–severe

G4 Severe
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total score. This total score is then compared with the threshold of each
grade and classify it accordingly

Step 5: This diagnosis ends up with a prediction that the child is either: Normal,
probably autistic, or severely autistic

The main problem here is to confidently grade autism as Normal (G1), Mild
(G2), Moderate (G3), and Severe (G3), where a correct assessment is needed to
schedule the frequency of therapy or in other treatments.

This challenging uncertainty in the conventional grading and the improved
predictive ability of hybrid soft computing techniques are the motivations behind
this study. Better performance of an automated diagnostic system is depending on
two factors. First is the identification of relevant symptoms that involves in a
disease or disorder. The next factor is the formulation of appropriate function that
relates these symptoms to a correct disease or disorder.

Soft computing techniques like fuzzy logic and neural networks have proven its
application in clinical decision support systems [3, 7, 8]. Various studies on arti-
ficial intelligence techniques and its application in expert systems were conducted
by many researchers [9]. The usage of NN for the diagnosis of autism has started in
early 1990’s, and on an average a back propagation neural network performed with
an accuracy of 95 % [2]. Likewise, Multilayer Perceptron provided a classification
of 92 % which was higher than the accuracy of a logistic regression model in autism
diagnosis [6]. The combination of fuzzy techniques with neural network has suc-
ceeded in improving the classification function in diagnosis application [1, 10].

3 Parallel Neural Fuzzy Classifier Model: An Overview

Parallel neural fuzzy is based on an architecture that integrates an appropriate
parallel structure of a neural network and a fuzzy logic. This joint classification
mechanism involves two parallel classifiers: a nonknowledge-based neural network
classifier and knowledge-based fuzzy logic classifier .The model consists of three
layers: an input layer, a parallel neural fuzzy layer, and a joint classification layer
(The probabilistic fuser). The neural network has already been trained with a set of
training data and can able to classify it to a vague grade. Similarly, the fuzzy system
is also built with problem-specific theoretical knowledge for a unique grading. To
diagnose a new patient, the input layer sends the input data to the trained neural
network and fuzzy system in parallel. The independent neural network and fuzzy
system work in parallel and outputs their support or belief toward the grades. The
supports of corresponding classes are then fused using a possibilistic classifier for a
combined diagnosis.

Figure 1 represents a Parallel Neural Fuzzy (PNF) decision support system
model for autism diagnosis, in which an LVQ neural network and a Local Fuzzy
system are used in parallel to classify the grade of childhood autism. The algorithm
PNF for this problem-specific PNF classifier is as shown in the Table 2. The output
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units of neural network are G1, G23, G34, G4 and that of fuzzy system are G1, G2,
G3, and G4 where a Gi is represented in Table 2. The output grades of the fuser are
also G1, G2, G3, and G4 with an improved accuracy.

4 Implementation Details

4.1 Knowledge Acquisition, Feature Selection,
and Dataset Building

Accurate diagnosis of a disorder using any soft computing technique is based on the
selection of input features. Knowledge acquisition was done through a group
elicitation phase that includes: a developmental pediatrician, a psychologist, and a
speech therapist. Major autistics features are addressed in Childhood Autistic
Rating Scale (CARS) and a careful selection of suitable features have been carried
out using CARS tool. Here, the features are represented through strength of the
symptoms which is relevant in helping the grade of the disorder. These provide the
information needed to discriminate different grades of childhood autism. Thus, a
clinical dataset which contains CARS score of 100 autistic children whose

Output
Symptom
(Input)

NN

Fuzzy

Fuser

Fig. 1 PNF model

Table 2 Algorithm PNF Algorithm: parallel neural fuzzy

Input: Symptom Vector ‘S’

Output: Autism Grade ‘Gi’

1. Train the neural network (LVQ_NN) using history of
samples to simulate practice
2. Create a Fuzzy Rule Base (FRB) using theoretical knowledge
3. Design a Rule-Based Possibilistic Classifier as a fuser
4. Read the symptom vector ‘S’
5. Open a parallel processing environment
6. For I = 6.1 to 6.2 do in parallel
6.1. Run the LVQ_NN using ‘S’ for getting a vague grading (V)
6.2. Apply the FRB to ‘S’ for a unique grading (U)
7. End For
8. Apply ‘U’ and “V” to the fuser to obtain a Joint Classification
result, Gi
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diagnosis is already been made by clinicians were collected and evaluated to form
training and testing samples (Figs. 2, 3 and 4).

The dataset properties include: 100 instances, 16 attributes, and 4 grades (G1,
G23, G34, and G4). The prediction and generalization abilities of neural networks
are strongly depending on the quality of input data and training method. Thus
training sample is structured as a matrix (100 × 17), where each row refers to one
autistic patient. The first 16 elements in a row represent input features and the last
element represents the grade .This dataset have been used for network learning and
verification.

4.2 LVQ Neural Network

In a LVQ, the input vectors are quantized to codebook values and are then used for
pattern classification. It assumes that a set of codebook values, W {wi| i = 1, 2 … q}
and a set of labeled training samples X = {xi| i = 1, 2, 3… n} are available. Decision
regions and boundaries are defined using a similarity measure, i.e., the Euclidean
distance [11].

Symptoms                                                Grade (Possibilistic Support) 
Eye contact,                          µ(1):Normal (G1) 
Hyperactivity… µ(2):Mild- Moderate(G23) 

µ(3):Moderate- Severe(G34) 
µ(4):Severe(G4)

LVQ

Fig. 2 LVQ model

Symptoms                                              Grade (possibilistic support) 
Eye contact,                        µ(1): Normal(G1) 
Hyperactivity… µ(2):Mild(G2) 

µ(3):Moderate(G3) 
µ(4):Severe(G4)

Fuzzy 
Model

Fig. 3 Fuzzy model

Decision vectors Grade: G

Fuser
V: [G1, G23, G34, G4], Normal (G1)
U: [G1, G2, G3, G4]. Mild (G2)

Moderate (G3) 
Severe (G4) 

Fig. 4 The possibilistic fuser
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For each iteration ‘k’ until the stop criterion is not satisfied do steps 1–4:

1. For each xi, find wi that is closest to xi. Denote it as wc.
2. If the label on xi belongs to wc, i.e., correctly classified, then update

wc(k + 1) = wc(k) + alpha(xi − wc(k)). This moves wc closer to xi.
3. Otherwise, if xi is incorrectly classified then update wc(k + 1) = wc(k)-alpha

(xi − wc(k)).
4. Consider the next element in X.

The Euclidean distances of all output units show the similarity between the input
and the output units. This trained LVQ is able to classify an input to one output
where the similarity distance is minimum. But the joint decision model takes one
more stage to modify the output of LVQ, where the intention is not to find a single
output unit. The similarity distances between the input and outputs are normalized
to form a degree of support l ið Þ or belief to all output units.

The normalization for a possibilistic support is as follows:
For each instance

1. For all output unit ‘j’
2. Calculate dj ⩝ j = 1, 0.4, where dj = Euclidean similarity measure
3. Create vector D ¼ di; . . .dj½ �
4. Find Ej ¼ abs dj�max Dð Þð Þ
5. Calculate Sum ¼ P4

i¼1 Ej
6. Bel(j) = l jð Þ ¼ Ej

sum

l jð Þ represents the possibilistic value or the degree of support of LVQ to the jth
class, where its value ranges in between [0, 1], and form a possibilistic decision
vector ‘V’ as given in algorithm.

The conventional CARS-based assessment calculates a total score obtained
through symptoms without considering the relationship between 15 input symp-
toms and its contribution to the overall disorder. In other words, grading is based on
a single variable which is the total score. Hence, an LVQ is trained with the 15
symptoms along with the total score (16th feature) for a better accuracy. The
outputs are vague grades: Normal (G1), Mild–Moderate (G23), Moderate–Severe
(G34), Severe (G4). Result shows that rather than giving an accurate unique
grading, LVQ performs better for vague grading similar to a clinician’s diagnosis.
The class overlapping like Mild–Moderate and Moderate–Severe are unable to
separate for giving a unique grading like Normal, Mild, Moderate, Severe.

LVQ uses clustering, which is a process of grouping similar data points into
same group rather than across the groups. Thus, LVQ is implemented with 16 input
units and 4 output units. Each input ‘xi’ represents the strength of a symptom and
the output ‘yi’ represents a grade.
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4.3 Fuzzy Rule-Base Design

To support and improve the accuracy of LVQ along with the refinement of over-
lapped grades, a fuzzy rule-based system is also run in parallel using the input data.
This subsection describes about the design of a knowledge-based autism diagnosis
system that uses a fuzzy logic concept. The knowledge obtained from the domain
experts during the group elicitation phase are embedded as rules mostly in the form
of If-then-Else statements. For example, if there is any history of seizures and its
frequency is given, then generate warning as the proneness to autism.

A problem-specific local fuzzy model that uses a Takagi-Sugeno-Kang-type
rules has been developed. Local fuzzy rules find the relationship between input (xi)
and the output (yi), and hence the consequent parts are represented as functions.
Thus, fuzzy model tries to find out the contribution of individual symptoms to the
overall grade of the disorder and, so the rules are of single input and single output
structure. The outputs are clear grades: Normal (G1), Mild (G2), Moderate (G3),
Severe (G4). The model uses a triangular fuzzifier that fuzzifies the input symptoms
individually, and the inference mechanism uses a first order function to map the
input feature to a confidence value for a grade. The confidence value of each
symptom to the respective grades is mapped correctly and calculates the cumulative
confidence obtained for each grade. Then, the confidence values of 4 output grades
are normalized to a possibilistic values to form a possibilistic decision vector ‘U’, as
follows:

For an instance

1. For all output grade, j = 1 to 4
2. Let cj represents the cumulative confidence
3. Create vector C ¼ c1; . . .cj½ �
4. Find Ej ¼ abs cj�max Cð Þð Þ
5. Calculate Sum ¼ P4

i¼1 Ej
6. Degree of support (j) = l jð Þ ¼ Ej

Sum

Since this system can give a clear grading, it is used to support and separate the
overlapped grades decided by the LVQ, which is similar to the second opinion of a
doctor. Thus for a given case, if LVQ classifies as Mild–Moderate (G23), then the
Fuzzy system supports to refine it to an exact grade with an improved accuracy
through a possibilistic classifier, i.e., either Mild (G2) or Moderate (G3).

4.4 Possibilistic Classifier—The Fuser

The decision vector of neural and fuzzy system contains (G1, G23, G34, G4) and
(G1, G2, G3, G4), respectively and passes it to the last layer that contains a fuser.

The fuser considers a value in a decision vector as the belief or support to a grade
by that individual classifier. In possibility theory, the belief potential of nested sets
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are called consonant evidences. Here, the overlapped grades G23 and G2 are
consonant evidences supported by a neural network and fuzzy system, respectively.
The fuser checks the supports of a grade by the neural network and fuzzy system,
and possibilistic rules are applied to corresponding classes’ accordingly. Consider
the nested sets in Fig. 5, where G2 � G23. The belief of G2 based on the consonant
evidence is as in Eq. 1.

Bel G2ð Þ ¼ Bel G2\G23ð Þ ð1Þ

Thus, evidences for grade “Mild” are obtained from G23 and G2, and the
combined evidence is calculated using the min operator. Similarly, the evidence for
“Moderate” is given through G23 and G34 by ANN, and G3 by Fuzzy system. Its
combined evidence is calculated as:

Bel G3ð Þ ¼ Bel G23\G3ð Þ [ G34\G3ð Þ ð2Þ

Thus, Possibilistic rules (Pri) for consonant evidences are as follows:
Pr1: Bel(Mild) = min[Bel(Mild), Bel(Mild–Moderate)]
Pr2: Bel(Moderate) = max(min[Bel(Moderate), Bel(Mild–Moderate)], min[Bel

(Moderate), Bel(Moderate–Severe)])
Pr3: Bel(Severe) = max(min[Bel(Severe), Bel(Severe)], min[Bel(Severe), Bel

(Moderate–Severe)])
Pr4: Bel(Normal) = min[Bel(Normal), Bel(Normal)]

The above rules are applied for all Vi and Ui, and the Gi having the maximum
value is considered as the grade of the disorder.

5 Experimental Results and Discussions

This section contains two subsections: LVQ ANN-based autistic grading and its
improvement through PNF-based autistic grading through a chart-based
comparison.

G23: Mild-Moderate

G2: Mild

Fig. 5 Nested sets
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5.1 LVQ ANN-Based Autistic Grading

The proposed model is implemented and tested using a matlab parallel processing
pool. Table 6 shows a sample matlab code of the implemented PNF classifier
model. To select a neural network for this application, both SOM and LVQ were
designed and trained. The performance of LVQ is better than a SOM due to its
supervised form of clustering; results show that LVQ can give a vague
classification/grading of almost 94 % similar to a clinician during resubstitution
testing using 100 samples. The confusion matrix of LVQ is calculated based on the
experimental results which is given in Table 3.

Other performance parameters are also calculated using this confusion matrix
and is shown in Table 4. To improve the accuracy of the ANN diagnosis and to
separate the vague or overlapped grades, the diagnosis of LVQ is supported with a
parallel fuzzy system.

Although the results of LVQ ANN were acceptable, it was unable to separate
uncertain grades like G23 (Mild–Moderate) and G34 (Moderate–Severe). This is
not only achieved by using a parallel neural fuzzy possibilistic classifier, but also a
reduction in error rate or misdiagnosis was also seen.

5.2 Parallel Neural Fuzzy Based Autistic Grading

The similarity measures given by the LVQ are converted to certain possibilistic
grades and a possibilistic decision vector ‘U’ is constructed, where some grades are
overlapped. Similarly, the local fuzzy model also generates a possibilistic decision

Table 3 Confusion matrix of LVQ ANN

Normal Mild–moderate Moderate–severe Severe

Normal 10 0 0 0

Mild–moderate 0 46 2 0

Moderate–severe 0 0 23 0

Severe 0 0 4 15

Table 4 LVQ ANN
performance

Sample size 100

Average reliability 94.8 %

Average accuracy 93.6 %

Overall accuracy 94 %

Training time 0.79 s

Error rate
MAE

0.060
0.060

RMSE 0.245

TP 0.94
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vector ‘V’, where the grades are certain. The result of joint decision is illustrated
with an example.

In common, μ(1) and μ(4) represents Grades “Normal” and “Severe”, respec-
tively. But μ(2) and μ(3) are represented by NN as “Mild–Moderate” and
“Moderate–Severe”, where by FS and PNF are “Mild” and “Moderate”, respec-
tively. Table 5 contains the possibilistic support for a grade by LVQ ANN (NN),
Fuzzy system (FS), and the possibilistic fuser (PNF) for Case No:58 of the dataset,
in which μ(I) represents the possibilistic support to Grade ‘i’. It is clear that LVQ
gives maximum support to G23 and local fuzzy to G2. The possibilistic classifier,
i.e., PNF takes the decision of NN and FS and joins the consonant evidences using
max-min operators.

LVQ diagnoses Case No: 58 as “Mild–Moderate” due to the maximum possi-
bilistic support for μ(2), and Fuzzy system calculates the maximum possibilistic
support for “Mild” which is μ(2). The fuser calculates the percentage of support to
“Mild” in “Mild–Moderate” which again is the maximum, i.e., μ(2).

5.3 Chart-Based Comparison

Figure 6 is chart representing around 100 cases and its grades diagnosed by an
LVQ ANN. This shows that it is able to clearly grade G1: “Normal” and G4:

Table 5 Possibilistic vectors μ(1) μ(2) μ(3) μ(4)

NN 32.46425 35.79353 31.74222 0

FS 0 82.85714 17.14286 0

PNF 0 35.79353 17.14286 0

Fig. 6 Bar chart representing
the vague grading of 100
cases by LVQ ANN
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“Severe” only and the majority of cases are G23: “Mild–Moderate” and G34:
“Moderate–Severe”. Figure 7 represents the chart of PNF classifier in which all the
cases have been graded clearly and separately.
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Image Processing with Android
Steganography

Dominic Bucerzan and Crina Raţiu

Abstract Digital Steganography is a technique that provides confidential com-
munications between two parties via Internet and Mobile Networks. This paper
proposes a new solution of digital steganography based on Android operating
system. The proposed method uses an improved LSB technique by a random
selection function and has as cover BMP files. Image processing and image analysis
using steganalytic techniques confirm the good quality of the proposed stegano-
graphic algorithm.

Keywords Steganography � SmartSteg � LSB � Cryptography � Android � Image
processing

1 Introduction

Current trends in both hardware and software technology led industry toward the
development of smaller, faster, and high-performance mobile devices, which can
support a wide range of features and open-source operating systems [1].

Although digital technology has reached a high level of development, digital
information security problems remain present. In today’s modern society, digital
information security is an interdisciplinary issue, having to be constantly optimized,
developed, and innovated.

Figure 1 shows briefly a classification of the security techniques used today to
ensure integrity, confidentiality, availability, authenticity, and non-repudiation of
digital data.
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Cryptography and steganography are two important techniques used today to
ensure the security of the information shared and transferred through open channels,
vulnerable to interception. Often these techniques are combined and used together
to optimize the security of digital information.

Cryptography is a technique that transforms information in such a way that it
becomes difficult to understand. Steganography is a technique that hides informa-
tion in different files (usually media files) hence its presence becomes difficult to
notice [2].

One of the facts that made digital steganography popular was that some coun-
tries restricted the use of cryptography. Steganography was seen as a solution to this
situation because a steganographic message could not be detected so its use could
not be controlled [3].

Figure 2 shows briefly digital steganography techniques classification.
The majority of steganographic algorithms use as a cover different media files

like images, audio, and video due to the ubiquity and the size of these data types so
they do not raise suspiciousness [3].

This paper proposes a new solution to ensure secure and confidential commu-
nication between two parties via Internet and mobile networks. The proposed
method uses secret key cryptography combined with an improved random LSB
steganography method applied on BMP files. It works both on Windows and
Android devices.

Image processing and image analysis by steganalytic techniques confirm the
good quality of proposed algorithm.

In the proposed solution, the cryptographic method applied is not a complex one,
its security relies on the secrecy of the key exchanged between the two parties by
other means.

The solution proposed by the authors uses digital steganography in spatial
domain, namely an optimized LSB algorithm. This method consists in hiding secret
data inside a BMP file, applying changes to different pixels of the image.

Fig. 1 Security techniques [9]
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The performance of steganografic methods is emphasized by the following
characteristics [4]:

• Capacity—refers to the quantity of hidden information;
• Security—refers to the capability of hidden information to survive to different

attacks like: cropping, scaling, filtering, addition of noise and others;
• Imperceptibility—refers to perceptual transparency;
• Tamper resistance—survival of the embedded data when an attacker attempts to

modify it;
• Computational complexity—refers to the computational cost of embedding and

extraction.

2 Proposed Solution

In the literature [5], steganography methods are divided into three main categories:
pure steganography, secret key steganography, and public key steganography.

Based on Kerckhoff’s principle, we choose to work with a public algorithm
based on secret key steganography. The security of the stego-system relies on the
“stego-key” and on a random algorithm to choose the modified bits.

There is a similarity between a secret key steganography system and a symmetric
cryptographic system [3]: the sender chooses an image as a transfer cover and
embeds a secret message into it using a secret key. Once arrived at destination, the
intended receiver uses the same secret key, to reverse the process and extract the
secret message. It is assumed that all communication parties are able to trade secret
keys through a secure channel as in cryptography.

At this stage of the project, SmartSteg provides confidential communication
between computers that run Windows Operating System and devices that run
Android. This means that a secret file that is encrypted and encoded with SmartSteg

Fig. 2 Classification of spatial domain image steganography techniques [4]
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using a computer can be revealed and decrypted with SmartSteg from a device that
runs Android. Figures 3 and 4 show the design of the application chosen for the two
version of SmartSteg.

We have considered that among the major issues that occur in this dynamic
environment is the fact that almost all platforms have dedicated application. This
fact is in contradiction with one of the principal characteristic of digital information,
namely availability.

In other words, if a sender uses an iPhone to encode and hide some information,
the receiver must also use an iPhone to unhide and decode the secret information.
And this issue also applies when using a computer.

In the case when the sender is restricted to using a computer whereas the receiver
has access only to a smartphone, the secret information is no longer available in this
scenario. This is because an application designed for computers cannot work on
smartphones.

Fig. 3 Design for the SmartSteg application running on Android

Fig. 4 Design for the application that runs under windows
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3 Implementation

In this environment, with an uncertain security for digital information and studded
with threats, we considered opportune to continue the development and improve-
ment of SmartSteg project.

SmartSteg is a solution for the security of digital data that is transferred through
Internet and Mobile Networks. It is a project that started from the idea of creating a
set of applications that will decode and unhide digital information, independent of
the operating system used to code and hide them. Regardless of the device used
(computer, smartphone, tablet) to encode and hide information, the intended
receiver of the secret information may unhide and decode it without the need to use
the same type of device as the sender did.

From the beginning, one of the targets that we want to achieve is to design an
algorithm that allows to hide a larger quantity of digital data in a digital image,
consuming minimal time resources and to minimize the steganalysis detection.

The design programming language used for implementing SmartSteg is JAVA
using ECLIPSE environment.

Application interface is minimal (Figs. 3 and 4), we focused on achieving high
performance for processing time and processing speed regarding encryption algo-
rithm, random selection of bits and concealment of information.

Compared to other application that exists on Android market, SmartSteg is able
to process cover image files of MB dimension instantaneously. Also it is able to
conceal a large variety of files.

Fig. 5 Histogram for Lily image
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SmartSteg works on Windows and different Android versions and it does not
depend on a specific type of device.

The security of the proposed model lies in the use of secret key.

4 Image Analysis with Steganalysis Method

The field of Steganalysis focuses on detection of steganography, estimation of
message length, and its extraction [6].

Most popular steganalytic attacks include [6]:

• Visual attacks—look for suspicious artifacts using simple visual inspection.
These attacks are simple, but difficult to generalize and their reliability is
questionable;

• Statistical analysis of pairs of values (histogram analysis)—is fitted to any
steganographic technique in which a fixed set of Pairs of Values are flipped into
each other to embed message bits;

• Dual statistics methods—also known as RS Steganalysis;
• Deriving the quantization matrix—it is suitable for cover images that were

initially saved in JPG format;
• Universal blind steganalysis—is a meta-detection method, meaning that it can

be adjusted, after training on original and stego-images, to detect any
steganographic method regardless of the embedding domain. This method is
very flexible.

In Table 1, there are some samples of original images and images processed with
SmartSteg under Android and Windows, images that contain embedded
information.

The main parameters that are popular for measuring the changes made by
embedded process to original image are as follows [4]:

� mean square error MSE ¼ 1
M � N

XM
i¼1

XN
j¼1

ðpij � qijÞ2 ð1Þ

where: M × N—pixel distribution, p—original image, q—image with hidden
data;

� peak signal to noise ratio PSNR ¼ 10x log10
C2
max

MSE
ð2Þ
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where: C2
max—maximum pixel value in the image;

� correlation r ¼
PM

i¼1

PN
j¼1 ðpij � �pÞðqij � �qÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

i¼1

PN
j¼1 ðpij � �pÞ2

� �
x

PM
i¼1

PN
j¼1 ðqij � �qÞ2

� �r ð3Þ

where: �p and �q are the average pixel value in the original image and image with
embeded data.

Next, we present the results obtained when applying steganalysis techniques on
the images with embedded information. In this process, we used a tool called
Steganography Studio. It implements several algorithms highly configurable with a
variety of filters. Also it implements image analysis algorithms for the detection of
hidden information [7].

The histograms obtained after image analyses are shown in Figs. 5 and 6. Even
though the random function that we developed changes between 0 and 2 bits per
byte, the histogram of the original image and the histogram of the image processed
with hidden information show very little differences.

This fact is sustained also by parameters obtained by running RS Analysis and
Benchmark test on the images that we worked on.

Regarding RS Analysis, we mention that SmartSteg covers the entire surface of
the original image with modified bits in order to remove the detection of the length
of hidden information. Table 2 shows the result of RS Analyses that we obtained for
the Lily and Autumn images.

Fig. 6 Histogram for Autumn image
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Table 3 shows the Benchmark test results. The main parameters of this test were
discussed in the second section of this paper. The values obtained on PSNR
parameter are over 50 dB. This is a performance to be noticed taking into con-
sideration that the typical values for PSNR are between 20 and 40 dB [8].

5 Conclusions and Future Works

The solution proposed in this paper is a robust one, fact proved by the image
analysis with steganalitic methods.

The project has major advantages like:

• Large volume of hidden data with low degradation of cover image;
• Large variety of hidden files;
• High level of security based on secret key cryptographic algorithm and on the

random selection of the bits with secret information;

Table 2 Results of steganalysis—RS analysis

RS analysis (nonoverlapping groups) Lily image Autumn image

Percentage in red 89.48389 65.5219

Approximate length (in bytes) from red 521870.01894 218235.84368

Percentage in green 92.78612 64.28888

Approximate length (in bytes) from green 541128.6484 214128.99797

Percentage in blue 87.58843 66.88909

Approximate length (in bytes) from blue 510815.72677 222789.59366

RS Analysis (overlapping groups) Lily image Autumn image

Percentage in red 88.34037 66.06865

Approximate length (in bytes) from red 515201.04964 220056.92492

Percentage in green 88.71541 65.23375

Approximate length (in bytes) from green 517388.25351 217276.08351

Percentage in blue 87.61354 67.18678

Approximate length (in bytes) from blue 510962.15148 223781.1181

Average across all groups/colors 89.08796 65.86484

Table 3 Results of steganalysis—Benchmark tests

Benchmark test

Lily image Autumn

Mean squared error 3.8562950102880658 3.0002218364197533

Signal to noise ratio 43.5926257046439 dB 44.6827945326950 dB

Peak signal to noise ratio 51.5229318901347 dB 52.6131007181858 dB

Correlation quality 123.88306790889202 123.89825709285965
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• High processing speed;
• Portability on Windows and Android Operating System.

In the near future, one of our goals will be to successfully implement this project
on other mobile platforms, like IOS.
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Social Cities: Redistribution
of Traffic Flow in Cities Using a Social
Network Approach

Alexandru Topirceanu, Alexandru Iovanovici, Cristian Cosariu,
Mihai Udrescu, Lucian Prodan and Mircea Vladutiu

Abstract Motivated by the constantly growing interest and real-world applicability
shown in complex networks, we model and optimize the network formed by road
networks in cities from an innovative perspective. We detect traffic hotspots which
lead to congestion using the betweenness centrality of the road graph. This is shown
to have a power-law distribution which we set out to redistribute and equalize.
Optimization at a macro-level is not feasible because of the graph size, and thus we
recursively narrow down the methodology to a sub-optimization of city neigh-
borhoods. To that end, the paper introduces a genetic algorithm which redistributes
betweenness optimization at a neighborhood level, district level, and city level to
reduce and/or eliminate congestion hotspots, by changing street directions, without
adding any new roads. Experimental results yield an improvement with a factor of 4
times in terms of reducing load off from hotspots and transferring it to neighboring
streets.
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1 Introduction

One increasingly demanding and unresolved problem of the century is coping with
the traffic conditions in large or crowded cities around the world. It is a general
known fact that traffic and the time spent by drivers in their cars can have a big
impact on personal life, career, and safety. It causes stress, annoyance, and frus-
tration to most inhabitants of crowded cities. Regardless of the causes, effects, and
impromptu solutions, in this paper we take a step back from the current optimi-
zation techniques of traffic congestion, and reassess the underlying road topology.
Thus, using concepts from complex and social networks analysis, we propose a
low-level optimization at the topological level of street in any city.

Applying social network analysis principles in order to analyze and optimize
road networks is nothing but natural as the social perspective provides an inno-
vative means of analyzing the structure of entities with a social-like structure [1, 2].
Thus, we can detect influential nodes (i.e., intersections), patterns of communica-
tion, and also study dynamics inside the network. This strongly relates to road
networks in large cities [3, 4], as it is important to disseminate which areas are
critical for the traffic throughput, which nodes are more influential so that con-
gestion can be controlled at those positions, and also because it we can model
growth as the network coverage spreads in time.

Many scientifically important problems can be represented and empirically
studied using networks. For example, biological and social patterns, the World
Wide Web, metabolic networks, food webs, neural networks, and pathological
networks are a few examples of real-world problems that can be mathematically
represented and topologically studied to reveal some unexpected structural
features [4, 5]. Most of these networks possess a certain community structure
that has substantial importance in building an understanding regarding the
dynamics of the network [3, 6–8]. Our approach revolves around finding con-
gestion hotspots in a given road network, hotspots whose graph betweenness
centrality we propose to reduce so that other adjacent intersections can help
redistribute the throughput of cars. We do this by decentralizing the problem and
solving it at the micro-level of neighborhoods, which is then replicated at the
macro-level of the whole city.

The paper has the following structure: In Sect. 2, we describe the related work
and the theoretical concepts behind complex networks analysis. Section 3 explains
the methodology of heuristic reorganization of the road graph until the centrality
distribution is evened out, and Sect. 4 discusses the results obtained from the local
reorientation of streets.
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2 State of the Art Traffic Assessment

2.1 Traffic Optimization Techniques

Significant research has been carried toward finding alternative approaches in
analyzing the structure of cities and especially good patterns of roads, which
maximize the car traffic throughput. Using graph theory was a clear choice based on
the clear historic affiliation of the domain and the suitability of representing the
relationships between intersections (nodes) and streets (edges). Much work was put
into this segment and there are even some far fetched investigations into creating for
example most real artificial driver, which acts as close to a real driver as possible
[9].

Understanding how drivers interact and how road networks are created around
specific points of interest (schools, shopping centers, concert halls, sports arenas)
could lead to identifying the patterns—motifs—that can apply at different scales
over several road networks to achieve increased traffic flow and consequently, less
congestion.

Jiang and his team identify in [10, 11] a classical 80/20 behavior because
roughly 20 % of the streets account for more than 80 % of the urban traffic. There is
a clear distinction between some important streets (few) and some which are less
important (many) which leads us to what could be easily presented as a hierarchical
view of the urban structure [12].

Porta et al. present in [13] a methodology and a framework for analysis of urban
environments emphasizing on the layout of the urban roads, in terms of both
classical graph theory but also using complex network-specific metrics and
algorithms.

There is a trend in measuring the optimality of a specific street layout and even
finding algorithms and methodologies of dynamically reassigning the traffic light
signaling policies in order to indirectly “reconfigure” the network as to maximize
various throughput metrics and an approach based on complex networks analysis is
used for this.

2.2 Complex Network Approach

We novelty introduced in this paper is the usage of complex network analysis
principles to enhance the properties of a road infrastructure network topology.
Through measurements performed over raw street networks, formed out of inter-
sections (nodes) and streets (directed edges), our goal is to propose an optimal

Social Cities: Redistribution of Traffic Flow in Cities … 41



redirection of streets—without actually adding new ones—over any given network
so that we maximize the throughput and reliability of traffic, by evening out the
betweenness distribution in the graph.

We have measured the basic network metrics: network size (nodes and edges),
average path length, clustering coefficient, average degree, network diameter,
density and modularity, and also the distributions of the degrees, betweenness,
closeness, and (eigenvector) centrality [3]. After performing network analysis, we
have concluded that an optimal way to leverage the street reorganization is through
community detection and centrality algorithms.

We define the basic set of network analysis principles further used in this paper.
The average path length of a network is the mean distance between two nodes,
averaged over all pairs of nodes [3]. The degree of a node is defined as the total
number of its (outgoing) edges. Thus, the average value of the degrees, measured
over all nodes, is called the average degree of the network. Modularity is a measure
that shows the strength of the division of a network into communities [7]. A high
modularity means a strong presence of well-delimited communities. Betweenness
centrality is the measure of a node’s influence in a graph. It is measured as a ratio
between the numbers of shortest paths which go through a node divided by the total
number of shortest paths in the graph [3].

In the presented context, a node with high betweenness is an intersection with
high influence. Moreover, influence is translated into an intersection through which
more shortcuts pass. Based on this definition and on the driving habits of people,
we deduce that the nodes with high betweenness in the city network are the
intersections which are, or may become, hotspots for congestion.

3 Methodology

We obtain the road information data from the online repository OpenStreetMap.
This data is parsed using a custom implemented python plugin. From there, we
have all intersections as a node list, and all streets inside the city as edges between
nodes. Further, we assemble this data into gexf file format which can be imported in
Gephi [14], the leading tool in large graph data visualization. Any layout of
intersections in a geographic space can be processed by our algorithm by importing
it in Gephi, where our developed plugin can be used from. Further, our enhance-
ment algorithm, called SocialCity, processes the topological data. The result is the
same input road graph G but with a more even distributed betweenness of nodes.
This is done solely by reorienting some of the existing streets, without adding new
streets or new lanes.
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The first step (A) is to apply a recursive breakdown of the road graph into
smaller units. This helps solve a much simpler problem, and then reassemble the
solutions. The division of the initial graph G is done using a community detection
algorithm [15]. Most of these networks possess a certain community structure that
has substantial importance in building an understanding regarding the dynamics of
the network [3, 6–8]. We repeat the division for two times, and call the three
different perspectives: city level (λ = 0), district level (λ = 1), and neighborhood
level (λ = 2). The next step (B) is to measure a starting fitness for each neigh-
borhood. This is achieved by measuring the betweenness distribution of the sub-
graph, and then the slope of the linear interpolation trend line.

Once the original road network G is divided into neighborhoods, each with its
own fitness, the last step (C) consists of a heuristic optimization. For each inde-
pendent community, the same principle applies, thus the problem can be parallel-
ized. In a community, we start with pop solutions, which define the initial
population. We have run experiments with pop = 100 and pop = 1000, with little
difference in results. A solution Sj consists of the initial neighborhood graph in
which one random street’s orientation is reversed (source swapped with target). The
new fitness is calculated for each solution Sj by measuring their betweenness
distributions and computing the slope of the best linear approximation. This will
result in a negative number which we want to decrease so that it evens out the
betweenness distribution. Thus, the best fitness is the slope that is nearest to 0 as
possible. The population of solutions is used in a genetic algorithm manner [16].
Consequently, we iterate over generations of solutions by following lines 12–17 in
the given pseudo-code in Algorithm 1. The new generation consists of the best
10 % solution from the current population, 75 % new solutions obtained from
crossing over two random solutions, and 15 % new solutions obtained from
mutation. The percentages are not fixed, and can be changed based on empirical
observations.

The crossover implementation is a simplified approach which produces one new
solution from two random existing solutions. The two graphs are joint through
union so that the changes in both graphs are taken into consideration. If the same
street (edge) is found to have opposite directions, then the street is modeled as
bidirectional. Mutation is implemented by picking a random street in a given road
graph and changing its direction.

We call the initial division factor λ (lambda) and the use a default value of 2. The
stop condition of the algorithm is when the best individual in the population has a
better fitness than a required fitness. In other words, the algorithm repeats until the
slope of the betweenness distribution drops to a smaller absolute value.

The motivation of the algorithm, as well as for choosing betweenness centrality,
is depicted in Figs. 1, 2, and 3. Our experimentation comprises multiple cities, and
we chose to discuss based on the analytic results obtained over the road network of
Budapest. It is worth mentioning that the city lies in a part-flat, part-hilly region,
and is divided into two by the river Danube.
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In each of the figures, one can see the community overview, which corresponds
to the geographical proximity of streets and intersections. The nodes with high
betweenness, the so-called congestion hotspots, are depicted in sub-figures (b),
while the allocation of hotspots per community is depicted in sub-figures (c).

We also chose three other diverse cities for numerical analysis: Augsburg (in
southern Germany, 272 K inhabitants, flat plateau region), Sibiu (in central
Romania, 147 K inhabitants, hilly region, compact with narrow streets), and
Constanta (in eastern Romania, 283 K inhabitants, along the seaside). The geo-
graphical information was retrieved from Wikipedia. We thus chose 3 normalized
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Fig. 1 Road network of Budapest, with each node representing an intersection. a Nodes colored
by community (districts) detected using a community detection algorithm. b Nodes colored (gray
to red) and sized (small to large) by their betweenness. Nodes with high betweenness highlight
traffic-intensive hotspots. c Nodes colored by community and sized by betweenness. Highlights the
hotspots per city district

Fig. 2 Road network of a central district in Budapest. Nodes are colored by community (a) and
sized by their betweenness (b), (c)

Fig. 3 Road network of local neighborhood in a district of Budapest. Nodes are colored by
community (a) and sized by their betweenness (b), (c)
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cities, and one metropolis. Two cities are in a hilly region, two in a flat one; one is
divided by a large river, which creates congestion along the few existing bridges,
one is divided by a small river, connected by many bridges, one is compact and
circular, and one is a seaside city.

4 Simulations and Results

Focusing on the experimentation over Budapest in this paper, we start out with an
initial graph of 12,038 nodes and 17,309 edges. This graph is divided down into
districts (500–1000 nodes), and then to neighborhoods (50–150 nodes). The pref-
erential paths for high traffic throughput, but also congestion, are visible in Figs. 1b,
2b, 3b, and replicate down to the smaller levels of the city. Figure 4 shows the
power-law betweenness distribution of the intersections in Budapest. The distri-
bution is typical for social networks [1, 3, 17] and other complex networks [4, 8],
but it does not represent a desideratum for the infrastructure in cities.

By applying the SocialCity algorithm over Budapest’s streets, we obtain
encouraging results, as this is the first such approach, to the best of our knowledge.
Figure 5a shows the initial (real) betweenness distribution over a representative
neighborhood in Budapest (the same depicted in Fig. 3). The slope (s) of the
betweenness at this stage is −0.0035. Figure 5b represents the resulting (ideal)
betweenness distribution on the same neighborhood after the genetic optimization.
The new slope s of the linear trend line is −0.0008. Thus, we are able to reduce the
slope 4.375 times.

To consolidate our proposal, we apply the algorithm on the other three men-
tioned cities for a better validation due to the diversity of topological networks.
Table 1 gives the initial and final (optimized) results for the betweenness slope s on

Fig. 4 Betweenness distribution—at city level—of Budapest. The few intersections with very
high betweenness (left side) tend to form congestion hotspots at around traffic rush hours
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the four tested cities: Augsburg, Budapest, Constanta, and Sibiu. The graph sizes of
the introduced cities are 6097 nodes and 7929 edges for Augsburg, 2794 nodes and
3994 edges for Constanta, and 2260 nodes and 3056 edges for Sibiu. What is worth
mentioning is that the algorithm behaves better on cities with regular structure in
flat regions, with many existing road alternatives for the congested intersections.
We obtain the worst results in Sibiu, where the city is already optimized as much as
the hilly terrain allows for; on the other hand, Augsburg allows the best
improvement (×4.67) as it consists of many perpendicular roads that can take the
heavy flow of traffic from the large boulevards. Overall, SocialCity seems to be able
to add consistent improvement to any type of city.

As there is no such similar approach to road infrastructure optimization, the
discussion of the results remains theoretical, and the results are encouraging, as
such a solution can be implemented in real life without any need for new streets or
shortcuts to be constructed.

5 Conclusions and Future Work

To the best of our knowledge, our work represents a novel approach in redesigning
the road infrastructure of a city. Using concepts from the area of network analysis
and mapping to road networks, we succeed to add improvements to the theoretical

Fig. 5 Betweenness distributions—at block level—in a central neighborhood of Budapest. a Real
distribution. b Obtained distribution after heuristic optimization. The resulting distribution has no
more power-law behavior, but rather a normal-uniform distribution which eases traffic congestion

Table 1 Results of the
block-level street optimization
algorithm SocialCity applied
on four different cities

City Initial (s) Optimized (s) Improvement

Augsburg −0.0028 −0.0006 4.6700

Budapest −0.0035 −0.0008 4.3750

Constanta −0.0040 −0.0011 3.6300

Sibiu −0.0021 −0.0008 2.6200

The improvement ratio is the quantified improvement of the
resulting betweenness optimization on each of the four cities.
Higher ratios mean better improvement
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traffic throughput. Our research is focused around the algorithm we have devised,
called SocialCity.

We envision this research as a framework for a much in depth analysis involving
detailed physical and economical characteristics of the network. The simple solu-
tion given through heuristics by SocialCity is of particular importance for the
demand of modern cities, with larger and larger street networks. Tackling
the problem from a complex network point of view, we manage to point out the
congestion paths using the betweenness centrality and are able to redistribute
the load on the most congested hotspots. Intuitively, through a 4.375 times more
even betweenness distribution obtained over the city of Budapest, we can conclude
that the load can be lowered by 4 times, which is a consistent improvement.

Our future work is focused towards implementing the heuristic algorithm to
automatically process any city road topology and adds an additional overlapping
layer of optimally placed streets which increase the traffic throughput even further,
both at a micro- and macro-level on the analyzed city. Consequently, we look
forward to real-world testing of the SocialCity algorithm and a more insightful
analysis of the functional requirements of the network with proven simulation tools.
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The Computer Assisted Parking
of a Bluetooth Controlled Car
Using Fuzzy Logic

Caius Panoiu, Manuela Panoiu, Cezara-Liliana Rat
and Raluca Rob

Abstract The aim of this paper is to present a computer assisted parking system
modeled in NI LabVIEW using the fuzzy logic toolkit. This system itself is capable
of autonomously parking a car from any position and angle within the parking
ground. The experiments on this system were conducted on a remote controlled
(RC) car, specifically a Bluetooth controlled car. This particular type of RC car is
compatible with Bluetooth devices existing on laptops, making it possible to control
the car directly from a laptop without any additional equipment. The position and
orientation of the car are computed through image processing from a USB camera
set directly above the parking lot and positioned in such a way as to capture the
entire range of the parking ground (Li et al., Proceedings of the 2003 IEEE
International Conference on Robotics and Automation, 2003). These parameters
form the inputs of the fuzzy logic controller which selects the steering angle and
direction that are converted to a command sent to the Bluetooth car. According to
the command it receives, the Bluetooth car changes its position, executing the
parking maneuvers. The system we choose to develop is generalized enough to be
adapted to any mobile robot positioning system, being particularly useful in con-
trolling vehicles with non-adjustable or set steering angle.
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1 Introduction

This paper is structured according to the technologies used in implementing our
project: Bluetooth communications, image identifications, fuzzy logic. We have
also presented the experimental results in a separate chapter.

Our goal was to obtain a completely autonomous car parking system capable of
autonomously parking a car from any position and angle within the parking ground.
This would represent a significant improvement on modern-day assisted parking
systems since even the most scientifically advanced of these is not completely
autonomous [1]. We have successfully designed such a system. We have tested it
using a Bluetooth remote controlled car, but the system itself can be adapted for use
on a real car. This would include using a wireless camera and a car that has an onboard
computer, but these requirements do not represent a major investment. Many parking
lots are equipped with surveillance cameras and if these were wireless cameras
available to the drivers that use the parking lot the system could use them. Using a
camera instead of parking sensors does have the advantage of having a per-whole
view of the car’s surroundings, making it easier to find a vacant parking space and to
maneuver toward it. A high-speed camera, if used, would be able to adapt to its
surroundings in real-time and detect other cars that are maneuvering at the same time.
This could prove to be an invaluable piece of information in accident prevention.

2 Bluetooth Technology

The BBZ203-A1 RC Car, which can be seen in Fig. 1, is Bluetooth 2.1 compliant,
therefore being compatible with all Bluetooth compliant devices that use serial port
profile (SPP), such as mobile phones or computers, a specific application being
required in this case. This makes it possible to control the RC car directly from the
laptop: laptops being Bluetooth through SPP devices can associate with the RC car
to form a piconet. By associating these devices a virtual serial port (COM6) is
created and it is through this port that the connection between the two devices is
formed. The data transmission to this port is a serial transmission with the following
specification: 9600 bps, 8 data bits, no parity, 1 stop bit, and no flow control.

The Bluetooth RC car works as a regular RC car with forward/backward direction
and left/right steering [2]. The steering angle is a non-adjustable 45° angle, needing
more complicated parking maneuvers than would be necessary for a real car, hence
assuring that the system that was developed, is generalized enough to be fitted for
many more machine positioning systems. Due to the high speed of the RC car and its
variable acceleration according to the battery level, an open loop system based solely
on a mathematical model of the car would make a very imprecise, if even a func-
tional, parking program. Hence there was a need to receive the current position and
orientation of the car in real-time. This is achieved with the help of a USB webcam
that captures, frame by frame, the movements of the car within the parking ground.
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3 Image Identification

The image obtained from the camera is processed using the NI Vision and Motion
toolkit in order to locate the RC car. The process of identifying a moving object
through image processing is called object tracking. There are many different
approaches to object tracking in LabVIEW through the NI Vision andMotion toolkit.
We have analyzed several of these to find which one better suits our system, namely
shape detection, edge detection, and pattern matching. We obtained the following
results. Shape detection was fast but unreliable since the shape of the car projected on
the 2D view of the camera produced highly irregular shapes at certain angles. Due to
the advantages this method would provide, such as simplicity and speed, painting a
regular shape on the hood of the RC car was taken into consideration. But this was
swiftly abandoned; no matter what shape we would have chosen, the angle between
the car and the camera would have made it impossible to identify the shape in every
position. Edge detection, although fast, has proven to be of little use when the car was
in motion because of difficult and limited use in blurred images [3]. Pattern matching,
although having limited real-time capabilities, was proven to be the best choice in our
application. High speed was not a necessity in our case, but adaptation to slightly
variable speed and bursts of acceleration was a necessity.

Therefore the technique we used for determining the position and orientation of
the RC car is pattern matching. Pattern matching locates regions of a grayscale
image that match a predetermined template. The major advantage of pattern
matching is that it provides matches to the template regardless of the angle at which
the object represented by the template is rotated. The template is a region of interest
selected from an image representing the searched object, in this case the top of the
Bluetooth car (Fig. 2).

The region of interest is graphically selected from a window displaying the
image. This area will be used for further processing. The template is then saved as
a.png file. Since the positioning of the car is made according to the center of the

Fig. 1 The FIAT 500
bluetooth RC car
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match and not of its edges, a template that is representative of the car’s movements
but not likely to be influenced by shade or light is the best choice. This template has
proven to be the top of the car.

The settings used in the pattern matching algorithm were as follows. The
“Number of Matches to Find” is set at 1 and the “Minimum Match Score” is set at
600. This means that a minimum of 60 % of the found image is required to be
identical to the template. This ensures that the program looks for the part of the
image which is most similar to the template, but not identical to it. However, better
results are obtained for a higher match score, a match score of 800 (80 % accuracy),
but the program becomes sensitive to any sudden movement of the car, being

(a)

(b)

(c)

Fig. 2 The recognition of the RC car. a The results of the recognition are visible in the Camera
indicators container. b The template is recognized and presented inside a red border. c The pattern
template
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unable during motion to determine its position, not to mention its angle. Since the
program is expected to process the position and angle of the car in real-time, such a
setting will render the computer unable to control the car. In this case, a less
accurate search provides more accurate results. Hence setting a minimum match
score at 600 is mandatory in order to identify the car regardless of its rotation angle.
Our experiments show that the results obtained by using this setting in combination
with the “Subpixel Accuracy” setting are accurate enough for the software to
control the car and park it.

The “Subpixel Accuracy” setting was used in order to compensate for the
inexactitudes the low match score could cause. The subpixel accuracy option
applies a bi-linear interpolation to the image. Bi-linear interpolation is used for
interpolating functions of two variables on a regular grid. Interpolation is performed
bidirectionally [4].

The “Search for Rotated Patterns” option along with the “Angle Range” of
±180° and the “rotation-invariant matching” option are selected in order find the car
under any angle.

The image taken by the camera represents the search area. NI Vision will scan a
rectangular portion of the acquisition window, forming a region of interest, in an
attempt to find if there are any matches. Using pattern matching, NI Vision will
return the number of matches and their coordinates within the region of interest.
The results of this search will help determine the car’s position and orientation. This
process will be executed a number of times in order to follow the car’s movement
[5]. The block diagram of the subprogram responsible for this can be seen in Fig. 3.
The image from the camera is acquired through the Vision Acquisition VI and
processed through the Vision Assistant VI. The results are visible on the front panel
of the application and on the acquired image, the identified area being bordered
with red rectangle.

Fig. 3 The block diagram of the camera recognition program
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4 Fuzzy Logic Control

The aim of the parking algorithm is to park a vehicle from an arbitrary starting
position [6]. In everyday life, a driver can control a vehicle by constantly evaluating
the current status of the vehicle, such as the distance from the target position and the
orientation of the vehicle, to derive the correct steering angle. In this case, the place
of the driver is taken by the computer. The method chosen for the control of this car
is a fuzzy logic controller [7].

The first step in programming the fuzzy logic controller is defining the linguistic
variables. The following input linguistic variables have been defined: x represents
the vehicle position on the Ox axis in relation to the destination, orientation rep-
resents the orientation of the vehicle, and y represents the vehicle position on the Oy
axis. The output linguistic variables are as follows: the steering angle, to represent
the steering angle of the vehicle and the direction, to represent the direction of the
vehicle movement (backward/forward) [8, 9].

The linguistic terms of Left, Center, and Right can be defined for the linguistic
variable x (Fig. 4) to describe the possible positions of the vehicle in relation to the
destination [8].

The linguistic terms of Left Down, Left, Left Center, Left Up, Up, Right Up,
Right Center, Right, and Right Down can be defined for the linguistic variable
orientation (Fig. 5) to describe the possible orientations of the vehicle [8].

The input linguistic variable y (Fig. 6) is not absolutely necessary in the parking
algorithm, but due to the fact that, in practice, a parking spot is usually surrounded
by other parking spots that may or may not be occupied and that have to be avoided
during parking maneuvers. Also the space in which these maneuvers are made may
also be limited. Hence, the linguistic terms corresponding to the linguistic variable
y are Parking Lot, Parking Ground, and Edge [10].

Fig. 4 Membership functions for input variable x
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The linguistic terms of the steering-angle output linguistic variable (Fig. 7) are
Left, Center, and Right. These variables are Singleton-type due to the fact that the
car has a fixed steering angle of ±45°.

Fig. 5 Membership functions for input variable orientation

Fig. 6 Membership functions for input variable y

Fig. 7 Membership functions for output variable steering-angle
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The linguistic terms of the direction output linguistic variable (Fig. 8) are
Backward and Forward. These variables are also Singleton-type.

The defuzzification method used is Mean of Maximum (Fig. 9). Studies show
that it offers the best results in pattern recognition and the least computational effort.
It outputs the most typical value of the most probable answer. Mean of Maximum
has proven experimentally to be the best method to use in our system [8].

The antecedent connective AND (Product) specifies to use the product of the
degrees of membership of the antecedents.

The Minimum implication method (Fig. 10) is used to truncate the output
membership functions to the value of the corresponding rule weights.

The degree of support, between 0 and 1, represents the relative significance of
each rule and allows for fine-tuning of the rule base. In this case, the degree
of support is set at 1 for all the rules. The final weight of a rule is equal to the degree
of support multiplied by the truth value of the aggregated rule antecedent [8].

Fig. 8 Membership functions for output variable direction

Fig. 9 Mean of maximum
(MoM) defuzzification
method
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The rules of the fuzzy system were determined based on experimental analysis.
The aim of the rules was to get the car at a 90° in line with the parking lot. The rules
used were the following:

An example of rules used in this system:

1. IF ‘x’ IS ‘left’ AND ‘orientation’ IS ‘left-down’ AND ‘y’ IS ‘parking ground’
THEN ‘steering-angle’ IS ‘left’ ALSO ‘direction’ IS ‘backward’
connective: AND (Product); implication: Minimum; degree of support: 1.00

2. IF ‘x’ IS ‘left’ AND ‘orientation’ IS ‘left-down’ AND ‘y’ IS ‘parking lot’ THEN
‘steering-angle’ IS ‘center’ ALSO ‘direction’ IS ‘backward’
connective: AND (Product); implication: Minimum; degree of support: 1.00

3. IF ‘x’ IS ‘left’ AND ‘orientation’ IS ‘left’ AND ‘y’ IS ‘parking ground’ THEN
‘steering-angle’ IS ‘left’ ALSO ‘direction’ IS ‘backward’
connective: AND (Product); implication: Minimum; degree of support: 1.00.

Here is an example of the fuzzy logic controller in operation mode. If x = 8,
orientation = 10°, and y = 1, the resulting output variables are steering
angle = 16.9565 and direction = 1. The output surface of the fuzzy controller in this
situation can be seen in Fig. 11.

Fuzzy systems can be implemented in LabVIEW using the LabVIEW PID and
Fuzzy Logic toolkit. The system described before was made with the fuzzy system
designer and saved in a file named car-control-1.fs. The file is then loaded in
LabVIEW using the FL Fuzzy Controller VI. The output of the Fuzzy Control
system can be seen in Fig. 12.

The initial position and orientation of the car are chosen by the user in order to
facilitate experimental analysis. Upon receiving the parking command the program
starts sending serial commands to the car in order to park it. Hence the car starts
parking itself. This can be observed in Fig. 13a, b. When the car has officially
parked the parking command is reset Tables 1, 2, 3, 4, 5, 6, and 7.

Fig. 10 Minimum
implication method
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Fig. 11 The output surface of the fuzzy controller

Fig. 12 The indicators of the fuzzy logic controller
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(a)

(b)

Fig. 13 The program commands the parking of the car. a The program is parking the car. b The
program has parked the car
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5 Experimental Results

Due to the high speed of the car and the errors that can appear in recognizing its
position (image recognition is not a fast process) an impulse-based control was
chosen. In this case the program sends four serial impulses to the Bluetooth port;
the first three commanding the movement of the vehicle given by the fuzzy con-
troller and one stop command. The time lapse between transmissions is dictated by
a timer, being of 100 ms. During this time, the car maintains the movement dictated

Table 1 Membership
functions for input linguistic
variable x

Membership function Shape Points

Left Trapezoid −2; −2; 3; 5

Right Trapezoid 5; 7; 12; 12

Center Triangle 4; 5; 6

Table 2 Membership
functions for input linguistic
variable orientation

Membership function Shape Points

Left-down Trapezoid −90; −90; −45; 0

Left Triangle −25; 0; 25

Left-center Triangle 0; 25; 50

Left-up Triangle 0; 60; 90

Up Triangle 80; 90; 100

Right-up Triangle 90; 125; 180

Right-center Triangle 130; 155; 180

Right Triangle 155; 180; 205

Right-down Trapezoid 180; 225; 270; 270

Table 3 Membership
functions for input linguistic
variable y

Membership function Shape Points

Parking lot Triangle −1; −0.5; 0.5

Parking ground Trapezoid 0; 0.5; 3.5; 4

Edge Triangle 3.5; 4.5; 5

Table 4 Membership
functions for output linguistic
variable steering-angle

Membership function Shape Points

Left Singleton −30

Center Singleton 0

Right Singleton 30

Table 5 Membership
functions for output linguistic
variable direction

Membership function Shape Points

Backward Singleton 0

Forward Singleton 1

62 C. Panoiu et al.



T
ab

le
6

R
ul
e
ta
bl
e
fo
r
ou

tp
ut

lin
gu

is
tic

va
ri
ab
le

st
ee
ri
ng

-a
ng

le

St
ee
ri
ng

-a
ng

le

O
ri
en
ta
tio

n
x L
ef
t

C
en
te
r

R
ig
ht

y Pa
rk
in
g-
lo
t

Pa
rk
in
g-
gr
ou

nd
E
dg

e
Pa
rk
in
g-
lo
t

Pa
rk
in
g-
gr
ou

nd
E
dg

e
Pa
rk
in
g-
lo
t

Pa
rk
in
g-
gr
ou

nd
E
dg

e

L
ef
t-
do

w
n

C
en
te
r

L
ef
t

C
en
te
r

C
en
te
r

C
en
te
r

C
en
te
r

L
ef
t

R
ig
ht

C
en
te
r

L
ef
t

R
ig
ht

L
ef
t

L
ef
t

C
en
te
r

C
en
te
r

L
ef
t

R
ig
ht

R
ig
ht

L
ef
t

L
ef
t-
ce
nt
er

R
ig
ht

L
ef
t

C
en
te
r

R
ig
ht

R
ig
ht

C
en
te
r

R
ig
ht

L
ef
t

C
en
te
r

L
ef
t-
up

R
ig
ht

L
ef
t

C
en
te
r

R
ig
ht

R
ig
ht

C
en
te
r

R
ig
ht

L
ef
t

C
en
te
r

U
p

C
en
te
r

R
ig
ht

C
en
te
r

C
en
te
r

C
en
te
r

C
en
te
r

C
en
te
r

L
ef
t

C
en
te
r

R
ig
ht
-u
p

L
ef
t

R
ig
ht

C
en
te
r

L
ef
t

L
ef
t

L
ef
t

L
ef
t

R
ig
ht

C
en
te
r

R
ig
ht
-c
en
te
r

L
ef
t

R
ig
ht

C
en
te
r

L
ef
t

L
ef
t

C
en
te
r

L
ef
t

R
ig
ht

C
en
te
r

R
ig
ht

L
ef
t

L
ef
t

R
ig
ht

C
en
te
r

C
en
te
r

R
ig
ht

L
ef
t

R
ig
ht

R
ig
ht

R
ig
ht
-d
ow

n
C
en
te
r

L
ef
t

C
en
te
r

L
ef
t

L
ef
t

C
en
te
r

C
en
te
r

R
ig
ht

C
en
te
r

The Computer Assisted Parking of a Bluetooth … 63



T
ab

le
7

R
ul
e
ta
bl
e
fo
r
ou

tp
ut

lin
gu

is
tic

va
ri
ab
le

di
re
ct
io
n

D
ir
ec
tio

n

O
ri
en
ta
tio

n
x L
ef
t

C
en
te
r

R
ig
ht

y Pa
rk
in
g-
lo
t

Pa
rk
in
g-
gr
ou

nd
E
dg

e
Pa
rk
in
g-
lo
t

Pa
rk
in
g-
gr
ou

nd
E
dg

e
Pa
rk
in
g-
lo
t

Pa
rk
in
g-
gr
ou

nd
E
dg

e

L
ef
t-
do

w
n

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

L
ef
t

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

L
ef
t-
ce
nt
er

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

L
ef
t-
up

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

U
p

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

R
ig
ht
-u
p

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

R
ig
ht
-c
en
te
r

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

R
ig
ht

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

R
ig
ht
-d
ow

n
B
ac
kw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

Fo
rw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

B
ac
kw

ar
d

Fo
rw

ar
d

64 C. Panoiu et al.



by the command not having enough time to stop completely, just to slow down.
Therefore the car is controlled with a 75 % filling factor, this modifying the average
speed of the car so that the program can control it more easily. The position of the
car can be taken more accurately since the car is stationary when the camera grabs
the next picture. The block diagram of the program can be seen in Fig. 14.

We recommend that the edges of the parking ground consist of separate limiters
for the parking algorithm with a higher priority than the results of the fuzzy con-
troller. This will ensure that the car will never maneuver out of the parking ground
during parking. Out of the results obtained from tests we have concluded that the
car will not go past the margins of the parking ground but it will go dangerously
close to it. Therefore, we recommend using separate mechanisms that won’t allow it
to do this.

6 Conclusions

This system can be applied to real car in a real life parking situation by means of a
wireless camera and the car’s onboard computer. It does require an infrastructure
(the camera has to be in a fixed position situated directly above the parking ground,
but this camera could serve a double purpose: parking lot surveillance and parking
sensor). This could also be helpful in accident prevention during parking maneuvers
which are an issue for inexperienced drivers. It could also allow multiple cars to
execute parking maneuvers at the same time. Since modern-day assisted parking
systems are not completely autonomous [11] and the system we provide has this
benefit, drivers could actually step out of their cars to let them park. It could also be
retrofitted into any car with an onboard computer.

Our system could also be adapted as a robot positioning system, especially
non-adjustable steering angle robots. Therefore it would be useful in an industrial
environment. Possible improvements and extensions of the presented system

Fig. 14 The block diagram of the program
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include Bluetooth interlocking and communication facilities, obstacle detection and
avoidance, etc. Also the speed at which the parking process is performed could be
increased with fast image processing techniques and high-speed cameras.
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A Location-Aware Solution
for Predicting Driver’s Destination
in Intelligent Traffic Systems

Emilian Necula

Abstract This paper presents a methodology focused on learning driving ten-
dencies using GPS data and time stamps to forecast future movement locations.
People move throughout regions of time in established, but variable patterns and a
person’s normal movement can be learned by machines. Location extraction from
raw GPS data in combination with a probabilistic neural network is proposed for
learning human movement patterns. Using time as an input over a distribution of
data, normal tendencies of movement can be forecasted by analyzing the proba-
bilities of a target being at a specific point within a set of frequented locations. This
model can be used to predict future traffic conditions and estimate the effects of
using the same routes each day. Considering traffic density on its own is insufficient
for a deep understanding of the underlying traffic dynamics and hence we propose a
novel method for automatically predicting the capacity of each road segment. We
evaluate our method on a database of GPS routes and demonstrate their perfor-
mance. Ultimately, the results produced can contribute to the prediction of traffic
congestion in urban areas.

Keywords Neural networks � Data mining � ITS � Congestion � Prediction �
GPS data

1 Introduction

Predicting a driver’s near-term future path could be useful for giving the driver
warnings about upcoming road situations, delivering anticipatory information, and
allowing the vehicle to automatically adapt to expected operating conditions.
The problem of learning patterns of human behavior from sensor data arises in
many applications, including intelligent environments [1], surveillance [2, 3],
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human–robot interaction [4], and assistive technology for the disabled [5]. A focus
of recent interest is the use of data from global positioning system (GPS) location
data, to learn to recognize the routes which a driver is following over a period of
many weeks and to further determine the relationship between his routes and the
others that are important to the user [6–10]. The goal of this research is to mine
smart driving directions from the historical GPS routes of a considerable number of
drivers and provide a user with the practically fastest route to a given destination at
a given departure time. Finding efficient driving directions has become a daily
activity and been implemented as a key feature in many map services like Google
and Bing Maps. A fast driving route saves not only the time of a driver but also
energy consumption (as most gas is wasted in traffic jams). In practice, big cities
with serious traffic problems usually have a large number of taxis traversing on road
surfaces. For the sake of management and security, these taxis have already been
embedded with a GPS sensor, which enables a taxi to report on its present location
to a data center in a certain frequency. Thus, a large number of time-stamped GPS
trajectories of taxis can be utilized to make assumptions.

Intuitively, experienced drivers can usually find out the fastest route to a des-
tination based on their knowledge. When selecting driving directions, besides the
distance of a route, they also consider other factors, such as the time-variant traffic
flows on road surfaces, traffic signals, and direction changes contained in a route, as
well as the probability of accidents. These factors can be learned but are too subtle
and difficult to incorporate into existing routing engines. Therefore, historical tra-
jectories, which imply the intelligence of experienced drivers, provide us with a
valuable resource to learn practically fast driving directions.

This paper presents a prediction algorithm trained from a driver’s past history.
Specifically, we train a neural network to probabilistically predict future road
segments based on a short sequence of just-driven road segments, usually 1–10.
A sketch of this basic approach appears in Fig. 1. The methodology for learning

Fig. 1 The prediction
algorithm looks at a recent
sequence of road segments to
probabilistically predict future
segments
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route patterns proposed utilizes a probabilistic neural network (PNN), which is a
form of artificial neural network that acts as a maximum a posteriori probability
(MAP) estimator. A PNN learns from a distribution of data and then forms a MAP
estimation based on the most likely probability of a certain class of output, given
the current pattern of input data. PNNs are well suited for pattern recognition and
have been used for forecasting in research by Guan et al. [11] for forecasting
incidence of Hepatitis A, as well as in research by Saad et al. [12] for forecasting
stock market activity. The PNN methodology used in this paper takes time and
visited locations as input and outputs probabilities a target will be at one of their
established locations within a given window of time. We show that the resulting
accuracy is much better than random guessing; for instance, looking at the 10 most
recent road segments, we can predict the next road segment with about 90 %
accuracy. The algorithm is simple enough to be trained and executed on an
in-vehicle navigation computer, and it needs no off-board network connection. We
tested the accuracy of our predictions on GPS data from 20 drivers.

2 Related Work

Previous approaches to route detection and place labeling suffer from design deci-
sions that limit their accuracy and flexibility. Ashbrook et al. [6] only reason about
moving between significant places, without considering different types of places or
different routes between places. In the context of indoor mobile robotics, Bennewitz
et al. [4] showed how to learn different motion paths between places. However, their
approach does not model different types of places and does not estimate the user’s
activities when moving between places. In other works [7, 13] they have developed a
hierarchical dynamic Bayesian network model that can reason about different
transportation routines between significant places. Gogate et al. [9] showed how to
use deterministic constraints to more efficiently reason in such models.

Closely related to estimating traffic conditions are obtaining accurate estimates
of the travel time between two points in a city. Blandin et al. [14] use kernel
methods [15] to obtain a non-linear estimate of travel times on “arterial” roads; the
performance of this estimate is then improved through kernel regression. Yuan and
Zheng [16] propose constructing a graph whose nodes are landmarks. Landmarks
are defined as road segments frequently traversed by taxis. They propose a method
to adaptively split a day into different time segments, based on the variance and
entropy of the travel time between landmarks. This results in an estimate of the
distributions of the travel times between landmarks.

The research most relevant to this paper is those which attempt to model and/or
predict traffic conditions. Guhnemann et al. [17] use GPS data to construct travel
time and speed estimates for each road segment, which are in turn used to estimate
emission levels in different parts of the city. Their estimates are obtained by simply
averaging over the most recent GPS entries; this is closely related to the historical
means baseline we compare our algorithm against. Singliar and Hauskrecht [18]
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studied two models for traffic density estimation: conditional autoregressive models
and mixture of Gaussian trees. This work was designed to work with a set of traffic
sensors placed around the city, and not with GPS-equipped vehicles. The authors
assume the Markov property for traffic flows: the state of a road segment in the
immediate future is dependent only on the state of its immediate neighbors. We
adopt a similar assumption in our construction of a model. Lippi et al. [19] use
Markov logic networks to perform relational learning for traffic forecasting on
multiple simultaneous locations, and at different steps in the future. This work is
also designed for dealing with a set of traffic sensors around the city. Su and Yu
[20] used a genetic algorithm to select the parameters of a support vector machine
(SVM), trained to predict short-term traffic conditions. Their method is meant to
work with either traffic sensors or GPS-equipped vehicles. However, their empirical
evaluation is quite limited and falls short of fully convincing the reader of their
method’s practicality. Herring et al. [21] use Coupled Hidden Markov Models [22]
for estimating traffic conditions on arterial roads. They propose a sophisticated
model based on traffic theory which yields good results. Nevertheless, we argue that
this type of sophistication is, in a sense, “overkill”. Taking into account the coarse
regularity of traffic flow during the week to construct a model yields very good
results, without having to resort to more sophisticated and computationally
expensive, methods. One of the main motivations driving this research is the
application of these results in a real-time setting, where computationally expensive
proposals are unsuitable.

Yuan et al. [23] used both historical patterns and real-time traffic to estimate
traffic conditions. However, the predictions they provide are between a set of
“landmarks” which is smaller than the size of the road network. Although suitable
for many applications (such as optimal route planning), the coarseness of their
predictions makes them less suited for a detailed understanding of a city’s traffic
dynamics.

3 Data Acquisition

In order to show the effectiveness of the proposed methodology, it was necessary to
run tests over real data. For the experiment, 4 weeks of real GPS data was gathered
on a series of test subjects. This approach is based on GPS-enabled smart phones,
leveraging the fact that increasing numbers of smart phones or PDAs come with
GPS as a standard feature. This technique can provide more accurate location
information and thus more accurate traffic data such as speeds and/or travel times.
Additional quantities can potentially be obtained from these devices, such as
instantaneous velocity, acceleration, and direction of travel. Fontaine and Smith
[24] used cell phone for traffic monitoring purposes, and mentioned the need of
having GPS-level accuracy for position to compute reasonable estimates of travel
time and speed. Yim and Cayford [25] and Yim [26] concluded that if
GPS-equipped cell phones are widely used, they will become a more attractive and
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realistic alternative for traffic monitoring. GPS-enabled mobile phones can poten-
tially provide an exhaustive spatial and temporal coverage of the transportation
network when there is traffic, with a high positioning accuracy achieved by a GPS
receiver. Some concerns regarding this technology include the need of a specifically
designed handset, and the fact that the method requires each phone to send infor-
mation to a center [27, 28], which could potentially increase the communication
load on the system. Another issue is the knowledge of vehicle position and velocity
provided by this technology, which needs to be used in a way which does not
infringe on privacy. The subject driver carried a smart phone with an application
installed on it that tracks his daily routes while driving. The application is freely
available for any Android or MacOs device. Any driver that has an account on
Endomondo [29] can save his routes easily. As we are using it for academic purpose
there is no copyright infringement involved. We are planning to develop soon our
own mobile tracking application. These routes can be exported to our external
application in GPX format—Fig. 2 in order to be processed. The GPS receiver used
by the mobile devices was accurate to less than 15 m under optimal conditions,
however, due to lack of satellite verification, satellite acquisition time, terrain
topology, etc., the data obtained was noisier than what an optimal system would
have provided. Ashbrook et al. [6] discuss lapses in data acquisition and there are
numerous papers, of which Schmid et al. [30] present a particularly eloquent
methodology for dealing with location extraction (location extraction acts as a
filtering mechanism that extracts meaningful locations from noisy data).

4 The Methodology

4.1 Prediction Model

The inputs to the PNN for the first set of experiments dealt with the modeling of
normal tendencies of movement and the only inputs for this experiment were four
membership functions representing time. These membership functions are time

Fig. 2 Endomondo web interface that displays driver’s route and (left) and the equivalent GPX
file (right)
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inputs representing the degree to which the current time is close to 0:00, 6:00,
12:00, and 18:00 h. For the first set of experiments the data was separated into
seven different sets, one for each day of the week. This was done based on the
assumption that a person’s pattern of movement depends heavily on the day of the
week. Each of the different datasets needed a separate PNN, so a total of 7 PNNs
would be needed to learn normal tendencies of movement for a target over each day
of the week. The second set of experiments dealt with forecasting a person’s next
location. There are additional inputs for these experiments which represent the set
of locations a person has visited on the specific day in question. After analyzing the
routes that a driver followed on each day the inputs for the PNN can be grouped
according to different representative regions: Input #1, Input #2, Input #3, Input #4.
It was only necessary to use one PNN for these experiments because the pattern of
visited locations for a given day of the week distinguished that day from others in
the distribution and the PNN was able to group the patterns of visited locations
together in relation to the time inputs. These additional inputs give the network
more insight into the day being classified, and they change the problem. When the
network is given this information, it is no longer just trying to model a normal day
but instead a normal day given a certain set of locations the person has visited. As
the day goes on, the network gets more information about the movement of the
subject and can therefore more accurately forecast where the subject will potentially
be. To represent the locations a person has visited, the number of inputs used is
equal to the number of locations the person visited over the distribution of data. If a
location is visited on a given day, its input variable is set to 1 for the rest of the day;
else it is set to 0. The number of outputs for a network is equal to the number of
locations the person has visited over the distribution of data. Each output represents
a certain location. The output for the forecasted location is set to 1 and the rest of
the outputs are 0. The architecture used, as mentioned earlier, is a PNN, and
therefore contains four layers. The first layer is the input layer. The second is the
pattern layer implementing a Gaussian activation function. This layer consists of
one node for each of the patterns in the distribution of data. The third layer is a
summation layer where probabilities are summed and the probability for each
individual class is surmised. In this layer there is one node for each individual class
which is surmised. In this layer there is one node for each potential class in the data
distribution. These last two layers are grouped into the “Hidden Layer” and the

Fig. 3 Probabilistic neural
network that takes as input
four membership functions
accordingly to 00:00, 6:00,
12:00, 18:00 h and outputs the
most likely destination
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graphical representation of the PNN can be seen in Fig. 3. Finally the fourth layer is
a “winner takes all” layer where the class with the highest probability wins. The
second layer contains the only parameter in the PNN that is variable and this
parameter is the smoothing factor, or standard deviation. It can be varied to alter the
sensitivity of nodes to particular patterns. For the experiment the best smoothing
factor was found using the standard iterative approach which is discussed by Saad
et al. [12]. The iterative approach increments the parameter in a discrete fashion
until it finds the optimum results over the training data.

The implementation of this model is divided into six steps and considers an
isolation of the observations using a time-series pattern matching approach.

Step 1 Time Series: A time-series dataset T = t1,…,tm, an ordered set of
m real-valued variables, is considered

Step 2 Subsequence: Given a time series of T length, a subsequence Cp of T is a
sample of length w < m of contiguous positions from T, that is, Cp = tp,…,
tp+w−1 for 1 ≤ p ≤ m − w + 1. The process of extracting subsequences from
a time series is achieved through the implementation of a sliding window

Step 3 Sliding Window: Given a time series T of length m, and a user-defined
subsequence length of w, all possible subsequences can be extracted by
sliding a window of size w across T and extracting each subsequence Cp.
Using this process, the subsequence following Cp is Cp+1 = tp+1,….,tp+w

Step 4 Pattern Definition: The pattern of each subsequence Cp is characterized by
the slope of the best-fit line generated for each subsequence Cp. The
change of slope between consecutive subsequences is then measured to
identify the similarity of the subsequences

Step 5 Pattern Similarity: The inclusion of a point in a time-series subsequence
which falls outside the linear regime introduces non-linearity which results
in a large change of slope in the linear behavior of the subsequence and
provides a low R2 value for the best-fit line, indicating non-linear behavior.
Using this assumption, the points introducing non-linearity in the traffic
time-series data are identified

Step 6 Time-Series Classification: A subsequence Cp which is characterized by a
R2 value of a beyond a defined lower limit and the difference of slope, θ,
between Cp and Cp−1 is beyond a threshold T classifies the sequence as
non-linear. The threshold T can be the lower limit of the 95 % confidence
interval of a change of slope distribution calculated using historical
time-series datasets. The lower limit of the R2 value, L, can be the average
value calculated using historical time-series datasets.

The abovementioned steps are followed to identify the traffic route regions a
driver has followed. These observations are preprocessed to introduce a calibration
into our predictive model. It can be seen, that each set of information on driver’s
route, average speed, and time of observation, t, is a vector that can be represented
as X(q, u, t). The observations can be adjusted using the following conditions:
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for h\ T andR2 \ L

X q; u; tið Þ ¼ E X q; u; tið Þð Þ; i ¼ 1; . . .;M
ð1Þ

where X(q, u, ti) defines the driver’s routes in region q, average speed u, and
time t of the day; M is the number of days on which traffic data is collected;
E denotes the expectation. We will describe the neuron j as

uq ¼
Xm

p¼1

wpqxp aq ¼ uðuq þ bqÞ ð2Þ

where x1, x2,…,xp are driver’s routes, wpq is the connection weight from neuron p in
the layer l to neuron q in layer l + 1, uq is the linear combiner output due to the
driver’s routes, bq is the bias, u(…) is the activation function, and aq is the output
signal of the neuron.

The feed forward back propagation neural network (FFBPNN) consists of both
a forward and a backward phase. The input vector contains N elements which is
equal to the number of traffic instants at which the route data is collected within a
day. Output values are calculated using Eq. (2) and a log-sigmoid function is used
as the activation function in this case. The back propagation (BP) phase compares
the neural network outputs apq, calculated with the target values, tpq, and is an
iterative optimization of the error function that represents the performance of the
network. This function of error, E, is defined as:

E ¼ 1
2

XM

p¼1

XN

q¼1

ðtpq � apqÞ2 ð3Þ

where N and M are defined as before. E is minimized using the gradient descent
optimization technique. The partial derivative of the error function in relation to
each weight provides a direction of steepest descent. The corrections to the con-
nection weights within the network are adjusted for each iteration using this partial
derivative. The weight updating equation is:

wpq k þ 1ð Þ � wpq kð Þ ¼ Dwipq kð Þ ¼ �l
dEðkÞ
dwipqðkÞ ð4Þ

where l is the learning rate, a small positive constant. If the difference between
neural network output and desired output becomes negligible or acceptable then the
learning process terminates.
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4.2 The Algorithm

The algorithm used is a derived from the Viterbi algorithm (VA) that can be simply
described as an algorithm which finds the most likely path through a trellis given a
set of observations. The trellis in this case represents a graph of a finite set of states
from a finite state machine (FSM). Each node in this graph represents a state and
each edge a possible transition between two states at consecutive discrete time
intervals. An example of a trellis is shown below in Fig. 4a and the FSM that
produced this trellis is shown in Fig. 4b. The FSM referred to here is often referred
to in the literature as a Markov model (MM). For each of the possible transitions
within a given FSM there is a corresponding output symbol produced by the FSM.
This data symbol does not have to be a binary digit, it could instead represent like in
our situation a location. The outputs of the FSM are viewed by the VA as a set of
observed locations with some of the original data corrupted by some form of noise.
This noise is usually inherent to the low GPS signal that reflects on the exact
position of a driver from the GPX file.

To format the data for input into the neural network, the raw GPS data must first
be preprocessed because of inherent noise. Once the data is preprocessed, mean-
ingful locations are extracted. For the experiments in this paper, locations were
defined as a person being within a 200 m for at least 7 min. After the locations are
extracted, each of the individual logged coordinates over 15 min time regions is
averaged. The assumed longitude and latitude for the each time region is the
calculated averaged of its logged coordinates. Once the 15 min intervals are
obtained they are classified. If the location for a time region overlaps with an
extracted location, or the person was within 15 min of an extracted location, the
interval is classified as being at the visited location. If a person was not at a location
and not within 15 min of arriving at a location, the interval is classified as unknown.

Fig. 4 Showing a trellis diagram spread over time and b the corresponding state diagram of the
FSM
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Finally, for the second set of experiments it was necessary to formulate inputs that
represented the locations a person had visited on a given day. To obtain this, each
15 min time region was processed and if a region was classified as being at a
location the corresponding input for that location was set to 1 for the rest of the day.

We represent a region as a 40 × 40, two-dimensional grid of square cells, each
cell 1 km on a side, as shown in Fig. 5. Each cell represents one discrete location.
Our destination prediction is aimed at picking the cell in which a driver will
conclude his or her trip based on which cells the driver has already traversed and on
the characteristics of each cell. This particular discretization of space is a heuristic
choice, and we could have chosen a different tiling, size, and number of discrete
cells. Each of the N = 1600 cells is given an index i = 1, 2, 3,…, N.

Because our methods are probabilistic, we ultimately compute the probability of
each cell being the destination, i.e. P(D = i|X = x), where D is a random variable
representing the destination and X is a random variable representing the vector of
observed features from the trip so far. While we shall focus on trajectory-centric
observations, other factors can be included in X, such as time of day and day of week.

We decompose the inference about location into the prior probability and the
likelihood of seeing data given that each cell is the destination. Applying Bayes rule
[31] gives:

P D ¼ ijX ¼ xð Þ ¼ P X ¼ xjD ¼ ið ÞPðD ¼ iÞ
PN

j¼1 P X ¼ xjD ¼ jð ÞPðD ¼ jÞ

Here P(D = i) is the prior probability of the destination being cell i. We compute
the prior probability with two sources of map information. P(X = x|D = i) is the
likelihood of cell i being the destination based on the observed measurements X.

Fig. 5 Map showing the area
with the grid. The cells are
squares, one square kilometer
in size
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The model gives a probabilistic prediction over future road segments based on
past road segments. The model is sensitive to the two most recent road segments
((1)|X(−1), X(0)). In particular, looking at the two most recent road segments gives
a sense of the direction of travel along a road, which helps significantly. This model
can be used to predict beyond just the next road segment. We can clearly build
((2)|X(0)), which is the distribution over the road segments after the next one, given
the current one. We can also use higher order models to make these farther out
predictions, e.g. ((2)|X(−1), X(0)). In general, we can build an nth order Markov
model (n ≥ 1) to predict the mth next encountered segment (m ≥ 1). We denote our
general nth order model as

P X mð Þð Þ ¼ P X mð ÞjX �nþ 1ð Þ;X �nþ 2ð Þ; . . .;X 0ð Þð Þ

In the Results section we will look at how prediction accuracy changes as we
increase n, the number of segments we look at into the past (better). We also look at
how prediction accuracy changes as we increase m, the number of segments we
predict into the future. Predicting two segments into the future would involve
making two of these random choices. In fact, the road segment choices are con-
veniently represented as a tree, as shown in Fig. 6. The branching factor for this tree
is two, given that each node splits into two as the tree gets deeper.

4.3 Determination of the Future Locations
and Road Capacities

We propose a novel method for determining the capacity of the different road
segments, based on the previous routes and speed readings. For each
edge-orientation pair (e, o) and minute m we compute vel((e, o),m), defined as the
average velocity of all drivers passing by (e, o) in minute m. In the computation of
this average velocity we apply some simple filtering schemes, such as ignoring the
velocity of cars that are parked: parked cars are not navigating the network so are
not a proper indication of the average speed through (e, o) and will bring down the
computed average velocity.

Fig. 6 The tree that models the choice for the future road segments
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We can use average velocity as an indication of when a road is congested.
Schafer et al. [32] define a congested road as one where the average velocity is
below 10 km/h. In this paper we say a road segment is congested if the velocity of
the majority of cars is below 20 km/h, in a manner that will be made more precise
below. We choose 20 km/h as our cutoff as this is already quite low, even for
residential areas. In Fig. 7 we plot density versus average speed for a particular
edge-orientation pair; that is, every point in the figure corresponds to one of the
7200 min in a week. We color the points above our 20 km/h limit in red, and those
below in blue. We will refer to the red points as the high points, and the blue points
as the low points. As one would expect, the velocity tends to go down as the density
goes up. It is inevitable that even with low densities we will have low speed
readings, and simply using averages may underestimate the road’s true capacity. So
we will compute for each density level d, the ratio of high points, highd to low
points, lowd:

ratio dð Þ ¼ jhighdj
jlowd j

We define the capacity of an edge-orientation pair (e, o), as the density level d,
with sufficient data points, whose ratio unambiguously drops below 0.4 (there are at
least 250 % more low points than high points). A density level d has sufficient data
points if |highd| + |lowd| > 500. The unambiguous drop criterion is meant to exclude
outlier “spikes” that will affect the real road capacity values.

Fig. 7 Density versus speed for one edge-orientation pair
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The data presented to the probabilistic neural network for the experiments was
partitioned into three sets of data, training data (2 weeks), testing data (used to
prevent overfitting—1 week), and a production set (1 week) used to evaluate the
performance of the network on unseen data. As mentioned already there were two
different sets of experiments performed for this paper. For one set of experiments a
single PNN was used to classify the entire distribution of data while in the other
experiment seven PNNs were used and each PNN dealt only with a specific day of
the week. We developed for these experiments a C# application—Fig. 8 that can
display in the end the prediction accuracy for the further route segments.

To allow the PNN to learn, it is desirable to have multiple weeks of data in the
training set because a person’s movement varies from day to day but exhibits
patterns over time. When more data is presented to a PNN the network can obtain a
better understanding of the subject’s movement patterns. The real data used was
limited to 4 weeks of data so we were only able to use 2 weeks in the training
dataset. The testing set that was used to prevent overfitting was a contiguous set of
data encompassing 1 week of logged GPS coordinates (latitude, longitude) from the
GPX routes obtained as we mentioned in Sect. 2. It was necessary to partition this
set so that each different day of the week had a representative example in the testing
set, since the different days all present different patterns of movement. The
time-series nature of the data makes using a continuous block of data as the testing
set desirable. Finally, the production set was partitioned in the same fashion as the
testing set.

Fig. 8 Screenshot from the C# application that learn driver’s route and displays in the end the
prediction accuracy for future segments
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5 Experimental Results

We tested our prediction algorithm on data from 10 drivers in our primary studies.
On average, we observed each of the 10 drivers for a total of 30 days. The traffic
data logs and their dimensions (expressed in GPS trace points) that were used in this
research are detailed in Table 1.

In testing a given set of parameters, e.g. m and n, we used leave-one-out testing,
where we trained the model with all first 2 week trips and tested it on the remaining
trips. Doing this gives an average accuracy figure over all the trips. An example
result is shown in Fig. 9. This shows the accuracy of predicting one road segment
ahead, two segments ahead, and up to ten segments ahead based on the last ten
observed road segments. The predicted road segment for our experiments is the one
with the highest probability from the model. In this case, the model predicts the next
road segment with slightly over 90 % accuracy. As expected, the prediction
accuracy drops the farther it looks into the future. At 10 segments ahead (almost
2 km), our prediction accuracy lowers to 50 %. This can be looked as the worst
scenario in our experiments (3000 tests conducted; 1000 for each method and 100
for each added segment that represents far-away predictions).

Figure 9 also shows the accuracy of prediction using random guessing as a way
to see the benefits of our model. Random guessing would involve randomly pre-
dicting the next road segment at each choice point. For instance, on a road segment
that connects two four-way intersections, the random algorithm would assign a
probability of 1/6 to each of the six possible next road segments and randomly pick
one for the next segment (we are not taking into account the possibility of a U-turn
in our analysis of random guessing). Predicting two segments into the future would
involve making two of these random choices (branching factor of two). If the

Table 1 Experiment subject data summary

Driver ID GPS trace
points

Number of
trips

Number of different
destinations

Period of data
collection

1 45.345 21 5 4

2 21.853 7 4 3

3 29.382 11 5 3

4 38.854 19 8 4

5 24.560 7 9 2

6 52.897 25 14 2

7 16.734 7 5 1

8 63.459 21 6 3

9 26.622 14 5 2

10 22.334 11 7 2

80 E. Necula



branching factor is b, and if we are predicting m segments into the future, the
number of possible choices at that future point is bm.

For a given prediction depth m and branching factor b, the probability of ran-
domly guessing the right segment is 1/bm. If we know the direction of travel, then
the branching factor is halved, because we know which end of the current segment
is next. In this case, the probability of making the correct prediction by random
guessing is 1/(0.5b)m. These two curves are shown in Fig. 9, showing that the
predictions based on our model are significantly better than random guessing.

Finding driver’s location at a moment of time was also analyzed in the exper-
iments. Because of the limited period of observations (1 month) our model clas-
sified correctly 65 %, incorrectly classified 7 %, and was unable to classify 28 %.
The results of the experiments show that there is more information supplied by the
model than just a single forecast as to where someone will be. While the percent
classified correct is an important feature to analyze, another important piece of
information provided by the neural network is the probability of a person being at
different locations they have been known to frequent. This provides useful infor-
mation even when the model misclassifies where the person actually is because it
gives insight into where else the person could be. Table 2 shows example output
from the probabilistic neural network for the real data over a certain range of time
from Friday. The probabilities that the test subject will be at all the different
locations that were extracted for the distribution of data are shown in the columns
titled Loc n, the actual location of the test subject (from the production data) is
shown in the column titled Actual, the time column represents what time region the
forecast is pertaining to, and there is also a classification for unknown (this is when
the subject is at least 15 min away from any location).

Fig. 9 Graph that shows
how the prediction accuracy
of our model drops as
prediction go farther into the
future
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Table 2 The probabilities for a driver to be a specific location at moment of time during Friday

Time Actual Unknown Loc1 Loc2 Loc3 Loc4 Loc5 Loc6 Loc7

6:15 2 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000

6:30 2 0.140 0.860 0.000 0.000 0.000 0.000 0.000 0.000

6:45 1 0.999 0.001 0.001 0.000 0.000 0.000 0.000 0.000

7:00 3 0.109 0.000 0.891 0.000 0.000 0.000 0.000 0.000

7:15 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

7:30 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

7:45 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

8:00 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

8:15 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

8:30 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

8:45 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

9:00 3 0.050 0.000 0.950 0.000 0.000 0.000 0.000 0.000

9:15 3 0.912 0.000 0.081 0.000 0.000 0.007 0.000 0.000

9:30 3 0.011 0.000 0.093 0.000 0.000 0.895 0.000 0.000

9:45 3 0.000 0.000 0.094 0.000 0.000 0.906 0.000 0.000

10:00 3 0.000 0.000 0.094 0.000 0.000 0.906 0.000 0.000

10:15 3 0.000 0.000 0.094 0.000 0.000 0.906 0.000 0.000

10:30 3 0.000 0.000 0.094 0.000 0.000 0.906 0.000 0.000

10:45 3 0.000 0.000 0.095 0.000 0.000 0.905 0.000 0.000

11:00 3 0.000 0.000 0.933 0.000 0.000 0.067 0.000 0.000

11:15 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

11:30 3 0.000 0.000 0.993 0.007 0.000 0.000 0.000 0.000

11:45 3 0.000 0.000 0.492 0.508 0.000 0.000 0.000 0.000

12:00 8 0.000 0.000 0.148 0.852 0.000 0.000 0.000 0.000

12:15 8 0.000 0.000 0.105 0.895 0.000 0.000 0.000 0.000

12:30 4 0.000 0.000 0.002 0.998 0.000 0.000 0.000 0.000

12:45 4 0.000 0.000 0.108 0.892 0.000 0.000 0.000 0.000

13:00 4 0.000 0.000 0.110 0.890 0.000 0.000 0.000 0.000

13:15 9 0.000 0.000 0.110 0.890 0.000 0.000 0.000 0.000

13:30 3 0.000 0.000 0.921 0.079 0.000 0.000 0.000 0.000

13:45 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

14:00 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

14:15 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

14:30 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

14:45 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

15:00 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

15:15 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

15:30 3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000

15:45 3 0.113 0.000 0.887 0.000 0.000 0.000 0.000 0.000

16:00 3 0.998 0.001 0.001 0.000 0.000 0.000 0.000 0.000

16:15 3 0.190 0.810 0.000 0.000 0.000 0.000 0.000 0.000
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6 Conclusions and Future Work

The article contribution was to find a simple and accurate prediction algorithm.
Based on GPS data collected from 10 drivers, on a period of 1 month we have
shown that a probabilistic neural network based model is a simple, effective way to
predict near-term, future road segments. Taking into account the most recent 10
segments into the past, we can predict the next segment with about 90 % accuracy.
We look forward to validate our methodology considering a more large traffic
routes database. We envision that predictions of this type could be used to warn
drivers of upcoming traffic hazards, provide anticipatory information and may be
triggering automatic vehicle behaviors.

The mechanism presented in this paper for automatically determining the
capacity of road segments is one of the few, and provides a powerful tool for
obtaining a deep understanding of the traffic dynamics. In future this kind of
information might be useful to predict congestion in a city road network. Besides its
use for automatically determining the capacity of a road segment, the density versus
speed plots can provide additional useful information about road segments.

Future work along the direction outlined in this paper could include experiments
that show how prediction accuracy changes with the number of days that a driver is
observed. We expect prediction accuracy to generally rise with observation time,
eventually reaching an optimum. The experiments described in this paper have
shown how a neural network in conjunction with a Markov Model based algorithm
can learn normal patterns of movement for a person given at least 1 month of
logged GPS coordinates of that person. Obtaining more data would test how robust
the methodology is, as well as its ability to adapt to different types of movement in a
real scenario. To this point the scarcity of data is one of the biggest limitations.
Another area of research for destination prediction is to implement methodology
mentioned by Luper et al. [33] to isolate abnormal days in a distribution of data.
This would allow for the removal of abnormal days from training data which would
be beneficial because it would ensure the network was only trained on days that
were classified as normal, in essence only learning normal patterns of movement
and eliminating days that would be “noise”.
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Advances in Urban Video-Based
Surveillance Systems: A Survey

M. Favorskaya

Abstract The focus of this paper is on providing the perspective intelligent
technologies and systems for video-based urban surveillance. The development of
intelligent transportation systems improves the safety on the road networks. Car
manufacturers, public transportation services, and social institutions are interested
in detecting pedestrians in the surroundings of a vehicle to avoid the dangerous
traffic situations. Also the study of driver’s behavior has become a topic of interest
in intelligent transportation systems. Another challenge deals with the intelligent
vision technologies for pedestrians’ detection and tracking, which are fundamen-
tally different from the crowd surveillance in public places during social events,
sport competitions, etc. The detection of abnormal behavior is also connected with
the human safety tasks. Some perspective methods of natural disaster surveillance
such as earthquakes, fire, explosions, and terrorist attacks are briefly discussed.

Keywords Surveillance system � Vehicle tracking � Driver’s behavior �
Pedestrians’ tracking � Crowd surveillance � Abnormal behavior � Unmanned aerial
vehicles � Unmanned ground vehicles � Micro aerial vehicles

1 Introduction

In recent years, the systems for human safety, traffic surveillance, home automation,
among others, based on automatic video analysis are developed. Methods of object
and active actions’ recognition as well as a behavioral understanding lay in the basis
of such systems. The activity recognition in urban environment is the main problem
of current investigations, which are built on data and knowledge representations of
objects and reasoning scenarios. These techniques strongly depend on the low-level
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(filtering) and the middle-level (spatio-temporal segmentation with following object
tracking) vision tasks. A great variety of vision projections in the real environment
make useless the model-based methods. The stochastic approaches based on
Bayesian networks, boosting and bagging algorithms are the most popular for
object and event recognition in real scenes with all possible artifacts (luminance
changing, night lighting, unsuccessful shooting, and meteorological effects). In the
high-level vision task, the clustering and classification techniques, an evolution
modeling, and the prediction methods can be successfully applied for events
monitoring in urban environment.

The urban surveillance includes many complicated and unsolved tasks. Each of
them may be considered as a separate sub-task in the following investigations. The
reality is such that the researchers make contribution to their fields of investigation
but do not take care about the neighboring issues. This approach does not lead to
the redundancy in data analysis, computational resources, and possible inconsis-
tency. The goal of the paper is the attempt to analyze the intelligent techniques in
order to optimize the structure of urban surveillance framework.

The rest of this paper is structured as follows. A framework for urban surveil-
lance is presented in Sect. 2. Two issues of vehicle tracking and driver’s behavior
are in the focus of Sect. 3. Section 4 provides the people surveillance techniques in
order to understand the behavior of a single pedestrian and a crowd. Some modern
techniques for natural disaster recovery are briefly discussed in Sect. 5, and the
conclusion is mentioned in Sect. 6.

2 Framework for Urban Surveillance

At present, an urban environment is equipped with hundreds or thousands of
cameras, optical and infrared, for traffic light regulators, vehicle tracking systems,
and surveillance in public accommodations. Such systems provide a dissemination
of comprehensive information including real-time data and video. Smart urban
surveillance system involves the sub-domains, which can be considered as the
intelligent systems with data and knowledge processing according to their
assignments:

• Intelligent Traffic Surveillance System including a network tracking cars, bus-
ses, trains, and underground trains in cities.

• Intelligent People Surveillance System (airports, sports competition, exhibitions,
and smart house). Due to high activities of people, these systems can be
sub-divided into pedestrians tracking domain, crowd surveillance domain, and
domain of abnormal human activity.

• Intelligent Natural Disaster Surveillance System in order to monitor earth-
quakes, fire, explosions, terrorist attacks, etc.
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The proposed architecture for urban surveillance represented in Fig. 1 can be
extended by multiple new tasks of surveillance due to rapid development of cloud
and fog technologies, advances in telecommunication networks, and innovations in
vision-based technologies. Static surveillance in city urban areas called as con-
ventional infrastructure involves data provided by static sensors. Recently, a new
mobile infrastructure had been proposed, named Vehicular Sensor Networks
(VSN) [1], when taxis and busses are equipped with mobile sensors, and the
information is gathered by the GPS path.

The proposed data model of Conventional Infrastructure (CI) DMCI includes
operators of shooting from a single camera Osh−sc and multiple cameras Osh−mc, a
transmission operator to predetermined local nodes Otr−dn, a processing by algo-
rithms operator Opr−al, and a transmission operator of detected events to private or
public clouds Otr−en. This model is provided by Eq. (1), where Sc is a set of single

Fig. 1 Architecture for urban vision-based surveillance
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cameras, Sv is a set of view areas, Sfr and Spi are sets of frames and panoramic
images, respectively, Sev is a set of events, and t is a time instant.

DMCI ¼ Osh�sc Sc; Svfrð Þ jt; Osh�mc Sc; Svpið Þ jt
� ��

; Otr�dn Sfr; Spi
� �

;

Opr�al Sfr; Spi
� �

; Otr�en Sevð Þ� ð1Þ

The data model of Mobile Infrastructure (MI) involves the close operators
excluding a transmission operator to predetermined local nodes Otr−dn, which is
replaced by a transmission operator to nearest local nodes Otr−nn during a move-
ment of vehicle or a transmission operator to clouds Otr−cl (Eq. 2).

DMMI ¼ Osh�sc Sc; Sv ! Sfrð Þ jt; Osh�mc Sc; Sv ! Spi
� � ��

t

� �n
;

Otr�dn Sfr; Spi
� �

; Otr�cl Sfr; Spi
� �� �

; Opr�al Sfr; Spi
� �

; Otr�en Sevð Þ� ð2Þ

The CI and MI data models represent a typical task of big data processing,
however, very complicated. Optimization is possible in every step of Eqs. (1) and
(2). Volume optimization requires the hardware algorithms’ implementation close
to single or multiple cameras in order to reduce traffic significantly. Such smart
cameras are needed in future. Nowadays, the heuristic algorithms prevail, and only
a framework of digital image and video processing is determined by the scientific
community in computer vision. A Data-Centric Storage (DCS) and a DIstributed
Storage (DIS) are two main appropriate decisions. The DCS means data storage on
the predefined locations that causes unnecessary communication cost by migrating
data from cameras to local node. The DIS provides a distributed storage and a data
transmission, when it is necessary.

Let us briefly discuss the interesting reasonable approaches in common issues of
any surveillance, which are well known but at present not solved in complicated
scenes, such as a background modeling, illumination change models, and a
multi-camera surveillance.

One of the challenges in video-based surveillance is a truth creation of back-
ground model. Many algorithms were proposed and successfully used in practical
applications beginning from the simplest (background subtraction) and ending the
complex based on various statistical estimations. For scenes with shadows and slow
changeable brightness, a background subtraction model jointly with statistic color
estimations was used in the research [2]. The truth and fast computing background
model of a scene is very important because it provides the fundamentals for fol-
lowing object detection and tracking. One can find many approaches for static scene
analysis in the literature. At present, this type of surveillance is used in many
commercial protective systems. However, from a scientific point of view the
dynamic scene is a weak-studied subject. Two problems, such as illumination
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changes and so-called “dynamic textures” (trees, water waving in a wind, etc.), may
be mentioned. One of the constructive approaches combining global and local
background estimations was proposed by Zhao et al. in [3], where the authors
presented the spatio-temporal patch-based background modeling. The background
spatio-temporal patches, called bricks, lie in a low dimensional background sub-
space under all possible lighting conditions. At the same time, the moving fore-
ground bricks are widely distributed outside. The authors show that their online
subspace learning method based on the candid covariance-free incremental prin-
cipal component analysis simulates the illumination changes in a scene more
robustly than the traditional pixel-wise, block-wise, or motion-based methods.

The illumination change model using a chromaticity difference model and a
brightness ratio model was proposed by Choi et al. [4]. The authors built their
model under the assumption that the fixed background pixels become the “false”
foreground pixels by the influence of illumination change. Then such “false”
foreground pixels should be separated to detect the moving objects accurately.
Usually in the illumination models, it is assumed that all objects in a scene are
perfectly opaque and have Lambertian surfaces [5, 6]. The Enhanced Multi-Scale
Retinex algorithm based on the adaptive logarithmic equalization of spectral ranges
for dark and bright areas of grayscale and color images was developed by
Favorskaya and Pakhirka [7].

The multi-camera surveillance has been applied in objects tracking, sport scenes,
urban 3D reconstruction, among others. The synchronized multi-cameras may
accurately measure the depth of a scene. They provide a wide viewing angle and,
therefore, more information about the scene. Input video sequences can be syn-
chronized manually, by time-stamp-based synchronization, or by use of built-in
expensive hardware. The special algorithms provide more productive way without a
preliminary tuning. In early works, a video synchronization was achieved by use of
the epipolar geometry for the measurements of temporal correspondence between
two video sequences [8]. Another approach uses a feature-based sequence-
to-sequence alignment method [9], when a spatial alignment is obtained by a
homography or a fundamental matrix. The following step is a sequence alignment
in both spatial and time domains. In all cases, the cameras are required to remain
fixed to each other. Liu et al. proposed the trajectory-to-trajectory temporal align-
ment in video sequences based on the correspondences of events [10]. The authors
referred to an event as a significant change of a scene such as the change of
illumination or kinetic changes of moving objects. Excellent review of intelligent
multi-camera video surveillance provided by Wang [11] includes five main issues
mentioned below:

• Multi-camera calibration, when the intrinsic parameters (focal length, principal
point, skew, and distortion coefficients) and extrinsic parameters (the position of
the camera center and the camera’s orientation in 3D world coordinates) are
estimated. Manual calibration, when salient points are predetermined in the
scene, is unsuccessful in comparison to the automatic calibration algorithms by
use of known planar templates, vanishing points from static structures with
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parallel and orthogonal lines (buildings, landmarks), solar shadows of objects,
various keypoint detectors, local descriptors, among others.

• The topology of a camera network has to be arranged in order to overlap camera
views for continuous object tracking. Sometimes ‘‘blind areas’’ between two
adjacent but disjoint camera views appear that makes multi-camera tracking
difficult. The prediction algorithms may be successfully used for tracking an
object that leaves one view and appears in some adjacent areas.

• Multi-camera tracking includes intra-camera tracking within a single camera
view and inter-camera tracking, which provides the tracks of objects in different
camera views. A comprehensive survey for intra-camera tracking can be found
in [12]. An inter-camera tracking is usually based on multi-camera calibration
(the use of a priori known topology camera views, recursive Bayesian estima-
tion, particle filter) or integrated cues of objects’ motion (a Bayesian approach to
integrate the colors and the sizes of objects with velocities, the Expectation–
Maximization algorithms, clustering technologies).

• Object re-identification in order to match image regions received from different
camera views in spatio-temporal domain and recognize the same object or not is
observed. The same object is observed in different camera viewpoints that cause
significant variations of poses, resolutions, and lightings. Color histograms [13],
Histogram of Oriented Gradients (HOG) [14], various methods based on local
texture features’ extraction [15, 16], spatio-temporal features, exemplar-based
representations [17], or the photometric transformation between camera views
can be recommended to solve this challenge.

• Multi-camera activity analysis for automatic recognition of activities and/or
detection abnormal activities in a large area provided by multiple camera views.
The supervised approaches require manual labeling of training samples that
becomes impossible in different camera views. Nowadays, the unsupervised
approaches are prevailed without a necessity for labeling of training samples.
The activities of objects can be determined by moving patterns, the complete
trajectories, trajectory network [18], among others.

Recent development of multi-camera surveillance and different solutions is
compared in [11].

3 Traffic Surveillance

The traffic surveillance includes various sub-tasks, among which two issues are
crucial for urban traffic monitoring systems, i.e. vehicle tracking and driver’s
behavior. In general, a single-target tracking technology is classified into four major
categories: a region-based tracking, a model-based tracking, a contour-based
tracking (active contour or kernel), and a feature-based tracking [19]. Sometimes,
the Kalman and particle filters are used to predict a magnitude and a direction of
motion. Most of the algorithms are developed for stationary surveillance systems
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with a shooting from the Earth. The principal unsolved problem for wide imple-
mentation in the practice of such intelligent algorithms is their high computational
cost and impossibility of real-time implementation. At present, the efforts of
researchers are directed towards the development of a mobile surveillance system,
for example, based on airborne platforms. This shooting is different from the Earth
surface shooting, causes the development of algorithms considering the air shooting
conditions (particularly, the non-stabilized video sequences), and provides more
suitable area of view and visibility of moving vehicles.

Cao et al. proposed the effective approach for surveillance groups in airborne
videos [20]. This approach involves a multi-vehicle tracking in a dynamic scene
with the higher level tracking, when the target vehicles are divided into different
groups based on the magnitude and direction of velocity, and the lower level
tracking, when the position of single target is predicted by Kalman filter and
histogram matching algorithm. In spite of all strengths, such surveillance seems
vulnerable due to possible fast changing of groups updating, a high computational
cost, and the meteorological effects.

The warning system for driver and pedestrian safety was designed by Chien
et al. [21]. In this work, the idea is developed to utilize the multiple types of
cameras for tracking vehicle movements and driver’s intents suggested in [22]. The
front-facing stereo cameras determine the vehicle’s movements to extract the fol-
lowing types of information:

• The lane boundaries and deviation of the vehicle from the lane center.
• The distance to the vehicle ahead, and the type of lane markings.
• The presence of a pedestrian crossing in front of the vehicle.

A fuzzy system determines, whether the direction of car is legal and safe during
a regular driving. The driver line-of-sight camera is directed on a driver, and the
algorithm estimates a direction of a driver view and his/her normal or abnormal
state. The study of driver’s behavior has become a topic of interest in intelligent
transportation systems. It has been estimated that 25–50 % of all vehicle crashes are
caused by the human factors [23]. According to Kircher [24], three main categories
of driver distraction exist:

• A cognitive distraction, when a driver does not concentrate on the driving task.
It can appear despite a correct driver’s position (eyes in the road and hands on
the wheel).

• A visual distraction, when a driver makes secondary tasks such as reading or
looking for information in a mobile phone or configuring a GPS, while driving.

• A manual distraction, when a driver has bad hand positions over the steering
wheel executing a secondary task (mobile phone calls) or is resting his/her arms
out of the steering wheel area.

Cheng et al. modeled the driver activities by a hidden Markov model-based
classifier [25]. A driver’s intention was detected by tracking of hands and head in
the predetermined situations (e.g. turn left, turn right). The risks of a hurried driving
are presented in [26]. The risk model was built on the distribution of collision risk
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for the preceding vehicle and the continuous time gazing at the rear vehicle. The
risk analysis of vehicle and the road parameters in simulated traffic accidents was
proposed in [27]. The emotion and the hand gesture recognition of a driver is a
future stage of investigation for a traffic safety.

The advanced assistance systems promote a safe urban environment. Thus,
traffic sign recognition systems inform drivers about current state of the road for
better navigation. In spite of a restricted set of traffic signs as planar rigid objects
with different shapes and colors, an automatic recognition of traffic signs in an
uncontrolled environment is still a complicated and open challenge. In real-life
scenarios, one can mention a set of shooting artifacts such as poor image quality
due to low resolution, motion blur, varied lighting conditions, weather conditions,
cluttered background, affine and projection transformations, and occlusions. Among
well-known classification methods such as Support Vector Machine (SVM),
Zernike moments, AdaBoost classification, Haar wavelets, Bayesian classifiers,
some original methods are developed. The Error Correcting Output Codes (ECOC)
by means of a forest of optimal tree structures embedded in the ECOC matrix is one
of such interesting approaches [28]. The ECOC is based on an ensemble of binary
classifiers that are trained on a bi-partition of classes. The codebook model repre-
sents the continuous visual features with discrete prototypes predefined in a
vocabulary due to the Bag-of-Words (BoW) representation model [29]. The matter
is in that the off-line training on a set of idealized template sign images cannot
provide the significant recognizing results. Large life-like dataset—the German
Traffic Sign Recognition Benchmark (GTSRB) including more than 50,000 traffic
sign images, which are divided in 43 classes, is often used in experiments [30].

4 People Surveillance

The detection of people plays an essential role in many applications. This task may
be divided into two large sub-tasks: the pedestrians tracking and the crowd sur-
veillance. Various algorithms are used for these sub-tasks because of their differ-
ences in scale and a visible human shape. However, the common difficulties and
requirements can be mentioned, among them are the following:

• A human diversity in appearance by changing pose, sizes, clothes, the objects
being carried, and a viewpoint of camera.

• The environment diversity with a cluttered background, illumination changing,
and weather effects.

• The partial occlusions of visual projects in dynamic and uncontrolled back-
grounds at any time of day and night.

• Camera position fixed or changeable. The shooting by fixed camera (static
scenes) requires more simple and reliable algorithms in surveillance systems.
The analysis of dynamic scene (more often real-life cases) is a subject for
following development.
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• The real-time or pseudo real-time processing. The pedestrian detection is an
essential, but not a single part in the surveillance systems. To make these
algorithms as fast as possible requires the attraction of advanced software and
hardware (servers, personal computers, and telecommunication networks).

The algorithms for pedestrian detection and tracking are discussed in Sect. 4.1,
while Sect. 4.2 provides the approaches for the crowd surveillance.

4.1 Pedestrian Detection and Tracking

The detection of pedestrian is a subject for research in two past decades due to its
essential role in intelligent video-based surveillance and vehicle vision-based sys-
tems. In general, a procedure of pedestrian detection is divided into the Region Of
Interest (ROI) detection and the following classification. Two basic approaches for
ROI detection, image-based and feature-based, prevail. In the image-based
approach, often the artificial neural networks are used. Gavrila [31] proposed the
two-step procedure, when, first, contour features are extracted, and a hierarchical
template matching is built in order to receive the candidates for ROIs. Second, the
intensity features and radial basis function neural network are used to validate these
candidates. Sometimes, the convolution neural network [32], SVM [33], or even
adapted Principal Component Analysis (PCA) based reconstruction to detect
pedestrians [34] is applied for pedestrian detection in video sequences.

The feature-based approach is more popular than the image-based methods.
Similar to the first approach, it also uses some learning algorithms such as SVM,
AdaBoost [35], and neural networks for classification. However, instead of intensity
values, it utilizes the gradients, Haar-like features [36], Histogram of Oriented
Gradient (HOG) descriptors [37], or shape features [38]. The technique for efficient
pedestrian detection using bidirectional PCA was proposed in [39].

A human tracking is a high computational procedure with linear or non-linear
model of prediction. Usually the motion estimation methods without prediction or
based on the equation of optical flow with following 3D structural tensor calcu-
lations are used. In the last case, two tensor components describe the displacements
of objects in the XOY plane and the third component estimates the inter-frame
differences in a temporal domain [40]. Also the famous Lucas–Kanade tracking
algorithm [41] or its modifications are implemented widely.

The following task is the recognition of human active actions in a scene. Various
approaches were developed such as a boosted space–time classifier [42], a
frequency-based cross-correlation [43], the histograms of spatio-temporal gradients
[44], and the body parts trackers [45]. However, these tools often fail in real video
data. The combined approach based on the spatial scale invariant features, the
motion estimators, the region descriptions, and the multiple vocabulary trees of
object-action categories is represented in [46].
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4.2 Crowd Surveillance

The crowd monitoring became possible due to the appearance of closed-circuit
television networks in public places, the increase of the computer power, and the
advantages in computer vision. The security of people and monitoring of public
events are gradually entrusted to automatic control systems. As it follows from the
surveys on crowd analysis [47, 48] and human visual analysis [49], the crowd
detection is generalized into three main ways:

• The detection of separate pedestrians from a background or a group of pedes-
trians. It requires a close camera position to obtain a human shape. This method
cannot be applied, if a crowd is too dense and a number of occlusions is large.

• The adapted background subtraction method classifies the detected objects as
pedestrian or non-pedestrian. Such technique cannot process video streams from
the mobile cameras. However, it is very efficient to monitor the public places
such as pedestrian zones, stadiums, or fairs, where only pedestrians are expected
[50]. The use of head detector to find the best position for 3D human models
with silhouette obtained via background subtraction is proposed in [51].

• The motion estimation algorithms are developed under the assumption that a
crowd is never static, and an environment is non-dynamic. Two approaches,
among others, are the most productive. The first one is based on a set of particles
combined with an optical flow algorithm to detect the “direction” of crowd
motion [52]. The second approach performs a crowd image as a texture, and the
model is built as a density estimation of such “crowd texture” [53].

Ali and Dailey proposed the automatic algorithm to detect and track multiple
humans in high-density crowds, in which they combined a head detector as the
most reliably visible part of the human body and a particle filter for estimation of
the expected human height [54]. For tracking, the AdaBoost detection cascade and
a particle filter were used. For modeling, the color histograms were applied. To
reduce false detections due to a non-ideal shooting, a 3D head plane method was
developed that reduced false errors. This algorithm provides the unsupervised
learning without any a priori extrinsic camera calibration.

4.3 Detection of Abnormal Activities

Detection of abnormal activities is necessary for public security and safety. The
learning of an automatic system to detect the suspicious events, which would carry
a potential threat, is a very hard task because of short or long duration of event,
static or dynamic, involving a single human or a group of intruders. All mentioned
facts are very important for security management. Some researches are devoted to
detection abnormalities in crowd flows, among which are the works of Sharif and
Djeraba [55], Ihaddadene and Djeraba [56], Ivanov et al. [57], Xiang and Gong [58],
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and Mehran et al. [59]. A system based on unsupervised learning of motion patterns
for anomaly detection and behavior prediction in a scene with multiple objects was
presented in [60]. Very difficult task is to detect the rarely unusual events, i.e. to
determine automatically, the current event may be interpreted as unusual with a
potential threat or not [61]. We can summarize that a multi-level surveillance for
detecting the threats in a crowd is a reasoning way, when, first, a video stream of
crowd is analyzed for any abnormal activities and, second, a zooming visualization
provides in detail a local scenario including personalization and identification of
participants.

Visual detection and recognition of targets has a critical role in security systems
especially at night time or in conditions with a lower illumination. The fusion
technologies combining conventional television (TV) and Infrared (IR) images are
well known and effective. Many systems of improved vision are built in such
paradigms, when the strengths of both types of shooting provide a satisfactory
image for the end-user. In research [62], Smeelen et al. consider the Gated Viewer
(GV) images fused with TV or IR images. The GV systems include a time con-
trolled camera with a pulsed laser illumination source. However, such technology
works into small depths of a scene, 15–45 m.

An intelligent image fusion scheme typically uses the fusion rules. In recent
years, many excellent image fusion schemes have been proposed [see, e.g. 63, 64].
Two basic approaches called the pixel-based and the region-based fusion schemes
dominate. The pixel-based fusion algorithms generate a fused image defining each
pixel from a set of pixels in various source images (a transform domain). The
region-based fusion algorithms initially segment the input image and then select the
required regions in the fused image. This approach is less sensitive to noise, pro-
duces the higher contrast images, and allows the use of semantic fusion rules.
Smeelen et al. [62] proposed the weighted average and the multi-resolution fusion
schemes with the corresponding fusion rules.

5 Natural Disaster Recovery

Natural disasters such as fires, earthquakes, floods, hurricanes, and tornados are the
unforeseeable events and cannot be prevented. However, their effect can be mini-
mized through warnings of population and post-disaster recovery surveillance. In
such situations, Unmanned Aerial Vehicles (UAVs) are very useful for monitoring
urban territories [65]. The interesting idea for collaborative urban surveillance, a
crowd control, and the individuals in a crowd by using the UAVs and the
Unmanned Ground Vehicles (UGVs) was proposed by Grocholsky et al. [66]. The
UAVs have a global target view. However, the accuracy suffers from the speed and
altitude limits and on-board sensor resolution. The UGVs demonstrate the accurate
sensing capability with smaller observation range and possible object occlusions.
Both the UAVs and UGVs can be considered as mutual complemented devices with
fusion information technologies.
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Autonomous Micro Aerial Vehicles (MAVs) are playing an increasingly
important role for both civil and military purposes. The MAVs can be used in
various hazardous tasks such as environment exploration, surveillance, search,
disaster monitoring and relief operation, inspection of hazardous or hostile areas,
without taking the risk of human lives. One of the most challenging scenarios for
the MAVs is the exploration of 3D enclosed industrial and civil environments such
as auditoriums, underground mines, nuclear power plants, subway stations, etc.,
after disasters (such as earthquakes, fire, explosions, terrorist attacks).

Li et al. [67] developed a system including the following main modules:

• The Red Green Blue-Depth (RGB-D) odometry for tracking and matching
features from image and depth data of the surrounding environments captured
by the Kinect sensor.

• The data fusion of a relative motion from the RGB-D with the on-board inertial
measurement units for accurate estimation of the MAV velocity and position for
MAV control, as well as for 3D map building.

• The 3D environment modeling uses the consecutive 3D point clouds and data
fusion estimations for the path planning and the obstacle avoidance.

• The path planning generates the feasible trajectories for a good tradeoff between
a human and a MAV.

However, the surveillance systems with different capabilities require the regu-
latory mechanisms to minimize their impacts on civil liberties. The personal
information through the privacy enhancing technologies should be protected by
encryption, as well as the current non-public information ought to be available to
the restricted number of administrators and managers.

6 Conclusion

In this paper, it is shown that various urban scenarios can be analyzed by three-level
processing with universal methods and algorithms of computer vision. However, the
concrete differences also exist. They provide a “thin tuning” on traffic, people, or
disaster surveillance that is very important for safety and well-being of citizens. At
present, the separate surveillance systems are developed successfully. The following
task is to join them in the uniform distributed information space with a reliable
protection of private information and a timely notice of public information. One of
the perspective approaches for visualization of video-based data is a performance of
urban scenes as a virtual environment using the real data from the conventional/
infrared cameras in a multi-camera mode and data from a laser locator.
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Traffic and Pedestrian Risk Inference
Using Harmonic Systems

I. Acuña Barrios, E. García, Daniela López De Luise, C. Paredes,
A. Celayeta, M. Sandillú and W. Bel

Abstract Vehicle and pedestrian risks can be modeled in order to advise drivers
and persons. A good model requires the ability to adapt itself to several environ-
mental variations and to preserve essential information about the area under scope.
This paper aims to present a proposal based on a Machine Learning extension for
timing named Harmonic Systems. A global description of the problem, its rele-
vance, and status of the field is also included.
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1 Introduction

Traffic bottlenecks and environmental hazards are a big concern [1–4]. This
problem, that affects many cities in the world, is very complex and carries many
consequences. Among others, collisions involving pedestrians. They are a leading
cause of death and injury in many countries [1, 2]. Risk in roads is high for vehicles
and for pedestrians, who are considered vulnerable due to their lack of protection
and limited biomechanical tolerance to violent forces if hit by a vehicle [5].

The risk of pedestrian injuries is increased by a number of factors that relate to
the road environment, including:

• High speed of traffic (increases severity)
• Poorly maintained, obstructed footpaths
• Inadequate crossing facilities
• Lack of pedestrian crossing opportunities (traffic volume)
• Number of lanes to cross
• Complexity and unpredictability of traffic movements at intersection
• Inadequate separation from traffic
• Poor crossing sight distance.

The city has certain key locations for vehicle inputs and movement. In Fig. 1
there is a map showing those places that are relevant.

Orange dots represent the input locations, with the amount of transportation in
numbers. The thickness of the blue lines indicates the number of vehicles moving in
every main street. The precise numbers are detailed in blue, next to every road.

There are many studies that precede this project and serve as a basis for it. Among
others, Cathy evaluated the incidence age of pedestrians [6], but organizations like

Fig. 1 Buenos Aires traffic
flow
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Transport for London Surface (TFL) [7] consider more subtle tips such as crowd
management, pedestrian attitudes, and footway width. The same happens in [8]. The
approach explained in this paper uses criteria like these.

It also deserves to mention the proposal in [9] that aims to pay more attention to
other traffic-related actors and suggests modifying the physical environment. In [10]
there is an interesting set of tips listed, many of them related to the same idea of [9].
In [11] indirect risk ranking is mentioned, in order to find the most reliable mea-
sures for safety improvement of pedestrian crossings. The Swinburne University of
Technology [12] developed a Traffic Management Hazard Identification and Risk
Assessment Control Form, that checks relevant causes and events related.

Although certain authors [13, 14] consider education and prevention initiatives
as the best way to decrease mortality, there are many prototypes. It can be men-
tioned of the G20/OECD methodological framework on disaster risk assessment
and risk financing [1]. In [15] there is a proposal to develop a novel approach to
assessing the risk of collision with a pedestrian based on the scenario and the
behavior of the pedestrian. The risk assessment is based on extensive off-line Monte
Carlo simulations relying on a simple, yet representative, stochastic model of the
pedestrian. A Pedestrian Data System for Safety Analyses [16] uses national/local
censuses, surveys of travel and activity, pedestrian monitoring systems, public
transport tracking systems, counts, and surveys and generates the estimation of
pedestrian exposure for Melbourne.

In [17] there is a case-control approach and GIS Methods to inform pedestrian
safety policies regarding the environmental characteristic of locations associated
with higher collision risk, and to guide road design safety standards for environ-
ments where walking is a common mode of travel.

The micro-simulation model with surrogate safety assessment model (SSAM,
developed by FHWA, USA) [18] assesses the risk of intersection traffic accident
using a prediction model developed for USA. The micro-simulation model is based
on a safety analysis using vehicle trajectories produced during the simulation. The
trajectory data provide vehicle’s position, speed, and acceleration for user-defined
time resolution.

In reference [19] a methodological tool is presented: a tailor-made statistical tool
to identify whether there is a relationship between a set of potential risk factors and
accident involvement or accidental injury.

Journey risk management (JRM) [20] is a system that tracks images and
information toward understanding interactions between causes and devising a
pre-journey advice module for road users undertaking highway journeys. The
complete list of prototypes and proposals is very long and is not under the scope of
this work.

As a consequence of the multiple analyses and the evolution of several systems,
there are many useful findings to design a ubiquitous model for traffic and
pedestrian risks. For instance, in [21], authors perform statistics and define exposure
as the product of the numbers of pedestrians and vehicles observed in the same
section in the same 5-min. interval. Other approaches are traditional averages or
simple sex-specific weighted averages [22].
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This paper describes a proposal based on Harmonics Systems [3], an approach
that takes events as data vectors that can resonate certain patterns and consequently
fire-specific modeling features. This is a kind of plastic, flexible, and self-trained
learning from data. A resonance in this context can be thought of as a pattern
matching with weighted features and changing patterns. This modeling approach is
being applied as the KRONOS prototype, an Intelligent System for pedestrian and
car risk evaluation. Additionally, the model allows rendering advices for intersec-
tion of streets, and any other place in a map under the system’s control.

As the prototype is still under construction, it is not possible to perform real
tests. Therefore, statistical evaluation is not under the scope of this paper.

The following sections describe the status and relevance of traffic and pedestrian
security (Sect. 2), the overall architecture of KRONOS prototype (Sect. 3), a
general presentation of the model knowledge inferred (Sect. 4), and conclusions and
future work (Sect. 5).

2 Traffic and Pedestrian

Intelligent systems (IS), like Kronos, have been used in the past after several years
as a complement of traditional methods. They reached also the transport field,
playing a key role in these last years and will become the most promissory industry
in the next years and will be an important part of transportation and infrastructure
sectors [23, 24].

Kronos is a smart system that can assess the risk for accidents in certain loca-
tions, advise alternate paths and learning dynamically from contextual information.
Due to the high number of human beings lost it is intended to avoid or reduce
crashes and any other accidents and thereby the number of victims [25]. For that
reason we consider it is relevant to be able to have a system that is able to detect
anomalies and risks on the fly. According to Dr. Pablo Martínez Carignano, chair of
the public guard of Buenos Aires city, users most vulnerable are pedestrians: about
30 % of deaths in traffic accidents. Furthermore, he explained that bikers’ deaths
increased by 300 % between years 2004 and 2010 due to the increase of bottlenecks
in main cities of the country [26].

Almost 3500 persons die every day in streets, and about 100,000 persons are
injured. This way traffic is one of the most important causes of death in the world,
with 1.3 million deaths every year, as claimed by the World Health Organization.
For that reason, traffic accidents may be considered as epidemic. Ninety percent of
deaths for this reason take place in locations with medium to low income.

In India, the number scales to 160,000 persons per year (400 every day); in
Brazil it is 38,000 (100 every day); and in Mexico 28,000 (75 every day). As a
consequence it may be concluded that traffic and risks in the streets are one of the
most important problems [27].

The problem requires a system to evaluate risks using local and specific infor-
mation and most probably, a business model that works on a customer-requirement
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basis. It could be available not only for public institutions but also for individuals.
The prototype is intended to give the user different alternatives for preventing the
traffic bottlenecks and accidents in crucial streets of a city.

The service will require information that can be provided regularly by other
institutions, such as:

• Location information of every vehicle accident
• Programmed events that may alter the throughput of the transit
• Information about semaphores
• Information about public transportation.

Besides, it will be mandatory to compile and keep updated the map of the streets.
Those information requirements may be covered by hiring personnel or by

paying a third party company.

3 Architecture Description

The design corresponds to a smart system to avoid transit accidents. It is very
important, because it provides possibilities to prevent dangerous streets intersec-
tions, that increased day by day varying during the day; and this way avoids a chaos
in the traffic. Furthermore, every day there are more vehicles in the streets of many
cities in the world, which generates a reduction of the control of possibilities at the
vehicle traffic.

Because of this, it is very important to fulfill the needs of society, in terms of
road safety, because at present this situation affects, directly or indirectly, too many
people; and thus protects their life considerably, avoiding unnecessary danger.

The architecture is based on a few modules that are presented in the diagram of
Fig. 2.

Fig. 2 Kronos architecture
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The key features of every component are described in the following sections
with more details.

A. Cloud
It is the main source of information. In the graphic it is represented by a log,
extracted from any device in the cloud (a web server, web services, a local server, or
other host); it is converted into an array vector, that is processed using an Advanced
Data Mining Approach, based on the Kronos project [23].

The implementation is an Apache Tomcat (c) as Servlet container for accessing
web servers or web services. PostgreSQL (c) in the case where the logs are in the
local host.

B. Host
The core of Kronos is a Harmonic System based on real-time data prediction [3],
applied to a particular field: dangerous intersections generated from traffic
problems.

• Evaluation of Sensitivity: The proposal is based on the “Harmonics Systems for
Time Mining” Theory [23], which first analyzes and evaluates the time patterns.
Later on, it applies pattern matching (resonance), to dynamically build a model.

• Interface: It is the place for data customization. Through this channel, the
devices communicate with Kronos. It constitutes a friendly environment,
making it simple for the user to interact with the system. The technology uses
Java Development Kit, for programming the modules.

• Data mining: Several traditional algorithms are implemented to produce inter-
mediate results with Java Development Kit, for programming the modules.

• Kronos: Implements the core of the Harmonic Systems using Java Development
Kit, for programming the modules.

C. Devices
There are two mobile devices:

• One designed to use “Android Flow Monitoring—Flowoid”, that supports
mobile users.

• The other called “Location—LOCS”, that is used for finding the user’s location.
It can receive information and notifications about dangerous locations, depending
on the current position.

D. Special remarks
The WEB may be used as another market target of the information by using
personal email accounts and providing customized information.

In all the cases it may be possible to insert Adds along with the information.

108 I. Acuña Barrios et al.



4 Model Support

The model has to learn using the techniques described in [23]. To show the
complexity of the model, the following is a list of some rules automatically learnt
from data.

System Traffic information balance [22], patterns of injury considering age and
gender, typified risk factors [28], main risk factors [3, 21], driver conditions [11],
sidewalks, intersections, curbs, ramps, and landings for people with disabilities,
bicycles [16], opportunities for crashes and conflicts [10], are some of the sources
of general information and validation criteria.

In Tables 1, 2, 3, and 4 there are some of the rules that handle the system: they relate
to car conditions, weather, driver conditions, corners/intersections [29], and risk.

It is important to note that although many considerations have to be taken into
account, the model successfully learned a global risk assessment using the main risk
factors as grouped into the following types [28]:

• Factors influencing exposure to risk
• Factors influencing crash involvement

Table 1 Relationship between car conditions and risk

If Then

(car.speed > 120) and (car.zone = 1) and
(num.car > 10) and (car.time => wheater.sunset)

car.risk.level = HIGH car.risk.
description=“You exposed a risk
accident”
car.risk.type = 1

(car.lightning = false) and (car.breaking = false)
and (car.documents = false)

car.risk.level = HIGH
car.risk.description = “You exposed an
risk accident”
car.risk.type = 1

(car.dimensions >= (4365,2113,1639)) and (car.
velocity >= 30 km/hs)

car.risk.level = MEDIUM
car.risk.description = (“You’re exposed
to the risk of a severe accident”)
car.risk.type = 3

Table 2 Relationship between weather conditions and risk

If Then

(wheater.visibility < 15 km) and (weather.
wind > 30 km/hs) and (car.time > weather.
sunset)

car.risk.level = HIGH
car.risk.description = “The weather and time,
you exposed an risk accident”
car.risk.type = 2

(accident.state = true) and (acciden.
croossing = false) and (traffic.num => 10)

car.risk.level = LOW accident.
description = “An accident took place close to
a crossing, but not exactly at a crossing”
car.risk.type = 4

Traffic and Pedestrian Risk Inference Using Harmonic Systems 109



• Factors influencing crash severity
• Factors influencing post-crash injury outcomes

Exposure was defined as the product of the numbers of pedestrians and vehicles
observed in the same section in the same 5-min interval [21].

5 Conclusion and Future Work

There are a number of approaches to evaluate pedestrian and car risks, and many
proposals to reduce them. Many authors agree that it is convenient to provide risk
information and to give advice about alternate paths in advance. The proposal
mentioned in the KRONOS prototype is to perform an automatic learning modeling

Table 3 Relationship between driver conditions and risk

If Then

(individual.alcohol < 0.15) and (car.
time > weather.sunset)

car.risk.level = LOW
individual.alcohol.level = LOW
individual.risk.description = “You’re perfects conditions”
individual.risk.type = 0

(individual.alcohol > 0.15) and (car.
time > weather.sunset)

car.risk.level = LOW
individual.alcohol.level = LOW
individual.risk.description = “You experimented decreased
reflexes”
individual.risk.type=1

(individual.alcohol > 0.20) and (car.
time > weather.sunset)

car.alcohol.level = LOW
individual.alcohol.level = LOW
individual.alcohol.description = “Decreased reflexes,
dysmetria, and velocity underestimation”
car.alcohol.type = 1

Table 4 Relationship between intersection conditions and risk

If Then

(intersectionstreets.walk-signals = false) and
(intersectionstreets.sidewalks-sections = false)
and (intersectionstreets.
lightnings-crooss = false)

car.risk.level = MEDIUM
car.risk.description = “Have a problem in
intersection streets.zone”
car.risk.type = 2

(driver.alcohol > 0.15) and (car.time > weather.
sunset)

car.risk.level = LOW
car.risk.description = “You experimented a
decreased reflexes”
car.risk.type = 1

(driver.alcohol > 0.20) and (car.time > weather.
sunset)

car.alcohol.level = LOW
car.alcohol.description = “Decreased
reflexes, dysmetria, and velocity
underestimation”
car.alcohol.type = 1
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from several well-known rules of practice, mining statistics from the environment,
and external devices. As the prototype is still under construction, it is not possible
to perform on-site tests and statistical evaluation of the performance.
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Part III
Modeling and Applications



The Electronic Verification of the Weight
and the Amount of Food Consumed
by Animals in a Farm

Doru Anastasiu Popescu and Nicolae Bold

Abstract In this paper we will present a modality of controlling the quantity of
food that animals eat in a farm. This would be a very efficient way of determining if
an animal part of the effective has problems concerning the food and to establish the
type of problem that is faced by it. The application would be an important aid for
those who run currently a business of this type, apart from the visual control that
can be made easier, in case of the situation where animals are fewer and bigger, or
harder, when the number of animals is larger. The amount of food consumed by an
animal and the weight of the animal are the main parameters that are measured by
sensors in order to collect information for each of them and to determine when a
problem appears. In both cases of an infectious disease or a not infectious, but
dangerous one, contracted by the animal, the possibility of spreading the disease
would be little, and respectively the problem would be signalized faster and
prompter.

Keywords Weight � Food � Sensor � Livestock � Bovines � Farm management

1 Introduction

The control of the food that animals consume is very important because this is the
variable that shows the state of the health of an animal, apart from the weight of
the animal. Generally, an animal consumes food regularly and it is not eaten if the
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animal has a problem. In this matter, this application uses two variables (the weight
of the animal and the quantity of food left after consumption) to determine if a
disease or any other type of problem exists. The application is usable for larger
animals. In this article the example of bovines was taken.

These types of systems are also used in health domains, for elders living alone,
the problem being studied for many years and in many articles such as [1–3].

Section 1 presents a short introduction of the article.
In Sect. 2 general notions that characterize animals and their behaviour,

including the types of food and growth, will be presented. These are very important
because they are implicated in the process of the livestock.

The components of the system of monitoring will be shown in Sect. 3. The
room, sensors and the software will be detailed in this section to create an
impression of the whole system.

The model of the process will be discussed in Sect. 4. A description and several
schemes will be given here. The mathematical model of this problem is presented in
Sect. 5. A study case will be presented in Sect. 6.

In the end, conclusions and future work for this system will be presented in
Sect. 7.

2 Notions Regarding Animals and Their Behaviour

Because of the fact that we are studying in particular the large animals, bovines
more exactly, we should remind one of several facts regarding their growth, the
types of food consumed or characteristics related to the shelters.

In the beginning, we can say that two major types of growth systems exist:
semi-opened systems, where animals can move inside the shelter, and closed sys-
tems, separate boxes for each animal. We should not also forget about the eco-
logical growth of the animals, which has different principles [4].

The medium weight of bovines is included in the interval 600–650 kg. In the
closed system, the minimum space per bovine is approximately 1.5 m. The prin-
cipal types of food consumed by the animals are grits (formed, for example, from
corn, fodder wheat, wheat bran, sunflower meal and concentrates), fodder, hay,
corn, barley, oat, alfalfa or pasturage (directly from the grassland).

We should also differentiate the purpose of the growth of bovines. In this matter,
the bovines are raised for milk or for their meat. This classification leads to different
needs for animals, different ratios for food, even a distinct schedule and different
rates of growth.

The most known breeds of bovines are presented in the next list:

• bovines grown for milk: e.g. Holstein, Romanian Spotted
• bovines grown for meat: e.g. Angus
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We should also consider that animals have a schedule established by their own
needs and the type of livestock (the purpose for which the animals are grown).

These are few characteristics of livestock, particularly the growth of bovines
which would help in the process of the system.

3 General Components of the System

The system consists of three major components, presented schematically in Fig. 1,
each of them having its own features. Generally, the system is formed of the room
where the animals live, the place where the equipment is placed. Composed of
several sensors, the hardware part is the one that helps in the process of collecting
data. The software interprets the information received from the sensors and draws
the principal lines for acting in case of problems. They will be presented separately
in each subchapter and detailed in order to emphasize their importance. According
to Bamis et al. [1], a system must respond to tasks such as: queries (in our case,
what is the weight of the animal and the quantity of food left), alarms and notifi-
cations, detection of the anomalies, recognition of specific events and actuation. In a
simpler classification of tasks, the system:

(a) Observes the animals
(b) Uses data (interpret)
(c) Gives answers to the tasks listed above

It is also extremely important that the equipment must not agitate the animals,
because it can alter the measurement or there may exist damages or deterioration
that make sensors unusable, conducting to false results, a consequence that brings
further costs, extra stress and false alarms for the owner, the products being con-
taminated with stress products from the animal. Also, the room should not be
packed with sensors [1], for the reasons presented above, and, at the same time, not

Fig. 1 Components of the system
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to aggravate the activity of the farm, breaking the laws related to this area at the
same time.

3.1 The Room

Considered very important in the process of livestock, the room (stable) is char-
acterized by specific parameters, like temperature, percentage of oxygen or light. In
ecological livestock, because of the nature of agriculture, the farmers renounce the
room in the daytime—the animals are usually held outdoors—and, as a result, the
parameters can be measured with more difficulty.

It is the place where animals eat, sleep and make the actions that they need to do
in order to make a living. Generally, the room consists of a stable with separate
boxes for each animal, depending on the type of livestock, in case of bovines and
horses, or in halls and boxes for birds (especially hens and chickens for meat).
These places give data (in our case, the weight of the animal and the quantity of
food consumed by it), values that are very important because they give an image of
the condition of the health of the animal.

3.2 Sensors

The equipment or, simpler, the sensors, are those which measure specific param-
eters. The sensors that are commonly used in domains like nursery are PIR
(passive-infrared) and image sensors [1]. Using these types of sensors leads to the
fabrication of new sensors, called macroscopic sensors [5], which are derived from
patterns obtained from gross information. The macroscopic sensors are a matter of
routine and they are used to observe abnormal behaviour, a fact that could mean
that the animal would have contracted a disease; these types of sensors are strongly
related to the respecting of the schedule. In this case, weight sensors will be used
and, in this matter, a special attention must be given to weight sensors, because they
are extremely important for obvious reasons (they must measure this parameter).

Sensors would be placed where the animals are milked in the case of animals
grown for milk or in a place where animals go together for the calculation of the
weight of the animal and under the spaces where food is stored and eaten for the
determination of the weight of the food left by every animal. They could even be
placed in the floor of the establishment—therefore they are recommended to be
wireless sensors, because the equipment would be more effective.
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3.3 Software Components

This component is a very important one, given the fact that here are displayed the
results and the notifications and alarms are being shown. It consists of a program
that uses the data collected from the equipment and interprets it in order to actuate
and recognize events. The input data is taken from specified files, obtained from
sensor measurements, processed and a message is displayed.

The software component will be presented in the next rows.
The main window contains a menu and three tabs, one for the short description

of the application, the second for the verification of the weight of the animal and the
third one allows the user to find the amount of food consumed by each animal.

As it can be seen, the application shows a rough scheme of the stable and the
boxes and where problems are found they are represented in a red colour. If
problems do not appear, the box is represented in blue. Also, for each red box the
weight of the animal is shown and the difference from the normal weight is cal-
culated, as it can be seen in Fig. 2.

The same method is applied for the calculation of the food consumed by the
animal and the output is shown in Fig. 3.

Fig. 2 Software output for weight measurement
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4 The Animal Monitoring Model

We will present the model in the next rows. It uses the amount of food consumed by
the animal and its weight as input data and the results obtained will consist of a
warning in case of a problem or a message if there is not a problem.

Step 1. Sensors take the data that is needed and the files that contain it are filled
out with the quantity of food and, respectively, the weight of the animal

Step 2. The input data are taken from files and compared with determined values
(e.g. in case of a particular animal, the amount of food consumed is known
previously by the farmer)

Step 3. If problems appear, a message with a warning containing the location and
other information will appear

Step 4. If there are no problems, a message of confirmation will appear

The utility can be run periodically, helping the manager to take decisions and
solving problems that can strike.

The data contains details about the location (number of the box, the number of
the hall), weight of the animal and the quantity of food left to eat.

It could be used as an alternative using motion histogram, as in [2, 5, 6]. This is
used in medicine, nursing or other domains studied in articles such as [3, 7–9]. This

Fig. 3 Software output for food measurement
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histogram detects the presence of the motion and its size. This type of measurement
can bring the opportunity to create relative motion patterns or routines, [1, 10], used
to detect anomalies in a schedule of an animal and, in this way, is a very precise
modality of the identification of the problems (for example, an animal which does
not come to eat may have a possible physical problem). This alternative would
consist in a future work and will be used for measuring other types of parameters.

5 The Mathematical Method

We will formalize below the model used in the monitoring application. To do so,
we number the animal rooms 1, 2, …, n, and the animals 1, 2, …, n (the animal i is
in the room i, i = 1, 2,. .., n). The areas where the animals eat will be numbered 1, 2,
…, m. An animal can only eat from a single area (n ≤ m).

At each time point t, because of the sensors we know the weight of each animal
and the amount of food in each area. Thus, we can define five functions:

Ft : {1, 2, …, n} → R, Ft = weight of the animal i at the time t.
Ct : {1, 2, …, n} → R, Ct = the amount of food remaining in the area Z(i)

at time t.
Z : {1, 2, …, n} → {1, 2, …, m} is an injective function, Z(i) = the number of

the zone where the animal numbered i eats, i = 1, 2, …, n.
Xt : {1, 2, …, n} → R, Xt(i) = the normal weight the animal i should have at the

time t, i = 1, 2, …, n.
Yt : {1, 2, …, m} → {1, 2, …, m}, Yt(i) = the minimum amount that may remain

in the area i at time t.
For rigorous control of animal development, it is preferable to use, from expe-

rience, t values in the set {0, 1, 2, …, 24}, i.e., checking every hour of the day.
For a given t, Ft(i) and Ct(i) are calculated using the sensors, i = 1, 2, …, n.
The algorithm underlying the application from Sect. 3 checks for different values

of t if there is at least one of the following situations:

• There is i in {1, 2,…, n} with the property that |Ft(i) − Xt(i)| > Vi, where Vi is the
maximum tolerance approved by studies conducted so far.

• There is i in {1, 2, …, n} with the property that Ct(i) > Yi(Z(i)).

Statements previously presented are displayed with corresponding details using
the data structures which contain the values used in the previously defined
functions.
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6 Case Study

We are studying in this section data regarding a specific disease that is dangerous
and infectious, tuberculosis having the potentiality to infect people too (it is a
zoonosis). We can count among the symptoms of tuberculosis the loss in weight, a
parameter that the application monitors. In this way, the infected bovines can be
found quickly. We present in the next rows some statistical data about tuberculosis
infections in the United Kingdom [11], the situation being presented in Fig. 4.

The total number of bovines in the UK is presented in the next graph (in the
period between 2008 and 2012 years, Fig. 5) [12].

In a short account, we observe that the disease infected between 0.3 and 0.4 %
from the total population of bovines. Based on this case study and taking into
account that an average weight of a bovine is included in the interval 600–650 kg,
we created artificially generated data for a farm of 20 bovines. The results are
shown in Fig. 6.

4533 4680 5946 5762 5896 6019
1698 1505 1562 1349 1689 1670

21585 20484 17093 19358 20701 16840

460 357
160 140

410
93

11401 11671
7619

8068
9287

5755

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

2008 2009 2010 2011 2012 2013

Number of 
infected
bovines

Years

Wales

Scotland

West England

East England

North England

Fig. 4 Number of bovines infected with tuberculosis (TB) in the United Kingdom (2008–2013)

9911 9901 9896 9675 9726

0

2000

4000

6000

8000

10000

12000

2008 2009 2010 2011 2012

Number of cattle in UK

Cattle (thousand)

Fig. 5 Number of bovines in the United Kingdom (2008–2012)

122 D.A. Popescu and N. Bold



7 Conclusions

As we reminded in the Introduction, the control of the condition of the animals is
very important because it keeps a clear view of the general state of the animals in a
farm. The diseases can be signalled in a reasonable time and the infection would not
be spread. At the same time, a faster signalization leads to a wide range of treat-
ments, a prompter reaction for the competent authorities, less important negative
consequences for the animal and the avoidance of financial loss for the business.
For these reasons, this application tries to help the manager or the farmer to signal a
problem faster than usual. The types of systems as those presented in the literature
can increase autonomy and independence while minimizing risks [1] (Fig. 7).

A future task that could be accomplished would be the extension of the appli-
cation for smaller animals, the ones stocked in a semi-opened system or in the case
of the animals which are grown in common (such as the chickens for meat). The
software component could also be developed, leading to a more precise measure-
ment or a better design.

Fig. 6 The software output for the example mentioned above
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The measurement can raise some questions regarding the stress created by the
modality of weighting for the animals. In this matter, this process is designed not to
stress the animals or, in the worst case, to keep the stress in the lowest rates.
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FEM Modeling of Some Raising Effects
of the Magnetic Liquids Around Vertical
Conductors with a Current Flow

D. Vesa, M. Greconici and I. Tatai

Abstract This paper analyzes the mechanism of the magnetic liquid raising around
two parallel, vertical, straight conductors with a current flow compared with the
mechanism of the magnetic liquid raising around a vertical conductor with a current
flow. A FEM modeling was made in order to establish the magnetic field inside the
magnetic fluid and, using these values in Matlab, the forces that act in a magnetic
liquid were computed. The magnetic liquid will be considered as a linear and
non-conducting medium placed in a stationary field.

Keywords Conical meniscus � Forces in magnetic liquids � FEM modeling

1 Introduction

The effect called “conical meniscus” [1, 2] consists in the response of a pool of
magnetic liquid to the magnetic field of a steady electrical current flowing through a
vertical, straight conductor. This effect can be used in car suspensions or some
biomedical applications, so it is important to know the effects of magnetic field
forces in a magnetic liquid.

Trying to explain the effects of field forces in magnetic fluids, the literature
systematically refers to discrete models, inspired by microscopic technique. It refers
to various approximations in the micro–macro transition [3], which, implicitly,
ignore the magnetostriction contribution. In this way, some global equivalent
quantitative formulations have been made [4–6], but improper from the point of
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view of the force localizations and of the actual physical mechanism produced as a
field effect.

Thus, using the expression of the force exerted by field on an elementary
magnetic dipole [1, 2] (similar to ferromagnetic particle from the suspension), the
force density exerted by field on a ferrofluid was deduced as:

fv ¼ � 1
2
H2 grad l ð1Þ

The relation (1) is valid only for a uniform field H and if the forces interactions
between the elementary dipoles are neglected. Also, considering the liquid as
homogeneous medium (when grad µ = 0), the expression (1) leads to a superficial
location of forces, the surface being treated as a continuous layer of rapid variation
of the permeability μ. Thus, knowing that the liquid–air boundary is a field surface
and in the absence of magnetostriction, the surface force expression is [1]:

fs ¼ l� l0
2

H2n12 ð2Þ

where n12 is the normal unit vector being oriented toward the second medium (air).
The force oriented outward of the liquid, having the n12 direction, leads to the

conclusion that the rise of the liquid is due to the traction exerted by this force on
the fluid–air surface. It is known that the liquids do not support tractions so the
interpretation above is inadequate. The fact will be proved by taking into account
the magnetostrictive term in the forces expressions, a term that cannot be neglected.

The original experimental arrangement with two vertical straight conductors [7]
was used to make a comparison between the “conical meniscus” effect for this case,
and the “conical meniscus” effect in the case of one conductor. The rise in height
will be higher than in the case of single conductor with a current flow [1, 2].

2 The Raising Effect of the Magnetic Liquid Along
the Conductors with a Current Flow

Taking into account the magnetostrictive term in the volume and surface forces
expressions [8, 9], it is observed that the forces fv act also in the fluid volume,
having the direction toward the more intensive field area. This fact is valid even for
homogeneous media (when @l=@s = const.), but placed in a non-uniform field:

fv ¼ 1
2
s � grad H2 @l

@s

� �
ð3Þ
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where τ is the mass density of the fluid. For the “conical meniscus” experiment, the
force fv is oriented in the radial direction (Fig. 1), and it exerts a pressure against the
magnetic liquid. This pressure acts in the opposite direction to the force of gravity
and it raises the liquid along the straight conductors [3, 8, 10].

Moreover, on the liquid surface (which initially is a field surface), the forces fs
act as a compression and not as traction (Fig. 1), explaining how it resulted in the
absence of the magnetostrictive term [11]:

fs ¼ � v l� l0ð Þ
2

H2n12 ð4Þ

χ being the magnetic susceptibility.
Thus, the force fs induces in the magnetic liquid an additional pressure and, the

resulting magnetic pressure due to the simultaneous action of volume and surface
forces generates the rise h of the liquid [11]:

h ¼ l� l0
2sg

H2 ð5Þ

where g is the acceleration due to gravity.
Because the maximum value of the field H, in the case of the “conical meniscus”

effect for a single conductor with a current flow, is obtained at the conductor surface
[7], the height h of rise is maximum here (Fig. 2).

Comparatively, the “conical meniscus” effect in the case of two conductors with
a current flow obtains the maximum height of rise between conductors when the
two are very close (Fig. 3). In this particular case, the magnetic field intensity
produced by the two conductors is almost two times higher than the magnetic field
intensity produced by a single conductor [7].

Fig. 1 The spatial
localization of the forces
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3 The Finite Element Formulation

The aim of the numerical method is to establish the magnetic field intensity gen-
erated by the conductors in any point of the magnetic liquid in the case of two
treated effects, and to calculate the volume and surface forces which act on it. This
computation is necessary because the volume and the surface forces cannot be
determined experimentally, and it is important to understand their effects on the
magnetic liquid.

The 3D-FEM program Opera 13 of Vector Fields has been used in order to solve
the field problem numerically, [12]. The analysis program used to solve this
problem was TOSCA. Among other things, TOSCA algorithm can analyze mag-
netostatic fields from defined current sources. This algorithm is based on vector
potential formulation. In magnetostatic problems two potentials are used. The total

Fig. 2 Conical meniscus in
the case of one vertical
conductor with external radius
r = 3 mm

Fig. 3 Conical meniscus in
the case of two vertical
conductors with external
radius r = 3 mm
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magnetic vector potential is used in magnetic materials and the reduced magnetic
vector potential is used in regions which contain source currents. The normal flux
and the tangential field intensity interface conditions exactly determine the rela-
tionship between the two types of vector potential.

The two models are composed by the magnetic liquid sample which has a
cylindrical form before applying the magnetic field, the vertical straight conductors,
and the surrounding air. Due to the symmetry of the models and in order to use at
maximum the mesh capabilities of Opera 13, one-eighth of the entire model was
kept (Fig. 4).

In the magnetic liquid and the surrounding air domains of the model, the
magnetic potential vector A fulfills a Laplace equation ΔA = 0, as div B = 0,
curl H = 0, B = µH in the magnetic liquid and B = µ0H in the surrounding air. In all
analyses, the following boundary conditions were used: the two rectangular
boundaries, parallel to the z axis, are normal magnetic boundaries (curl A × n = 0),
and all the rest are tangential magnetic boundaries (A × n = 0).

As many as 40,000 nodes have been used in all the analyzed cases. Both linear
and quadratic elements were used. A part of the finite elements used in models are
presented in Fig. 4.

4 The Simulation Numerical Results

The values of the geometrical quantities used in simulation are: the conductor
radius r = 3 mm, the conductor length l = 50 cm, the magnetic liquid radius rl =
38.5 mm, and the initial height of the magnetic liquid hi = 9 mm. The magnetic
liquid was considered as a linear medium having the relative magnetic permeability
µr = 2.4.

Fig. 4 FEM formulation for
conical meniscus
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The values of the forces in “conical meniscus” effect for a single conductor case
have been calculated numerically using the magnetic field intensity values from
Opera 13 (Fig. 5) and using a program developed in Matlab.

This program uses expressions (3) and (4) in the forces calculus. Considering the
magnetic liquid as homogeneous media and knowing that it is weak magnetic
media, τ · (@l=@s) = µχ in (3). The volume force density was calculated in several
points of a vertical plane having the coordinate y = 0 cm and being parallel to the
x axis which passes through the conductor. Also, the surface force density was
calculated in several points of the liquid surface. The results are presented in
graphical form (Figs. 6 and 7).

As it can be seen in the figures above, the forces obtain both positive and
negative values. The sign gives information about the forces orientation. Thus,
considering the magnetic liquid as homogeneous media, the volume forces are
function of grad H2, their values being positive in the left half and negative in the
right half of the considered plane. So, these forces have the orientation toward
the conductor (due to symmetry, for all vertical planes), exerting a pressure in the
magnetic liquid, with larger values near the conductor. The surface force is negative
in all surface points, being oriented toward the liquid and exerting compression on
it. This pressure is larger in the points placed near the conductor and decreases in
the rest. It can be seen that the volume forces have larger values than the surface

Fig. 5 Magnetic field intensity distribution in the case of one vertical conductor
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forces, as a consequence their higher pressure compensates the pressure due of
surface forces, causing the rise of the liquid around the conductor (Fig. 2).

Using the magnetic field intensity values calculated with Opera 13 in the case of
two very close conductors (Fig. 8), and expression (3), the volume forces have been
calculated in several points of two vertical planes. The first plane has the coordinate
y = 0 cm, being parallel to the x axis and passing through both conductors. The
second plane has the coordinate x = 0 cm, being parallel to the y axis and placed
between the conductors.

The volume forces values in both planes are presented in graphical form (Figs. 9
and 10).

Fig. 6 The volume force
density distribution in the case
of one vertical conductor

Fig. 7 The surface force
density distribution in the case
of one vertical conductor
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As it can be seen in the figures above, the volume forces obtain both positive and
negative values in both planes, so these forces have the orientation toward the
middle of the magnetic liquid, having larger values in this area. So, these forces
exert a pressure in the magnetic liquid having the radial direction toward the
conductors.

Fig. 8 Magnetic field intensity distribution in the case of two vertical conductors

Fig. 9 The volume force
density distribution in the case
of two vertical conductors for
y = 0 cm
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Using the magnetic field intensity values calculated with Opera 13 (Fig. 8) and
expression (4), the surface forces have been calculated in several points of the liquid
surface. The results are presented in graphical form (Fig. 11).

Similar to the “conical meniscus” effect in the case of a single conductor, the
surface force is negative in all surface points, being oriented toward the liquid and
exerting compression on it. This pressure is larger in the points placed between the
conductors and decreases in the rest. Since the pressure due to surface forces has
smaller values than the pressure due to volume forces, their compound effect causes
the rise of the magnetic liquid. Since the distance between conductors is very small
(1 mm), and the pressure due to volume forces in this area is very high, the
magnetic liquid rises along the conductors, the rise h being maximum here (Fig. 3).

Fig. 10 The volume force
density distribution in the case
of two vertical conductors for
x = 0 cm

Fig. 11 The surface force
density distribution in the case
of two vertical conductors
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5 Conclusions

This paper analyzes from the point of view of magnetic forces, the mechanism of
the magnetic liquid raising around two parallel, vertical, very close straight con-
ductors with a current flow compared with the mechanism of the magnetic liquid
raising around a vertical conductor with a current flow. Thus, in the presence of the
magnetostrictive term in the expressions of volume and surface forces, both act in a
magnetic liquid. Also, in the first case it can be seen that, due to the proximity of
two conductors, these forces produce a rise h of magnetic liquid four times higher
(Fig. 3) than in the case of a single conductor (Fig. 2).

Moreover, the volume and surface forces which act in a magnetic liquid in the
case of the experiment with one conductor and in the case of the experiment with
two very close conductors were calculated numerically in this paper. Comparing the
modeling results for the case of one conductor with those obtained in the case of
two very close conductors, it results that the magnetic field effects are more pro-
nounced in the second case due to much higher values of the specific volume
forces. However, the modeling results do not provide information about the rise h of
magnetic liquid around the conductors. These information can be obtained by
experimental measurements.
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Hard as a Rock or Deformation
Controlled?

Gheorghe Sima, Glavan Dan, Popa Alexandru and E. Muncut

Abstract In our days we are considering that it is not anymore a problem if
structures that are applied to static or dynamic loads are reacting in multiple ways if
we can measure the displacement of the theoretical point of contact between the
cutting tool and the object manufactured in order to take measures to compensate
the errors, fact that allowed us to obtain almost maximum precision.

Keywords Structures � Static load � Dynamic load � Precision � Manufacturing

1 Introduction

The first solution to reach higher precision in manufacturing is to increase the
rigidity of the structure in this case obtaining a minimum for deformations.

Getting stronger structure means more material, more weight and higher costs
but anyway this point of view is not 100 % acceptable due to the law of small
plastic deformation that are present in every elastic deformation, their cumulated
effects will affect the precision of the whole structure of the machine, so on long
term the precision of the machine will be affected.

This type of judgement in designing tool machinery structures was easy to
realize so for many years it was considered to be the only one capable to offer an
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answer to the high precision problem by almost all the engineers involved in design
of structures.

Our alternative is taking in consideration that it is not inconvenient the fact that
the structure is changing itself as dimensions and basic shape if we can determine
the exact value of deformation in the cross section where the tool is working.

2 Formulating the Problem

In order to reach maximum precision, that means almost zero errors we have to
know the value of the displacement in the mentioned cross section of the structure.

As a procedure the things seems to be very clear and easy, but when we transfer
the theory in tool machinery engineering due to the complex shapes and irregular
section calculating the deformations becomes a very serious and complicated thing.

How can be calculated the value of deformation is the cross section of the tool is
our main problem that we are trying to offer an answer for. This requires not classic
material resistance methods but methods that can deal with multiple non-determined
in the system of equations that can be attached to the model.

An example of applying of the classic methods (Fig. 1) for a turning machine
follows.

For this particular example we can use the classic equilibrium equations, along
the axes of the reference triple orthogonal system for the forces and around the axes
for torques. Those six equations resulting are completely nonsufficient, the number
of unknown parameters being in total at least eight so the double undetermined
system must be solved. We can add equations that are coming from the real process
but this will conduct us to additional parametrical equations.

Fig. 1 Classic methods of
calculating forces
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3 Classic Solutions

The value of the cutting forces are resulting from the technological process, the
reaction forces and the friction forces we will calculate them taking in consideration
the coordinates of the applying points of each one and finally we can write the
equations.

It is obvious that with six equation system available we cannot determine eight
unknown parameters the conclusion being that we need two supplementary equations.

With classic resistance material methods it is almost impossible to find those two
equations, so we will try to get them out from the particular shape of the structure and
from the manufacturing process characteristics fact that leads us to the final results.

The value of the cutting forces F are resulting from the technological process, the
reaction forces R and the friction forces we will calculate them taking in consid-
eration the coordinates of the applying points of each one and finally we can write
the equations.

It is obvious that with six equation system available we cannot determine eight
unknown parameters the conclusion being that we need two supplementary equations.

With classic resistance material methods it is almost impossible to find those two
equations, so we will try to get them out from the particular shape of the structure
and from the manufacturing process characteristics fact that leads us to the final
results that will look like:
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where
f represents the value of displacement of the structure in the cutting cross

section area
φ represents the angle of rotation of the structure in the same cross section
Fx,y,z represents the component of the cutting force projected on the axes ox,

oy and oz
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Mx,y,z represents the torques around the axes ox, oy and oz
x,y,z, etc. are linear values (distances) between particular points of the structure.

4 Improving Classic Solutions

In this point it is clear that we cannot write supplementary equations that are 100 %
sure (only in the situation of a particular cross section-regular one, symmetric, etc.)
but we can add only some equations that are coming from the practice experience
that means they have just a probability to be sure. In fact if we are adding two of
those types of equations we need a third one that will confirm or not our suppo-
sitions (equations coming from practice experience).

The whole process can be described now like an algorithm; in conclusion we can
determine a logic process that is happening as follows:

1. To describe the structure as requested to be use by the finite element method;
2. Based on the parameters of process (speed, feed, materials, etc.) we can cal-

culate the range of stress that the structure will be exposed at;
3. Choosing a convenient increment we can use the method step by step covering

the whole interval;
4. The results (deformations) will be organized in a data base;
5. During the manufacturing process we will use the variation of only one

parameter, in order to accelerate the algorithm, that parameter being in the case
of a turning machine the principal cutting force, controlled by the adaptive force
control device of the machine;

6. In order to speed the process it will be used not the function of force that is
coming out from the device like information but the first or even the second
derivate of this function that offers us a predictability of the evolution for the
force, with evident gain in time to control the parameters of the process;

7. The information that we own in this point permit us to go now to the data base
of deformation and make an interpolation of the values of forces we can
approximate acceptably the deformation;

8. The deformation being calculated, we can command a very fast reaction on the
machine in order to compensate it using non-conventional sources of movement
(engines) like the magnetostrictive engine having the principal advantage the
very short time of reaction.

Using this procedure we can also improve the structure itself.
The value of the cutting forces are resulting from the technological process, the

reaction forces and the friction forces we will calculate them taking in consideration
the coordinates of the applying points of each one and finally we can write the
equations.
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5 New Methods

Using this logic we can obtain or not the results in real time, everything depending
on the inspiration of choosing the supplementary equations.

We know that the finite element method is the right solution but to use it is
another discussion, the method being applied to calculate structures that are let say
“static”, or our case suppose almost instantaneous calculation and then instanta-
neous corrective action from the machine, things that are not possible basic because
of two problems:

1. The method requires a strong enough software and the very strong computer to
be able to apply the method in real time (time enough for the machine to take the
result and make the correction);

2. The mechanical systems on the machine are not fast enough to do the correction
in real time, most of them, classic used, being too slow.

For example for the structure mentioned above the finite element method will
show in Fig. 2.

It is impossible to use the finite element method in real time, and in order to
obtain some advantages from the excellent precision that the finite element method
is offering, we apply the method, the results for deformation being saved in data
bases for each particular situation, in this way we could generate fields of data from
where the computer could choose the right value for the deformation, making linear
interpolation between the closest pre calculated values the following of the cutting
force function proving to be (especially when the derivate was use to show the
trend).

In fact we cannot use the method in real time, and in order to obtain some
advantages from the excellent precision that the finite element method is offering us
we can anticipate the evolution of the structure.

Fig. 2 Finite element method
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6 Conclusions

Depending on the particular situation both classic or modern methods can be
applied, the results are very much influenced by the way the engineer manages to
extract mathematic information’s from the manufacturing process.
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Cast-Resin Dry-Type Transformer
Thermal Modeling Based on Particle
Swarm Optimization

Davood Azizian and Mehdi Bigdeli

Abstract In this research paper, a novel approach for dynamic thermal modeling
of cast-resin dry-type transformer is introduced. In order to analyze the dynamic
behavior of the temperatures in this type of transformer, a new thermal model has
been introduced which is based on the particle swarm optimization
(PSO) algorithm. Selecting a typical 400 kVA dry-type transformer, the models
parameters have been estimated (by employing the PSO) and validated using the
experimental data. The PSO is used to estimate the models parameters with a good
performance. The estimated second-order model describes the thermal behavior of
the cast-resin transformer completely. Using this model, dynamic thermal behavior
of the transformer has been analyzed and the effects of load variation on thermal
behavior of transformer have been discussed in this paper. It has been shown that
the newly introduced thermal model that is estimated using the PSO is an accurate
and efficient model for analyzing the dynamic thermal behavior of the cast-resin
dry-type transformer.
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1 Introduction

In some applications such as traction systems, ships, military areas, and residential
regions, transformers have to be protected from explosion. Oil-immersed trans-
formers are risky to be used in such regions; thus, the industry tends to use special
types of transformers. Therefore, non-flammable materials, such as Askarel, silicon
fluid, high temperature hydrocarbons, tetrachloroethylene, and epoxy resins, have
been presented for using as transformer insulations. In the past 40 years, the usage
of Askarel is gradually being discontinued because of its harmful nature to the
environment. Among the mentioned insulations, epoxy resin is the best one that can
be used in a transformer.

Consequently, cast-resin dry-type transformer (Fig. 1) has been developed for
better protection against flame and moisture absorption.

Cooling in a cast-resin transformer (CRT) is carried down by the air and the
CRT does not have any cooling fluid; so the temperature range is higher than
oil-immersed transformers. Temperature variations affect the life-time of insulations
in a transformer. Therefore, studding the thermal behavior of CRT is vital. The
steady-state temperature calculation of dry-type transformers was studied previ-
ously [1–6]. However, it is essential to analyze the dynamic thermal behavior of
CRT. Thus it is helpful to introduce an applicable model for dynamic thermal
analysis and life-time estimation in the CRT. Different life-time [7] and transient
thermal models [8–10] have been introduced for oil-immersed transformers and

Fig. 1 A cut of windings in
cast-resin transformer (CRT)
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several techniques have been presented for parameter estimations in the existing
thermal models [11–14].

But there is only one research on the dynamic thermal behavior of the dry-type
transformer [14]. Reference [14] introduces genetic algorithm (GA) based thermal
models for transient temperature estimation in a typical dry-type transformer. The
mentioned paper introduces two simple (first and second order) models for studding
the average temperature of windings (average temperature of the low and the high
voltage windings). Thus, in this paper a new third-order model has been introduced
for detailed thermal modeling of both low and high voltage windings. As difficulties
are faced when applying GA in dynamic thermal model determination, here a
method that is based on particle swarm optimization (PSO) has been used for
parameter estimation of the introduced dynamic thermal model. It has been shown
that the introduced model can estimate the dynamic thermal behavior of CRT with a
good performance. The estimated model has been verified using experimental data
extracted from a typical 400 kVA CRT. Afterwards, the introduced dynamic
thermal model has been used to study the effect of loading procedure on the thermal
behavior of a typical CRT.

It has been shown that the PSO estimates the models parameters rapidly and the
estimated third-order model can estimate the windings temperatures accurately.
Thus the introduced dynamic thermal model is an appropriate model for on-line and
off-line temperature monitoring of the CRT and can be used by both CRT designers
and power system experts.

2 Dynamic Thermal Models for CRT

2.1 Discredited Heat Transfer Equations

The CRT has a symmetrical geometry and its windings can be assumed as con-
centric cylinders. Applying the cylindrical symmetry, the transient behavior of the
winding temperatures in the CRT can be described as

1
r
@

@r
r
@h
@r

� �
þ @2h

@z2
þ q00

k
¼ 1

a
@h
@t

ð1Þ

where q′′ is the generated heat flux, θ is the temperature, k is the thermal con-
ductivity, and α is the coefficient of thermal diffusion.

According to heat transfer mechanisms, the CRT can be divided into two main
parts: windings and peripheral surfaces. Solving Eq. (1) in these parts and espe-
cially for natural convection in peripheral surfaces is complicated and impossible;
thus some numerical methods are needed. A numerical technique that is called as
resistive elements [3, 15] is employed to solve the heat transfer equations. In this
technique, the windings are divided into separate units and each unit is connected to
other units via thermal resistances. This is shown in Fig. 2.
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Resistive elements technique employs the energy conversion law (unit los-
ses − heat transferred to neighbor units = thermal energy stored in the unit) to
discretize Eq. (1). In spite of the steady state, the stored energy in a unit is not zero
in transient condition. In transient condition, each unit behaves as a thermal
capacitor and the energy conversion law for this unit (i, j) can be rewritten as
follows [15]:

Qi; j � ðhi; j � hi�1; jÞ
Rin

� ðhi; j � hiþ1; jÞ
Rout

� ðhi; j � hi; j�1Þ
Rdown

� ðhi; j � hi; jþ1Þ
Rup

¼ Ci; j
@hi; j
@t

ð2Þ

where Rin, Rout, Rdown, and Rup are the radial and axial thermal resistances related to
the neighboring nodes, Ci, j is the thermal capacitance of the unit, Qi, j is the unit
losses, and θi, j is the unit temperature.

2.2 Thermal Equivalent Circuit Based on the Concept
of Duality

Here, each winding is represented by a single unit. Heat transferred from bottom
and top surfaces of the windings is negligible and it can be ignored [3]. Thus, heat
transfer of the windings is understood to occur only in the radial direction and
thermal resistances in axial directions can be removed. Therefore, ignoring the axial
thermal resistances, Eq. (2) can be simplified as below for a single node selected in
each winding.

Fig. 2 a Winding divisions in the resistive elements method, and b thermal resistances
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QLV � hLV � ha
RLV

¼ CLV
@hLV
@t

ð3Þ

QHV � hHV � ha
RHV

¼ CHV
@hHV
@t

ð4Þ

where θLV and θHV are the windings temperatures, θa is the temperature of cooling
air on the top of windings, QLV and QHV are the windings losses, RLV and RHV are
the thermal resistances between the windings and the air, and CLV and CHV are the
windings thermal capacitances.

It can be seen that Eqs. (3) and (4) express two first-order models. The models
that are extracted based on the concept of duality are shown in Fig. 3.

For simplification, one can assume θa as the ambient temperature [3]. But
usually, it is convenient to model the air temperature in addition of the windings
temperatures.

Similarly, the cooling air can be considered as a single unit (or node). Thermal
conduction between the duct’s walls is negligible and it can be ignored [3]. Thus,
heat transfer in the air ducts and the outer surface is solely convection.
Consequently, Eq. (2) can be expressed as Eq. (5) for a single node selected in the
cooling air.

Qa � ha � hamb

Ra
¼ Ca

@ha
@t

ð5Þ

where Qa is the total heat flow to the cooling air, Ra is the cooling air’s thermal
resistance, and Ca is the cooling air’s thermal capacitance.

Similarly, it is clear that Eq. (5) expresses a first-order model for the cooling air
temperature (Fig. 4).

Combining the first-order models in Figs. 3 and 4, a new third-order equivalent
circuit can be extracted as shown in Fig. 5.

One may assume that the temperatures of the low and the high voltage windings
are independent of each other. This can truly occur if the distance (duct) between
these windings is big enough. In this case, the third-order model can be simplified
into two split second-order models [14].

(a) (b)

QLv

Qa(Lv) Qa(Hv)

CLv QHv

RLv
Lv

CHv

RHvθ

aθ aθ

Hvθ

Fig. 3 First-order equivalent circuits describing a LV and b HV winding temperatures
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The winding’s losses in Fig. 5 depend on the winding’s current and it can be
expressed as

QwðIÞ ¼ QwðI0ÞK2nw ð6Þ

where K is the ratio of the load current to the nominal current and nw is an
experimental adjustment coefficient that differs from one winding to another [16].

2.3 Temperature Dependent Parameters of the Thermal
Model

Additionally, it is known that the thermal resistors and capacitors depend on
temperature. Temperature dependency can be taken into account to have a better
accuracy for dynamic thermal modeling of CRT. This dependency is negligible in
windings parameters. On the other hand, the effect of temperature on the cooling air
parameters is considerable. It can be shown that the correlation between these
parameters and the temperature obeys the equations mentioned below:

(LV) (HV)Q
Q

R

CQa

a

a

a a

a amb+
=

θ

θ

Fig. 4 First-order equivalent circuit describing the cooling air’s temperatures

Fig. 5 Detailed thermal equivalent circuit for dynamic thermal analysis of the windings and the
cooling air in the CRT
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Ra � ð0:0046ha þ 0:4816ÞRaðbÞ ð7Þ

Ca � ð�0:0036ha þ 1:3592ÞCaðbÞ ð8Þ

where Ra(b) and Ca(b) are the thermal resistor and capacitor of the air in the reference
temperature.

Consequently, winding’s losses vary due to the winding’s temperature [3].

3 Thermal Model Estimation Based on PSO

3.1 Particle Swarm Optimization (PSO)

PSO is an efficient algorithm and has developed in recent years. PSO is one of the
new algorithms invented by Kennedy and Eberhart in 1995 [17, 18]. This algorithm
was inspired from social behavior of animals such as bird flocking or fish schooling.
In comparison with other optimization algorithms, PSO has considerable search for
complex optimization problems with faster convergence rate. As an advantage in
programming, PSO requires fewer parameters for regulation than other optimization
algorithms. Implementation steps of this algorithm are as follows:

1. Random generation of primary population,
2. Particles’ fitness calculation with respect to their current positions,
3. Comparison of the current fitness of particles with their best experience:

If FðPiÞ � pbesti !
pbesti ¼ FðPiÞ

xpbest1
����! ¼ x1ðtÞ

��!
8<
: ð9Þ

4. Comparison of the current fitness of particles with the best experience of all
particles

If FðPiÞ � gbesti !
gbesti ¼ FðPiÞ

xgbest1
����! ¼ x1ðtÞ

��!
8<
: ð10Þ

5. Change in velocity of each particle according to Eq. (11).

v1
!ðtÞ ¼ v1

!ðt � 1Þ þ q1 ðxpbest1
����! � x1

!ðtÞÞ þ q2 ðxgbest1
����! � x1

!ðtÞÞ ð11Þ
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6. The particle position change to new position according to Eq. (12).

x1
!ðtÞ ¼ x1

!ðt � 1Þ þ v1
!ðtÞ ð12Þ

7. Algorithm is iterated from step 2 until the convergence is obtained.

In the above algorithm, x1!ðtÞ, F(Pi), Pbesti., and xpbest1
����!

are position, fitness,

best fitness, and best fitness position of ith particle. Also gbesti and xgbest1
����!

are
best fitness of the population and its position.

3.2 General Notes on Implementation of PSO

Number of Particles The number of particles in search space is chosen by the
trial-and-error method to get better convergence. Since PSO application is relatively
based on swarm intelligence, more particles lead to a better response. On the other
hand, more particles require more calculations and therefore the method will be
time consuming.

Velocity Limitation One higher limit for velocity prevents particles from jumping
with high speed in the searching region. Consequently, space is searched to reach
better region accurately. Additionally, this limitation prevents algorithm divergence
due to high velocities of particles. After updating velocity vector, the following
conditions are checked:

If ViðtÞ � Vmax ! ViðtÞ ¼ Vmax ð13Þ

If ViðtÞ � � Vmax ! ViðtÞ ¼ �Vmax ð14Þ

The maximum value of velocity is selected with respect to change of position
vector parameters. However, researches [19, 20] have shown that if Eq. (11) is
applied for updating velocity vector (as follows); it does not require to check
previous conditions.

v1
!ðtÞ ¼ kðv1!ðt � 1Þ þ q1 ðxpbest1

����! � x1
!ðtÞÞ þ q2 ðxgbest1

����! � x1
!ðtÞÞÞ ð15Þ

where

k ¼ 2

2� q�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 � 4q

p��� ��� ; q ¼ ðq1 þ q2Þ[ 4 ð16Þ

Inertia Weight This parameter controls the effect of previous velocity on current
velocity. Its large certainly causes wide search space and vice versa.
Implementation of inertia weight can be done by using Eq. (17):
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v1
!ðtÞ ¼ uv1

!ðt � 1Þ þ q1 ðxpbest1
����! � x1

!ðtÞÞ þ q2 ðxgbest1
����! � x1

!ðtÞÞ ð17Þ

Preliminarily inertia weights are initialized by value 1 and reduce along algo-
rithm. Also, Eq. (15) must be true. If not, PSO’s behavior becomes oscillatory and
maybe divergence [19, 20]:

u [
1
2
ðC1 þ C2Þ � 1 ð18Þ

3.3 Implement of PSO Algorithm

As was mentioned earlier, the models parameters can be determined using artificial
optimization methods such as PSO. This algorithm overcomes inaccuracies that
arise mostly due to the errors in analytical formulae. PSO, for each model with
specified number of model units, is used to determine the model parameters opti-
mally, starting with the initial values. Beside initial values, a suitable fitness
function is required for any optimization algorithm, to find the model parameters
that most improve the accuracy of the original model. For our purpose a proper
fitness function yielding satisfactory optimizations is formulated as follows:

Fitt ¼
X
t

atLV hcLVðtÞ � heLVðtÞ
�� �� þ atHV hcHVðtÞ � heHVðtÞ

�� ���

þ ata hcaðtÞ � heaðtÞ
�� ��� ð19Þ

where hcLV, h
c
HV; and hca are the estimated temperatures, heLV, h

e
HV; and hea are the

measured temperatures, and atLV, a
t
HV; and ata are the weights of the windings and

air temperatures in the fitness function.

3.4 Parameter Estimation

In this paper, a load sequence (50 % of the nominal load for 5 h and 100 % for 4 h)
was applied to a typical transformer [21] and temperatures of the windings and
cooling air were measured. The gathered experimental data have been employed to
estimate the parameters of the thermal model using the PSO algorithm. Figure 6
shows the process of fitness function optimization in the PSO algorithm.

Consequently, parameters of the introduced thermal model have been estimated
using the PSO algorithm (Figs. 7 and 8). The PSO has good performance in
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parameter estimation of the thermal model. In addition to its good accuracy, it is
very fast in comparison with the GA [3].

Figure 9 shows the correlation between models parameters and the temperature.
Actually, it had been seen that considering the temperature dependency, it causes no
significant increase in accuracy of the introduced model.

Fig. 6 Variation of the fitness function due to the iteration of PSO

Fig. 7 Thermal resistance estimations due to the iteration of PSO

150 D. Azizian and M. Bigdeli



4 Model Validation and Dynamic Thermal Analysis
of CRT

In order to validate the thermal model, a typical loading sequence (Fig. 10) had
been applied to the estimated thermal model and the results have been verified using
the experimental data (Fig. 10).

As it is shown in these figures, the introduced thermal model has a good
accuracy and it can be used for dynamic thermal modeling and on-line monitoring

Fig. 8 Thermal capacitor estimations due to the iteration of PSO

Fig. 9 Temperature
dependency of the thermal
model parameters
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of the CRT. Considering the effect of temperature on thermal model’s parameters
increases the accuracy of results; but actually in many cases, this effect can be
neglected for simplification.

5 Conclusions

The paper is presenting a new detailed dynamic thermal equivalent circuit model
based on PSO for the CRT. With the help of the experimental data, the model has
been estimated and validated. The PSO has good performance in parameter esti-
mation of the thermal model. In addition to its good accuracy, it is very fast in
comparison with the GA.

It was shown that the introduced thermal equivalent circuit is an accurate model
for dynamic thermal analysis of the CRT. Using the introduced thermal model, the
effects of different factors on the windings temperatures and thus the life-time of
CRT can be studied.

By considering the temperature-dependent parameters in the thermal equivalent
circuit, the accuracy of the introduced model has been improved. But it can be
shown that the temperature dependency of the parameters does not have a con-
siderable effect on windings temperatures.

Fig. 10 Arbitrary load cycle, the LV winding temperature rise, and the cooling air temperature
rise
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Geometric Model of a Railway Wheel
with Irregular Contour

T. Mazilu

Abstract Modeling the irregularities of the rolling surfaces in a wheel/rail system
is of utmost importance from the accuracy perspective in predicting the wheel/rail
interaction. This paper proposes a new geometric model of the wheel with irregular
contour, which takes into account the wheel curvature. Upon using this model, the
interaction between a wheel flat and a smooth rigid rail is simulated.

Keywords Wheel/rail geometry � Irregular contour � Contact � Wheel flat

1 Introduction

The irregularities of the wheel/rail rolling surfaces have many agents, such as
manufacturing tolerances [1], wear [2], material fatigue, malfunction of the braking
system [3], etc. Moreover, the wheel/rail interaction in the presence of the irregu-
larities of the rolling surfaces has different effects of practical interest: wear of
rolling surfaces [4, 5], rolling noise [6, 7], degradation of the ballast [8], ground
vibration [9, 10], and even increasing irregularities or track fatigue, due to dynamic
loads [11, 12].

Studying the wheel/rail interaction implies an adequate modeling of the rolling
surfaces irregularities. The most difficult task consists in modeling the irregular
contour of the wheel, due to the wheel curvature and the possibility of the double
contact point. Classical models are based on the so-called equivalent indentation on
the railhead [13]. Hence, the problem of the contact between a wheel with irregular
contour and a smooth rail is replaced by the one of the contact between a smooth
wheel and a rail with an equivalent indentation on its head.
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This paper focuses on a new geometric model of the contact between a wheel
with irregular contour and a smooth rail. This model is more realistic since it takes
the wheel curvature into account. The interaction between a flat wheel and a rigid
smooth rail is being studied, by using the new geometric model.

2 Wheel/Rail Geometry

This chapter deals with a wheel with irregular contour that is rolling without
slipping along a perfectly smooth rigid rail, as seen in Fig. 1. The irregular contour
of the wheel is described by the function

q ¼ qðhÞ; ð1Þ

where ρ and θ are the polar coordinates in respect to the wheel center Ow.
Point M on the wheel contour has the coordinates x and y in respect to the

orthogonal reference Oxy, where the origin point O belongs to the wheel contour

x ¼ q sin h ð2Þ

y ¼ qo � q cos h; ð3Þ

where ρo is the distance from the wheel center Ow to the point O.
The orthogonal reference Oxy is attached by the head of the rigid rail.

Fig. 1 Wheel/rail geometry: a reference position; b particular position
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The slope of the tangent Mτ is given as

tanu ¼ dy
dx

: ð4Þ

By differentiating relations (2) and (3), it is obtained

dx ¼ ðq cos hþ q0 sin hÞdh ð5Þ

dy ¼ ðq sin h� q0 cos hÞdh; ð6Þ

where

q0 ¼ dq
dh

: ð7Þ

Inserting the above differentials in (4), it reads

dy
dx

¼ tanu ¼ q sin h� q0 cos h
q cos hþ q0 sin h

: ð8Þ

The geometrical considerations drive to the angle between the OwM and the
normal Mν

b ¼ h� u: ð9Þ

When the wheel rolls without slipping on the rail, the initial contact point
O between the wheel and the rail arrives in O′, the point M comes in the point M′ on
the rail head; when the wheel center Ow arrives in the point Ow′ (Fig. 1b), the
abscissa of the M′ point is xr.

We are interested in calculating the coordinate (xw, yw) of the wheel center when
the wheel turns around the center point at the angle θ. To this end, the length of the
arch OM has to be known.

According to the geometrical correlation in Fig. 2, the length of an infinitesimal
element of the wheel contour is

ds ¼ q
cos b

dh ð10Þ

and the length of the wheel contour between O and M points is

s ¼
Z

ds ¼
Zh

0

q
cos b

dh ð11Þ
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When the wheel rolls on a rigid rail and the wheel rotation angle is θ, the
distance between the initial contact point O and the current wheel–rail contact point
M′ and the arch length are equal

xr ¼ s: ð12Þ

According to Fig. 1b, the coordinates of the wheel center are as follows

xw ¼ xr � q sin b ð13Þ

yw ¼ q cos b: ð14Þ

In the preceding geometrical considerations, we tacitly suppose that the wheel
and the rail have a single contact point. However, this hypothesis has to be verified.
To this purpose, the curvature of the wheel contour must be calculated

C ¼
d2

y
dx2

1þ dy
dx

� �2
� �3=2 : ð15Þ

The derivation dy/dx is given by Eq. (8), while the derivation of second order
can be computed according to the equation

d2y
dx2

¼ d
dh

dy
dx

� �
1
dx
dh

¼ q2 � qq0 þ 2q02

q cos hþ q0 sin hð Þ3 : ð16Þ

Fig. 2 Explanation for the
calculus of infinitesimal
element of the wheel contour
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Upon inserting Eqs. (8) and (16) in (15), it is obtained

C ¼ q2 � q00 þ 2q02

q2 þ q02ð Þ3=2
sign ðq cos hþ q0 sin hÞ: ð17Þ

When the wheel and the rail have a single contact point, the curvature takes a
positive value for –π/2 < θ < π/2 and a negative value for all the others.

3 Kinematics of Wheel/Rail

In this section, the velocity and acceleration of the wheel center will be calculated.
The velocity components of the wheel center can be formulated as follows

dxw
dt

¼ dxw
dh

dh
dt

;
dyw
dt

¼ dyw
dh

dh
dt

: ð18Þ

When using Eqs. (13) and (14), it is obtained

dxw
dt

¼ h
: q

cos b
� q0 sin b� qb0 cos b

� �
; ð19Þ

dyw
dt

¼ h
:

q0 cos b� qb0 sin bð Þ; ð20Þ

where _h ¼ dh
dt .

The acceleration components of the wheel center can be calculated via the
following equations

d2xw
dt2

¼ h
:: q

cos b
� q0 sin b� qb0 cos b

� �

þ h2
: q0 cos bþ qb0 sin b

cos2 b
� q00 sin b� 2q0b0 cos b� qb00 cos bþ qb02 sin b

� �

ð21Þ

d2yw
dt2

¼ h
::

q0 cos b� qb0 sinbð Þ
þ _h2 q00 cos b� 2q0b0 sin b� qb00 sin b� qb02 cos b

� 	
; ð22Þ
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For practical purposes, it is interesting to notice the case when the x component
of the wheel center velocity is constant, which means that

dxw
dt

¼ V ;
d2xw
dt2

¼ 0; ð23Þ

where V is the forwardness speed of the wheel, and the correspondent component of
the acceleration is zero.

The y component of the wheel center velocity can be computed using the fol-
lowing formula

dyw
dt

¼ dyw
dxw

dxw
dt

: ð24Þ

From Eqs. (13), (12), and (10), it follows

dxw ¼ dxr � q0 sin bþ qb0 cos bð Þdh ¼ q
cos b

� q0 sin b� qb0 cos b
� �

dh: ð25Þ

Also, from Eq. (14) we have

dyw ¼ q0 cos b� qb0 sin bð Þdh: ð26Þ

Finally, the y component of the wheel center velocity is given as

dyw
dt

¼ V
q0 cos b� q sin b

q
cos b � q0 sinb� qb0 cos b

: ð27Þ

The y component of the wheel center acceleration can be obtained from Eq. (24)

d2yw
dt2

¼ d
dt

dyw
dxw

� �
dxw
dt

þ dyw
dxw

d2xw
dt2

¼ dxw
dt

� �2d2yw
dx2w

þ dyw
dxw

d2xw
dt2

: ð28Þ

Taking into account Eq. (23), the y component of the wheel center acceleration
becomes

d2yw
dt2

¼ V2 d
2yw
dx2w

; ð29Þ

where the derivation of second order is

d2yw
dx2w

¼ d
dh

dyw
dh

1
dxw
dh

0
@

1
A 1

dxw
dh

¼
dxw
dh

d2
yw

dh2 � d2
xw

dh2
dyw
dh

dxw
dh

� �3 ð30Þ
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with

dxw
dh

¼ q
cos b

� q0 sin b� qb0 cos b ð31Þ

d2xw
dh2

¼ q0 cos bþ qb0 sin b
cos2 b

� q00 sin b� 2q0b0 cos bþ qb02 sin b� qb00 cos b ð32Þ

dyw
dh

¼ q0 cos b� qb0 sinb ð33Þ

d2yw
dh2

¼ q00 cos b� 2q0b0 sin b� qb00 sin b� qb02 cos b: ð34Þ

In the next section, Eq. (29) is used to solve the equations of motion.

4 Equations of Motion

A loaded wheel with the irregular contour is being considered, which rolls without
slipping along a smooth rigid rail (Fig. 3). The forwardness speed of the wheel is
constant, V. The wheel load is Q and the wheel mass is m.

According to Newton’s Laws of Motion, the governing equations of motion are

m
d2yw
dt2

¼ N � Q ð35Þ

J
d2h
dt2

¼ �Nq sin b; ð36Þ

where J is the mass moment of the wheel and N is the reaction of the rail.
The unknown quantities in the equations of motion are the angle θ and the

reaction N. The vertical displacement of the wheel center yw depends on the angle θ
via Eqs. (29–34).

From Eqs. (29) and (35), the reaction of the rail results as

N ¼ Qþ mV2 d
2yw
dx2w

ð37Þ

Geometric Model of a Railway Wheel with Irregular Contour 161



or

N ¼ Qþ mV2
dxw
dh

d2
yw

dh2 � d2
xw

dh2
dyw
dh

dxw
dh

� �3 ; ð38Þ

if considering Eq. (30). It can be noticed that the rail reaction has two components
—one equals the wheel load and the other is proportional to the wheel mass and
increases with V2.

Finally, by substituting N from Eq. (36), we have the equation

J
d2h
dt2

¼ � Qþ mV2
dxw
dh

d2
yw

dh2 � d2
xw

dh2
dyw
dh

dxw
dh

� �3

2
64

3
75q sin b; ð39Þ

which needs a solution.

5 Application

Here, the previously presented theory applies in the case of a wheel flat of radius R,
which has the length of the flat defect 2l and the depth e (Fig. 4).

The mathematical shape of the flat defect can be given as

Fig. 3 The model of a wheel
with irregular contour rolling
along a smooth rigid rail
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q ¼ R� e
2

1� cos p
h� ho
ho

� �
; ð40Þ

where θo = arcsin(l/R).
Next, the following values of the wheel parameters are to be taken into account:

V = 10 m/s, R = 460 mm, l = 30 mm, e = 0.35 mm, m = 750 kg, J = 120 kg m2 and
the wheel load Q = 100 kN. Figure 5 shows the flat defect contour and the wheel
ideal contour.

When using Eqs. (13) and (14), the trajectory of the wheel center can be
computed, (Fig. 6), and it has a characteristic shape [14].

The angular velocity of the wheel is displayed in Fig. 7 for the case when the
forwardness velocity is constant. When the wheel passes over the first part of the
flat defect, the angular velocity increases since the distance between the wheel
center and the wheel/rail contact point becomes smaller. Certainly, this tendency
reverses in the second part of the passing over the flat defect.

Fig. 4 Wheel flat
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Fig. 5 Wheel flat: dashed
line, ideal contour; line, flat
contour
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6 Conclusions

The railway wheel contour is irregular due to many causes, such as local defects,
roughness, short waves, etc.

This paper deals with a new geometric model of the irregular contour of a wheel.
This model takes into account the real irregular contour of the wheel and therefore,
it is more realistic than the classical ones which imply the equivalent rail inden-
tations. The model has been used to simulate the interaction between a wheel flat
and a perfectly smooth rigid rail.

The presented model can be developed to study the wheel/rail interaction
deriving from any shape of the irregularities in the rolling surfaces.
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Grafting, Locations, and Ordinal
Dispersion

Tiberiu Spircu

Abstract Locations, fulfilling the conditions that measures of location should
satisfy, and dispersions whose behavior mimics that of entropy, are introduced in
the framework of weighted rooted trees. Ordinal dispersion, introduced by Leti in
1983 as a measure of dispersion for ordinal variables, is generalized in this
framework, and a relation with dispersions of classical type is established.
A concordance measure coherent with ordinal dispersion is introduced.

AMS Classification 62H20 � 05C05
Keywords Measure of dispersion � Ordinal dispersion � Rooted tree

1 Introduction

Several attempts have been made in the last decades to define measures of dis-
persion for ordinal variables [11, 20] with satisfactory properties, taking into
account the systematic work of Bickel and Lehmann [2, 3] in the 1970s, summa-
rized by Oja [14], about location and dispersion measures.

On the other hand, recent advances have been made in the theory of operads
[4, 12, 18, 21, 22] since its applications in the quantum theory.

Some basic ideas on operads lead to a reasonable approach to define location,
(classical) dispersion, and ordinal dispersion from a natural point of view, namely
by using a grafting framework, well known from combinatorics.

This approach is very helpful in an attempt to coherently define “covariances”
and “correlations” in the ordinal context.
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Sections 2 and 3 are introductory; the main classical notions that will be used in
the sequel, namely those of weighted rooted tree and grafting, are remembered here.

Sections 4 and 5 are devoted to the study of location measures in the context of
weighted rooted trees.

Sections 6 and 7 show how dispersions appear in this context, and how their
properties are similar to those of Shannon’s entropy.

An ordinal dispersion has been introduced in [11] (pp. 290–297) and intensively
used in several studies on university courses’ evaluation (see [7, 8]). Section 8 is
devoted to the natural introduction of the ordinal dispersion and, eventually,
Section 9 presents the way of coherently introducing ordinal covariance and
correlation.

2 Rooted Trees and Grafting

The notion of tree is well known and we remind it only for the sake of comple-
tedness; it is a pair T ¼ ðVT ;ETÞ; where VT is the (finite) set of vertices and ET is
the set of edges, such that either of the following conditions is fulfilled (see [1],
Chap. XVI, Theorem 1):

(i) As a graph, T is connected and ETj j ¼ VTj j � 1;
(ii) Any pair of vertices is linked by a unique chain.

The number of vertices VTj j is called the order of T.
A rooted tree is a tree T ¼ ðVT ;ETÞ together with a selected vertex rT . This

vertex induces a natural ordering on VT , such that VT becomes a partially ordered
set (poset—see [22]) having rT as the (unique) smallest element.

The maximal elements in this poset are called leaves of the rooted tree. In rooted
trees, the condition (ii) above becomes:

(ii′) Any pair of vertices is linked by a unique chain
and in particular
(ii″) Any vertex v 2 VT is linked to the root rT by a unique path.
The length of this path is called the depth of v and is denoted in the sequel by

dTðvÞ.
The maximum length of paths linking the root rT with leaves is called the height

of tree T and is denoted in the sequel by hðTÞ. In what follows the height of trees
and the depth of vertices will be by far more important than the order of trees.

Of course, dTðrTÞ ¼ 0. If dTðvÞ ¼ 1 for all other vertices v 2 VT , then we say
that T is an n-corolla (here nþ 1 is the order of T). Of course, hðCÞ ¼ 1 for any
corolla C.

The trivial rooted tree s will be an exceptional tree, with only one vertex, its
root. This single vertex will be considered, simultaneously, as root and as leaf.

In a non-trivial rooted tree we denote by y ! x an existing arrow, instead of the
ordinary notation ðy; xÞ 2 ET . The vertex x will be called child of the vertex y, and
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y will be called parent of x. By convention, all the arrows will be oriented toward
leaves.

The reduction of a (non-trivial) rooted tree T ¼ ðVT ;ETÞ consists of repeatedly:
(a) Replacing the root by its unique neighbor, in case only one arrow is adjacent

to the initial root rT ; of course, in this case the old root and its adjacent arrow
will be removed;

(b) Removing any vertex that has only one parent and one child, and replacing its
two adjacent arrows by a single arrow directly linking the parent to its child.

In the sequel all rooted trees will be either trivial, or reduced. Hence, in
non-trivial rooted trees, all vertices—except the leaves—will have at least two
children.

The notion of subtree usually means the following: any subgraph of a tree which
is itself a tree (see [19]). However, we will use it with a slight different meaning.
Namely, a subtree of a rooted tree, rooted at vertex v, is the tree of all descendants
(toward the leaves) of v. Obviously it is a rooted tree, having v as root.

The height of rooted trees and the depth of vertices introduced above allow
inductive proofs of some results for all rooted trees, provided they have been
established for corollas.

Definition 1 Consider two rooted trees S and T, with roots rS res. rT , and suppose a
leaf l of S is selected. In this context, the graft of T over S along l, denoted S �

l
T , is

the rooted tree such that:

• Its set of vertices is VS [ VT � flg;
• Its set of edges (arrows) is ES [ ET ;
• Its root is rS.

Obviously, the leaf l selected to perform the grafting is destroyed in the process,
the leaves of this new rooted tree U ¼ S �

l
T are all the other leaves of S and all the

leaves of T.
The depth dUðuÞ of a vertex u of S �

l
T is equal to dSðuÞ if u is a vertex of S, and

is equal to dTðuÞ þ dSðlÞ if u is a vertex of T. As for the height hðUÞ, only the
obvious inequalities maxfhðSÞ; hðTÞg� hðUÞ� hðSÞ þ hðTÞ can be established
(Fig. 1).

Although the graft of T over S along l can be constructed for arbitrary rooted
trees S and T, we suppose these trees are reduced. Of course, S �

l
T will be reduced

as well.
Keeping fixed the rooted tree S, the grafting operation can be repeated as long as

not all the leaves of S have been destroyed, provided for each leaf lk a rooted tree Tk
is considered. In this way, if l1; . . .; lp are all the leaves of S (labeled in a particular
order), and T1; . . .; Tp are arbitrary rooted trees (labeled accordingly, and composing
a “forest”), by repeated grafting we obtain the “full graft” rooted tree
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S � fT1; T2; . . .; Tpg ¼ ð. . .ððS �
l1
T1Þ �

l2
T2Þ. . . �

lp
TpÞ: ð1Þ

For this rooted tree we have hðS � fT1; T2; . . .; TpgÞ ¼ max1� k� pfhðTk þ
dSðlkÞg and, in case S is a corolla, hðS � fT1;T2; . . .;TpgÞ ¼ max1� k� pfhðTkÞg þ 1.

If T′ is the subtree of T rooted at vertex v, then by removing the subtree from
T and by transforming v into a leaf we obtain another tree T″ whose root is that of
T. It is obvious that T coincides with the graft T 0 �

v
T 00.

The following result has an obvious proof.

Proposition 1 (See [21], Prop. 0.2.6). Let T be a rooted tree, with root r. Suppose
r1; . . .; rm are all the vertices of T of depth 1 (i.e. directly above r, ordered in a
particular order). Let Tk be the subtree that contains the vertex rk as root and
everything above it in T. Then

T ¼ C � fT1; . . .; Tmg

where C is the m-corolla consisting of r as root and fr1; . . .; rmg as the set of
leaves.

Corollary Any reduced rooted tree T, of height h, can be expressed in a unique
way as a full graft

C � fT1; . . .; Tmg

where C is a m-corolla with the same root as T, and T1; . . .; Tm are reduced rooted
trees of heights � h� 1.

l

S T

TS
l

Fig. 1 Grafting
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Indeed, hðTkÞ� h means the existence of a path of length � h linking a leaf l of
Tk to rk, hence the existence of a path of length � hþ 1 from l to r, and this
contradicts the hypothesis hðTÞ ¼ h.

In fact, the “full grafting” operation � is exactly the Butcher product of the tree
T1 with the “forest” fT2; . . .; Tmg (see [4, 12]). The graft S �

l
T of T over S along l is

in fact the “full graft” S � fs; . . .; T ; . . .; sg, where T is in position l.
Obviously the leaves of S � fT1; . . .; Tmg are the elements of the set

Sm
k¼1 Lk,

where Lk is the set of leaves of Tk. If lk1; . . .; lkjk are all the leaves from Lk, and if
fUk1; . . .;Ukjkg is a forest (of rooted trees), then obviously the forest can be grafted
over Tk, giving the rooted tree Tk � fUk1; . . .;Ukjkg. On the other hand,Sm

k¼1

Sjk
j¼1 Ukj is an adequate forest for grafting over S � fT1; . . .; Tmg. The

“pseudo-associativity” relation

S �
[m
k¼1

fTkg
 !

�
[m
k¼1

[jk
j¼1

Ukj ¼ S �
[m
k¼1

Tk �
[jk
j¼1

fUkjg
( )

is in fact an operad-type associativity (see [18]).

3 Weights and Weighted Rooted Trees

Our notion of weighted rooted tree is somewhat different from other similar notions
(see [10, 15]). It resembles most that of weighted graph [6], in which each edge has
a positive weight attached. However, we will define weights on vertices, not on
edges (arrows).

If s is the trivial rooted tree, with root r, and if x 2 Rþ, a weight w will be
defined by wðrÞ ¼ x.

Consider T ¼ ðV ;EÞ a non-trivial rooted tree with root r. A weight (on T) is a
function t : V ! Rþ such that

tðyÞ ¼
X
x 2 V
y ! x

tðxÞ for each vertex y 2 V : ð2Þ

It is obvious that such a weight is completely determined by its values on leaves,
and that the weight of the root is tðrÞ ¼PlleafofT tðlÞ.
Definition 2 A weighted rooted tree is either trivial, or a rooted tree T ¼ ðV ;EÞ
endowed with a function t : V ! Rþ such that (2) is fulfilled.

We pointed out above that any subtree T′ of T is rooted at a particular vertex v of
T and contains all the descendants of v. When t is a weight on T, by restriction it
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obviously induces a weight t′ on T′. Thus t0ðxÞ ¼ tðxÞ for each vertex x of T′. The
subtree T′, together with the induced weight t′, is obviously a weighted tree, which
is said to be induced by ðT; tÞ.
Definition 3 Let ðT; tÞ and ðT 0; t0Þ be (non-trivial) weighted rooted trees. We will
say that ðT; tÞ extends ðT 0; t0Þ if T′ is a subtree of T and t0ðxÞ ¼ tðxÞ for each vertex
x of T′, i.e. if ðT 0; t0Þ is induced by ðT ; tÞ.

Given ðT ; tÞ and ðS; sÞ two weighted rooted trees, once a leaf l of S is selected,
we are able to construct the rooted tree U ¼ S �

l
T , whose root rU coincides with the

root rS of S. This rooted tree can be naturally endowed with a weight u, defined as
follows:

uðxÞ ¼ sðxÞ if x is a vertex of S; except for x ¼ l (which, in fact, is destroyed)
tðxÞ � sðlÞ=tðrTÞ if x is a vertex of T ; where rT is the root of T ;

�

and, as a consequence, the following equality is straightforward:

uðruÞ ¼
X

l0 leaf S
l0 6¼ l

uðl0Þþ
X

l0 leaf of T

uðl00Þ

This weight u can be denoted as s �
l
t, i.e. it can be considered as the graft of

t over s along l. It is natural to denote ðU; uÞ as ðS; sÞ �
l
ðT; tÞ.

The propagation formula (1) allows us to deal with particular weights in an
inductive manner. If l1; . . .; lp are all the leaves of ðS; sÞ, and if for each leaf lk a
weighted rooted tree ðTk; tkÞ is considered, then the full grafted rooted tree S �
fT1; T2; . . .; Tpg is naturally endowed with a weight. This weight obviously coin-
cides with the repeated graft ð. . .ððs �

l1
t1Þ �

l2
t2Þ. . . �

lp
tpÞ, will be denoted by s �

ft1; t2; . . .; tpg; and will be called the full graft of s and ft1; t2; . . .; tpg. The
weighted rooted tree which appears in this way will be denoted
ðS; sÞ � fðT1; t1Þ; . . .; ðTp; tpÞg.

Since the root r of the full grafted rooted tree S � fT1; T2; . . .; Tpg is exactly the
root of S, the following two equalities are obvious:

ðs � ftkg1� k� pÞðrÞ ¼
X

1� k�m

sðlkÞ and sðlkÞ ¼
X

l leaf of Tk

tkðlÞ:

The following result is an immediate extension of the Corollary of Proposition 1
above.

Proposition 2 Any (reduced) weighted rooted tree ðT; tÞ, of height h > 1, can be
expressed in a unique way as a full graft
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ðC; cÞ � fðT1; t1Þ; . . .; ðTm; tmÞg

where ðC; cÞ is a weighted m-corolla having the same root as ðT ; tÞ, and
ðT1; t1Þ; . . .; ðTm; tmÞ are weighted rooted trees, of heights � h� 1, either trivial or
reduced.

In fact, c and tk are all restrictions of the weight t, T ¼ C � fT1; . . .; Tmg as
rooted tree and the weight t is exactly the full graft c � ft1; . . .; tmg.

4 Locations Over Weighted Rooted Trees

Consider V � Rn a (finite dimensional) real vector space. The notion of pre-location
(over a reduced weighted rooted tree, in short rwr-tree) with values in V will be
defined by induction on the height of the tree.

The rwr-trees of height 0 are the trivial rooted tree s plus a weight x attached to
the root r. A pre-location c over a trivial rwr-tree ðs;xÞ is simply a vector cðrÞ 2 V .

The rwr-trees of height 1 are the weighted m-corollas. A pre-location c over a m-
corolla (C, c)—with vertex set V and root r—is a function c : V ! V which sat-
isfies the condition

cðrÞ ¼ 1
cðrÞ

X
r!x

cðxÞcðxÞ; i:e: cðrÞ ¼ 1
cðrÞ

X
l leaf of C

cðlÞcðlÞ:

Suppose pre-locations—with values in V—have been defined for all rwr-trees
ðT; tÞ of given height h� 1, as functions c : V ! V , where V is the vertex set of T,
satisfying the condition

cðyÞ ¼ 1
tðyÞ

X
y!x

tðxÞcðxÞ for each vertex y of T ; ð3Þ

and consequently the condition

cðrTÞ ¼ 1
tðrTÞ

X
l leaf of T

tðlÞcðlÞ ð4Þ

where rT is the root of T. Clearly any pre-location c is perfectly determined by its
restriction c : L ! V defined on the set L of leaves of T, i.e. by the family fcðlÞgl2L
of vectors from V .

Let ðU; uÞ be a rwr-tree of height hþ 1 and let V res. L be its set of vertices res.
leaves. Identify the basic corolla C of U, composed of the root rU as root and all the
vertices r1; . . .; rm of depth 1 as leaves. Denote by Tk the subtree of U having rk as
root and Vk res. Lk as set of vertices res. leaves. The restriction tk of the weight u to
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Tk makes ðTk; tkÞ a rwr-tree of height at most h, and it is obvious that L is the union
of sets L1; . . .; Lm.

Now, if c : L ! V is a function, its restrictions ck : Lk ! V can be extended to
pre-locations ck : Vk ! V over ðTk; tkÞ, thus satisfying (3). In addition, ckðrkÞ ¼
1

tkðrkÞ
P

l2Lk tkðlÞckðlÞ ¼ 1
uðrkÞ

P
l2Lk uðlÞcðlÞ.

The vectors ckðrkÞ 2 V identify in fact a function c� from the set of leaves
fr1; . . .; rmg of the corolla C, given by c�ðrkÞ ¼ ckðrkÞ. This is obviously extended
to a function c� such that

c�ðrUÞ ¼
1

uðrUÞ
X

1� k�m

uðrkÞc�ðrkÞ ¼
1

uðrUÞ
X

1� k�m

X
l2Lk

uðlÞcðlÞ :

The function c : V ! V defined by cðxÞ ¼ ckðxÞ for x 2 Vk and cðrUÞ ¼ c�ðrUÞ
is clearly a pre-location over the rwr-tree ðU; uÞ. The relation cðrUÞ ¼
1

uðrUÞ
P

l leaf of U uðlÞcðlÞ is immediate.

Hence, condition (3) can be used to define pre-locations over arbitrary
(non-trivial) rwr-trees, and condition (4) is a consequence.

Let now ðS; sÞ and ðT ; tÞ be two (reduced) weighted rooted trees, and l a leaf of
S. By grafting along l, the new rwr-tree ðU ¼ S �

l
T ; u ¼ s �

l
tÞ appears.

Suppose cS : VS ! V and cT : VT ! V are two pre-locations, respectively, over
the “initial” rwr-trees. We will say that cT is concordant with cS on the leaf l of
S if cTðrTÞ ¼ cSðlÞ, where rT is the root of T. In short, concordant if no confusion
about the leaf is possible. In case of concordant pre-locations, it is easy to construct
from them a pre-location over ðU; uÞ, obviously defined as follows:

cUðxÞ ¼ cSðxÞ if x is a vertex of S;
cTðxÞ if x is a vertex of T ;

�

for which condition (4) looks as follows:

cUðrUÞ ¼
1

uðrUÞ
X

x leaf of S
x 6¼l

uðxÞcSðxÞ þ
1

uðrUÞ
X

y leaf of T

uðyÞcTðyÞ

It is natural to denote by cS �
l
cT this pre-location over ðS �

l
T ; s �

l
tÞ.

By extension, if ðS; sÞ is a non-trivial rwr-tree with fl1; . . .; lpg as set of leaves,
and if for each leaf lk a rwr-tree ðTk; tkÞ—possibly trivial—is considered, then we
may construct the full graft rooted tree U ¼ S � fT1; . . .; Tpg and a corresponding
weight u ¼ s � ft1; . . .; tpg on it. If cT1 ; . . .; cTp are given pre-locations (with values
in V), concordant with cS, then the full graft cU ¼ cS � fcT1 ; . . .; cTpg appears in a
natural way. It is defined as follows:
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cUðxÞ ¼
cSðxÞ if x is a vertex of S; except the leaves l1; . . .; lp (which are destroyed by grafting)
cTk ðxÞ if x is a vertex of Tk:

�

Conversely, suppose the reduced rooted tree U is expressed as a full graft
S � fT1; . . .; Tpg and is endowed with a weight u. Consider a pre-location c over
ðU; uÞ, with values in V � Rn. In fact, c is fully determined by a set function
c : L ! V , where L is the set of leaves of U, i.e. c is in fact the family fclgl2L of
vectors from V .

On one hand, each Tk is endowed with the restriction of weight u (denoted by tk),
and c induces in a natural way, by restriction, a pre-location ck over ðTk; tkÞ. This
pre-location is fully determined by the sub-family fclgl2Lk , where Lk is the set of
leaves of Tk.

On the other hand, the rwr-tree S is endowed with the restriction of u (denoted by
s), and c induces by restriction a pre-location cS over ðS; sÞ. It is obvious that each
cTk is concordant with cS. The relation c ¼ cS � fcT1 ; . . .; cTpg is immediate. In fact,
we proved the following proposition.

Proposition 3 If the rwr-tree ðU; uÞ is decomposed as a full graft
ðS; sÞ � fðTk; tkÞg1� k� p, and if c is a pre-location over ðU; uÞ with values in the
vector space V � Rn, then c decomposes as a full graft cS � fckg1� k� p where cS is
a pre-location over ðS; sÞ and each ck is a pre-location over ðTk; tkÞ with values
in V .

Conversely, if fcTkg1� k� p are concordant with cS pre-locations over rwr-trees
ðTk; tkÞ res. ðS; sÞ, all with values in V � Rn, then the full graft cS � fcTkg1� k� p is a
pre-location over the full graft rwr-tree ðS; sÞ � fðTk; tkÞg1� k� p.

Consider V � Rn a (finite dimensional) real vector space. A location over the
rwr-tree ðT ; tÞ, with values in V, is a vector cðrÞ 2 V, where c : V ! V is a
pre-location over ðT ; tÞ, r is the root of T, and V is the set of its vertices.

Since the pre-location c is fully determined by the family fcðlÞgl2L of vectors
from V, where L is the set of leaves of T, we will denote the location cðrÞ by
C½ðT ; tÞ; fcðlÞgl2L	 or simply C½T ; fcðlÞgl2L	 when no confusion on weights is
possible.

5 Main Properties of Locations

In what follows, ðT; tÞ will be a rwr-tree, with root r, vertex set V, and L set of
leaves. Given the vector space V � Rn, denote by L the set of locations over ðT ; tÞ
with values in V . Recall an element c 2 L is fully determined by a family fcðlÞgl2L
of vectors of V , where c is a pre-location over ðT; tÞ.
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Denote by G the group: (a) whose elements are the pairs g ¼ ða; vÞ where a is an
automorphism of V and v is a vector of V ; (b) whose neutral element is the pair
ð1V ; 0Þ, and (c) whose composition law � is given by the formula
ða; vÞ � ða0; v0Þ ¼ ða � a0; aðv0Þ þ vÞ. It is in fact the “affine” group of dimension
n over the field R.

The group G operates on V , as follows:

ða; vÞ � w ¼ aðwÞ þ v

and in consequence it operates coordinatewise on the Cartesian product VL.
On the other hand, the group G operates on L, as follows:

ða; vÞ � C½T ; fcðlÞgl2L	 ¼ C½T; faðcðlÞÞ þ vgl2L	:

The proof of the following proposition is a simple check.

Proposition 4 Under the notations above, if g ¼ ða; vÞ 2 G and
C½T ; fcðlÞgl2L	 2 L, then

g � C½T; fcðlÞgl2L	 ¼ C½T ; g � fcðlÞgl2L	: ð5Þ

In other words, the location “commutes” with the actions of G.
Suppose a basis e1; e2; . . .; en has been selected in the vector space V. Since the

vector space V is naturally ordered, at least in two ways:
(1) The product order v�w, meaning vi �wi in each coordinate 1� i� n;
(2) The lexicographic order v 
 w, meaning v1\w1 or v1 ¼ w1; v2\w2, or

v1 ¼ w1; v2 ¼ w2; v3\w3 …
The two orderings extend to pre-locations c; c0 over a rwr-tree ðT ; tÞ, as follows:
(1′) c� c0 if cðlÞ� c0ðlÞ for all leaves l of T;
(2′) c 
 c0 if cðlÞ 
 c0ðlÞ for all leaves l of T.
Since the weights tðlÞ are positive real numbers, it is easily deduced that:
(1″) from c� c0 it follows that cðxÞ� c0ðxÞ for all vertices x of T, in particular

cðrTÞ� c0ðrTÞ;
(2″) from c 
 c0 it follows that cðxÞ 
 c0ðxÞ for all vertices x of T, in particular

cðrTÞ 
 c0ðrTÞ.
Since every location over ðT ; tÞ is fully determined by a family of vectors

fcðlÞgl2L, it is easy to deduce from (1″) and (2″) above the following:

If c� c0 thenC½T; fcðlÞgl2L	 �C½T ; fc0ðlÞgl2L	 ð6Þ

If c 
 c0 thenC½T ; fcðlÞgl2L	 
 C½T ; fc0ðlÞgl2L	: ð7Þ

Conditions (6)/(7) and (5) are similar to the conditions that a location in the
probabilistic framework should satisfy according to [2] (see also [13]). Surprisingly
enough, condition (8) that follows appears to be new. More precisely, in connection
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with grafting, the locations exhibit a nice property, expressed in the following
proposition.

Proposition 5 If C½ðU; uÞ; fcðlÞgl2L	 is a location over the rwr-tree ðU; uÞ with
values in V � Rn, and if ðU; uÞ is decomposed as a full graft
ðS; sÞ � fðTk; tkÞg1� k� p, then this location can be expressed in an iterated manner
as C½ðS; sÞ; fC½ðTk; tkÞ; fcðlÞgl2Lk 	g1� k� p	.

The proof is immediate, taking into account Proposition 3 above, since by
definition C½ðU; uÞ; fcðlÞgl2L	 ¼ cðrUÞ where rU is the root of U, and rU coincides
with rS, the root of S. Moreover, the leaves of S are exactly the roots rk of Tk and it
is clear that cTk ðrkÞ ¼ C½ðTk; tkÞ; fcðlÞgl2Lk 	.

Consequently, the following formula can be written as

C½S � fTkg1� k� p; fcðlÞgl2L	 ¼ C½S; fC½Tk; fcðlÞgl2Lk 	g1� k� p	 ð8Þ

when no confusion on weights is possible.

6 Entropy of Reduced Weighted Rooted Trees

In order to give a general definition of the entropy in the framework of rwr-trees, set
HðsÞ ¼ 0 for each trivial reduced weighted rooted tree s.

For a weighted m-corolla ðC; cÞ, with leaves r1; . . .; rm and root r, let

HðC; cÞ ¼ � 1
cðrÞ

X
1� k�m

cðrkÞ log cðrkÞ þ log cðrÞ:

Hence the entropy H is defined in a classical way (see [16]) on each rwr-tree of
height 1. By induction, H will be defined on every rwr-tree.

Let now ðT; tÞ be a rwr-tree of height h > 1. According to Proposition 2 above,
ðT; tÞ can be expressed in a unique way as a full graft

ðC; cÞ � fðT1; t1Þ; . . .; ðTm; tmÞg

where ðC; cÞ is a weighted m-corolla, and ðTk; tkÞ are rwr-trees of height � h� 1.
By definition,

HðT; tÞ ¼ HðC; cÞ þ 1
tðrÞ

X
1� k�m

tðrkÞHðTk; tkÞ

where r is the root of T and rk is simultaneously a leaf of C and the root of Tk.
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In this way, by induction on the height h, the entropy H appears as a real
function defined on the family of rwr-trees. Its main property is expressed in the
following proposition.

Proposition 6 Suppose the rwr-tree ðU; uÞ decomposes as the graft of ðT; tÞ over
ðS; sÞ along the leaf l of S. Then

HðU; uÞ ¼ HðS; sÞ þ uðlÞ
uðrÞHðT ; tÞ

where r is the root of U.

Proof Let r1; . . .; rm be all the depth 1 vertices of U, determining the basic corolla
ðC; cÞ from the decomposition ðC; cÞ � fðT1; t1Þ; . . .; ðTm; tmÞg. By definition,

HðU; uÞ ¼ HðC; cÞ þ 1
uðrÞ

X
1� k�m

uðrkÞHðTk; tkÞ: ð9Þ

Two cases may appear.
Case 1: The depth of leaf l is 1, thus l coincides with, let us say, r1. In this case

ðT1; t1Þ coincides with ðT; tÞ, and ðC; cÞ is the basic corolla of ðS; sÞ. By replacing
the tree ðT; tÞ with a trivial one s, we have
ðS; sÞ ¼ ðC; cÞ � fs; ðT2; t2Þ; . . .; ðTm; tmÞg. Taking into account that all weights
s; tk; c are induced by u, we have HðS; sÞ ¼ HðC; cÞ þ 1

uðrÞ
P

2� k�m
uðrkÞHðTk; tkÞ. It

follows that HðU; uÞ ¼ HðS; sÞ þ uðlÞ
uðrÞHðT ; tÞ in this case.

Case 2: The depth of leaf l is > 1, thus l is a descendant of, let us say, r1. Now
ðT1; t1Þ decomposes as ðS0; s0Þ �ð

l
T ; tÞ and ðS; sÞ decomposes as ðC; cÞ �ð

r1
S0; s0Þ. An

induction argument allows the use of relations HðT1; t1Þ ¼ HðS0; s0Þ þ uðlÞ
uðrÞHðT ; tÞ

and HðS; sÞ ¼ HðC; cÞ þ uðr1Þ
uðrÞ HðS0; s0Þ together with the definition relation (9) in

order to obtain HðU; uÞ ¼ HðS; sÞ þ uðlÞ
uðrÞHðT ; tÞ.

7 Dispersions Over Reduced Weighted Rooted Trees

Consider the norm �k kA over the vector space V � Rn determined by the sym-
metric positive definite (in short, s.p.d.) matrix A, i.e. such that vk kA¼ vTAv.

If s is a trivial rwr-tree, any pre-location c over s is in fact a vector cð�Þ ¼ v 2 V .
Define DAðs; cÞ ¼ 0 for each given norm �k kA.
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If ðC; cÞ is a weighted m-corolla with leaves r1; . . .; rm and root r, and if c is a
pre-location over ðC; cÞ with values in the vector space V , define the dispersion
induced by c as

DAððC; cÞ; cÞ ¼ 1
cðrÞ

X
1� k�m

cðrkÞ cðrkÞ � cðrÞk k2A for each given norm �k kA:

Suppose now dispersions induced by pre-locations c—with values in V—have
been defined for all rwr-trees ðT; tÞ of given height h� 1, for all norms �k kA, as real
numbers DAððT; tÞ; cÞ.

Let now ðU; uÞ be a rwr-tree of height hþ 1 and let c be a pre-location over
ðU; uÞ—with values in V . Identify the basic corolla ðC; cÞ of ðU; uÞ having the
vertices r1; . . .; rm as leaves. Denote ðTk; tkÞ the subtree of ðU; uÞ having rk as root.

Consider the restrictions of c to the corolla ðC; cÞ and to the subtrees ðTk; tkÞ,
denoted by cC res. ck . By induction, the real numbers DAððC; cÞ; cCÞ and
DAððTk; tkÞ; ckÞ have been defined. For the initial rwr-tree, the dispersion induced by
c—and associated to the norm �k kA—will be defined as follows

DAððU; uÞ; cÞ ¼ DAððC; cÞ; cCÞ þ
1

uðrÞ
X

1� k�m

uðrkÞDAððTk; tkÞ; ckÞ ð10Þ

Condition (10) is similar to that describing entropy (9). In fact, it is known since
Ronald A. Fisher (see [5]) that variance of a set of numbers behaves similarly to the
entropy.

This similarity allows us to prove an analog of Proposition 6, namely the
following.

Proposition 7 If the rwr-tree ðU; uÞ decomposes as the graft of ðT ; tÞ over ðS; sÞ
along the leaf l of S, and if c is a pre-location with values in V defined on ðU; uÞ,
then c induces pre-locations cS res. cT on ðS; sÞ res. ðT; tÞ. Among the corre-
sponding induced dispersions the following relation is valid

DAððU; uÞ; cÞ ¼ DAððS; sÞ; cSÞ þ
uðlÞ
uðrÞDAððT; tÞ; cTÞ for each given norm �k kA;

where r is the root of U.
Recall the “affine” group G of dimension n (over R) operates on the vector

space V and coordinatewise on the Cartesian product VL once a basis has been
fixed.

If L is the set of leaves of the rwr-tree ðT; tÞ, the pre-locations c over ðT; tÞ are
fully determined by families fcðlÞgl2L of vectors from V. Of course, G operates on
the set P of these pre-locations, as follows:
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ða; vÞ � c is the pre� location determined by the family fða; vÞ � cðlÞgl2L;

where a is an automorphism of V and v is a vector of V .
The group G operates in an induced manner on the set D of dispersions induced

by pre-locations and by norms, as follows:

ða; vÞ � DAððT ; tÞ; cÞ ¼ DAððT ; tÞ; ða; vÞ � cÞ:

If a basis of V as vector space has been fixed, the automorphism a is perfectly
determined by an invertible matrix M of order n. The following is immediate.

Proposition 8 Under the notations above,

DAððT ; tÞ; ða; vÞ � cÞ ¼ DM�1AMððT ; tÞ; cÞ: ð11Þ

Relation (11) is the analog of conditions (1.4)–(1.5) from [3] that a measure of
dispersion in the probabilistic framework should satisfy (see also [13]).

8 Ordinal Dispersions

In sociological investigations based on questionnaires where respondents’ answers
to questions are given according to Likert scales, the respondents are naturally
grouped in clusters and the clusters in larger clusters, and so on. Usually what is of
interest is the possible relation between answers in clusters or in larger clusters.

Recall a general Likert scale question admits n possible answers, ordered as
follows A1 
 A2 
 . . . 
 An�1 
 An, where 
 signifies “is worse than”. Any
respondent has the right to choose only one of these answers, but in a group of
N respondents some diversity may exist. If Ni is the number of respondents that
have chosen Ai as answer, the relative frequency fi ¼ Ni=N is easily computed, and
it is obvious that

P
1� i� n fi ¼ 1. Probably most people agree that the median

answer Al defined by
P

1� i� l fi � 1
2,
P

1� i� lþ1 fi [
1
2 is the “best” measure of

location, but this agreement is not attained when selecting a “good” measure of
dispersion is the objective. Leti proposes in [11] the “ordinal dispersion” based on
cumulative frequencies. Recall the cumulative frequencies Fi are computed asP

1� j� i fj, and it is obvious that 0�F1 �F2 � . . .�Fl � 1
2\Flþ1 �Fn�1 �

Fn ¼ 1:
In the vector space V � Rn, in which a basis e1; e2; . . .; en has been selected,

consider the fundamental simplex S composed of all vectors v ¼ ðviÞ1� i� n such
that 0� v1 � . . .� vn�1 � vn ¼ 1. In particular, let 1 be the vector with all coordi-
nates equal to 1.
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According to Leti [11], the ordinal dispersion associated to the vector v 2 S is
the real number DðvÞ ¼P1� i� n við1� viÞ, which can be rewritten as

DðvÞ ¼ n
4 �

P
1� i� n vi � 1

2

� �2.
Our definition below will be a little more general, allowing, for example, the

treatment of different coordinates of v according to their specific “importance”.

Definition 4 The A-ordinal dispersion DAðvÞ associated to v 2 S is defined as

DAðvÞ ¼ vTAð1� vÞ ¼ 1TA1
4

� v� 1
2
1

� �T
A v� 1

2
1

� �
ð12Þ

where A is a symmetric positive definite real matrix of order n.
Consider now a rwr-tree ðT ; tÞ with root r, and a pre-location c over it, with

values in S.
If the rwr-tree is trivial, then the pre-location is determined by a single vector

cðrÞ 2 S. Its A-ordinal dispersion DAðcðrÞÞ is the A-ordinal dispersion associated
to the rwr-tree.

If ðT ; tÞ is a m-corolla, with leaves r1; r2; . . .; rm, then given a pre-location c over
it, with values in S, on one hand m + 1 A-ordinal dispersions DAðcðrÞÞ and
DAðcðr1ÞÞ; . . .;DAðcðrmÞÞ exist, and on the other hand there is a dispersion induced
by c and determined by �k kA. A simple check shows that:

DAðcðrÞÞ ¼ 1
tðrÞ

X
l leaf of T

tðlÞDAðcðlÞÞ þ DAððT; tÞ; cÞ ð13Þ

Suppose formula (13) is valid for all rwr-trees of height � h, and let ðT; tÞ be a
rwr-tree of height hþ 1, having r as root and r1; r2; . . .; rm vertices of depth 1. Let
us decompose ðT ; tÞ as ðC; cÞ � fðTk; tkÞg1� k�m, where ðC; cÞ is the basic corolla.

If c is a pre-location over ðT ; tÞ, with values in S, then it induces pre-locations cC
res. ck over ðC; cÞ res. ðTk; tkÞ. We know, by the induction hypothesis, that

DAðcðrkÞÞ ¼ 1
tðrkÞ

X
l leaf of Tk

tðlÞDAðcðlÞÞ þ DAððTk; tkÞ; cÞ ð1� k�mÞ

and for the basic corolla we know

DAðcðrÞÞ ¼ 1
tðrÞ

X
1� k�m

tðrkÞDAðcðrkÞÞ þ DAððC; cÞ; cÞ:

Exploiting formula (10) above, since the leaves of T are exactly the leaves of all
subtrees Tk, it follows that (13) is valid for the rwr-tree ðT ; tÞ of height hþ 1 too,
thus is valid for all rwr-trees.

In other words, the following proposition is proved.
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Proposition 9 For each rwr-tree ðT; tÞ, having r as root and L as set of leaves, for
each s.p.d. matrix A of order n and for each pre-location c over ðT ; tÞ with values in
S, the dispersion induced by c and associated to the norm �k kA can be expressed in
terms of A-ordinal dispersions, as follows:

DAðcðrÞÞ � 1
tðrÞ

X
l2L

tðlÞDAðcðlÞÞ:

9 Ordinal Covariances and Correlations

In classical statistics, concordance between sets of data extracted from a sample
when taking into account two different numeric variables is evaluated by using the
so-called Pearson correlation coefficient, whose formula involves variances and
covariance all defined in a coherent manner. By contrast, in sociological investi-
gations based on questionnaires, the concordance between sets of answers given—
according to Likert scales—on two different questions is currently evaluated
according to indices—such as Somers’ delta [17], Kendall’s tau [9], gamma, and so
on—defined on principles which are completely different from those used in
defining dispersion.

In this section we try to produce a coherent approach, starting from formula (12)
proposed as definition of the A-ordinal dispersion associated to a vector v 2 S:

DAðvÞ ¼ 1TA1
4

� v� 1
2
1

� �T
A v� 1

2
1

� �
;

that gives a real number in 0; 1
TA1
4

h i
.

This formula allows an immediate extension. Namely,

Definition 5 Given two vectors v;w 2 S, the A-ordinal covariance KAðv;wÞ
between them is defined as:

KAðv;wÞ ¼ 1TA1
4

� v� 1
2
1

� �T
A w� 1

2
1

� �
¼ 1

2
vTAwþ wTA v
� �

:

This gives a real number in 0; 1
TA1
2

h i
.

Based on the above evaluations, it is easy to establish the following inequality:

KAðv;wÞ � 1TA1
4

� �2
�DAðvÞDAðwÞ þ 1TA1

4

� �2
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and consequently an ordinal correlation coefficient can be defined as follows:

RAðv;wÞ ¼ KAðv;wÞ � 1TA1
4

� �, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DAðvÞDAðwÞ þ 1TA1

4

� �2s
ð14Þ

Of course, the possible values of RAðv;wÞ range from –1 to +1. Unfortunately,
such a “correlation coefficient” is far from having the usual properties of the
classical Pearson correlation coefficient. For example, RAð12 1; vÞ ¼ 0 for each v 2 S,
and RAðv;wÞ ¼ 0 only if there exists an index k such that vi ¼ 1

2 for i\k and wi ¼ 1
2

for i� k.
The classical approach, based on the fact that 1

2 can be considered an “average”
of the coordinates ðviÞ1� i� n of any vector v 2 S, naturally leads to defining the

dispersion as v� 1
2 1

� �T
A v� 1

2 1
� �

, the covariance as v� 1
2 1

� �T
A w� 1

2 1
� �

, and the
Pearson correlation coefficient as

qAðv;wÞ ¼ v� 1
2
1

� �T
A w� 1

2
1

� �, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v� 1

2
1

� �T
A v� 1

2
1

� �
w� 1

2
1

� �T
A w� 1

2
1

� �s
:

However, this “coefficient” is not always defined, it cannot be defined for v ¼ 1
2 1

or w ¼ 1
2 1. Another drawback is its much skewed distribution, under the hypothesis

of uniformly distributed v, w. For example, in Fig. 2 above it can be seen that in

Fig. 2 Distribution functions of qIðv;wÞ in dimensions 3, 4, 5, and 6 (I = unit matrix)
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case of a 5-step Likert scale only about 5 % of the values of qIðv;wÞ are negative,
and more than 80 % are over 0.8. Thus qIðv;wÞ is unsatisfactory from this point of
view; the number RAðv;wÞ given by the formula (14) seems to be a valid candidate.

The use in sociological investigations of this RAðv;wÞ as “correlation coefficient”
is bounded by a thorough knowledge of its distribution (as a random variable, when
v and w are considered as uniformly distributed in S). This knowledge is not yet
available.
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Software Solution for Reliability Analysis
Based on Interpolative Boolean Algebra

Nemanja Lilić, Bratislav Petrović and Pavle Milošević

Abstract In this paper, our objective is to present a software solution for evalu-
ating and analyzing reliability of a system. Applying the principles of Interpolative
Boolean algebra (IBA) our software can model both classical systems, with a
discrete {0, 1}-valued structural function and systems whose operability can be
represented by a continuous fuzzy measure. The proposed software solution uses
Generalized Boolean polynomial (GBP) to determine an algebraic representation of
the system structural function and thus evaluate its reliability. As the complexity of
analysis exponentially grows with the number of the system’s components, auto-
mated calculation of a system that is quite complex is often the only choice.

Keywords Reliability � Software solution � Structural function � Interpolative
Boolean algebra � Generalized Boolean polynomial

1 Introduction

One of the most common concepts in reliability theory is the system’s structural
function [1], a mapping from the state of the system’s components to the state of the
whole system. Both are usually represented by discrete states {0, 1}—working or
not working, but in general the state of the whole system can be represented by a
continuous [0, 1] space state that pertains to the case when despite the failure of
some its components, the system continues to work with a diminished capacity. In
the case fuzzy measure [2] can be used to model these states of the system.
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Several different approaches to determine the algebraic representation of struc-
tural function were proposed. Since structural function is Boolean function,
Shannon decomposition [3] may be seen as one of the initial methods. Minimal path
and cut sets from graph theory were also applied [1, 4]. Radojević [5, 6] introduced
the multiplicative discrete Choquet integral for determining reliability of a system
when arithmetical product is applied as a fuzzy t-norm.

Interpolative Boolean algebra (IBA) [7, 8] is a consistent real-valued realization
of Boolean algebra (BA) in the manner that it preserves all the laws Boolean
algebra relies on. Unlike conventional fuzzy logic, which is based on the principle
of truth functionality, IBA separates the structure of the logical expressions from
the values of logical variables. So far, IBA has been successfully applied to
numerous fields, including uncertainty analysis [9], consensus decision making
[10], expansion of Analytical Hierarchy Process [11], etc. However, there have not
been many software platforms that support IBA [9].

In this paper, we propose a software solution for evaluating and analyzing the
reliability of a system. Our software solution expands the inherent capability of
propositional logic to model the reliability of a system to a non-Boolean framework,
so that we can model both non parallel-series systems and systems with continuous
space states of components. We use a consistent aggregation [7] to analyze and
determine the structural function of a system in an algebraic form, and thus its
reliability. As the calculation complexity of this polynomial is exponential by
nature, we propose a software solution for this analysis. Our software supports IBA
reliability analysis with nine logical connectives, and may calculate the reliability of
a system with up to 64 components.

This paper is structured in the following manner. In Sect. 2 we present some
basic concepts of reliability theory. Section 3 reviews some of the main principles
of IBA. In Sect. 4 we show the application of IBA concepts to reliability theory,
along with examples of using GBP to determine the structural function and the
reliability of a system. Section 5 deals with our software solution for reliability
analysis based on IBA. Final section concludes this paper.

2 Basic Concepts of Reliability Modelling

To every system made out of n components, we could associate a state vector
x ¼ x1; x2; . . .; xnð Þ; xi 2 0; 1½ �; i ¼ 1; . . .; n. When xi ¼ 1 it means that ith

component of the system is working, and when xi ¼ 0 it is not working. We need to
determine whether the whole system is working for a certain state vector of
components.

Definition 1 [1] Consider the space 0; 1f gn of all possible state vectors for an n-
component system. The structural function u ¼ 0; 1f gn! 0; 1f g is a mapping that
associates those state vectors x for which the system works with the value 1 and
those state vectors x for which the system fails with the value 0.
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In other words, for every subset of the component’s power set, the system’s
structural function will determine whether the system is working or not.

2.1 Parallel-Series Systems

Every parallel-series system or system that can be decomposed to parallel-series can
be represented by propositional logic. A logical formula that distinctly corresponds
to a specific system can be devised. This logical formula can be evaluated for every
subset of the component’s power set so that we can determine the structural
function of the system.

For instance, the system shown in Fig. 1 can be represented by the following
logical formula φ:

u ¼ r1 _ r2ð Þ ^ r3 ^ r4ð Þ _ r5ð Þ ^ r6 ð1Þ

where ri; i ¼ 1; . . .; 6 are reliabilities of the components, respectively.

2.2 Non Parallel-Series Systems

More complex systems that we encounter in real use, e.g. computer networks,
cannot always be modelled using a set of parallel-series connections. We will
represent these kind of systems by a vector of the values of their structural function
ru ordered by the subsets of the component’s power set. This vector we will call a
structural vector [5].

The system in Fig. 2 can be represented by a structural vector. All possible state
vectors 2nð Þ are power set of the set of system’s components. If an element is a
member of the current subset of the power set, it is assumed to be working,
otherwise it is not. When following combinations of components are working, the
whole system is working: fa1; a2g, fa1; a2; a4g, fa1; a3; a4g, fa2; a3; a4g,
fa1; a2; a3; a4g. For these state vectors, the value of the structural vector is 1. For
any other state vector the system is out of order, and the element of the structural
vector is 0.

Fig. 1 Combined parallel-series system
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We could enhance this concept of structural vector for the systems that continue
to work despite the failure of some of their key components, but with a diminished
capacity. Like an airplane which had one of its engines gone off, but can still be
flown with other engines working. These systems can be modelled using a fuzzy
measure, l : 0; 1f gn! 0; 1½ �.

Both in discrete and continuous cases, structural vector/fuzzy measure is
assumed to be monotonous, since repairing a component cannot make the system
worse. If the system contains no irrelevant components, such that their state cannot
in any way influence the state of the whole system, we will say that such system is
coherent. In Fig. 2, if component 2 were to be connected to component 4, the
system would not be coherent as component 3 would be irrelevant.

3 Interpolative Realization of Boolean Algebra

Interpolative Boolean algebra is a consistent real-valued realization of Boolean
algebra (BA) in the sense that it preserves all the laws Boolean algebra relies on [7,
12]. Unlike conventional fuzzy logic that is based on the principle of truth func-
tionality, logic based on IBA separates the structure of the logical expressions
(symbolic level of IBA) from the values of logical variables (value level). On the
symbolic level IBA is identical to Boolean algebra with a finite number of elements.

3.1 Algebraic Representation of IBA

A set of primary (basic) Boolean variables X ¼ a1; . . .; anf g generates the finite
Boolean algebraic domain BA(Ω). The algebraic structure of BA is:

BA;^;_;:h i ð2Þ

where BA is set with a finite number of elements, ^ and _ are binary operators of
conjunction and disjunction, respectively, and : is the unary operator of negation.

Fig. 2 Non parallel-series system
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The set BA can be defined by the following expression:

BA ¼ P P Xð Þð Þ ð3Þ

Definition 2 [7] Atomic attributes a Sð Þ, S 2 P Xð Þð Þ are the simplest elements of
the Boolean algebraic domain of attributes BA Xð Þ in the sense that they do not
include in themselves anything except a trivial Boolean constant 0.

The atomic attributes of BA Xð Þ are described by the following expressions [8]:

a Sð Þ ¼ ^
ai2S

ai ^
aj2XnS

:aj; S 2 P Xð Þ ð4Þ

Atomic attributes of Boolean algebra for X ¼ a; bf g are given in Table 1.
The atoms are the simplest elements in the sense that they are not included in any

other element except in themselves and in a Boolean zero constant. The conjunction
(standard intersection) of any two atomic elements is equal to a Boolean 0 (empty
set). The disjunction (standard union) of all atomic attributes is 1 (universe). The
structure of any element u 2 BA is determined by atomic elements included in φ. It
is in fact a characteristic function of the subset of atoms that comprise that element
from the set of all atoms.

The structural function of primary Boolean variables is defined by the following
expression:

ru Sð Þ ¼ 1; a Sð Þ�u
0; a Sð Þ 6� u

�
ð5Þ

where u 2 BA; S 2 P Xð Þ:
In structural functionality [12] concept that IBA advocates, logical operations are

performed not on the value level, but on the structure level. For every logical
variable we can determine its structural vector and on them we will perform logical
operations as they are defined in classical Boolean algebra. The principle of
structural functionality states that these operations are to be performed under the
following rules:

Table 1 Atomic elements of
Boolean algebra for two
variables

S a Sð Þ
; :a ^ :b
af g a ^ :b
bf g :a ^ b

a; bf g a ^ b
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ru^w Sð Þ ¼ ru Sð Þ ^ rw Sð Þ
ru_w Sð Þ ¼ ru Sð Þ _ r Sð Þw
r:u Sð Þ ¼ 1� ru Sð Þ

ð6Þ

where u;w 2 BA; S 2 P Xð Þ:

3.2 Value Level and Generalized Product

All Boolean attributes have their realizations on value level. In case of Boolean
logic, they are discrete {0, 1}-valued, in fuzzy case, these attributes take their value
form [0, 1] interval. The conventional fuzzy logic applies algebraic operators in the
shape of t-norms (and adequate t-conorms) directly to the values of these attributes.
In IBA, algebraic operations are completed on symbolic, structural level. All t-
norms can be used in IBA in the form of generalized product, but it is only an
arithmetic operation on value level, not algebraic/logical operator as it is perceived
in conventional fuzzy logic. A generalized product as a subclass of t-norms [13] can
be any function � : 0; 1½ � � 0; 1½ � ! 0; 1½ � that satisfies four axioms of t-norms
(commutativity, associativity, monotonicity, and boundedness), along with the
additional non-negativity condition:

X
K2PðX=SÞ

�1ð Þ Kj j � aiðxÞ	 0; ð7Þ

where S 2 P Xð Þ; avi xð Þ 2 0; 1½ �; ai 2 X; i ¼ 1; . . .; n:
Generalized product defined in this manner is an operator that is between the

Lukasiewicz t-norm and minimum:

maxð0; aþ b� 1Þ
 a� b
minða; bÞ ð8Þ

Corresponding to the atomic attributes on symbolical level, IBA introduces
atomic polynomials on value level. Atomic generalized Boolean polynomials are
defined by the following expression:

a� Sð Þ av1; . . .; a
v
n

� � ¼ X
K2P XnSð Þ

�1ð Þ Kj j �
ai2K[S

avi ð9Þ

where S 2 P Xð Þ; ai 2 X; avi 2 ½0; 1�; i ¼ 1; . . .; n:
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4 GBP and Application in Reliability Analysis

Definition 3 [7] Generalized Boolean polynomial, which corresponds to φ ana-
lyzed element of Boolean algebra BA(Ω), is equal to the sum of relevant atomic
GBPs:

u�ðav1; . . .; avnÞ ¼
X

S2P Xð Þ ru¼1j
a�ðSÞðav1; . . .; avnÞ

¼
X

S2P Xð Þ
ruðSÞa�ðSÞðav1; . . .; avnÞ:

ð10Þ

For any element φ of the Boolean algebra, GBP calculates their value, based on the
values of the primary Boolean variables a1, …, an that φ is comprised of. Based on
the definition of atomic generalized Boolean polynomial, GBP can be represented
in the following form:

u�ðav1; . . .; avnÞ ¼
X

S2P Xð Þ
ruðSÞ

X
K2P XnSð Þ

�1ð Þ Kj j �
ai2K[S

avi ð11Þ

u 2 BA Xð Þ; avi xð Þ 2 0; 1½ �; ai 2 X
� �

:

If the structural vector of a function ru is defined as follows:

~ru ¼ ru Sð ÞjS 2 P Xð Þ� � ð12Þ

and the vector of atomic Boolean polynomials:

~a� Sð Þ av1; . . .; a
v
n

� � ¼ a� Sð Þ av1; . . .; a
v
n

� �jS 2 P Xð Þ� �T ð13Þ

the generalized Boolean polynomial can be represented as a scalar product of
these two vectors:

u� av1; . . .; a
v
n

� � ¼~ru ~a
� Sð Þ av1; . . .; a

v
n

� �
: ð14Þ

With structural vectors defined in this manner, all Boolean axioms (associativity,
commutativity, absorption, distributivity, excluded middle, and contradiction), as
well as all Boolean theorems (idempotency, boundedness, identity, De Morgan’s
laws, and involution) are valid.

The law of excluded middle and the law of contradiction are followed in IBA. In
case of contradiction: φ , a ^: a, conventional fuzzy logic treats this Boolean
theorem as a 22 dimensional problem by applying the binary operator of con-
junction to both a and its negation. The IBA shows that this is a 21 dimensional
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problem—P Xð Þ ¼ ;; af gf g, with only one logical variable. The resulting GBP for
this logical formula is identically equal to zero, irrespective of the value of logical
variables, and the law of contradiction is preserved. Similarly, it can be shown that
the law of excluded middle is a tautology in IBA.

Since reliabilities of individual components are probabilistic, [0, 1]-values and
no normalization are needed, the consistent realization of fuzzy logic, Interpolative
Boolean algebra, is a natural framework for modelling systems which we analyze in
terms of reliability.

4.1 Parallel-Series and Non Parallel-Series Systems

We will use the parallel-series system from Fig. 3 to show how Generalized
Boolean polynomial can be used for determining the algebraic representation of
structural function and evaluating system reliability.

Case 1 Logical formula equivalent to the system shown in Fig. 3 is φ , a1 ^ a2
_ a3. By evaluating this formula for every state vector x we can determine the
structural vector of this system. Atomic polynomials for 3-variable formula can be
determined from Eq. 9. In Table 2, we present structural functions and atomic
polynomials:

Fig. 3 A parallel-series system

Table 2 Atomic elements of Boolean algebra for three variables

P Xð Þ ra1 ðSÞ ra2 ðSÞ ra3 ðSÞ ruðSÞ a�ðSÞðav1; av2; av3Þ
; 0 0 0 0 1� av1

� �� 1� av2
� �� 1� av3

� �
{a1} 1 0 0 0 av1 � 1� av2

� �� 1� av3
� �

{a2} 0 1 0 0 1� av1
� �� av2 � 1� av3

� �
{a3} 0 0 1 1 1� av1

� �� 1� av2
� �� av3

{a1, a2} 1 1 0 1 av1 � av2 � 1� av3
� �

{a1, a3} 1 0 1 1 av1 � 1� av2
� �� av3

{a2, a3} 0 1 1 1 1� av1
� �� av2 � av3

{a1, a2, a3} 1 1 1 1 av1 � av2 � av3
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where S 2 P Xf g;X ¼ a1; a2; a3f g; ra1ðSÞ, ra2ðSÞ and ra3ðSÞ are structural vectors
of Boolean variables, and a1; a2; a3 are components’ reliabilities. The structural
function of this system in GBP form is:

u�ðav1; av2; av3Þ ¼ 1 � ð1� av1Þ � ð1� av2Þ � av3 þ 1 � av1 � av2 � ð1� av3Þ
þ 1 � av1 � ð1� av2Þ � av3 þ 1 � ð1� av1Þ � av2 � av3
þ 1 � av1 � av2 � av3
¼ av1 � av2 þ av3 � av1 � av2 � av3

ð15Þ

The resulting algebraic representation of GBP is accurate and consistent with
other procedures for determining the system’s structural function already used in
the theory of reliability, like Shannon decomposition of binary functions [3], or the
multiplicative discrete Choquet integral [6].

Case 2 For non parallel-series system shown in Fig. 2, the system structural
function determined using GBP is:

u�ðav1; av2; av3; av4Þ ¼ av1 � av4 þ av2 � av3 � av4
� av1 � av2 � av3 � av4

ð16Þ

4.2 Generalized Pseudo-Boolean Polynomial
in Reliability Analysis

Systems that continue to work with diminished capacity in case of failure of some
components can be modelled by a fuzzy measure. We can use Pseudo-Boolean
polynomial to determine their reliability. Their continuous structural function can
be represented as a linear convex combination of discrete algebraic elements. We
can define a generalized measure l [7] of Pseudo-Boolean polynomial up as a set
function that maps:

l : P Xð Þ ! 0; 1½ �; X ¼ a1; . . .; anf g ð17Þ

and can be expressed as a weighted sum of discrete elements of BA:

l Sð Þ ¼
Xm
i¼1

wirui
Sð Þ; ð18Þ

where S 2 P Xð Þ; ui 2 BA Xð Þ; Pm
i¼1 wi ¼ 1; wi 	 0; i ¼ 1; . . .; n:
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If we define the vector of a generalized measure, as a linear combination:

~l Sð Þ ¼
Xm
i¼1

wi~rui
Sð Þ ð19Þ

generalized Pseudo-Boolean polynomial in this case is the scalar product of the
vector of generalized measure and the vector of atomic Boolean polynomials.

5 A Software Solution for IBA-Based Reliability Analysis

As the complexity of calculation of GBP depends exponentially on the number of
the system’s components—O n2nð Þ, we developed a software solution for reliability
analysis based on IBA: Reliability analysis software, developed in MATLAB
environment. Both classical parallel-series systems (defined by logical expressions)
and more complex non parallel-series systems (defined by their structural function,
discrete or continuous) can be represented. Figure 4 shows an interface for defining

Fig. 4 Defining the system structure through logical expression
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the structure of the parallel-series system. The software also supports some com-
monly met structures in reliability, like the bridge substructure (see Case 3).

In our implementation of GBP, we chose the arithmetic product as a generalized
product since it is a common operator for dealing with probabilities. The inherent
structure of GBP allows us to have only one state vector x in the memory at a time
and in this way we resolved potential dimension problem with the length of
structural vector 2nð Þ. Due to this fact, our software can analyze systems comprised
of up to 64 components (number determined by the length of unsigned 64-bit long
integer). In every iteration the product of the current element of the structural vector
and the corresponding atomic polynomial is computed and cumulatively added to
the sum of previous iterations. For less complex systems (up to 20 components) our
software can determine their structural function in symbolic, algebraic form that is
expanded and simplified by MATLAB’s Symbolic Math Toolbox.

As the problems of reliability and the evaluating propositional fuzzy logical
expressions are closely related, our Reliability analysis software can also be used
for the latter. Table 3 shows logical operators and their MATLAB equivalents that
can be used in our software:

Non parallel-series systems can be represented through structural functions, both
discrete or continuous (fuzzy measure). Figure 5 shows the input form where we
can enter previously ascertained measures that for any state vector determine
whether the system is working or not (or in which capacity).

Our software also supports some commonly met structures in reliability analysis,
like the bridge structure presented in Fig. 6.

Table 3 Logical operators supported by reliability analysis software

Logical operator Name MATLAB equivalent

∧ Conjunction (AND) &

∨ Disjunction (OR) |

⇔ Equivalence ==
⇒ Right implication <=
⇐ Left implication >=
∨ Exclusive disjunction (XOR) Xor (a, b)

¬ Negation (NOT) ~
|⇒ Inhibition (A and not B) <
⇐| Inhibition (B and not A) >
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Case 3 Using our software we will determine the reliability of the bridge system.
The bridge substructure can be entered as part of a logical formula using the
reserved word bridge: Bridge(“(r1 & r2) | (r3 & r4)”, “r5”), or just as Bridge(“r1
r2 r3 r4 r5”). The rightmost element is considered to be the one bridging the
parallel connection. When we enter the reliabilities of individual components, we
can choose Classical reliability analysis option from the menu (see Fig. 7).

The system structural function is represented in algebraic form for the
5-component bridge system, and the reliability of this system is computed (Rsys).

Fig. 5 Two-component system represented by fuzzy measure

Fig. 6 Bridge system with five components
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6 Conclusion

In this paper, we propose IBA, consistent realization of fuzzy logic, as the adequate
tool for reliability analysis. Parallel-series systems can be modelled by propositional
fuzzy logic and non parallel-series systems by the structural function which also
plays a pivotal role when computing GBP as a logical aggregation. We showed that
GBP can be used also in the analysis of systems for which failure of some com-
ponents does not necessarily lead to the failure of the whole system, but the system
continues to work in a decreased capacity. In this case, the structural function of the
system is a fuzzy measure and can also be logically aggregated through GBP.

Fig. 7 Reliability and structural function of Bridge system
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We developed a software solution within MATLAB environment for these types
of reliability analysis based on IBA. Our results were consistent with classical
reliability theory. In fact, Interpolative Boolean algebra can be viewed as a con-
sistent metamathematical framework for reliability analysis. We operate with a set
of logical operators and relations in MATLAB so that our software can also be used
for evaluating fuzzy propositional expressions, since operators other than AND and
OR (e.g. XOR, implication, equivalence) are seldom used in reliability analysis.
Due to the inherent structure of GBP that allows us to have only one state vector in
memory at any given time, our solution can be used to analyze very complex
systems comprised of up to 64 components.
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Abstract Local search is a metaheuristic for solving computationally hard opti-
mization problems. In the past three decades, local search has grown from a simple
heuristic idea into a mature field of research in combinatorial optimization that is
attracting ever-increasing attention. It is still the method of choice for NP-hard
problems as it provides a robust approach for obtaining high-quality solutions to
problems of a realistic size in reasonable time. Optimization problems such as the
shortest path, the traveling salesman, pin packing, and the Knapsack problems.
Local search techniques have been successful in solving large and tight constraint
satisfaction problems. Local search algorithms turn out to be effective in solving
many constraint satisfaction problems. This chapter gives an introduction to the
local search algorithms, the optimization and the constraint satisfaction problems,
and the local search methods used to solve them.
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1 Introduction

Combinatorial optimization arise in situations where discrete choices must be
made, and solving them amounts to finding an optimal solution among a finite or
countably infinite number of alternative [1]. Optimality relates to some cost crite-
rion, which provides a quantitative measure of the quality of each solution [1]. The
optimization problems include the shortest path, the traveling salesman, pin
packing, and the Knapsack problems.

The constraint paradigm is a useful and well-studied framework expressing
many problems of interest in artificial intelligence and other areas of computer
science [2]. A constraint satisfaction problem requires a value, selected from a
given finite domain, to be assigned to each variable in the problem, so that all
constraints relating the variables are satisfied [3].

Constraint-based local search has been quite successful in solving problems that
prove difficult for constraint solvers based on constructive search [4]. In computer
science, local search is a metaheuristic method for solving computationally hard
optimization problems [5, 6]. In the past three decades, local search has grown from
a simple heuristic idea into a mature field of research in combinatorial optimization
that is attracting ever-increasing attention [7]. A basic local search problem-solving
strategy for either constraint satisfaction problem (CSP) or combinatorial opti-
mization problem (COP) consists of starting from an initial randomly chosen val-
uation and trying to improve it through repeated small changes. At each of this
repetition the current valuation is slightly modified, the function to be optimized is
tested, the change is kept if the new valuation is better, otherwise another change is
tried.

It is a common knowledge that the CSPs and COPs are NP-hard problems. It is
generally believed that NP-hard problems cannot be solved to optimality within
polynomial bounded computation times [7].

2 The Combinatorial Optimization Problems

Optimization problems can be divided into two categories depending on whether
the variables are continuous or discrete [8]. An optimization problem with discrete
variables is known as a COP [8]. Solving combinatorial problems is increasingly
crucial in business applications, in order to cope with hard problems of practical
relevance [9]. Our interest in this chapter is in the COP.

A COP is a tuple (Z, D, C, O, Ω), where Z is a finite set of variables, D defines a
finite set Dx, called the domain of x, for each x 2 Z, C is a finite set of hard
constraints restricting the combination of values that the variables can take, O is a
finite set of soft constraints, and Ω is the objective function, which would be either

200 Y. Kilani et al.



maximized or minimized. A valuation (state) is a complete assignment for each
variable y, y 2 Z, a value from its domain Dy. A feasible solution is a valuation that
satisfies all the hard constraints. A COP which has feasible solution is called
satisfiable. Otherwise, it is unsatisfiable. There can be many feasible solutions to
any one problem [10]. Note that the feasible solution may violate some or all of the
soft constraints (O) and this depends on the difficulty of the COP being solved. The
optimal feasible solution is a feasible solution with the highest or smallest objective
value in the maximization or minimization problems, respectively that Ω can take.
The objective in solving the COP is to find an optimal feasible solution. Obtaining
an optimal feasible solution is not always an easy task. Therefore, usually, the goal
is to find a feasible solution with the highest or smallest possible objective value of
Ω in the maximization or minimization problems, respectively within a limited
time. The search space for a COP is the set of all valuations. It is a fact of life that
most interesting optimization problems are NP-hard [1].

The COP is rooted in the theory of linear programming, and has strong links
with discrete mathematics, probability theory, algorithmic computer science, and
complexity theory [11]. Some problems in the area are relatively well understood
and admit solution to optimality in polynomial time [11].

COP such as the shortest path, the traveling salesman, pin packing, scheduling
different jobs on a set of available machines, the Knapsack problems, integrated
circuit design, factory floor layout, job-shop scheduling, automatic programming,
telecommunications network optimization, internet data packet routing, protein
structure prediction, combinatorial auctions winner determination, finding model of
propositional formulae, and vehicle routing and portfolio management. The fol-
lowing is an example of the COP.

Example 2.1 Consider the directed weighted graph in Fig. 1. It consists of 5
vertices and 16 edges. The figure also shows the weight for each edge. The vertices
are: v1, v2, v3, v4, and v5 and the edges are: (v1, v2), (v2, v1), (v1, v3), (v3, v1), (v1,
v4), (v4, v1), (v2, v5), (v5, v2), (v3, v5), (v5, v3), (v3, v4), (v4, v3), (v5, v4), (v4, v5),
(v2, v3), and (v3, v2). The problem is to find the shortest path from v1 to v5 with
minimum weight. Figure 2 gives the answer. The shortest path is: v1 => v3 => v5 of
weight 2. There are many paths from v1 to v5 such as: v1 => v2 => v5 of weight 9
and v1 => v4 => v5 of weight 9, v1 => v4 => v3 => v5 of weight 10, etc.

v5
v1 1 1

4 5

v4
5

v3
4

4
4

v2Fig. 1 A directed weighted
graph
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3 The Constraint Satisfaction Problems

A CSP [12] is a tuple (Z, D, C), where Z is a finite set of variables, D defines a finite
set Dx, called the domain of x, for each x 2 Z, and C is a finite set of constraints
restricting the combination of values that the variables can take [13]. A valuation
(state) is a complete assignment for each variable f, f 2 Z, a value from its domain
Df. A solution is an assignment to each variable of a value in its domain so that all
constraints are satisfied simultaneously [13]. A CSP which has a solution is called
satisfiable. Otherwise, it is unsatisfiable. The search space for the CSP is the set of
all valuations. CSPs are well-known to be NP-complete in general [13].

Many real-life problems can be expressed as a CSP. Some examples are
scheduling, configuration, hardware verification, graph coloring, molecular biology,
model checking, model finding, planning bioinformatics, security, and network
routing.

The state-of-the-art local search solvers for solving constraint satisfaction
problems include: localizer [14], Comet™ [15], kangaroo [4], and OscaR [16].

A satisfiability (SAT) problem is a special type of CSP. In SAT, the variables are
propositional/Boolean variables that each can take the value of either true or false.
A literal li is a variable xi or its negation ¬x. For every variable x, there are two
literals: x (positive) and ¬x (negative). A clause in SAT represents a constraint in
CSP. A clause is a disjunction of literals ci = l1 V l2…V ln. A clause is satisfied when
at least one of its literals is true. Otherwise, it is unsatisfied (false). A solution for a
SAT is an assignment of true or false for each variable that satisfies all the clauses.

Nowadays, local search techniques for solving SAT are very hot topic. Local
search algorithms for SAT testing are still the best methods for a large number of
problems, despite tremendous progresses observed on complete search algorithms
over the past few years [17]. The state-of-the-art local search solvers for solving
SAT problems include: UBCSAT [18], gNovelty+ [19], the exponentiated sub-
gradient algorithm (ESG) [20], TNM [21], adaptG2wsat2009++ [22], QingTing
[23], SAPS [24], and PAWS [25].

Note that the difference between the COP and CSP is that COP contains soft
constraints, while CSP does not contain soft constraints. The following gives an
example of CSP, the n-queens problem which is a well-known problem among CSP
community.

Example 3.1 The n-queens problem is to place n-queens on a square board of size
n × n in such a way that the queens do not attack each other. Queen x attacks queen y
or vice versa if x and y on the same row, column, or diagonal. This problem can be
modeled in a CSP as follows. The n variables: x1, x2, …, xn represent the n-queens,

v5
v1 1 1

v3

Fig. 2 The shortest path from v1 to v5
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where xi corresponds to a queen in a row i on the board. Dxi = {1, 2, …., n},
i = 1, 2, …, n. There must be one queen per row. The assignment of value j to the
variable xi, xi = j, where j 2 Dxi means, a queen is placed on row i column j. Figure 3
shows an example of the 4-queens problem. Part a shows a valuation: x1 = 1, x2 = 3,
x3 = 2, x4 = 4 which is not a solution since each of the queens on the first and last
rows, x1 = 1 and x4 = 4, and the second and third rows, x2 = 3 and x3 = 2 on the same
diagonal. But, part b shows a valuation: x1 = 3, x2 = 1, x3 = 4, x4 = 2 which is a
solution.

4 State-of-the-Art Techniques for Solving the COPs
and CSPs

There are two classes of high-performance algorithms for solving instances of the
optimization and CSPs: the complete (systematic) and incomplete (not systematic)
algorithms. The systematic approach explores the search space in a systematic
manner by enumerating the search space and checking whether each valuation is a
solution or a feasible solution in CSP or COP, respectively or not. The incomplete
search algorithms include stochastic local search, genetic [26, 27], and neural
network algorithms. Our interest in this chapter is in local search algorithms.

Local search techniques have been successful in solving large and tight CSPs
[13]. Local search algorithms turn out to be effective in solving many CSPs [28].

Although local search algorithms are not systematic, they have two key
advantages: (1) they use very little memory—usually a constant amount; and
(2) they can often find reasonable solutions in large or infinite (continuous) state
spaces for which systematic algorithms are unsuitable [28].

Local search algorithms traverse the search surface of a usually enormous search
space to look for solutions using some heuristic function [13]. It starts the search
from an initial randomly selected valuation by giving each variable a random value
from its domain. This valuation represents the current valuation. There is a set of
neighbor valuations called neighborhood for each valuation. The neighborhood
differs from local search to another. Many of the local search algorithms consider the

(a) (b)

Fig. 3 The 4-queens problem. a Not a solution, b a solution
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neighborhood of valuation Z to be a set of valuations that each differs in a single
variable assignment from Z. Local search then moves from the current valuation to a
better neighbor valuation. The notion of better differs from local search to another.
One criteria we may consider that valuation x is better valuation than y when x sat-
isfies more constraint than y. Local search continues such move from the current
valuation to a better neighbor valuation until it reaches a solution in CSP, a good
feasible solution in COP, or the resources is exhausted; time or number of moves.

Some local search algorithms give every constraint a weight which is initially
initialized to one. The weight w of constraint c reflects the degree of violations c is
involved in. Local search often faces a situation in which there is no better neighbor
valuation than the current valuation. In this case, it makes learning in order to avoid
such situation again. In learning, it increases the weights of the currently unsatisfied
constraints.

Local search uses many heuristic techniques which have great influence on its
performance like: restart, tabu list, the choice of the variable x in the current
valuation to change its value in order to move to a better neighbor valuation, the
choice of the value for x from Dx. The restart and tabu list techniques proven are
experimentally to be very effective. Local search makes restart when the search
progress becomes very slow, and usually the number of moves before restart is set
up in advance as a parameter. A trial is the local search moves from the
initialization/restart to restart. Usually, local search makes number of trials before
terminating the search. It uses tabu list to avoid choosing the same variable in the
coming moves. When the variable d is chosen to change its value to move from the
current valuation to a better neighbor valuation, d is added to the tabu list, and
therefore d is not allowed to be chosen again in the next n moves, where n is a
parameter. The following example illustrates how local search works.

Example 4.1 referring to Example 3.1 and Fig. 3. In this CSP, 4-queens(Z, D, C),
Z = {x1, x2, x3, x4}, D = {Dx1, Dx2, Dx3, Dx4}, where Dx1 = Dx2 = Dx3 = Dx4 = {1, 2,
3, 4}, and C = {c1, c2, …, c13}. C is shown in Table 1. In addition, Table 1 shows
the meaning of each constraint. The constraint Alldiff(x1, x2, x3, x4) means no any
two variables of the set {x1, x2, x3, x4} have the same values; all must be different.
Two variables having the same values means that there are 2-queens on the same
column.

We demonstrate the steps of local search as follows. Suppose we have chosen
the random valuation: s0 = {x1 = 2, x2 = 1, x3 = 2, x4 = 4}. s0 violates c2 and c9.
Suppose the neighborhood consists of the set of the states that differ in a single
variable assignment from the current state which most of the current local search
algorithms do. Table 2 shows that there are 12 neighbors for s0: n1, …, n12. n2 and
n6 are the best neighbors since each of these constraints violates one constraint only,
n2 violates c9, and n6 violates c1, while n3, for instance, violates three constraints:
c1, c5, and c9. We want to move to one of the best neighbors randomly. Suppose we
moved to n2. Name the current state n2 as s1. Similarly, we found the set of
neighbors for s1. Table 3 shows the set of neighbors {n1, …, n12} for s1. n9 is the
best neighbor. Let us move to n9 and name it s2. Similarly, we want to move to the
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best neighbor of s2. Table 4 shows the neighbors of s2. In this table, we found that
n11 is a solution while evaluating the neighbors. We stop the search since we found
the solution. Therefore, we found a solution in three steps: s0 ⇒ s1 ⇒ s2 ⇒ solution.

Table 1 The constraints of the 4-queens problem and the meaning of each constraint

Constraint
number

The constraint The meaning

c1 Alldiff(x1, x2,
x3, x4)

To prevent 4-queens be on the same column

c2 x1 ≠ x2 + 1 To prevent the queens on the first and second rows be on
the same diagonalc3 x1 ≠ x2 − 1

c4 x1 ≠ x3 + 2 To prevent the queens on the first and third rows be on the
same diagonalc5 x1 ≠ x3 − 2

c6 x1 ≠ x4 + 3 To prevent the queens on the first and fourth rows be on
the same diagonalc7 x1 ≠ x4 − 3

c8 x2 ≠ x3 + 1 To prevent the queens on the second and third rows be on
the same diagonalc9 x2 ≠ x3 − 1

c10 x2 ≠ x4 + 2 To prevent the queens on the second and fourth rows be on
the same diagonalc11 x2 ≠ x4 − 2

c12 x3 ≠ x4 + 1 To prevent the queens on the third and fourth rows be on
the same diagonalc13 x3 ≠ x4 − 1

Table 2 The current state s0
and the neighborhood to
s0 = {x1 = 2, x2 = 1, x3 = 2,
x4 = 4} is the set of the
neighbor states: {n1, n2, …,
n12}

The variables Constraint
violationsx1 x2 x3 x4

The
neighbors

The current state s0

2 1 2 4 c3, c9
n1 1 1 2 4 c1, c9
n2 3 1 2 4 c9
n3 4 1 2 4 c1, c5, c9
n4 2 2 2 4 c1, c11
n5 2 3 2 4 c1, c3, c8
n6 2 4 2 4 c1
n7 2 1 1 4 c1, c2
n8 2 1 3 4 c2, c13
n9 2 1 4 4 c1, c2, c5
n10 2 1 2 1 c1, c2, c12
n11 2 1 2 2 c1, c2, c9
n12 2 1 2 3 c1, c3, c11
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Table 3 The current state s1
and the neighborhood to s1 is
the set of the neighbor states:
{n1, n2, …, n12}

The variables Constraint
violationsx1 x2 x3 x4

The s1
neighbors

The current state
s1

3 1 2 4 c9
n1 1 1 2 4 c1, c7, c9
n2 2 1 2 4 c1, c2, c9
n3 4 1 2 4 c1, c4, c9
n4 3 2 2 4 c1, c2, c11
n5 3 3 2 4 c1, c8
n6 3 4 2 4 c1, c3
n7 3 1 1 4 c1, c4
n8 3 1 3 4 c1, c13
n9 3 1 4 4 c1
n10 3 1 2 1 c1, c13
n11 3 1 2 2 c1, c9
n12 3 1 2 3 c1, c13

Table 4 The current state s2
and the neighborhood to s2 is
the set of the neighbor states:
{n1, n2, …, n12} and n12 is the
solution

The variables Constraint
violationsx1 x2 x3 x4

The s2
neighbors

The current state

3 1 4 4 c1
n1 1 1 4 4 c1, c7
n2 2 1 4 4 c1, c2, c5
n3 4 1 4 4 c1
n4 3 2 4 4 c1, c2, c11
n5 3 3 4 4 c1, c9
n6 3 4 4 4 c1, c3
n7 3 1 4 4 c1
n8 3 1 1 4 c1, c9
n9 3 1 2 4 c9, c11
n10 3 1 3 4 c1
n11 3 1 4 2 The solution

n12 3 1 4 1
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4.1 The State-of-the-Art Local Search Techniques
for Solving CSPs and COPs

Constraint-based local search is based on a view of constraint satisfaction as an
optimization problem [4]. Therefore, the same solvers which are used for solving
CSPs are used for solving the COPs and vice versa. The state-of-the-art local search
solvers for solving the CSPs and the COPs include: Oscar CBLS engine [16, 29],
Localizer [14, 37], Comet [15], Kangaroo [4]. In the following, we detail each of
these solvers.

4.1.1 Oscar CBLS Engine

Oscar Constraint-Based Local Search (Oscar CBLS) engine is based on the refer-
ence book titled “Constraint-based Local Search” [30]. The Oscar CBLS engine
offers a powerful [29]:

• framework for invariant declaration, with an engine that is able to perform
incremental update of these invariants. Invariants are meant to incrementally
maintain the value of some output variable based on some input variables [31].

• library of standard invariants, which can be extended.
• framework for declaring constraints.
• library of standard constraints.

Oscar CBLS engine is used for solving COP and CSP. First, we model the CSP
or COP and find the variables and constraints that represent the problem being
solved. Second, we then implement this model by using the Oscar CBLS engine. In
Oscar CBLS engine, there is a way to define the variables, the domain for each
variable, and the constraints. A CBLS framework includes support for declaring
constraints and a library of standard constraints (alldiff, equalities, etc.).

The page [29] gives an example of how to solve the n-queens problem using the
Oscar CBLS engine.

The main features of the Oscar CBLS engine includes:

• Complex data types to maintain the structure of the problem in the problem
definition and to enable the writing of complex neighborhood rules.

• The Oscar CBLS engine is open, so that one can fully tailor the search
heuristics to its precise problem [29]. For instance, one can implement the
standard metaheuristics such as taboo, random restart, etc.

• Libraries of standard invariants and constraints include logic, numeric,
min/max, and set invariants. Constraint library includes few global constraints:
Alldiff, AtLeast, AtMost, and equalities over integers.

• The violation degree propagates upward through the static propagation
graph. Each constraint has a weight which is usually initialized to one. Each
variable x has a violation degree associated with each constraint system. This
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degree is equal to the sum of the weights of the violated constraints (i.e.,
currently unsatisfied constraints by the current state) in which x occurs. This
violation degree propagates upward through invariants. The propagation rule
enables us to find the most problematic variable assignment that contributes the
most to the overall constraints’ violation.

• Propagation graph can be cyclic. Some of the propagation graphs can include
cycles and this enable the implementation of some problems from standard
invariants. Propagation rules are the rules that describe how a change of the
mark of a component in the dependency graph will affect status of other com-
ponents in the dependency graph this component interacts with [32].

• No differentiation in invariants. The engine relies on propagation to explore
the neighborhood and it uses partial propagation to keep neighborhood
exploration relatively fast. The partial propagation is able to quickly compute a
difference even if this involves complex structure involving invariants [29].

• Lightweight. The Oscar CBLS engine has been kept small and well structured
to ensure that it can be easily understood and extended [29].

4.1.2 Localizer

Localizer is a modeling language for implementing local search algorithms [33].
This model shortens the development time of these algorithms. Localizer makes it
possible to express local search algorithms in a notation close to their informal
descriptions in scientific papers [33]. It offers support for defining traditional
concepts like neighborhoods, acceptance criteria, and restarting states [33]. Using
localizer, we declare the maximum number of local search moves, and after each
move, localizer tests if the state is a solution (in CSPs) or an acceptable feasible
solution (in COPs), then the search has finished. Otherwise, it selects a candidate
move in the neighborhood and moves to this new state if this is acceptable. If no
solution is found after maximum trials or when the local condition is false, localizer
restarts the search. The algorithm returns the best valuation found at the end of the
computation.

4.1.3 Comet

Comet is the world’s most comprehensive software platform for solving complex
COPs [34]. Comet combines the methodologies used for constraint, linear, and
integer programming, constraint-based local search, and dynamic stochastic com-
binatorial optimization a language for modeling and searching. One of the key
innovations of the Comet system is constraint-based local search, the idea of
specifying local search algorithms as two components [35]:

(1) a high-level model describing the applications in terms of constraints, con-
straint combinators, and objective functions.
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(2) a clearly separated search procedure that implicitly takes advantage of the
model in a general fashion.

Comet represents the life’s work of Pascal Van Hentenryck—the Dynadec’s
founder (see http://dynadec.com/technology/the-comet-story/). Dynadec’s hybrid
platform incorporates constraint-based local search, which merges ideas from
constraint programming and local search, and dynamic stochastic optimization.

Constraint-Based Local Search Capabilities in Comet [35]:

• Local search on high-level optimization models.
• Invariants and differential invariants for incremental computations.
• Rich constraint and objective language, including arithmetic, logical, and

global/combinatorial constraints.
• Ability to model soft constraints (i.e., the constraints which may be violated.

For instance, the constraint of voiding a student to have two or three exams in a
day in exam timetable scheduling in universities may be considered as soft
constraint) and preferences.

• Support for metaheuristics, including tabu-search, simulated annealing,
variable-depth neighborhood search, guided local search, and hybrid evolu-
tionary algorithms.

4.1.4 Kangaroo

Kangaroo [4] is a constrain-based local search system framework which has not
been implemented yet. Newton et al. [4] presented the key details of Kangaroo
implementation and aimed to improve Comet in both time and memory usage.
Kangaroo differs from Comet in several aspects [4]:

• it currently provides a C++ library, not a separate language; it employs a lazy
strategy for updating invariants,

• it uses well-supported simulation to explore neighborhoods, rather than directly
using invariants as Comet seems to, and

• it uses data structures that are encapsulated at the system level instead of at the
object level as Comet does. Nevertheless, Kangaroo provides many of the
capabilities of Comet and is also very efficient.

5 Conclusions

This chapter gives an introduction to the local search algorithms, the optimization
and the constraint satisfaction problems, and the local search methods used to solve
them. In addition, it presents the state-of-the-art local search solvers for solving the
CSPs or the COPs like Oscar CBLS engine, Localizer, Comet, and Kangaroo [4].
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Remote Tuning of Magnetron Frequency
in an RF Linac

Vijay Sharma, V.K. Madan, S.N. Acharya and K.C. Mittal

Abstract A 6 MeV electron beam, RF Linac system was developed to operate at a
frequency of 2856 MHz. The RF power source to the Linac is a magnetron. During
operation of the Linac, loss of RF power changes frequency of both the Linac as
well as magnetron. The magnetron RF output power frequency needs to be changed
remotely to feed maximum power into the Linac. This paper presents theory and the
developed system.

Keywords RF—Radio frequency � OFHC—Oxygen-free high-conductivity
copper � OACCL—On axis coupled cavity linac � PLC—Programmable logic
controller

1 Introduction

A 6 MeV oxygen-free high-conductivity, OFHC, copper cavity based RF linear
particle accelerator, Linac, was developed for X-ray generation. Microwave power
source was used to provide RF power in the Linac cavity. The RF power develops
electromagnetic fields in the cavity to accelerate the electron beam. For X-rays of
beam energy of 6 MeV and maximum average beam power of 1.0 kW, the RF
source required should have peak power capability in the range of 2.0–3.0 MW and
average power of 3.0 kW. The RF source used in the Linac is a magnetron of
5.5 MW (peak power) and 3.2 kW (average power). The magnetron is operating at
a frequency of 2856 MHz with 4 µs pulse width and 0.12% duty cycle. The
magnetron output RF power is fed to the center fed on axis coupled cavity Linac,
OACCL. The whole structure has been cooled by low-conductivity chilled water
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with conductivity less than 3.2 mS/cm, and with temperature not exceeding 30 °C at
45 psi. For utilization of RF power in the cavity, the RF frequency should match
with the resonance frequency of the Linac. In order to match the frequency of the
magnetron, RF output is tuned remotely such that the reflected RF power from
Linac is minimum.

2 System Description

The block diagram of the RF section of the Linac is shown in Fig. 1. A TTL trigger
pulse of 4 µs and PRF 250 Hz is given to the magnetron modulator. The magnetron
modulator drives the magnetron and feeds the RF power into the cavity to establish
the accelerating field in the cells of the cavity. The magnetron generates the RF
power at a tuned frequency. Any change needed in the RF output of the magnetron
is done using the tuning knob of the magnetron.

3 Operation of the System

During the operation of Linac, the magnetron and Linac temperature changes due to
loss of RF power in the system. The magnetron RF power output frequency can be
achieved from 2856–2859 MHz. However, tuner setting can change frequency by
630 kHz per kW power in the mean input power. The frequency shift at different
power level operation can be adjusted up to 50 kHz around the center frequency
using a mechanical tuning knob provided with the magnetron. The tuner of the

Trigger Pulse 

Magnetron Cavity 

Magnetron
modulator 

PLC
Stepper Motor

Drive 
Stepper Motor

Drive 

Stepper
Motor 

Fig. 1 Block diagram of the Linac RF system
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magnetron is coupled with an accelerator cable. The accelerator cable is linked to
the stepper motor as shown in Fig. 2. For remote operation of the tuning knob a
PLC-based pulse generator system was developed to drive the stepper motor.
The PLC is programmed to generate set number of pulses at its output. The PLC
pulse output is fed to the stepper motor drive unit, and that drives the stepper motor
driving the magnetron tuner. The PLC output of 200 pulses corresponds to rotations
of tuning knob by 360°, hence giving a resolution of 1.8°/pulse with an accuracy of
3–5 % with noncumulative error. The current position of the knob is tracked by
counting the number of rotations taken by the tuning knob in terms of pulses given
to the motor. The current position of the knob is saved in battery backed memory of
the PLC and any rotation command given to the motor is updated in PLC memory
to indicate the current position of the magnetron frequency tuning knob. The
control system allows the motor to be rotated clockwise or anticlockwise to make a
shift in the RF power frequency both increase or decrease from the current value.
The user interface for the motor control is built using a touch panel human machine
interaction, HMI. The user can set position of tuning knob by entering the number
of knob rotations needed such as 1.5 turns, and direction of rotation as either
clockwise/anticlockwise. Pressing the RUN button sets the magnetron tuning knob
to the set position given by the user, and hence adjusts the RF signal frequency to
the desired value. The operator sees the current frequency output of the magnetron
on spectrum analyzer and whenever there is any shift in the frequency, he rotates
the stepper motor to bring the magnetron frequency back to the original frequency.

Fig. 2 Motor interfacing to magnetron tuner
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4 Summary

The Linac is located in a concrete shielded cell area and all the related RF systems
are kept close to it. During operation of the Linac X-ray radiations it covers the cell
area and that makes adjustment of the frequency tuning difficult. But with the use of
this PLC-based manual tuner for magnetron RF frequency the Linac operation has
become convenient for a human operator. A system is being developed to auto-
matically adjust tuning of the frequency to keep the reflected power from cavity at a
minimum. We are designing a system to adjust the tuner position automatically in
close loop control by monitoring the reflected RF power from cavity as feedback
signal to rotate the motor in either of the two direction and right number of steps so
that a minima is achieved on the reflected RF power. The control algorithm will be
implemented using a PLC.
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Part IV
Biomedical Applications



Using Modern Technologies to Facilitate
Translating Logical Observation
Identifiers Names and Codes

Daniel-Alexandru Jurcau, Vasile Stoicu-Tivadar
and Alexandru Serban

Abstract This paper presents the result of a research study aimed at reducing the
amount of time and effort required to translate the Logical Observation Identifiers
Names and Codes (LOINC®). The first section introduces LOINC and its role in
interconnecting medical units. The structure of the LOINC terms is analyzed and
various ways of decomposing the terms are presented. These involve finding and
applying various patterns and storing the results in a database. The database is used
by a website aimed at allowing medical staff to easily and efficiently translate the
terms into any language. The LOINC codes are then recomposed from the trans-
lated fragments. The paper shows the key points of creating this website. The
emphasis is placed on usability and a rich client interface. The advantage of the
suggested method is decrease of the translation effort. A social network is used for
authentication, relieving the users of the need to remember a new password. In the
end, the paper presents the result of piloting the website by medical staff and
students.

1 Introduction

In today’s world, a lot of medical information needs to be transferred from one unit
to another. One way of achieving this connection electronically is with the help of
HL7 Clinical Document Architecture (CDA) messages [1].
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The CDA describes XML documents as being composed of two parts (a header
and a body) [2]. The body contains a lot of coded information. However, if each
producer of such messages (e.g., laboratories) was to use his own internal codes,
then understanding of the message by receiver would become problematic without
adopting the sender’s codes. The situation can become even more complicated if
there are multiple sources [3].

This is where Logical Observation Identifiers Names and Codes (LOINC®)
comes in. According to the official manual, LOINC “provides a set of universal
names and ID codes for identifying laboratory and clinical test results” [3]. By
implementing the LOINC codes on both ends of the communication’s channel, the
problem described above would disappear.

LOINC, developed by Regenstrief Institute, is an open standard and is freely
available for download from the LOINC website [4]. Outside the US, LOINC is used
in Brazil, Canada, Germany, The Netherlands, Mexico, Rwanda, Spain, Singapore,
and Korea [5]. To help mapping the local test names to LOINC, a software tool
called RELMA is also provided [6].

A first step in adopting LOINC in a country is translating it to the country’s
native language, should such a translation not already be available.
Daniel J. Vreeman describes the challenges of translating LOINC into Italian [5].
The focus is placed on converting terms into separate pieces for independent
translation.

Based on this, the current article seeks to find better, more detailed ways of
reducing the effort required for translating LOINC into other languages. The article
also presents the process of building a modern web application for medical staff to
use while translating LOINC codes. The emphasis is on ease of use and increased
productivity.

2 Analyzing the Available Data

The English language version of LOINC table is available for download from the
official website (https://loinc.org/downloads) in a variety of formats, including a
simple comma-separated value (CSV) file. At the moment of this writing, the latest
version is 2.46, released on December 26th 2013 [4].

The following sections will detail the process of analyzing the content of the
LOINC data table with the goal of creating an efficient translation strategy.

2.1 Observations at a Glance

Each row in the table is identified by a unique value stored in the first column, also
called LOINC_NUM. This unique value is composed of two integers, joined together
by a minus sign, e.g., 10,092 − 5.
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The remaining columns store various pieces of information in the form of
numeric values, date values and more or less complicated strings. Table 1 sum-
marizes the content of the LOINC data.

The main reason for splitting up string values from non-string values is that the
latter do not require translations in any language. Thus, after counting out the
duplicates, only 261,115 string values would require translation. This number is
still pretty high, keeping in mind that the average length of such an entry is 91.09
characters.

However, as with any data, various patterns have been observed, which are
detailed next.

2.2 Observed Data Patterns

The next step after filtering out the immediate duplicates is analyzing the remaining
values in the hope of finding various patterns. These patterns would then help in
converting large cells into smaller, atomic1 elements.

The main reason why the average length of each value is so high is that a lot of
them contain enumerations of multiple atomic elements, e.g.:

• Person name; Point in time; Random; Cardiac rehabilitation Tx plan; Nominal
• Dx.primary; Dx; Interpretation; Interp; Impression; Impressions; Point in time;

Random; Alcohol-substance abuse rehabilitation Tx; Alcohol-substance abuse
rehabilitation Tx; Narrative; Report

• Immune globulin G; Immunoglobulin G; Arbitrary concentration; Point in time;
Random; Serum; SR; Quantitative; QNT; Quant; Quan; ABS; Antibodies;

Table 1 Summary of the
data found in the LOINC
table

Measurement Value

Number of rows 73,115

Number of columns 48

Number of null (empty) values 1,904,784

Number of non-string values 497,721

Number of string values 1,107,015

Number of unique string values 261,115

Total length of unique string values 23,785,626

Average length of unique string values 91.09

1Throughout this article, the term atomic will be used in the sense of a word or series of words
that can be individually translated into any language and then reassembled back into the (larger)
cell value, without relying on any particularities of the English language, like word order. Thus, a
series of sentences could be separated into individual ones, that would be separately translated,
however a sentence would not be split into individual words, because, for example, the word order
would be different when translating into another language.
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Autoantibody; Antibody; Autoantibodies; Antby; Aby; Anti; species; spp;
Microbiology

• Coxiella burnetii phase II; C burnet Ph2; Q fev; C burnetii; Qfever; Coxiella
burnettii; Q fever; Dilution factor; Titer; Titre; Ttr; Titered; Point in time;
Random; Serum; SR; Quantitative; QNT; Quant; Quan; ACIF; FA; Fluorescent
antibody; Immune fluorescence; Fluoresent; Immunoflour; Immunofluor;
Immunofluorescence; IFA; Time Resolved Fluorescence; Anticomplement
Immunofluorescence; TRF; ABS; Antibodies; Autoantibody; Antibody;
Autoantibodies; Antby; Aby; Anti; Microbiology

From a translation point of view, these terms are not related to each other, so
splitting up each value into its individual atoms would result in translating much
smaller terms that also have a big chance of being repeated. Similarly, other cells
contain narrative text, even five or more sentences in the same table cell. These
could also benefit from being individually translated.

Another simple pattern involves short values that do not require any translation
because they represent various identifiers or value/measurement unit pairs, e.g.:

• 25 mg/dL
• 30 mg/dL
• mU/mL;mcU/mL
• umol/L
• mm[Hg]

Various columns have led the way to the discovery of more complex patterns.
One of these consists of specifying what has been detected/observed, and where,
the unit of measurement and, optionally, the number of the specimen:

• Lutropin [Units/volume] in Serum or Plasma—1st specimen
• Thyrotropin [Units/volume] in Serum or Plasma—4th specimen
• Adenosine deaminase [Enzymatic activity/mass] in Chorionic villus sample
• Beta-cortolone/Cortisol [Mass Ratio] in Urine

After having discovered these patterns, it was time to make use of them in order
to break the data apart in as many atomic parts as possible.

2.3 Applying Patterns

In order to break the data apart into atomic parts, a C# application has been
developed. The role of this application is to apply various patterns in a recursive
manner.

The easiest breaking-up to be applied involves splitting up the values into array
of strings based on common delimiters such as;,—or :\t. A total of 18 such
delimiters where implemented. A simple dot for delimiting various sentences could
not be easily used because it would generate unacceptable false-positives, like in
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E. coli. To overcome this, a rule was implemented that only splits multiple
sentences based on dots if the word before the dot contains at least four characters
(and thus is not an abbreviation) and a white-space comes after the dot.

The rest of the patterns are much more complicated and require the use of regular
expressions. Specially created expressions would split the text up into groups as
detailed in Fig. 1. Each expression is accompanied by a string format used to
recompose the values into the original text. This pattern is very similar to the one
used by the C standard library printf() function. One such pattern could be %s
[%s/%s] %s. The regular expression would extract four groups of string values
corresponding to the four placeholders in the format. These values are then indi-
vidually translated and the key benefit is that they appear multiple times in various
cells (the matching is case-sensitive). Non-letter values such as brackets are skipped
as much as possible and only appear in the format.

A total of 25 regular expressions have been used, e.g.:

• (.*) \((.*)\) (Ig[A-Z][0-9]*) ([A-Z][a-zA-Z] +)$
• ^(.*) ([0-9.]+) ([^ -:]*)/([^ -:]*)([^a-zA-Z0-9]*)$
• ^(.*)([\t]+)(PhenX)$

In order to benefit the most from using these regular expressions, they are
applied in a recursive manner. So, a group matched by one expression could then be
further split up into multiple other groups and formats by other expressions.
Technically, this is achieved by using a programming technique called
Metaprogramming [7]. A text template has been written which contains all the
patterns and regular expressions. This text template also contains C# code that is
then executed by the TextTemplatingFileGenerator to produce a C# class [8] that is
used in the actual project, and which does the job of recursively applying the
patterns.

Microalbumin [ Mass / volume ] in 4 hour Urine

Microalbumin [ Mass / time ] in 12 hour Urine

Microalbumin

in 4 hour Urine

in 12 hour Urine 

Mass

volume

time

%s [ %s / %s ] %s

Fig. 1 Splitting a LOINC
value into patterns

Using Modern Technologies to Facilitate Translating … 223



In the last step, some of the values are, for example, numeric and do not require
any translation. A rule has been introduced so that any value that does not contain
more the one consecutive letter is considered as not requiring translation (e.g.,
10.5%, A10).

The result of applying the patterns is presented in Table 2. Figure 2 compares the
number of values to be translated and their average length before and after applying
the patterns.

All these results have been stored in a database which is presented in the next
section.

3 Creating the Database

In order to create a web application to support the translation of LOINC terms, a
relational database was first created to store the results of applying the patterns.
Figure 3 describes the database schema.

The main table is called TableValues and it stores the content of each
non-empty cell in the LOINC data table. The cell is identified by the LOINC_NUM,
stored as a two-part integer and by the column, stored also as an integer. If cell
contains an integer, decimal, date, or boolean value, the value is stored in the same
table in the corresponding column. If cell contains a simple string value, it stores a
reference to the actual value from the StringValues table. Should the cell
however contain a string value that was matched by patterns, the values table will

Table 2 Result of applying patterns to the LOINC data

Measurement Value

Number of values that do not require translation 7,661

Number of values to translate 188,646

Total length of values to translate 5,894,023

Average length of values to translate 31.24

Fig. 2 Comparison of the number of values (left) to be translated and their average length (right)
before and after applying patterns
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store a reference to the format used to reassemble the original value and will make
use of an N–N relationship with the StringValues table, via the intermediate
ArrayValues table, to store the actual atomic values found by the patterns.

The StringValues table stores all the atomic string values and differentiates
between those that require translation and those that do not. A lot of these values
repeat multiple times so translating them once brings the advantage of multiple use.

In order to validate the correctness of the database, an application was created
that analyzes each value stored in the database and compares it to the value from the
original spreadsheet. The validation was successful.

Fig. 3 The database schema used for the translation of LOINC terms
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Information relating to the users that will perform the translations is stored in a
table called Users. When someone submits a translation in a specific language, it
is stored in TranslationSuggestions and a log table, TranslationLog
stores metrics regarding when the translations were made and how long the
translation process took.

The database also contains a table used for expanding abbreviations. The data
inside was manually collected from the LOINC documentation [3].

4 Building the Website

In order to allow medical staff to translate the English LOINC terms, a website has
been built using PHP as the server-side language together with their PDO classes
for accessing the MySQL database in an object-oriented manner [9].

The development of the website was focused more on the client-side program-
ming. By using asynchronous JavaScript with the help of jQuery, the website
provides a rich and smooth client interface [10, 11]. The client-side scripts have
been split into modules and loaded with the help of RequireJS [12].

The first feature provided by the web application is allowing the users to browse
through all the LOINC records. An interactive table displays 50 rows/page and
allows the user to select the columns of interest. As presented in Fig. 4, abbrevi-
ations are highlighted and expanded on mouse over. The caching of string values
allows the web client to minimize the number of server requests during the
browsing of the data table.

The most important feature of the web application is allowing the users to submit
translations.2 As presented in Fig. 5, the user is shown a LOINC term to translate
and an input textbox. The user is also presented with three buttons:

• Save—Saves the current translation
• Does not require translation—The current term does not require any translation
• Change term—The user is presented with another term.

If the term to be translated has already been translated by someone else, the user
is presented with the other translations as suggestions, ranked by the number of
users who provided them.

In order to know who provides translations, all the users of the web application
are required to authenticate themselves. As this has become so popular, the
Facebook API is used for this purpose, relieving the users of the need to remember
another password [13].

Multiple medical graduates and students have been granted access to the website
and have been invited to participate in evaluating it by translating various terms.
The process has been benchmarked and the results are presented in the next section.

2The web application has been localized to provide translations into Romanian.
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5 Translation Results

A number of 12 medical staff and students have accepted the invitation to pilot the
website and translate LOINC terms into Romanian. They have translated a total of
179 terms, Table 3 summarizing their results. Time has been measured from the
moment the user was displayed the term to translate, until the translation was
submitted. The measurement is approximate.

By extrapolating, a team of 20 translators would require about 1154 h to
translate the entire LOINC table, estimating that each term would be translated by
an average of two people.

Fig. 4 The LOINC table displayed on the web page with highlighted abbreviations

Fig. 5 Input area for the users translation—localized to Romania

Table 3 Summary of
translating LOINC terms into
Romanian

Measurement Value

Number of translators 12

Number of terms translated 179

Total time spent translating 02:31:52

Average time spent translating/user 00:12:39

Average length of translated English terms 29.15

Average length of resulting Romanian terms 35.46

Average time spent translating /English character 1.74 s
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6 Conclusions

In conclusion, the research on finding ways to reduce the amount of time required to
translate the LOINC codes has proved successful.

By analyzing the format and structure of the LOINC terms in depth, various
patterns of data have been observed, allowing the cell values to be split up into
more atomic parts that can easily be individually translated and reassembled,
without being affected by the particularities of the English language.

The total number of unique values to be translated has been reduced by about
27 %. Although, at first glance, this value does not seem so important, one has to
remember that, by splitting a large value into many small ones, the total number of
values actually increases. The fact that after eliminating duplicates the number of
values to be translated has decreased and by over 25 % hints at a good output. This
is further confirmed by comparing the average length of the values before and after
applying the patterns. Here a decrease of over 65 % can be observed.

Creating a website for allowing medical staff to translate the LOINC codes has
also proved a success. The focus on usability has led to a product that was easy to
use and led to increased productivity, as presented by Table 3. The modern social
network Facebook has also played its role by allowing the users to use the same
credentials when authenticating to the translation website.

Although localized to Romania, the database and website have been designed
with internationalization in mind, allowing the product to be adapted to any lan-
guage. Further translations will be performed to gather more data and increase the
accuracy of the estimates.
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Abstract Network science is an emerging paradigm branching over more and
more aspects of physical, biological, and social phenomena. One such branch,
which has brought cutting edge contributions to medical science, is the field of
network medicine. Along this direction, our proposed study sets out to identify
specific patterns of developing obstructive sleep apnea (OSA), by taking into
consideration the multiple connections between risk factors in a relevant population
of patients. For this purpose, we create a social network of patients based on their
common medical conditions and obtain a community based society which pinpoints
to specific—and previously uncharted—patterns of developing OSA. Eventually,
this insight should create incentives for predicting the apnea stage for any new
patient by evaluating its network topological position.
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1 Introduction

Many scientifically important problems can be represented and empirically studied
using networks. For example, biological and social patterns, the World Wide Web,
metabolic networks, food webs, neural networks, and pathological networks are few
examples of real world problems that can be mathematically represented and
topologically studied to reveal some unexpected structural features [1, 2]. Most of
these networks possess a certain community structure that has substantial impor-
tance in building an understanding regarding the dynamics of the network [3–6].

Sleep apnea is a disorder that consists of abnormal breathing pauses, irregular or
superficial breathing that occurs during sleep [7]. It has often been indicated as a
serious, frequent but mostly underrated clinical problem [8]. The reported incidence
of apnea varies, due to different backgrounds of patient groups that were taken into
account. Nonetheless, in [9] it was reported that there are 70 million people in USA
with obstructive sleep apnea (OSA), so that 1 in 4 men and 1 in 10 women have
developed this disorder. Other studies have reported estimates of 3–7 % prevalence
of OSA [10]. Obviously, these are high figures which indicate the magnitude of the
situation; hence it comes as no surprise that the occurrence of sleep apnea is referred
by many as epidemic [9–11]. The morbidity risks entailed by the fact that many
sleep apnea cases are not discovered and treated in time are well documented by
many comprehensive studies. Maybe the best known link is between sleep apnea
and cardiovascular problems [12–15], leading to hypertension, stroke, and even
death [16]. This is one of the reasons which indicate the paramount importance of
early diagnosis of these severe cases [17].

The economic implications of all these risks are significant and must be dealt
with, by adopting appropriate procedures for patient management [18, 19] which, in
turn, are underpinned by methods for early detection of moderate and severe apnea
cases. Taking a step forward, reference [11] argues that the available traditional
methods for identifying patients at risk (based on randomized trials) are not efficient
enough, and that new, innovative, and ultimately better ways are required.

This paper proposes such an innovative approach, based on identifying specific
patterns of developing apnea by taking into consideration the multiple connections
between risk factors in a relevant population of patients. The main idea is based on
the assumption that there is a connection between the way of acquiring apnea and
the severity of this disease. Thus, by using tools that were put forward by the new
network science [4–6] which spurred cutting edge research in the field of network
medicine [2, 20], this work proposes a methodology of associating apnea risk
groups to each such apnea pattern. Eventually, this insight creates incentives for
predicting the apnea severity for any new patient, by evaluating its network topo-
logical position, based only on simple clinical aspects such as sex, neck circum-
ference, obesity, etc. This allows for introducing an easy-to-use scorecard that will
accurately indicate the risk group that the potential patient pertains to.

This paper has the following structure: in Sect. 2 we describe the medical
dataset of patients and how the study was conducted. Section 3 explains the
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methodology of creating and clustering the patient database into a complex net-
work, and Sect. 4 discusses the results obtained from the clustering of patients in the
obtained communities.

2 Data Acquisition

We acquired data for our apnea database at Timisoara Pneumology Clinic, in
Timisoara, Romania, from March 1, 2001 to 31, 2011. The cardiorespiratory
polysomnography was performed using Poly-Mesam 4 1998, Alice 5 Respironics
2005, and Stardust Respironics 2005 devices. The population group is represented
by all consecutive persons referred to be evaluated in the sleep laboratory with
suspicion of sleep breathing disorders.

The study was conducted in accordance with the New England Journal of
Medicine protocol (available at NEJM.org). The protocol was approved by the local
ethics committee. We used standard and noninvasive, effortless procedures only,
which therefore did not require any kind of compensation or supplementary costs.
Their identities and personal data were not used, thus assuring the complete con-
fidentiality of our study. The authors vouch for the completeness and veracity of the
reported work as well as the fidelity of the reported work to the protocol.

3 Network Approach

A final database of 1367 consecutive patients from the sleep lab of Timisoara
“Victor Babes” Hospital, with over 100 measured criteria, is used as input for a
methodology inspired by the Network Medicine approach [2, 20]. Each patient is
considered a node in a network, where the link between two nodes is inserted if
there is a risk compatibility relationship between the two corresponding patients.
The risk compatibility exists if the two nodes have at least 5 out of 7 identical
parameters: sex (male or female), age (group 0: ≤20 years; group 1: 20–40 years;
group 2: 40–60 years; group 3: >60 years), blood pressure (with/without hyper-
tension), obesity (not obese: BMI ≤ 30; obese: BMI > 30), neck circumference
(normal circumference: <40 cm for women, <43 cm for men), mean- and desatu-
ration index. The graphical representation is generated with Gephi 0.8.1 [21], in
order to extract the most important network attributes, as well as revealing the
compatibility clusters. A compatibility cluster uniquely defines the specific pattern
for acquiring apnea. We chose Gephi as it is the leading tool in large dataset
visualization, and because it is open source, allowing us to create custom tools on
top of the graph processing framework. In Fig. 2 we use the AHI (apnea–hypopnea
index) parameter to classify the four stages of apnea: group 0: 0 ≤ AHI ≤ 4, group
1: 5 ≤ AHI ≤ 14, group 2: 15 ≤ AHI ≤ 29, group 3: 30 ≤ AHI.
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The algorithm for mapping the patient database onto the apnea risk clusters is
detailed below. The construction of the graph has a time complexity of O(n2). The
relevant health parameters of each two (distinct) patients are compared, and the
compatibility degree is increased on each match. Line 4 compares the mappings of
each of the 7 described risks. The condition on line 5 acts as an edge weight filter,
i.e., only edges with weight ≥5 out of 7 is actually added to the graph. The resulting
graph is discarded of weights.

Once the patient graph is obtained, the nodes have to be classified into com-
patibility clusters. As such, we extract the modularity, a graph measure which is
designed to measure the strength of division of a network into communities [3].
This is achieved using the modularity algorithm [22], with a corresponding default
resolution of 1.0 [23], detailed in the pseudocode below. Further, for each obtained
community independently, we inventory the number of occurrences of each risk of
each patient (line 3). Finally, the risks with a high occurrence per community are
marked as significant for the risk cluster. A risk is considered significant if it is
present in ≥75 % of patients from that community (line 5).

The reason for choosing the limit of 5 out of 7 as the threshold t for adding edges
to the graph was made empirically. The goal of the study was to clusterize the
patient database based on ad hoc properties, in such a way that the visualization is
relevant for human understanding and clinical processing: not too many, or too few
clusters were required. Thus, Fig. 1a, b depict the visualizations of the resulting
graphs for a threshold t = 4, and t = 6 out of 7, while the ideal clustering for t = 5 is
depicted in Fig. 1c. A lighter condition (t < 5) results in too many edges being
added and the community structure disappears. A stronger condition (t > 5) results
in too few edges added, thus too many small communities. The threshold t = 5
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offers the best results, but it is no rule of thumb for other datasets. This aspect has to
be tested empirically and adjusted accordingly for other studies (Fig. 2).

4 Results

Using the complex network cluster analysis [9, 10] that we provide, 7 distinct
compatibility clusters were found. Each of these clusters corresponds to a specific
patient profile which leads to a certain probability of developing the disease, as
shown in Fig. 1c. There are 3 clusters of patients with severe apnea (1, 2, and 5) and
3 clusters which generally do not have severe apnea (3, 6, and 7). Cluster 4 is
special in that it seems to reflect a transitory stage between the clusters indicating
severe illness and the others; moreover, it shows that it cannot be characterized by a
stable AHI group: *47 % are group 3, 26 % are group 2, *17 % are group 1, and
7 % pertain to group 0.

Each obtained community holds a particular distribution of the 7 risks, however,
only some are statistically relevant to a cluster. In order to extract the most relevant
features for each cluster we have developed a data mining tool in Gephi which
extracts these relevant features. We consider these results to pave way for defining
the characteristic patterns of each cluster of patients to develop sleep apnea. Also,

Fig. 1 The visualization of the patient graph with a threshold of: a 4 out of 7 (4 communities, too
dense), b 6 out of 7 (162 communities, too sparse). The node color is according to the assigned
communities, c the 7 resulting clusters, colored by gender, using the threshold 5
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each cluster can be correlated with a type of prevention and treatment scheme. The
characteristic features for each obtained cluster are:

• cluster 1: male, obese, with hypertension, neck circumference > 43 cm, desat-
uration < 90 (73 % have AHI > 30);

• cluster 2: male, obese, no hypertension, neck circumference > 43 cm, desatu-
ration 90–95 (55 % have AHI > 30);

• cluster 3: male, no hypertension, neck circumference < 43 cm, desaturation > 95
(39 % have AHI > 30);

• cluster 4: male, not obese, all other risk factors are variable (56 % have
AHI > 30);

• cluster 5: female, obese, with hypertension, neck circumference < 43 cm,
desaturation 93–97, (52 % have AHI > 30);

• cluster 6: female, obese, without hypertension, neck circumference < 43 cm,
normal desaturation 93–97, (33 % have AHI > 30);

• cluster 7: female, not obese, no hypertension, neck circumference < 43 cm,
desaturation > 95, (39 % have AHI > 30).

Fig. 2 Graphical representation of the patient population with clinical apnea signs: node colors are
assigned in order to depict, as indicated: AHI groups, hypertension, obesity, and neck
circumference
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In light of the goal of this study, namely to facilitate the efficiency of diagnosing
OSA, we have developed the apnea risk matrix based on the cluster analysis. Using
the apnea risk matrix, a doctor may identify patients with a possible risk of apnea
through a survey, without the need for an initial specialized control. Once the
measurements are done on a patient, the doctor will use the matrix in Table 1 to fit
the results into one of the seven clusters (columns). When the cluster corresponding
to the patient is found, the doctor will use the apnea risk percentages to formulate
the diagnosis. If the patient’s risk toward apnea results as statistically high, then
specialized control is recommended.

5 Conclusions and Future Work

Obstructive sleep apnea is an underrated respiratory problem with very high inci-
dence among the world’s population. Correlated with obesity, studies indicate it has
become a pandemic killer, as 1 in 4 men and 1 in 10 women are diagnosed with
OSA in the USA. However, it is still a widely unknown and underrated clinical
problem. The diagnosis and treatment involves a time- and money-consuming
methodology. In light of the emerging field of network medicine, we pave the way
for a much improved methodology of diagnosing OSA before patients actually
reach specialized help.

We set out to process clinical data collected over the period of 2001–2011 which
we model as a social network of patients. Using a proposed compatibility clustering
we obtain a new perspective on patterns that lead to acquire OSA. The fact that
there is a clear node clustering within the graph suggests that there are some

Table 1 The apnea risk matrix is a table which facilitates a statistical diagnosis of apnea patients

Gender M M M M F F F

Hypertension 1 0 0 X 1 0 0

Obesity 1 1 0 0 1 X 0

Neck 1 1 0 X X X 0

Desaturation <90 90–95 >95 X 93–97 93–97 >95

Cluster 1 2 3 4 5 6 7

Normal (0–4) 5 % 6 % 15 % 7 % 10 % 10 % 9 %

Moderate (5–14) 6 % 14 % 22 % 14 % 13 % 28 % 22 %

High (15–29) 16 % 25 % 24 % 23 % 25 % 29 % 30 %

Very high (≥30) 73 % 55 % 39 % 56 % 52 % 33 % 39 %

It is based on the following simple measurable criteria: gender (M/F), hypertension (0/1), obesity
(0/1), neck (0/1), mean desaturation (0–100 %). Each of the seven resulting clusters can be
described by the set of characteristic features represented in the table. We mark with ‘x’ the fact
that a criteria can take both values (i.e. is irrelevant). In the lower part of the table, we represent the
apnea risk probability that a patient included in either one of the clusters will have. These values
result from the analysis of the network with over 1300 patients
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(we identified seven) specific patterns for apnea, which are defined by the way the
risk factors relate to each other. This may pave way for automatically predicting,
with a high degree of accuracy, if a patient is prone to developing this disease.

Measuring simple (anthropometric) parameters may pave a way for automati-
cally predicting the probability that a new patient has, or is prone to developing
apnea. This model may be useful to categorize OSA severity and triage patients for
diagnostic evaluation.
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Mobile Applications Supporting
Healthy Lifestyle

Oana-Sorina Lupşe, Adrian Căprioru
and Lăcrămioara Stoicu-Tivadar

Abstract The quality of life is continually improved by various activities and
applications supporting the style of living by sports, healthy food, or other activi-
ties. In this paper, we propose a mobile application that supports healthy lifestyle.
The FitAndWin application is launching fitness challenges and keeps food and
calories logs. The application integrates Facebook features and uses Windows
Azure as a cloud solution for ubiquitous access. The new approach launching
challenges on Facebook contributes to adding motivation for people in having an
active style of life with best results. The paper describes the design and imple-
mentation of the application and presents the advantages of the solution.

1 Introduction

The aim of the paper is to present a mobile application for a healthy life, that
includes a social and fitness application. In our days, the people work a lot and for
this reason they do not have generally a healthy lifestyle. The food is eaten in hurry
and in many cases is fast food, generally an unhealthy food. Most of the people
ignore the physical activity and in this way they become fat or obese. No physical
activity, unhealthy food, and an unhealthy lifestyle have as consequence a lot of
diseases that lower the life quality and raise costs in society.

The lifestyle behavior has an important role in prevention and treatment of a lot
of diseases, or in controlling certain chronic diseases. The software applications
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have the potential to change the behavior of the people. Computers progress very
fast and have the possibility to help people in their work and also in their life.
Familiar devices that may change the personal lifestyle are the mobile devices.
They may be a support at hand suggesting or reminding certain activities. The new
mobile devices, the smartphones are also connected to social applications and other
types of apps helping people [1].

In 2013, more than 4.3 billion people in the world were using mobile devices,
and in the next 4 years specialists estimate that 5.1 billion people will use mobile
phones around the world [2]. In this way, the mobile phones are becoming more
popular than personal computers and will be able to see, read, hear, and understand
human language [3]. Given these things, the mobile applications are gaining more
popularity than other types of applications.

To help people who use these mobile devices, the nutrition specialists try to
develop a lot of dietary applications that suggest healthy food and correct doses of
calories to be consumed (Fig. 1).

The majority of existing mobile nutrition and health applications are focused on
specific health problems like stress, diet, or physical activity. These applications
monitor and support people in their behavior [4].

Our application allows creating fitness challenges and keeping a food and cal-
ories journal. To be more attracting for people, it integrates also Facebook features
and maintains all the data in Windows Azure cloud platform.

In the next section, we present existing lifestyle mobile applications, and in
Sect. 3 the impact of social applications in our life. Section 4 presents the

Fig. 1 Workflow in mobile
nutrition apps
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architecture of a mobile application and the description of the developed mobile
application FitAndWin, and in Sect. 5 we conclude the paper and present future
work.

2 Existing Lifestyle Mobile Applications

The presented applications are selected from the most complex applications for
nutrition and physical activities.

The first chosen application is the Weight Watchers Mobile that was designed to
count the calories consumed daily. It uses a database that contains over than 31,000
dishes. This application is well known for interactive graphics that displays real
weight loss. The mobile application has the following characteristics: counts cal-
ories and daily activities, interactive graphics with personal characteristics, search
for recipes, and looking for information about health and weight maintenance [5].

Another mobile application is MyFitnessPal [6]. This app counts calories and
helps to decrease or maintain the desired weight. The application has a database of
over 2,000,000 kinds of food and types of exercises that help to eliminate excess fat.
The application has been selected by PC Magazine Editor’s Choice Selection and
Wired Magazine’s Editor’s Pick as the best application type for lifestyle.

The MyNetDiary [7] is described as the most comprehensive diet app for
Android operating system. With over 485,000 dishes, the database includes free
access to the personal computer via the web interface and data backup. The
application is focused on determining the amounts of calories consumed. This
application has a potential audience of over 2.5 million of people.

My Diet Coach-Pro [8] is a virtual application that helps to motivate people lose
weight quickly and easily. It informs about the daily calories consumed using Body
Mass Index and Basal Metabolic Rate. Calculation is based on weight, age, sex, and
activity level to obtain the real need for calories.

Diet Assistant Pro-Weight Loss [9] is an application that helps people to lose
weight. To configure the application, the first thing to do is to establish the desired
weight, then follow weight loss programs offered by the application. Weight loss
application contains plans for vegetarian diets and also for people that eat more
protein to increase muscle mass. The application helps lose weight but also to build
a healthy lifestyle.

After studying these applications, the most complex application is MyFitnessPal,
containing a large variety of food and the possibility to add and scan others menus.
Also good applications, but not so complex, are MyNetDiary or My Diet Coach-Pro.

Our application FitAndWin is a mobile application supporting people creating
fitness challenges and keeping a food and calories journal. It is based more on sport
activities and has the possibility to give rewards to motivate people to continue their
sport activities. Also, FitAndWin is connected to social media applications and
shares sport performances or rewards with friends.
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3 The Impact of Social Applications in Our Life

Currently, the social apps are commonly used. Social media platforms like
Facebook, Twitter, and Google+ are used by people everyday to communicate with
their friends. They have become a media in which we also shop and get our
information. Their influence has spread beyond the confines of the online world and
has affected every aspect of our lives. News are made and distributed through social
media even before traditional media is informed of the events and sometimes help
in solving crises [10].

One of the terms coined by the social media is the “viral” concept, which has
brought a plethora of marketing campaigns and huge profits to the companies that
employed such marketing techniques. This has ushered in a new golden age of
software development by allowing software companies to take advantage in cre-
ating applications that offer novel ways to connect with friends, while pushing great
amounts of commercials.

Facebook and Twitter are two of the greatest inventions of our generation, a way
we communicate with each other, shop, and get our information. One of their
biggest impacts is on communication between citizens. Anybody can post some-
thing on social media that may be seen by anyone else. It offers the possibility to get
in touch with old friends and family that are spread in the whole world. Websites
like Facebook and Twitter have revolutionized the way we organize our social
lives, the way people relate to one another, the visibility people have into one
another’s lives. They allow social friendships, but you can also follow people and
conversations that are relevant to you.

As we can see, these social applications are very important for people today. For
these reasons in our application, we integrate also Facebook features.

4 FitAndWin Mobile Application

The FitAndWin solution consists in a mobile application that allows creating fitness
challenges and keeping food and calories journal. The application integrates
Facebook features while using Windows Azure for storing information. The
architecture is presented in Fig. 2.

The application is an Android app that is used for keeping track of physical
activities.

The login in the application is done through Facebook, so that social information
is available. Communication between the applications is made through a web
service provided by Windows Azure, to store the data.

The structure of the application is presented in Fig. 3.
The application uses personal information, so it is paramount to provide a secure

method of authentication. To this purpose, the application uses a Facebook
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authentication login to access its features. The login screen allows the user to input
the username to start the login process. If the username is found in the database, the
Facebook login credentials are retrieved and the Facebook authentication can
continue.

The User Info screen displays general information like the age, height, and
weight and allows the user to input its weight. These are used to compute the
maximum calories intake for the day.

The meal screen suggests dishes that allow the users to comply with the max-
imum calories intake limitation (computed using personal info) and helps them

Fig. 2 Solution architecture

Fig. 3 Application architecture
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keep track of the meal they have had during the day. The dishes are split into
categories.

The social component of the app comes not only from its Facebook use for
authentication, but from its use of Facebook to create fitness challenges. The
Challenges screen allows the user to create and view challenges (Fig. 4).
A challenge implies choosing a physical activity and time or distance goal and
sharing it with your friends through Facebook. Whoever manages to finish it first
will win the reward set by the creator of the challenge.

The reward screen allows the user to create and view rewards that are used in the
challenges self or others have created. These may be used in newly created
challenges.

Figure 5 presents the steps followed in the application.
The mobile user, after starting the application, can choose add meal. If he/she

wants to add, he/she can add more types of food in the application. He/she also can
choose the calculation of calories, let the application choose her/his state (obesity,
malnutrition or normal), and according to this state, the application searches some
food. After filtering the food, if the person who wants eat has some allergies, the
application filters the food again considering these allergies.

Our application can also monitor the user data, and according to this data it
decides if he/she needs sports. The application suggests a physic activity according
the plan. When the user of the application has done successfully some activity,
he/she can receive some rewards. Also, all the activities, rewards, and meals can be
shared with Facebook friends.

Fig. 4 Challenges menu
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Fig. 5 Workflow of the application
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5 Conclusions and Future Works

The FitAndWin solution is a very useful application for mobile users. It can be
downloaded from Android Market and used everyday. To motivate the person how
to use the application, it has an option to give him/her a reward.

Also the application contains a Facebook feature that helps people to commu-
nicate results with the friends.

In future works, the application will be improved using the new concept of
cognitive apps with personalized advice contributing to a better and healthier life.
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Fuzzy Expert System Prediction
of Lumbar Spine Subchondral Sclerosis
and Lumbar Disk Hernia

Norbert Gal, Diana Andrei, Vasile Stoicu-Tivadar, Dan Ion Nemeş
and Emanuela Nădăşan

Abstract One of the first degenerative diseases of the lumbar spine is the
subchondral sclerosis from which other degenerative complications can occur. The
first symptom of the subchondral sclerosis and herniated disk is the low back pain.
The subchondral sclerosis and herniated disk is often associated with obesity, high
body fat index, and high stress on the vertebral spine. This paper proposes a fuzzy
expert system which predicts that a patient will suffer from subchondral sclerosis.
The expert system correlates the body mass index (BMI) with the body fat
(BF) percentage and the daily activity expressed by the consumed calories. In total
60 inference rules were created and the first results present a correlation of 0.91
with the results from the control group. Using this system, a compliant patient can
avoid serious spinal cord problems.

Keywords Expert system � Prediction � Quality of life � Subchondral sclerosis

1 Introduction

Intervertebral disk degeneration is characterized by dehydration of the pulpous
nucleus and annulus fibrosis wear as a result of multiple mechanical and bio-
chemical factors. A number of degenerative changes can be described as processes
of destabilization followed by restabilizing processes.
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Initially, the lesions of annulus fibrosis result in the loss of the pulpous nucleus
contention ability. The internal concomitant changes of the pulpous nucleus lead to
obstructing the joint space and to a reduced loading capacity of that vertebral
segment. The nuclear material is not firmly fixed within the intervertebral disk and
will migrate in the direction of least resistance, which is usually toward posterior or
postereolateral.

This migration leads to a “prominent” or “encapsulated hernia” of the annulus
fibrosis toward the vertebral hole or root canal. If the means of the ring contention
lose their stability, the nuclear material can herniate. This is the so-called “real
hernia” or “non encapsulated hernia” [1, 2].

It is important to note that both types of hernia are the result of a degenerative
process. In a disk that has not suffered from degenerative processes, the rupture after
a trauma occurs typically at the cartilaginous vertebral plaque level; a normal
intervertebral disk, which is traumatized, will rarely herniate [3]. After internal
disjunction of the intervertebral disk, the loss of the disk height and the reduction of
the annulus fibrosis stabilization capacity represent the main mechanisms through
which the stability of the mobility segment is affected (segmental instability) [4]. As
a result of this situation, on the margins of the vertebral body and the vertebral arch
there is a process of reactivate bone formation that leads to the classic radiologic
appearance of osteophytes [5]. The degenerative process is defined by structural
changes but the way the changes produce symptoms is less clear. Theories may be
issued of how clinical pain occurs and shows, depending on each degenerative stage.

One of the degenerative changes on the margins of the vertebral body and the
vertebral arch is the classic radiologic appearance of the osteophytes and sub-
chondral sclerosis [6]. These degenerative changes can lead to intervertebral her-
niated disk. The general symptom of the subchondral sclerosis is an acute low back
pain (LBP).

It has been shown that annulus fibrosis present at its exterior free nerve endings
and vascular channels, thus affecting these tissues, with or without migration of
nuclear material was proposed as a major cause for LBP. The concept of the disk
prominence which results from the internal disjunction of the intervertebral disk
was investigated as a primary major cause for LBP [7]. The disk space obstruction
associated with degenerative intervertebral disk changes, influences the mechanical
joint movement and was postulated as a major cause of segmental instability, can
also be associated with LBP.

LBP is not a specific to this disease, but rather a complaint that may be caused by
a large number of underlying problems of varying levels of seriousness [8]. The
majority of LBP does not have a clear cause, but is believed to be the result of
nonserious muscle or skeletal issues such as sprains or strains [9].

The laboratory examinations for the subchondral sclerosis are:

• Radiography excludes other causes of back pain: fractures, primitive or sec-
ondary spinal tumors, structural abnormalities. Nuclear Magnetic Resonance
(NMR)—allows bone and soft tissue visualization using a magnetic field and
radio waves. It allows highlighting herniated disks and spinal stenosis
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• Computed tomography—allows recording on a radiographic film of cross
sections in bone and soft tissues. It is used rarely, because in the case of the
spine NMR is more efficient

• Discograma—allows visualization of the intervertebral disk by injecting a
contrast agent

• Myelogram—allows visualization of the spinal canal by injecting a contrast
agent into the dural sac

• Nerve conduction velocity/EMG—allows highlighting conditions in the nerve
root or peripheral nerve caused by a herniated disk.

In the assessment of the LBP done by doctor [10], he/she will insist in the
medical history of the injury mechanism, progression of symptoms, previous
treatments and their results, medical history, sleep disorders, including sleep surface
of the patient and used pillow, postures in which he performs NMR and the evo-
lution of symptoms during these postures and activities.

As you can observe that this pathology is rather complex and a correct diagnosis
is hard to formulate.

In this paper, we propose a novel method to indicate the predisposition of the
patient to the subchondral sclerosis and other types of LBP. This is done by creating
an expert system that correlates the body mass index (BMI) of the patient with the
body fat (BF) and the daily activity expressed in the daily consumed calories. These
three parameters are directly linked to the physical and mechanical characteristics of
the body and influence the mechanical stress on the spinal cord. This mechanical
stress is the main cause for the LBP.

Our method is used as a prevention tool for the subchondral sclerosis and its
complications.

This tool was created for two reasons: first the medical staff needed a prediction
tool that can correlate the mentioned parameters with the presence of the LBP and
second according to the literature review, this is the first system that predicts the
possibility of LBP.

Essentially an early indication of the subchondral sclerosis, a compliant patient
and a competent physician can substantially influence the result of the disease, the
complications, and its quality of life [11, 12].

2 Used Predictive Attributes

The proposed prediction system takes in consideration of three numerical clinical
data and one Boolean attribute: the BMI, the Body Fat the daily activity expressed
in calories, and the sex of the patient.
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(a) Body Mass Index (BMI)

Body Mass Index is a simple indicator of weight that is used to classify underweight,
overweight, and obesity in adults [13]. It is calculated using the following formula:

BMI ¼ m=h2 ð1Þ

where m is the mass of the patient in kg and h is the height of the patient in meters
(Table 1).

BMI values are age-independent and the same for both sexes. However, BMI
may not correspond to the same degree of fatness in different populations due, in
part, to different body proportions. The health risks associated with increasing BMI
are continuous and the interpretation of BMI grading in relation to risk may differ
for different populations.

(b) Body Fat (BF)

The BF% of a human or other living being is the total mass of fat divided by total
body mass; body fat includes essential body fat and storage body fat. Essential body
fat is necessary to maintain life and reproductive functions. The percentage of
essential fat is 3–5 % in men, and 8–12 % in women (referenced through NASM).
Storage body fat consists of fat accumulation in adipose tissue, part of which
protects internal organs in the chest and abdomen. The BF % is a measure of fitness
level, since it is the only body measurement which directly calculates a person’s
relative body composition without regard to height or weight. The BF % is in
relation with the BMI [14].

The formula that is used to calculate the BF% is the following [15]:

BF% ¼ ð1:29 � BMIÞ þ 0:20 � Ageð Þ � 11:4 � genderð Þ � 8:0 ð2Þ

where BMI is the calculated BMI, the Age is the age of the patient and gender is for
male = 1 and female = 0.

A BF% of 25 % for men and 30 % of BF for women can be considered as the
lowest point for obesity.

(c) Consumed daily calories

The daily activity parameter refers to the calories needed by the patient to perform
his daily living activities. It is computed using formulas derived from WHO esti-
mation of metabolic rate [16] and it depends upon the gender and daily activity of
the patient.

Table 1 BMI categories Classification BMI value

Underweight <18.50

Normal range 18.50–24.99

Overweight ≥25.00

Obese ≥30.00
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Parameter P represents the weight of the patient and parameter T represents the
height of the patient (Table 2).

For a more precise activity calculation, the daily activities categories were used
[10]: reduced physical activity: M = 1.56, W = 1.56; average physical activity:
M = 1.78, W = 1.64; increased physical activity: M = 2.10, W = 1.82, where M is
man and W is woman.

3 The Expert System

Fuzzy logic extends the Boolean logic by introducing a degree of uncertainty. The
fuzzy inference system is constructed from four major parts: the fuzzification
system which converts the numerical data in linguistic data, the linguistic variables,
the inference rules which infer a result, and the defuzzification process. Our system
bypasses the defuzzification process and gives the result in linguistic form. This is
achieved by using a modified Sugeno-type inference system [17]. The system
returns 2 fuzzy possibilities: healthy patient or predisposed patient. Our fuzzy
inference system is presented in Fig. 1.

Due to the fact that a numerical result is not important the defuzzification pro-
cesses is eliminated from the fuzzy inference system.

(a) Linguistic variables

In our case, we have used 4 linguistic variables. One of the variables describes the
sex of the patient and three of the variables describe the physical constitution of the
patient using the BMI, BF, and the consumed calories. The linguistic variables were
created according to the Marsh rule [18]:

Table 2 Recommended loss of daily calories

Age Male (calories/day) Female (calories/day)

10–18 16:6Pþ 77T þ 572 (3) 7:4P þ 482T þ 217 (7)

18–30 15:4P� 27T þ 717 (4) 13:3P þ 334T þ 35 (8)

30–60 11:3P þ 16T þ 901 (5) 8:7P� 25T þ 865 (9)

After 60 8:8P þ 128T � 1071 (6) 9:2P þ 637T � 321 (10)

P is the weight of the patient and T is the height of the patient

Fig. 1 The fuzzy inference system
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Overlap Ratio ¼ X4� X3
x6� x1

ð11Þ

Overlap Robustness ¼
Rx4
x3ðu1þ u2Þdx
2 � ðx4� x3Þ ð12Þ

where xi, i = 1 ! 6 are the maximum and minimum points of truth of two
trapezoidal membership functions. u1 and u2 are the intersections of the 2 mem-
bership functions.

The linguistic variables are constructed according to the following list:

• SEX: Male–Female represented by singletons;
• BMI: 0–18 Underweight, 18–25 Normal, 25–29 Overweight, and 30–50 Obese;
• BF: 0–10 Low, 10–20 Normal, 20–30 Medium, 30–60 High;
• Calories: 1500–1800 Low, 1700–2500 Normal, 2400–4000 High;

The fuzzy inference system is created using XML files and the computational
form of the linguistic variables are the following:

<Input> 
<Name>Calories</Name> 
<Range MIN="1500" MAX="4000" /> 
<Type>Trapezoidal</Type> 
<Labels> 

      <Low v0="1500" v1="1600" v2="1700" v3="1800" /> 
      <Normal v0="1700" v1="1800" v2="2400" v3="2500" /> 
      <High v0="2400" v1="2500" v2="3800" v3="4000" /> 

</Labels> 
</Input> 

Except for the sex each linguistic variable is constructed using trapezoidal
membership functions.

(b) The rules for the expert system

These rules are similar to the rules that are used in common language communi-
cation. In their general form these rules consists of several antecedents and a result
separated by the “THEN” statement. The antecedent is a conjunction of several
fuzzy terms and several logical operators (AND, OR, NOT) between the active
membership functions.

The antecedents of the rules are the collected clinical data and the result of the
rules is a prediction if the patient has or has not predisposition for subchondral
sclerosis.

In our case, 60 rules were computed by the medical staff based on their
knowledge by taking into consideration the relation between the BMI and the BF
[17]. This relation presents that a person with high BMI cannot have a low BF.
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Several of the inference rules are presented below:
IF SEX IS MALE AND BMI IS UNDERWEIGHT AND BF IS LOW AND

CALORIES IS HIGH THEN PREDISPOSITION IS HIGH
IF SEX IS MALE AND BMI IS OBESE AND BF IS MEDIUM AND CLORIES IS

HIGH THEN PREDISPOSITION IS HIGH
IF SEX IS MALE AND BMI IS NORMAL AND BF IS NORMAL AND

CALORIES IS NORMAL THEN PREDISPOSITION IS LOW
A total of 44 of the rules indicate the need to start an early prevention if the there

is no LBP and 16 of the rules indicates a healthy patient. The clinical trial of the
system is a work in progress and is developed in Visual Studio.NET 2013 using C#
language and the AForge.NET open source software platform (Fig. 2).

4 Discussion and Conclusions

The first test of the system was realized using a group of 201 control patient’s use in
a double blind test.

Form the test group, 147 patients were diagnosed by the M.D. with subchondral
sclerosis and the rest were healthy patient. A comparison between the results of the
control group assessed by the MD and the assessment of the same group made by
the fuzzy system is presented in Fig. 1.

In 5 situations, there was a difference between the results of the control group
and the fuzzy system. In 2 situations, the fuzzy system indicated that a diagnosed
patient is healthy and in 3 cases it is indicated that a healthy patient will develop
subchondral sclerosis (Fig. 3).

Fig. 2 The expert system prototype
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These differences appeared in patients who were at the limit of overweight and
high BF %. The correlation index between the results of the control group and fuzzy
system is 0.91, a good correlation (Table 3).

The clinical testing of the systems is in progress, but the initial results are
encouraging.

The study shows that a percentage with high BF % at the limit of overweight
will develop more likely subchondral sclerosis and other complications that normal
weighted patients.
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Server-Side Image Segmentation
and Patient-Related Data Storage

Ioan Virag, Lăcrămioara Stoicu-Tivadar, Mihaela Crişan-Vida
and Elena Amăricăi

Abstract Image segmentation is one of the most important operations used in
computer vision to detect regions inside the analyzed image where some properties
of the component pixels can vary within a specific range of values. This paper
describes a server-side automatic segmentation method in the context of a
browser-based application. The system uses the slices of patient’s DICOM (Digital
Imaging and Communications in Medicine) files in order to build a 3D model that
can be superimposed using augmented reality on the body area of interest. The
proposed method will isolate the relevant anatomical data inside each slice from the
surrounding background using thresholding, still preserving the details needed for
interpretation, detecting the edges of the studied area. The images will be processed,
and stored in a cloud-based server in order to retrieve them whenever needed by the
physicians in the future.

Keywords Image segmentation � Thresholding � Edge detection � Cloud storage

1 Introduction

The system under development uses NanoDICOM toolkit in order to extract the
images from the patient’s DICOM files on the server side, which after segmenta-
tion, will be sent to the browser and recombined in a 3D model using Three.js API
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on the client side. Following that, the 3D model will be virtually attached to the
specific body area using JSARToolKit (JavaScript Augmented Reality Toolkit)
allowing it to rotate and move in the same time as the patient. Figure 1 presents the
relation between the building blocks of the system involved in the image processing
and rendering.

Due to the fact that most servers have a maximum execution time limit our
solution is to develop a simple and fast method that can extract the relevant image
area from each uploaded slice. Even that image segmentation is not a trivial task by
itself, the main problem we were facing was that the resulting images had to contain
all the initial anatomical details needed for the final 3D model. For this reason we
could not apply local [1, 2] or multilevel thresholding [3] techniques. The first
option was to try first-scan label-equivalence-based connected-component labeling
[4] but that would not solve the specific problems we were facing, since that method
still has to process three neighboring pixels. The current method we propose, even
if it uses two raster scans, checks only one neighboring pixel in order to decide if it
belongs to the foreground. The second pass is used to detect the edges and to assign
the color to the pixels.

Associating cloud computing, an already frequently used solution in healthcare
applications, with our system results in benefits in ubiquitous information access
and in economic efficiency. Cloud computing solution ensures accessing the
information in real time, sharing the information, scalability of data, and provides
more detailed analyses without additional computational infrastructure [5].

Fig. 1 The relation between
the software technologies
involved in the image
processing
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2 Software Libraries

The application is based on open-source software libraries, in order to make it
possible for others to modify and adapt it to different fields of study where visu-
alizing and manipulating 3D models can have a key role. Another important aspect
we focused on during the development process was to make the system work on
any operating system or mobile device that has a suitable browser. The toolkits and
technologies we chose to use supported this approach.

2.1 NanoDICOM

NanoDICOM is a server-side, open-source DICOM file parser that allows the
accessing of attached patient-related data and visualization of the medical images
inside a browser window.

2.2 Three.Js

Three.js is a JavaScript API used for the rendering of 3D models inside a web
browser. We use it to combine the modified slices of patients MRI or CT images
into a 3D model that can be added on top of the camera feed of patient’s real-time
images using JSARToolKit.

2.3 JSARToolKit

JSARToolKit is an open-source augmented reality library written in JavaScript and
it is used to compute the distance from the camera to a physical marker in real time,
making it possible to virtually attach a 3D model to the detected marker inside the
camera feed.

3 The Proposed Method

In order to build the 3D model we had to isolate the relevant anatomical area inside
each slice of the patient’s DICOM files. For this purpose, we used NanoDICOM to
extract the image data from the slices and transform them into transparent PNG
files. After the image processing this files are sent back to the browser and used for
reconstruction using Three.js.
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Our first approach was to transform the surrounding black pixels into transparent
pixels and retain only the image area of interest. As Fig. 2 shows, emphasizing the
noise, it is not a good approach since the pixels can have different lightness values
and they do not always form a unique blob that could be easy to eliminate. In the
presented example we had to eliminate the irrelevant data from both sides, but this
is not always the case depending on the subject of the studied body area.

The second approach was to detect pixels that are over a certain threshold and
transform only the pixels with a darker tone. As we can see it in Fig. 3 this leads to
better results since we managed to have most of the relevant image data separated in
each new slice.

The problem with this method is that the anatomical image may also contain
darker regions that are needed in order to interpret the slices by physicians and we
need to preserve them after the transformation. In many cases this darker regions
may indicate the exact region that needs to be further investigated during the
diagnosis.

Fig. 2 Using transparent
pixels to replace black pixels

Fig. 3 Using transparent
pixels to replace black pixels
within a certain tone range
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The implementation solution uses a two-dimensional array to separate the
background pixels from the ones that compose the actual image marking the pixels
under the threshold value with 0 and the other ones with 1 as shown in Fig. 4.

The problem with this method was that it transformed the pixels marked with 0
to transparent pixels and copied the original color of the pixel for the ones marked
with 1 eliminating relevant parts of the resulting image. The solution to this issue
was to determine the first and the last occurrence of the pixels that belong to the
relevant part of the image in each row. For this purpose, we added another pro-
cessing part that read each row into an array, determined the index of the first and
the last occurrence of the pixels marked with 1, and replaced the pixels marked with
0 between them with ones. The resulting image as presented in Fig. 5 solved the
problem.

The proposed method preserves the medically relevant image area even if it is
below the threshold limit. This is also important because we intend to add a col-
orization module in order to allow physicians to highlight different areas in the slices.

Fig. 4 A binary representation of the bottom-center part of the image based on the threshold value

Fig. 5 The resulting image
using the new method
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4 Cloud Storage of Medical Images

The resulting images related to each patient will be stored in cloud servers in order
to ensure ubiquitous and at any time access to them. The system will use only the
images from the patients DICOM files. This is very important in order to hide
personal data associated with the images. The sets will have a unique identifier that
will be associated with patient-related information only by the doctors when they
will study a specific set.

Our solution uses Windows Azure platform which is a cloud computing platform
and infrastructure developed by Microsoft, for building and managing applications
and services through a global network of Microsoft datacenters. We use the blob
storage which contains the images, a collection of binary data stored as a single
entity in a database management system. Figure 6 presents an interface of the
application in the cloud storing images.

Figure 7 presents a capture of the container making available the images for user
access.

Fig. 6 Windows Azure cloud

Fig. 7 Windows Azure container
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5 Medical Benefits

Cloud computing offers many opportunities to improve healthcare services from the
viewpoint of management, technology, security, and legality [6]. Moving the
infrastructure to the cloud, valuable data extracted from different databases of
treatment, patients, diseases, and so on will be accessible to doctors to perform
analytical studies and see statistical results. Hiding personal patient details, data
may be shared between doctors and even hospitals, and may be available as
cross-referenced information from different diseases and treatments [7].

Using telematic applications, the time dedicated to personalized clinical attention
to patients increases, and clinicians may more effectively schedule and manage that
time. Also it avoids unnecessary travel by patients, while allowing them to feel
closely monitored by the clinician [8].

With data interoperability, a clinical consultation, research, and educational
platform may be established where regional and international clinicians, research-
ers, and students can upload or download clinical data including image files, and
medical reports to review and discuss pathological signs and diagnostic results [7].

The proposed system helps the physicians to make a more accurate and a faster
interpretation of the patient’s segmental imaging. Physicians of different specialties
(orthopedic, rehabilitation specialist, or radiologist) who are treating a patient
suffering of a musculoskeletal disorder can analyze and interpret simultaneously the
scanning images. Afterwards, the physician establishes a treatment plan. According
to the concerned musculoskeletal lesion the physician requires further imaging
investigations. The patient is examined after 3 months, 6 months, or 1 year. The
physicians will compare the staged imaging scans. They will then conclude upon
the patient’s evolution and will take decisions regarding the next treatments.

The system is also cost-effective. It will eliminate the costs of transportation for
patients that are living in remote locations. The costs implied by consulting phy-
sicians who are working in different countries and who are asked for a second
opinion are reduced. Work productivity can be increased taking into account that
most of the targeted patients are young or adult with an active professional status.

The proposed system contributes to the e-Health field by providing a model to
support medical software, saving resources, and improving the management of
patients who are dealing with musculoskeletal lesions. It also supports tendencies
that may be used to improve the current treatments to be generated and analyzed.

6 Conclusions

The proposed system will use a new approach in image processing. Preserving the
data associated with the pixels in the original image will allow the automatic
segmentation and colorization of the images based on the intensity values. Cloud
computing and high level image processing has the potential to be effective, effi-
cient, and raise the quality of recovery after injury.
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Dedicated BSN for Personal Indoor
Monitoring

Ştefan Mocanu

Abstract In 1995, the concept of “ubiquitous computing” was introduced by
Weiser. A particular case is represented by ambient intelligence (AmI) which
denotes an environment dedicated to supporting people’s everyday activities at
home. Even more, another concept, ambient assisted living (AAL) was introduced
for designating an AmI system oriented to support elderly or disabled people in
their daily lives, allowing them to grow old in their homes or their familiar com-
munity as long as possible with a minimum intervention of a medical or social
assistant. For this to be possible, latest hardware, software, and communication
technologies need to work together. The core of any assistive system is represented
by WSN (wireless sensor network). In this paper, a particular case of WSN is
presented as a personal monitoring system. The main features of this system
include: vital signs monitoring (heart rate, temperature—others may be added), fall
detection, and pedometer. In addition, the system can send alerts to an emergency
center in case anomalies are detected in subject’s normal behavior.

Keywords Personal monitoring � AAL � PAL � BSN � WSN � Healthcare ser-
vices � Home care

1 Introduction

During the past few years, many statistics regarding social, medical, and qualitative
aspects of elderly and disabled peoples’ life were presented. Some of the most
trustful ones were made by EUROSTAT [1].

A simple analysis of the data reveals that life expectancy of elderly people in
today’s societies is growing [1–3] while as the birth rate is constantly decreasing.
Although the first may be considered a positive fact proving that modern medical
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technology and medication along with the increase of living conditions (especially
in cities) are at peak level, it also hides some negative aspects. The unbalance
between unemployed vs. employed population will cause severe problems to social
and health funds and medical systems, which are all expected to collapse. Actual
figures already reveal alarming trends of reducing the medical personnel and
medical facilities (hospitals, clinics) as presented in [2, 3].

Another category that must be taken into consideration is represented by the
disabled or partially disabled people. Most relevant data were collected by the
World Health Organization (WHO) [4].

In a recent report of WHO, it is stated: “An estimated 10 % of the world’s
population—approximately 650 million people, of which 200 million are children
—experience some form of disability. The most common disabilities are associated
with chronic conditions such as cardiovascular and chronic respiratory diseases,
cancer and diabetes; injuries, such as those due to road traffic crashes, falls,
landmines and violence; mental illness; malnutrition; HIV/AIDS and other infec-
tious diseases. The number of people with disabilities is growing as a result of
factors such as population growth, ageing and medical advances that preserve and
prolong life. These factors are creating considerable demands for health and
rehabilitation services.”

Available data and statistics lead to alarming conclusions from which one
already severely affects millions of people: incapacity of public social and medical
systems to offer elderly or disabled people the care and attentions they need.

A very important aspect of today’s and future health strategies of EU and
worldwide concerns the quality of life. For example, back in 2005, healthy life
years (HLY) was included as a Lisbon Structural Indicator, to point out that pop-
ulation’s life expectancy must also consider the quality of life not only the length of
life. This factor was considered to be one of the key factors of economic growth. On
March 15, 2010, the Declaration of European Cooperation on e-Health was signed
in Barcelona by the Ministers of Health from the EU States, as a joint decision for
improving health services at the EU level.

Other measures were taken or proposed in order to reduce or eliminate the
predicted problems previously exposed. Those measures may be classified as
follows:

(a) Economic—financial

• consolidation and decentralization of social and medical funds;
• elimination of useless expenses, better selection of suppliers;
• restrictions for certain categories of people;

(b) Politic—administrative

• increase of retirement age;
• employment restrictions;
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(c) Research and development

• development of new data acquiring, storage and, distribution systems;
• development of medical assistive systems;
• development of autonomous monitoring and assistance systems for elderly

or disabled;
• interdisciplinary approaches: medical, engineering, networking, and sensor

development.

One solution may be represented by the use of ICT technologies for supporting
everyday home life of old, partly disabled, or convalescent people. These represent
the groups of people that traditionally would be treated or receive care in spe-
cialized institutions such as hospitals or asylums. Personal assisted living (PAL) can
offer cheaper solutions than the traditional treatment or care methods when it comes
to persons that do not need permanent assistance from a specialized human assis-
tant. Of course, severe cases that require permanent medical attention will have to
be treated accordingly in proper institutions, by well-trained personnel. When it
comes to personal assistance, some guidelines must be taken into consideration. For
instance, studies conducted by WHO revealed that many accidents that occur
indoor are not reported in time and may have dramatic consequences. In the early
2000, statistics showed that, worldwide, every 15 min a death occurs indoor and
every 5s a severe accident should be reported.

2 Related Work

Homecare or PAL represents a particular type of ambient assisted living (ALL).
The concept denotes an intelligent, autonomous system [5] customized for moni-
toring and assisting elderly, disabled people, or patients at home. The main goal of
these systems is to allow users to have a virtually normal life in a friendly envi-
ronment. Although many studies indicate that elderly people are reserved when
they have to deal with new technologies, in case of ALL systems the general
opinion is a positive one and a high degree of acceptance is expected. The
explanation is simple: people do not need to learn anything new and, furthermore,
reducing costs are welcomed, not to mention the benefits of living in their own
homes instead of hospitals or asylums.

During the past few years, many assistive systems have been proposed, espe-
cially for indoor environments. Most of them perform a single task (fall detection,
localization, and monitoring of vital signs) and do not aim integration with other
assistive modules such as environment control and customization. The simplest
form of assistive system is represented by a radio transmitter which sends a distress
signal when the user pushes a button. This kind of systems suffers from a limited
usage given the fact that severe conditions (heart attack, stroke, and falls followed
by head injuries) can prevent the user to push the alert button. Assistive systems
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based on telephony can offer a remote interaction between the subscriber and an
operator from a call center. Although the operator can call the subscriber in order to
get information about current health state, subjective description of health condition
by the patient may be a serious inconvenient. Moreover, a critical event (stroke,
heart attack, and fall) can appear as soon as the call is over and the next call may be
too late to help the subscriber. More complex systems architectures were presented
in [2, 3, 6, 7] but, unfortunately, none of them have been deployed on a large scale.

Discussions with medical specialists revealed most important aspects regarding
short-term health parameters which should be considered when implementing an
ALL–PAL system. The SEPSIS condition represents a dangerous body status
caused by a severe inflammation that can soon lead to a fatal result. There are some
symptoms that can be immediately detected by body sensors and remotely reported
to a medical specialist or an emergency center. The symptoms include: high fever,
high skin humidity (perspiration), increased heart rate and low blood pressure.
Abnormal heart rate and temperature are the first symptoms that may indicate
SEPSIS condition.

Another big problem regarding the well being and health of elderly people is
represented by falls. Statistics show that more than 30 % of the people older than
65 years suffer various forms of fractures from indoor falls. Even worse, over 20 %
of those suffer a severe form of hip fracture that lead to death within a year from the
event. As if it is not enough, over 70 % of accidental deaths of elderly people older
than 70 years are provoked by late detected falls.

An efficient assistive system should be able to immediately detect abnormal
situations and report them to the medical teams from the emergency center
according to a well-defined protocol. The core of almost all proposed assistive
systems is represented by wireless sensor networks (WSN) or body sensor network
(BSN) [8].

In our previous work, the architecture of a complex AAL system named
AmiHomeCare and parts of its software implementation was presented [2, 3]. In
this paper, additional features for the MHSDMCS module (Medical Home
Surveillance Devices Monitoring and Coordination System) [2] and the way it can
interact with other AAL modules will be presented.

3 System Description and Functionality

The purpose of this personal monitoring system is to observe and record the
short-term evolution of human vital signs in order to detect and report abnormal
behaviors that can put the user in danger. Also, the system will report such situa-
tions to an emergency call center so that a medical team will immediately go to the
user’s residence.

As stated before, the system is based on WSN/BSN concept. For each monitored
parameter, a dedicated wireless sensor is used, all the data being collected and
processed at the central node level. Due to spatial, energy and radiation constraints,
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a centralized STAR-based architecture was chosen. The functional architecture of
the system is depicted in Fig. 1. As one can notice, there are two different ways the
monitoring system can work. In one scenario, the system can work independently
and send alert messages via Internet and GSM network to a call center in case a
critical situation was identified. In another scenario, the personal monitoring system
can be integrated in a more complex AAL–PAL system where it can collaborate
with an environment monitoring module. This is the most likely situation since such
integrated solutions can offer an increased reliability. This aspect will be discussed
later in this paper.

Once data are processed by the central node, the results can be transmitted as alert
messages or stored in a database located at the environment monitoring module level
if an extended AAL–PAL architecture is chosen. From the personal monitoring
system perspective, in this case, the environment monitoring module also acts like a
transmission relay since wireless routers or access points are part of the latter [2, 3].
The importance of logging parameters locally is also presented in [2].

Data exchange between the modules is made using two different types of
messages. On one hand, there are logging messages which contain only the instant
values received from the wireless sensor nodes and on the other hand, there are alert
messages which contain not only the monitored parameters but also indication of
which one of them is abnormal. The decision is exclusively made by the central
node of the personal monitoring system. All the messages contain a time stamp,
very useful in case medical reports or statistics are required.

Since costs of implementation were aimed to be as low as possible, cheap
development platforms from Texas Instruments were used. The first development
platform used for temperature monitoring, data transmission, and energy con-
sumption optimization was TI eZ430—RF 2500 [9]. Giving the similarities of the
sensors in that concerns the output, virtually any kind of sensor can be integrated
into the system. The coverage range indicated by the supplier was about 25–50 m
but, in reality, less than 2 m were initially achieved. Several improvements were
operated within the application, and a reasonable 5–6 m range in the presence of

Fig. 1 The architecture of personal monitoring system
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solid obstacles (walls, furniture, and electronic devices) was achieved while the life
of the power supply increased by 10 %. In a real-life scenario, improvements must
be made at the environment monitoring system module, most likely by placing
several access points in order to overcome the specific problems generated by
reinforced concrete walls, electrical engine home appliances or microwave ovens
with regards to wireless communications.

The second development platform used for implementing the personal monitor-
ing system was TI—Chronos (Texas Instruments 2013). This is a more user friendly
platform presented as a hand watch with several embedded sensors (temperature,
3 axis accelerometer, and pressure sensor). TI-Chronos allows communications with
external wireless sensors via proprietary protocol named BlueRobin. In our case, this
facility was used to connect with a thoracic belt as presented in Fig. 2. TI-Chronos
can also connect with a computer through a dedicated access point based on a
proprietary protocol named SimpliciTI.

Low power consumption required by any WSN application is guaranteed by the
use of CC430 platform [9] which is, as vendor says, “the industry’s lowest power
consumption, single-chip radio-frequency family for microcontroller–based
applications.”

Based on the conclusions taken after the discussions with the medical specialists,
a decision was made to monitor the first symptoms of SEPSIS (heart rate and fever)
and, also, to detect falls. Since the system is modular and scalable, extended
functionalities can be easily added. It was our goal to implement a “proof of
concept” model not only from the sensors point of view, but also from the inte-
gration and communication point of view.

Previous results were partially published in [2, 3, 10] but some clarifications are
needed. For instance, in Fig. 3, results from the temperature monitoring procedure
are presented. As one observe, the real temperature values (measured independently
with a high-precision medical thermometer) are not even close to the values indi-
cated by TI-Chronos. This suggests a high imprecision of Chronos’s temperature
sensor which can not be compensated due to it is variability in time and high

Fig. 2 TI Chronos
development kit and BMI
thoracic belt
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dependence of environmental temperature. However, a more precise, specialized
sensor can be used with greater chances of success. In addition, this is a good
opportunity to highlight the importance of complex AAL–PAL systems in which
different modules can cooperate. For instance, if the ambient temperature is high, an
increased body temperature is justified and does not necessarily indicate an
abnormal situation. Take, for example, the case when a monitored person is taking a
shower [11]. Even if an alert message is issued, the human operator from the call
center can choose not to send an emergency team this way reducing the operating
costs.

As opposed to temperature monitoring, the heart rate monitoring offered more
realistic values as presented in Fig. 4. The thoracic belt from BMI was used for this
experiment. The monitored human subject (male, 36 years) was observed during an
interval of about 5 min in which he made a low to moderate effort followed by a
period of total relaxation. As one can observe in Fig. 4, heart rate does not have a
linear increase nor decrease. Also, a certain inertia and oscillation have been noticed
during the experiments. Since TI-Chronos does not offer simultaneous wireless
communications the readings from the BMI thoracic belt data processing was
performed offline based on real values that were recorded in TI-Chronos internal
memory while it worked as a data logger.

The third analyzed sensor was the accelerometer. The purpose of this investi-
gation is based on facts and statistics (previously mentioned) which point that fall
detection should be included in all personal monitoring applications. There are
many commercial products that offer only this functionality but none of them is
integrated into a complex AAL–PAL system. For the fall detection, an algorithm
was designed and implemented. The first challenge was to design a calibration
procedure for the accelerometer since no technical details were available from the

Fig. 3 Temperature monitoring

Dedicated BSN for Personal Indoor Monitoring 273



manufacturer. Figure 5a presents the data acquired with a demonstrative application
from Texas Instruments. It is easy to observe that, as it is, data cannot be used for
numerical processing.

Figure 5b presents the raw data from the accelerometer, while Fig. 5c presents
the calibrated data. Calibration process can be performed “on-line” by the central
node.

In order to apply the fall detection algorithm, several filters were applied. First, a
median filter was chosen, with a window size of 15 elements. The output became
input for an extended FIR filter with a window of 36 elements. This is double the
size of the windows considered relevant in literature related to fall detection. At
the end, a fall detection algorithm was applied; the results are presented in Fig. 6.
The threshold was determined empirically after real tests (falls).

As one can see, the reported events depend on the threshold value: if the
threshold is too low, a big number of false falls will be reported; if the threshold is
too high, there is a possibility of not detecting a real fall. Another thing one can
observe in Fig. 6 is that only the second reported event was, indeed, a fall. The first
event, falsely reported, was due to a severe shake of the accelerometer but it is easy
to observe that vertical acceleration did not drop and stay around 0, as expected.

Based on the fall detection algorithm, an additional feature, a pedometer, was
implemented for the personal monitoring system. Since a sedentary life leads to
obesity and other-related problems, especially when it comes to elderly or disabled
people [12], reporting the amount of moving per day may represent a good moti-
vation for preventing and avoiding those bad habits.

In Fig. 7 movement monitoring is presented. The slightly different values for
each identified step (in the range of 5 %) are justified by the different accelerations
values. Similar to fall detection algorithm, a threshold was conveniently selected
but, in this case, fine tuning is recommended for each user since people have
different ways of walking/running. Another difference consists in giving different
weights for the accelerations of different axes. In particular, due to the specific
requirements, the vertical acceleration received the highest weight.

Fig. 4 Heart rate monitoring

274 Ş. Mocanu



Fig. 5 a Data acquired from accelerometer with a demonstrative TI application. b Raw data from
accelerometer. c Calibrated data
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The final objective for the personal monitoring system was the communication
with an environment monitoring system so it can send log or alert messages. All
inter-module communications are wireless and are based on WLAN (wireless LAN)
concepts. Figure 8 presents a sample communication session, in particular one in
which a high rate is reported to be too high. Consequently, an alert message was
issued.

Fig. 6 Filtered data and detected events (possible falls)

Fig. 7 Pedometer function of personal monitoring system
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4 Conclusions and Discussions

In this paper, a fully functional personal monitoring system was presented. The
system not only can work as an independent module, but also can be integrated into
an advanced AAL system with personal monitoring facilities. The second option is
preferred because, as presented in the paper, there are many situations when
cooperation between different modules and sensor data fusion offers a more reliable
behavior for the system.

For a “proof of concept” model cheap hardware devices were used. As pre-
sented, this option was good enough for demonstrating the viability of the concept
but cannot be the basis of a functional, real-life, system. For this, state of the art
sensors and communication modules must be used in order to guarantee the
accuracy of the data and reliability of transmissions. Most important vital signs are
monitored; others may be easily added due to the system scalability.

One of the key aspects regarding the design and implementation of the personal
monitoring system was represented by the costs. Even if high-end components are
used, the total costs for implementing and using such a system will be far smaller
that the costs required by providing personal care in a dedicated facility.

In addition to the advantages given by lower costs, the users, either elderly or
disabled persons, can benefit from warmer, familiar environment represented by
their own homes. Unfortunately, the solution cannot be applied to persons with
severe health problems which need more careful medical attention, but this is a step

Fig. 8 Sample inter-module communication
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forward. In conclusion, given the good results obtained so far, it is clear that
AAL–PAL systems will continue to develop and become more and more popular in
a near future.
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Romanian Sign Language Oral Health
Corpus in Video and Animated Avatar
Technology
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Abstract The goal of this article is to respond to a research question: what are the
appropriate steps and challenges in building a parallel collection of data required for
e-health systems design and implementation for deaf people both in avatar and
video technology? The paper presents the steps taken in order to create a parallel
collection of dentistry data for prevention education needed in development of
medical education system for deaf people. The specific feature of this type of
applications is that the medical information and concepts are converted in sign
language for deaf users through an avatar. Two types of avatars are taken into
consideration: the animated avatar will display an animated figure, and the video
avatar will display recorded humans in order to make a comparative analysis
between video technology and animated technology used in e-health applications
for deaf people using avatars. The study starts with the project phase and continues
with implementation followed by results analysis. The two collections of data are
stored in different formats. In the case of the avatar video format, the collection is
stored as files in video format. In the case of the animated avatar, the collection of
files contains expressions and phrases in SiGML animated format. The content must
be prepared in advance in both forms before assembling the applications. An
important part of this paper covers detailed description of the process of editing
signs for both forms of the avatars. The application software and the format of the
files are presented in extenso. The final part consists of results of the comparative
analysis and foreshadows the next steps to be made for future research.
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1 State of the Art

In the last years, many projects were developed involving animated avatar tech-
nology for deaf sign languages. In the following are shortly presented the most
important in the field.

TESSA Project is an experimental system, with the goal to translate a clerk’s
speech from a Post Office in sign language for deaf clients [1–3].

ASL Synthesizer Project is a joint project involving institutions from USA with
the aim of translating English into American Sign Language with the main priority
to produce animations which are not only grammatically accurate and under-
standable, but also are natural and would be acceptable as examples of correct
signing [4, 5].

American Sign Language Animation Generation Technologies—Researchers
from USA developed a project with the goal to make avatar animations more
understandable and natural-looking for ASL signers. The project explored the
development of educational software including animations of the human figure, for
the deaf users to practice their communication skills [6, 7].

The TEAM project is an English-to-ASL translation system with animated virtual
humans as signing avatar and complex linguistic system focusing on morphological
variations, facial expressions, and sentence mood [4, 8].

The South African SL Project has developed South African Sign Language
(SASL) translation using SignWriting notation system [4, 9].

ASL—Animation Speaks Louder—is a research project developed by a group
from USA whose aim was to develop a 3D animation-based software tool—ASL.
This tool allows the deaf persons teachers to add sign language translation to digital
media in the form of 3D character animations [10–12].

eSIGN Project is a European multinational project with the goal to provide
flexible means by which any organization can provide for the deaf community
information in sing language on screen-based media (data points, kiosks, displays,
web sites, etc.) [13, 14].

SignTel Project—SignTel is a European multinational project whose aim is to
add avatars to computer-based assessment tests that can ‘sign’ questions for deaf
candidates [15].

Dicta-Sign Project is a European research project with the aim of making online
communications more accessible to deaf sign language users with three laboratory
prototypes: Search-by-Example tool, SL-to-SL translator, and sign-Wiki [16].

Sign Speak Project—main goal is to provide new e-services and to make pos-
sible continuous sign language recognition and translation in order to improve the
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communication between the deaf community and the hearing community, and the
other way around [17].

The research documentation upon previously presented projects containing
design models involved in health education applications for deaf people returned
modest results. In the paper “Designing Health Care Applications for the Deaf”
written by Paolo Prinetto, Gabriele Tiotto, Andrea Del Principe [4, 18] is treated the
subject of the architecture of design of an application with the aim of improving the
accessibility and the service quality of health care for deaf people. The system
allows the automatic translation from Italian to Italian Sign Language through a
virtual avatar.

The state of the art research worldwide did not locate any concrete projects
regarding health education systems for deaf people, neither with animated avatar
nor with video technology avatar. No systematic comparative research between
animated and video technology avatars was found. The international projects were
focused main on automatic translation and better integration of the deaf people in
social activities.

Prospective research on computerized projects in Romanian sign language returned very
modest results. The most important projects refer to dictionaries for sign language
using video technology. The research did not return any results regarding projects
with animated avatars or e-health for deaf people in Romania.

2 General Overview

The paper presents the steps followed in order to create a parallel collection of
dentistry data for prevention education needed in development of a medical edu-
cation system for deaf people.

Two types of avatars are taken into consideration: the animated avatar will
display an animated figure and the video avatar will display recorded humans in
order to make a comparative analysis between video technology and animated
technology used in e-health applications for deaf people using avatars. The study
starts with the project phase and continues with the implementation followed by
results analysis (Fig. 1).

The study of complex applications with avatar for medical education to the
hearing impaired is a national and international premiere (Fig. 1).

• The study of avatar hierarchies involved in the design of the applications for
medical education destined to hearing impaired is a national and international
premiere.

• Building a collection of words and phrases in medical domain with both video
and animated avatar technology is a national premier (for Romanian sign
language).
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• Domain: The creation of avatar applications in health education field for persons
with hearing disabilities is a national and international premiere.

• Comparative study of the hierarchies involved in the design of the applications
for medical education destined to hearing impaired is a national and interna-
tional premiere.

• Comparative study of the cognitive and medical impact of the applications in
video and animated avatar technology is a premier national and international.

• Comparative study of comprehension, fluidity, and accuracy of the individual
signs, phrases, and message of the program is a national premiere.

This article deals with the first part of the research presented in the upper part of
the diagram (Fig. 1).

Previous recent work in a collaboration of colleagues from Health Education,
Behavioral Sciences and Oral Health disciplines, from the faculty of Medicine,
University of Medicine and Pharmacy “Carol Davila,” Bucharest, Romania together
with persons involved in the deaf education, resulted in building a corpus of words
and key phrases from Oral Health domain.

3 Oral Health Corpus in Video Format Technology

The previously mentioned group of keywords and phrases was previously translated
as signs and signs phrases performed by two different signers from different regions
of Romania and recorded in video format.

The first recordings were done in Bucharest, using a specific language from this
region, in collaboration with a team of professors from Deaf School no 1,

Fig. 1 Block diagram of the
general research project
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Bucharest. The work consisted in translating 68 words and key phrases according to
the language used in this environment and were recorded with Ana as sign operator
(Fig. 2).

The second recording session was done with Andreea as operator, student at
faculty of Dentistry, University of Medicine and Pharmacy “Carol Davila,”
Bucharest, Romania. The student graduated the deaf school and the deaf high
school in Sibiu.

She is using a set of different signs than the one recorded with the first team,
according to the specific sign language used in her region (Fig. 3). Consequently,
there were recorded 162 words and key phrases with Andreea as sign operator.

The results of both recordings were filtered and selected in collaboration with
Prof. Florea Barbu working that time at the faculty of Sociology, University of
Pitesti, a well-known specialist of the domain. Following this operation, the

Fig. 2 Ana demonstrating
“carbonated drinks” sign

Fig. 3 Andreea
demonstrating “pain” sign
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collection consisted in 101 useful words and key phrases, 37 from Ana and 64 from
Andreea.

This collection, recorded in video format, performed by human operators, will be
later integrated as video files in the experimental model, in the video avatar tech-
nology version of the application.

4 Oral Health Corpus in Animated Avatar Technology

To approach the topic of oral health corpus in animated avatar technology, the main
goal was to edit the collection of keywords and phrases from medical domain
previously recorded, as movements performed by an animated avatar and con-
verting them as a file in SiGML [19] format that allows integration in web format.

“Signing Gesture Markup Language”—“Marking of gesture Sign Language”
(SiGML), is a modified version of XML 2. SiGML was designed at University of
East Anglia in order to “translate” HamNoSys symbol sequences in codes
sequences that can be processed and executed by a computer. SiGML contains
codes that processed in a synthesizer will put in motion the geometry of the ani-
mated agent [19] (Fig. 4).

In synthesis SiGML (Signing Gesture Markup Language) [19] is an XML
application that enables transcription of sign language gestures. The SiGML variant
used by eSIGN [20, 21] builds on HamNoSys [22] essentially and is encoding the
HamNoSys manual features, accompanied by a representation of nonmanual
aspects.

eSIGN Editor allows editing avatar movements using HamNosys symbols
(Fig. 5). The editor allows setting the hand position and location, type, and range of
motion, palm format, and the distance from the body where the sign is executed.

Working with eSIGN involves mandatory to learn the phonetic notation system
HamNoSys (Hamburg Sign Language Notation System) and to combine these
symbols in different ways in order to obtain a sign (Fig. 5).

In Fig. 5 is shown the HamNoSys sequence for the sign “pain” only with the
manual features in the first editing step.

Fig. 4 Block diagram representing the process performed in order to produce an animation of a
sign

284 I.A. Chiriac et al.



converted in SiGML sequence is
[<hamfinger2345/> <hamthumboutmod/> <hamextfingerl/> <hampalml/>] and
give instructions about palm format and orientation (Figs. 6 and 7).

converted in SiGML sequence is
[<hamshouldertop/> <hamlrat/> <hamclose/>] and give instructions about the hand
position relative to the body (Figs. 6 and 7).

converted in SiGML sequence is
[<hamswinging/> <hamrepeatfromstartseveral/>] and give instructions about the
nature of the movement for the hand (Figs. 6 and 7).

In Fig. 7 is shown the SiGML sequence for the sign “pain” only with manual
features in the first editing step. The sequence does not include the nonmanual
features that will be added later.

For the palm, the sequence <hamfinger2345/> shows that the fingers 2, 3, 4, and
5 are opened. The line <hamshouldertop/> defines the level and the position where
the movements with the palm are made. <hamswinging/> shows that the hand is
swinging. <hamrepeatfromstartseveral/> shows that the movement is repeated
several times.

eSign editor (Fig. 8—left) works with HamNoSys symbols and the player (Fig. 8
—right) transform them in avatar’s movements.

eSIGN editor (Fig. 8—left) also allows visualizing signs phrases in SiGML
format. The SiGML Player (Fig. 8—right) is a software written in java that displays
one or several avatars (until 7 variants) which perform the signs or phrases edited in
eSIGN. The SiGML URL Player App allows the avatars to perform signs from a
URL location.

Sometimes the same sign may be obtained in different ways of editing in
HamNoSys and may be edited in different versions as can be seen in Fig. 8—left. In
Fig. 8—right is shown the avatar Luna performing the sign “pain” previously
recorded with Andreea as operator and can be compared in Fig. 3.

Fig. 5 eSIGN HamNoSys editor for individual signs
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Fig. 6 HamNoSys transcription of the manuals components in the sign “pain”

Fig. 7 SiGML sequence for the sign “pain” only with manual features

Fig. 8 eSIGN signs editor (right) and JA SiGML Player (left) for the sign “pain” only with
manuals features
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eSIGN editor allows to compose phrases and to add nonmanual features to signs
—facial expressions, body movements, and mouth gestures. Here the reader may
notice the difference between Fig. 8—left where Luna performs the sign “pain”
without nonmanuals and Fig. 9—left where Luna performs the sign “pain” with
added nonmanuals features.

eSIGN includes an editor that allows to compose phrases with signs and to
convert them in SiGML files. In Fig. 10 is shown edited the succession “caries,”
“nerve,” and “pain.” Nonmanuals features were added. For the mouth, the move-
ment that simulates the aaa_UUUUU phonemes enunciation was edited. For the
Limbs—SI—sigh, SL—left shoulder is shrugging up down, and SH—head is

Fig. 9 eSIGN phrases editor (right) and JA SiGML Player (left) for the sign “pain” nonmanuals
features included

Fig. 10 eSIGN phrases editor
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shaking left right. For the face: RO—rolling eyes, FU—eyebrows furrowed, SB—
lids narrowed, almost closed, and WR- nose wrinkled.

In Fig. 11 left is shown the phrases editor integrated into eSIGN with the words
that compose the phrase succession “caries,” “nerve,” and “pain.” ALT key in
combination with right click on the PLAY button makes appear in the right window
the SiGML succession that compose the selected sign. In Fig. 11 right is shown the
SiGML sequence for the sign “pain” with both manuals and nonmanual features.

In Fig. 12 is shown the SiGML sequence for the complex sign “pain” with both
manuals and nonmanual features.

In the first part of the sequence, the nonmanual occurs. For the mouth, the
movement <hnm_mouthpicture picture = “aaa_UUUUU”/> makes the avatar to
simulate the aaa_UUUUU phonemes enunciation. For the Limbs <hnm_body
tag = “SI”/>—SI—sigh, for the head <hnm_head tag = “SH”/>—SH—head is
shaking left right. For the nose <hnm_nose tag = “WR”/>—WR—nose wrinkled.

The HamNoSys notation system has some natural limitations and sometimes a
complicated sign may be realized as a succession of his composed parts as a phrase
or part of a phrase. This event happened for the “Carbonated” sign part of
“Carbonated Drinks” phrase. This sign presents a double symmetry that cannot be
developed directly in HamNoSys. An inventive solution came to decompose first
the sign in four components parts (Fig. 13).

With the eSIGN phrases editor, the complete sign “Carbonated” was recom-
posed inside the phrase “Carbonated Drinks,” repeating twice the four parts that
compose the sign (Fig. 14—left). In Fig. 14—right is shown the avatar Luna
performing the sign “Carbonated,” previously recorded with Ana as operator and
can be compared in Fig. 2.

The phrases edited in eSIGN are saved by default in
the special format eSIGN, and the resulted files have the extension *. esign. Those
files can be edited with notepad or any other simple text editor (Fig. 15).

Fig. 11 Phrase/Words/Nonmanuals/HamNoSys/SiGML
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Usually the applications call SiGML files to animate the avatar. In order to
obtain the sign in SiGML format as a single “word,” a format conversion must be
made. Finally the conversion from a 4 segments sign to one unique sign can be
made editing manually but an automated converter may be a good solution for
eSIGN.

In table from Fig. 16 after the columns with keywords in English and Romanian,
the next two columns represent HamNoSys codification and the nonmanuals used
for the mentioned sign.

The main practical goal of the editing work was achieved creating a collection of
262 key signs in HamNoSys and 96 phrases, in the medical domain, as SiGML
files.

Fig. 12 SiGML sequence for the complex sign “pain” including nonmanual features

Fig. 13 The 4 parts of “Carbonated” (drinks) sign
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Fig. 14 “Carbonated drinks” sign composed as a complex phrase

Fig. 15 Esign format for the complex composed phrase “Carbonated”

Fig. 16 Table with keywords, HamNoSys and nonmanuals
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This collection of animated signs performed by avatars in SiGML Service Player
realized with eSIGN editor and will be later integrated as SiGML files in the
experimental model, in the animated avatar technology version of the application.

5 Conclusions

In what regards the two collections, those differ mainly in terms of data format and
this determines the main features of the two variants.

In the case of the video avatar format, the recordings were made first in MOV
format. The recorded files were further converted in MP4 format for better handling
in the editing process. Sometimes the editing process implied changing proportions
and crop editing. The final conversion will be made in FLV format for better
integration in the application.

Video technology advantages: higher quality of the images, smoothness of
movement, expressivity of the face, and more precision for details. In present times,
normal and hd quality is less expensive and very accessible. The sign languages
phrases can be recorded very easy using a device with video recording capabilities.

Video technology disadvantages: less flexibility in editing and some phrases
may require postproduction.

In the case of the animated avatar, the collection of files contains words and
phrases in SiGML animated format. The editing process is complex and involves
time and dedicated work for every sign and phrase. Some of the signs may require
several days of work as in the case of “carbonated drink.”

Avatar technology advantages: less space used on storage devices and flexibility
in editing changes.

Avatar technology disadvantages: lower quality (mechanical movements), less
expressivity of the face, and less precision for details. Sign language phrases require
time and specialists to work with the editing tools.

The content must be prepared in advance in both formats before assembling the
applications. The two alternatives presented in this paper will further influence
the architecture of the two applications. The differences will be mainly in the
conversion/translation module and in the Avatar Interface [23].

The set of records in video format, performed by human operators, will be edited
and later integrated as video files in the experimental model, in the video avatar
technology version of the application [23].

The series of animated signs performed by avatars in SiGML Service Player
realized with eSIGN editor will be later integrated as SiGML files in the experi-
mental model, in the animated version technology of the application [23].

The comparative research will continue with the implementation process and the
study of the impact of the two categories of applications tested on the impaired
users on different groups on different age categories [23].
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In the next lines will be described the possible directions of research and
development by improving the capabilities of editing of the eSIGN software and
sign concepts.

Proposing the concept of MetaSigns that represents the signs that are more
complex and long is a possible development in conceptualisation and edit of the
signs. MetaSigns should be a unique complex sign obtained from the composi-
tion of several component parts which are edited separately.

The extension of the main menu used to edit the manuals parts in order to be able
to edit MetaSigns is a possible direction for development. Also a menu dedicated
for editing MetaSigns is a possibility of improvement.

Regarding the improvements possible of the editor of eSIGN the proposal of
a format converter between eSIGN format and SiGML for MetaSigns may represent
an improvement. This converter could be another way to edit MetaSigns.
The editor already allows the construction of sentences in eSIGN format and export
them as SiGML files. As stated earlier in the article, the phrase “carbonated”
was edited as a phrase consisting of four component parts. The existence of
a converter could allow editing the MetaSigns by converting the sentence from
eSIGN format to a specific SiGML sequence for individual signs. A menu that
allows directly converting and saving the phrases in SiGML unique word format
may also solve this problem although the essence of the issue is the same.

A menu that allows users to edit on the time axis the synchronization between
the manual parts of the sign with the nonmanual parts would be a good direction for
research and development. This menu should be developed further in the sec-
tion menus for nonmanual components of signs.
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Hybrid Neuro-Fuzzy Approaches
for Abnormality Detection
in Retinal Images

D. Jude Hemanth, Valentina E. Balas and J. Anitha

Abstract Abnormality detection in human retinal images is a challenging task.
Soft computing techniques such as neural approaches and fuzzy approaches are
widely used for these applications. However, there are significant drawbacks
associated with these approaches. Artificial Neural Networks (ANN) yield high
accuracy only when the training data is sufficiently large and accurate. On the other
hand, fuzzy approaches are quite accurate but require significant computational
time. Hence, a combination of neural and fuzzy approach is tested in this work
which yields high accuracy within a reasonable time. The neuro-fuzzy model used
in this work is Adaptive Neuro-Fuzzy Inference Systems (ANFIS) which possess
the benefits of neural approaches and fuzzy approaches. The applicability of these
techniques is explored in the context of categorizing the normal and abnormal
retinal images. The performance of the classifiers is analyzed in terms of sensitivity,
specificity, and classification accuracy and convergence time. Representatives from
neural approaches and fuzzy approaches are also implemented for comparative
analysis. The neural and fuzzy approach used in this work is Kohonen Neural
Network and Fuzzy C-Means (FCM), respectively. Experimental analysis suggests
promising results for the hybrid approach.
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1 Introduction

Image classification is a method of pattern recognition in which the abnormal
images are differentiated from normal images. This methodology is widely pre-
ferred for medical image analysis and specifically in the field of ophthalmology.
Conventionally, the abnormality is identified by the human observer which is
highly prone to error. Several automated systems have been developed to overcome
this drawback of wrong identification of abnormalities. ANN and fuzzy systems
hold significant positions among these automated systems.

Several works have been developed based on ANN and fuzzy systems.
A detailed analysis of the various applications of ANN in the medical field is given
in [1]. The merits and demerits of the ANN are highlighted in this work.
Pixel-based retinal image classification is implemented in [2]. Back propagation
neural networks are used for this application. Multilayer feed forward neural net-
works based retinal abnormality identification is available in [3]. Bilevel classifi-
cation is performed in this work and various performance measures are analyzed.
Retinal blood vessel analysis using ANN is developed by [4]. Filtering method-
ologies in conjunction with the ANN are used for enhancing the performance of the
system. ANN-based retinal image abnormality identification is also performed by
[5]. Single layer neural networks are used in this work and a detailed analysis of the
proposed approach is also shown in this report. However, the accuracy of such
ANN-based approaches is limited which shows the nonfeasibility of such systems
for real-time applications.

Fuzzy based classification approaches have been also reported in the literature.
X-ray image classification using fuzzy membership functions is available in [6].
A comparative analysis with other classifiers is also shown in this work.
Classification between different types of ultrasound medical images is carried out
by [7]. A combination of fuzzy logic theory and Support Vector Machine (SVM) is
used for this implementation. Fuzzy approaches have been also used to classify the
abnormal mammogram images [8]. SVM is used in conjunction with the fuzzy
approaches to classify the images. Few other fuzzy based medical image classifi-
cation techniques are available in [9, 10]. The interesting fact about these earlier
works is that the approaches are efficient in terms of accuracy but requires huge
time for convergence.

One of the methodologies to incorporate the advantages of ANN and fuzzy is to
develop a hybrid methodology. In this work, the application of the hybrid systems
such as ANFIS for medical image classification is analyzed. Real-time retinal
images are collected from hospitals and used in this work to test the efficiency of the
proposed system. The proposed system is analyzed in terms of various performance
measures which include the efficiency measures and convergence rate measures.
A comparative analysis with the neural classifier and the fuzzy classifier validates
the superior nature of the hybrid systems over the other approaches.
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2 Materials and Methods

The proposed flow diagram of the automated retinal image classification system is
shown in Fig. 1.

The automated classification system consists of two parts: (a) Image database
and feature extraction and (b) Classification using various approaches. The retinal
images used in this work are collected from Lotus Eye Care Hospital, Coimbatore,
India. Around 550 images are used in this work among which 260 images are from
normal category and 290 images are from abnormal Diabetic Retinopathy
(DR) category.

An extensive feature set is extracted from the input raw images. The features are
then supplied as input to the classifiers. The classifiers are initially trained and then
tested with unknown images. The performance measures are then analyzed from the
experimental results.

3 Feature Extraction

Feature extraction is one of the important aspects of any image processing appli-
cations. The feature extraction concept is induced to represent the input categories
in a specific manner. The features extracted from the normal category images must
be significantly different from the features extracted from the abnormal category.
The second objective of the feature extraction methodology is to reduce the com-
plexity of the classifiers. Since only few extracted features represent the whole
image, the computational complexity is significantly reduced.

Retinal Image database

Feature Extraction

Kohonen NN based 
image classification

ANFIS based 
image classification

FCM based image 
classification

Performance Evaluation 
& Comparison

Fig. 1 Proposed framework of the automated system
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In this work, 12 features are used to represent each image. Thus, an image of size
256 × 256 is reduced to 1 × 12. Feature selection is very important, since the
presence of irrelevant features may reduce the accuracy of the overall system. The
features used in this work are Mean, Standard Deviation, Kurtosis, Skewness,
Energy, Entropy, Correlation coefficient, Contrast, Variance, Cluster shade, Cluster
prominence, and Inverse Difference Moment. These features are mostly textural
features and they work well for any retinal image classification system. A detailed
explanation on estimating these features are given in [11].

4 Classifiers

Three different types of classifiers are used in this work. One corresponds to the
neural category, another corresponds to the fuzzy category, and the third classifier
belongs to the hybrid neuro-fuzzy category.

4.1 Kohonen Neural Network

Kohonen neural network [12] belongs to the unsupervised neural network category.
Since expert knowledge is not always available in prior, these unsupervised
approaches are found to be more suitable for medical imaging applications. The
significant advantage of Kohonen neural network is its simplicity which is essential
for practical applications. The training algorithm is used to train the neural archi-
tecture, which stores the significant features in the neural network. The testing
process is further used to categorize the unknown testing images.

4.1.1 Architecture

The framework of the Kohonen neural network is shown in Fig. 2.
The Kohonen neural network is a single layer network with an input layer and

output layer. The number of neurons in the input layer is based on the number of
input features and the number of neurons in the output layer is based on the number
of output classes. A single weight matrix W is used to connect the two layers. It is
essential to determine the values of the weight matrix which is done using the
training algorithm.

4.1.2 Training Algorithm

The training algorithm of Kohonen neural network employs the “winner take-all”
algorithm for the weight adjustment process. In this method, only the weights
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associated with the winner neuron will be adjusted while the other weight values
remain the same. The detailed algorithm is given in the following steps.

Step 1: Supply the inputs, randomly initialized weights, and the learning rate (α).
Step 2: Determine the Euclidean distance between the inputs and the randomly

initialized weights for each output layer neuron j.

DðjÞ ¼
X

xi � wij
� �2 ð1Þ

Step 3: Find the output layer neuron j for which the distance value is minimum.
Step 4: Adjust the weights of the links associated with the winner neuron using the

following formula:

w newð Þ ¼ w oldð Þ þ a � y� w oldð Þð Þ � xi ð2Þ

Step 5: Repeat the process for a specified number of iterations.
Step 6: The stabilized set of weights is obtained when the maximum number of

iterations is reached.

These stabilized set of weights are stored in the form of a matrix. The features
are then extracted for an unknown input image and fed to the network. The distance
measure is estimated with the stabilized weights. Each neuron in the output layer
corresponds to the predefined class. The unknown input image is assigned to the
class for which the distance value is minimum. The testing process is very quick,
since it is free from iterations.

4.2 Fuzzy C-Means Approach

FCM algorithm [13] is an unsupervised algorithm which is mainly used for image
segmentation. FCM involves the concept of fuzzy logic theory which mainly
improves the accuracy of the overall system. Even though it is used for clustering

Outputs

W
1

2

3

1

2

Fig. 2 Architecture of
Kohonen neural network
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applications, few post-processing steps are included for the FCM to perform the
operation of image classification.

4.2.1 FCM Algorithm

The detailed algorithm is given below through mathematical steps.

Step 1: Initialize the number of clusters for the FCM algorithm. In this work, the
number of clusters c is two which corresponds to the normal category and
the abnormal category.

Step 2: Initialize the membership values of each pixel for the different categories.
These membership values, given by uij vary between 0 and 1. Thus, each
pixel has two values for both the categories.

Step 3: Calculate the centroid values using the following formula

ci ¼
P

j u
m
ij � xjP
j u

m
ij

ð3Þ

In this work, i varies from 1 to 2 and xj corresponds to the jth data.
Initially, the two-dimensional (2D) input image is rearranged to
one-dimensional (1D) column for easier implementation.

Step 4: Using the cluster center values, refine the initial membership values using
the following formula

uij ¼ 1
Pc

k¼1
dij
dkj

� �2=m�1
ð4Þ

In the above equation, dij corresponds to the distance between the ith
cluster center and jth input data. The constant m is called as fuzzy
exponent and the value is greater than 2.

Step 5: Using these membership values, the cluster center is again adjusted. This
process continues till the following condition is reached.

uij newð Þ � uij oldð Þ\ b ð5Þ

In the above equation, β corresponds to the error tolerance value. If the
difference between the current iteration’s membership value and the pre-
vious iteration’s membership value are very small, then it can be stated
that the membership values are converged to the correct values.

Step 6: After convergence, the membership value of each pixel is observed. The
pixel is allotted to the category for which the membership value is max-
imum. The same procedure is used for all the pixels and the pixels are
categorized to any one of the category.
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Step 7: Check if at least one pixel belongs to the abnormal category. If yes, then
that image is assigned to the abnormal category. If all the pixels belong to
the normal category, then it is assigned to the normal category.

The same procedure is repeated for all the images and the entire input dataset is
categorized either to the normal category or the abnormal category. The accuracy of
such systems is usually good, but the time requirement for convergence is very high
which limits the practical applications of such approaches.

4.3 Hybrid Neuro-Fuzzy Systems

ANN is comparatively quicker than fuzzy systems, but less accurate than fuzzy
systems. However, practical applications demand both high accuracy and quick
convergence. Thus, there is significant necessity for hybrid systems in order to
incorporate both performance measures in the same system. In this work, a hybrid
ANFIS system is proposed for the retinal image classification system.

4.3.1 Fuzzy IF-THEN Rules

Fuzzy IF-THEN rules are used to represent the input information in an accurate
manner which is otherwise not accurate. The total number of input features used in
this work is 12 and the number of output classes is 2. The total number of fuzzy
rules used in this work is 4096. Some sample IF-THEN rules are shown below:

IF x1 is a and x2 is b…and x12 is m, THEN output is class 1.
IF x1 is r and x2 is t…and x12 is u, THEN output is class 2.

In the above rules, x1, x2, …, x12 corresponds to the input features. Even though
many rules are framed, only one rule will be fired and used in the system for further
processing.

4.3.2 Architecture

The architecture of Sugeno model ANFIS is shown in Fig. 3.
The architecture shown is the general ANFIS and it can be extended to any

inputs and any number of fuzzy rules. These changes are usually reflected in Layer
1 of ANFIS which consists of premise parameters. The layer 2 performs the
multiplication operation and Layer 3 performs the normalization operation. Layer 4
multiplies the inputs with the unknown function f1 which in turn consists of con-
sequent parameters. Finally, the layer 5 performs the summation operation of all the
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inputs to yield the overall output of the ANFIS system. The next step is the training
process of ANFIS which sets the premise and consequent parameters.

4.3.3 ANFIS Training Ethodology

The proper selection of the number, the type, and the parameter of the fuzzy
membership functions and rules is crucial for achieving the desired performance
and in most situations, it is difficult. These parameters are often chosen based on
trial and error method. This fact highlights the significance of tuning the fuzzy
system. The ultimate aim of training the ANFIS system is to determine the optimal
premise and consequent parameters.

The training algorithm is implemented in two paths: forward path and the reverse
path. The entire algorithm is summarized below. The parameter set S is divided into
two sets

S ¼ S1 � S2 ð6Þ

S set of total parameters
S1 set of premise parameters
S2 set of consequent parameters
� direct sum.

For the forward path, least square method is applied to identify the consequent
parameters. For a given set of values of S1, the following matrix equation can be
obtained by plugging the training data.

AH ¼ y ð7Þ

where H contains the unknown parameters in S2. This is a linear square problem
and the solution for H, which minimizes AH� yk k2, is the least square estimator.

H� ¼ ATA
� ��1

ATy ð8Þ

f1
x1

f2
x12

a

r

π

π

N

N
.

∑

Fig. 3 Architecture of
ANFIS
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For the backward path, the error signals propagate backward. The premise
parameters are updated by descent method, through minimizing the overall qua-
dratic cost function

J Hð Þ � 1
2

XN
n¼1

y kð Þ � ŷ k;Hð Þ½ �2 ð9Þ

in a recursive manner with respect to H S2ð Þ. The update of the parameters in the
ith node can be written as

Ĥi kð Þ ¼ Ĥi k � 1ð Þ þ g
@þE kð Þ
@Hi k̂

� � ð10Þ

where η is the learning rate and the gradient vector

@þE
@Ĥi

¼ ei
@ẑi
@Ĥi

ð11Þ

where @ẑi is the node output and ei is the back propagated error signal. The training
algorithm identifies the optimal set of parameters which are further used for the
testing process. If the output neuron value is greater than 0.5, then the input image
is allotted to the second category. If it is less than 0.5, it is allotted to the first
category. These categories are predefined and it is set based on the user application.

5 Experimental Results and Discussions

The experiments are carried out on the processor with 2 GB RAM and 1.66 clock
frequencies. The software used for the implementation is MATLAB. The dataset
used for the implementation is shown in Table 1.

The complete dataset is initially divided into the training data and the testing
data. Initially, feature extraction is performed on these images. The features
extracted from these images are sufficiently different between the categories but
similar within the categories. The extracted features are supplied as input to the
classifiers. The confusion matrix obtained for the classifiers for both the categories
is shown in Table 2.

The level of correct classification and misclassification rate is illustrated in
Table 2. In the above Table, class 1 corresponds to the normal category and class 2

Table 1 Experimental
dataset

Input image category Training dataset Testing dataset

Normal 130 130

Abnormal 140 150

Hybrid Neuro-Fuzzy Approaches for Abnormality Detection … 303



corresponds to the abnormal category. In Kohonen neural classifier, 94 images are
correctly classified in the normal category and 102 images are correctly classified in
the abnormal category. Thus, 196 images are correctly classified among 280 testing
images. Similarly, 236 images are correctly classified for the FCM classifier and
259 images are correctly classified by the ANFIS classifier. The performance
measures are further estimated from Table 2. The results are shown in Table 3.

In Table 3, TP corresponds to True Positive, TN corresponds to True Negative,
FP corresponds to False Positive, and FN corresponds to False Negative. These
values are estimated from the confusion matrix, and the performance measures are
further estimated. The ideal values of sensitivity, specificity, and classification
accuracy are infinity. A close observation of the results shown in Table 3 proves the
efficiency of the ANFIS system in terms of accuracy. The sensitivity and specificity
parameters are also better than the other classifiers.

FCM is better in comparison to the neural classifier in terms of accuracy but still
inferior to the ANFIS system. The performance analysis in terms of convergence
rate is shown in Table 4.

From Table 4, it is evident that the convergence rate is better for the hybrid
neuro-fuzzy classifier than the other classifiers. Thus, this work has highlighted the
necessity of hybrid systems for performance enhancement in practical applications.

Table 2 Confusion matrix of the classifiers

Classifiers Class 1 Class 2

Kohonen Class 1 94 36

Class 2 48 102

FCM Class 1 111 19

Class 2 25 125

ANFIS Class 1 121 9

Class 2 12 138

Table 3 Performance measures of the classifiers

Classifiers TP TN FP FN Sensitivity Specificity CA (%)

Kohonen Class 1 94 102 48 36 0.72 0.68 70

Class 2 102 94 36 48 0.68 0.72 70

FCM Class 1 111 125 25 19 0.85 0.83 84.2

Class 2 125 111 19 25 0.83 0.85 84.2

ANFIS Class 1 121 138 12 9 0.93 0.92 92.8

Class 2 138 121 9 12 0.92 0.93 92.8

Table 4 Convergence rate
analysis of the classifiers

Classifiers Convergence time (CPU seconds)

Kohonen neural network 6120

FCM 10,654

ANFIS 1251
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6 Conclusion

In this work, the significance of hybrid neuro-fuzzy systems is emphasized in the
context of retinal image classification. It has been also verified that ANN-based
classifiers are quick, but less accurate than fuzzy systems. The experimental results
of FCM show that the time required for convergence is very high but relatively
accurate. The main objective of this work is proved with the experimental results
which illustrates that hybrid systems possess the advantages of both ANN and
fuzzy systems. Thus, an alternate for conventional neural and fuzzy systems is
suggested in this work for medical image analysis applications.
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Abstract Neonatal jaundice diagnosis has been approached by various machine
learning techniques. Pattern recognition algorithms are capable of improving the
quality of prediction, early diagnosis of diseases, and disease classification. Pattern
recognition algorithm results in Neonatal jaundice diagnosis or description of
jaundice treatment by the medical specialist. This research focuses on applying
rough set-based data mining techniques for Neonatal jaundice data to discover
locally frequent identification of jaundice diseases. This work applies Optimistic
Multi-granulation rough set model (OMGRS) for Neonatal jaundice data classifi-
cation. Multi-granulation rough set provides efficient results than single granulation
rough set model and soft rough set-based classifier model. The performance of the
proposed Multi-granulation rough set-based classification is compared with other
Naïve bayes, Back Propagation Neural Networks (BPN), and Kth Nearest Neighbor
(KNN) approaches using various classification measures.
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1 Introduction

Neonatal jaundice is emerging as an increasingly common problem in newborns.
Jaundice is the most common disease of the newborn, and although being benign in
most cases it can lead to severe neurological consequences if poorly evaluated. In
different areas of medicine, data mining has contributed to improve the results
obtained with other methodologies. Neonatal jaundice is the most common clinical
manifestation of newborns. Hyperbilirubinemia, the cause of jaundice, appears in
approximately 60 % of the newborns at term and almost in all preterm neonates,
with prevalence greater than 80 %. The correct identification of newborns at risk of
developing severe hyperbilirubinemia and kernicterus is essential for early treat-
ment. Therefore, preventing the newborn from toxic bilirubin levels, especially for
their immature central nervous system, has become a main concern for pediatri-
cians. Assessing the risk of neonatal jaundice is currently done with the support of
specific monograms that take into account the age of the newborns, the serum or
transcutaneous bilirubin levels, and associated risk factors [1–3].

Rough set introduced by Pawlak, is a mathematical tool for dealing with
uncertainty or incomplete information and knowledge [4–6]. Rough Set theory has
become a valuable tool in the resolution of various problems, such as representation
of uncertain or imprecise knowledge; knowledge analysis; evaluation of quality and
availability of information with respect to consistency; identification and evaluation
of data dependency; reasoning based on uncertain and reduct of information data.
The extent of rough set applications used today is much wider than in the past,
principally in the ranges of medicine, analysis of database attributes and process
control. In the past 15 years, several extensions of the rough set model have been
proposed in terms of various requirements, such as the rough set model based on
tolerance relation, the soft rough set model, the rough soft set model, the fuzzy
rough set model, and the rough fuzzy set model [7]. In the view of granular
computing, a general concept labeled by a set is always characterized via the
so-called upper and lower approximations under a single granulation, i.e., the
concept is showed by known knowledge induced from a single relation (such as
equivalence relation, tolerance relation, and reflexive relation) on the universe.
Multi-granulation rough set approximations are defined by using multi-equivalence
on the universe. In Example 1, the approximation of a set is discussed by using two
equivalence relations on the universe, i.e., the target concept is described by two
granulation spaces. This paper discusses how optimistic multi-granulation rough set
theory [5, 8–13] can be used for the analysis of Neonatal jaundice data [14–16], and
for generating classification rules from a set of observed samples of the Neonatal
jaundice data. Despite the use of different methodologies to assess the risk of
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developing neonatal hyperbilirubinemia, this studies point out a growing resurgence
of bilirubin encephalopathy and kernicterus, identifying the need to improve
diagnosis. This paper is organized as follows. Section 2 describes theoretical
concepts of rough set and multi-granulation rough set data analysis. Section 3
describes the overall structure of methodology. Section 4 describes proposed
algorithm, which is relevant to the work and rule generation algorithm is presented.
Section 5 describes dataset information. Experimental results are reported and
Comparison with Naïve bayes, KNN, and BPN classifier algorithm is given in
Sect. 6. Section 7 describes discussion about experimental results. Finally, con-
clusion is discussed in Sect. 8.

2 Preliminaries

2.1 Rough Sets

Rough set theory was initiated by Pawlak [4–6] for dealing with vagueness and
granularity in information systems. This theory handles the approximation of an
arbitrary subset of a universe by two definable or observable subsets called lower
and upper approximations. It has been successfully applied to machine learning,
intelligent systems, inductive reasoning, pattern recognition, image processing,
signal analysis, knowledge discovery, decision analysis, expert systems, and many
other fields.

Definition 1 Let R be an equivalence relation on U. The pair (U, R) is called a
Pawlak approximation space. The equivalence relation R is often called an indis-
cernibility relation. Using the indiscernibility relation R, one can define the fol-
lowing two rough approximations:

R� xð Þ ¼ x 2 U x½ �R �X
� � ð1Þ

R� xð Þ ¼ x 2 U : x½ �R \X 6¼ h
� � ð2Þ

R� xð Þ and R� xð Þ are called the Pawlak lower approximation and the Pawlak upper
approximation of X, respectively.

2.2 Optimistic Multi-Granulation Rough Sets

Rough set models are based on single granulation; they also called the single
granulation rough sets. In the optimistic multi-granulation rough set (OMGRS), the
target is approximated through the multiple granulations. In lower approximation,
the word optimistic is used to express the idea that is in multiple independent
granulations, we need only at least one of the granulations to satisfy with the
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inclusion condition between knowledge granule and target concept [8, 10–13, 15,
17–19]. The upper approximation of OMGRS is defined by the complement of the
lower approximation.

Definition 2 Let S = (U, AT, f) is called a complete target information system if
values of all attributes AT and D for all objects from U are regular (known), where
AT is called the conditional attributes and D is called the decision attribute, P̂; Q̂ be
two partitions on the universe U, and X�U. The lower approximation and the
upper approximation of X in U are defined by the following:

XP̂þ Q̂ ¼ x : P̂ xð Þ�Xor x:Q̂ xð Þ�X
� � ð3Þ

�XP̂þ Q̂ ¼ � �Xð ÞP̂þ Q̂ ð4Þ

Example 1 Table 1 depicts a sample information system containing some infor-
mation about a project. L and P are the conditional attributes of the system, whereas
D is the decision attribute.

Let X ¼ e1; e2; e6; e8f g. Three partitions are induced from Table 1 as follows:

L̂ ¼ e1; e7f g; e2; e3; e4; e5; e6f g; e8f gf g
P̂ ¼ e1; e2f g; e3; e4; e5f g; e6; e7; e8f gf g

dL\P ¼ e1f g; e2f g; e3; e4; e5f g; e6f g; e7f g; e8f gf g

Optimistic Multi-granulation Lower Approximation
The lower approximation of a target concept in complete information systems using
multi-equivalence relation is defined as follows:

XP̂þ Q̂ ¼ x : P̂ xð Þ�Xor x : Q̂ xð Þ�X
� � ð5Þ

Table 1 A sample
information system

U L P Decision

e1 1 1 1

e2 2 1 1

e3 2 2 0

e4 2 2 0

e5 2 2 0

e6 2 3 1

e7 1 3 0

e8 3 3 1

310 S. Senthil Kumar et al.



For example, for Table 1

XP̂þ Q̂ ¼ e8f g[ e1; e2f g ¼ e1; e2; e8f g
Optimistic Multi-granulation Upper Approximation
Multi-granulation upper approximation is a complement of multi-granulation lower
approximation.

�XP̂þ Q̂ ¼ � �Xð ÞP̂þ Q̂ ð6Þ

For example for Table 1, XP̂þ Q̂ ¼ e1; e2; e3; e4; e5; e6; e7; e8f g
\ e1; e2; e6; e7; e8f g ¼ e1; e2; e6; e7; e8f g

But, the lower approximation and the upper approximation of X based on
Pawlak’s rough set theory are as follows:

X dL[P ¼ Y 2 dL[P : Y
n o

¼ e1; e2; e6; e8f g
�X dL\P ¼ Y 2 dL[P : Y \X 6¼ h

n o
¼ e1; e2; e6; e8f g

3 Methodology

Figure 1 show over all structure of classification. First stage of classification is data
acquisition. Data acquisition is the process of taking data which should be
acceptable to the computing device for further processing.

Certain rules 
using lower 

approximation

Possible rules 
using upper 

approximation

Testing 
data

Match Decision 
Rule

Diagnose 
disease

Data 
acquisition

Training 
data

Apply OMGRS 
Technique

Fig. 1 Proposed classification structure
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Data acquisition is usually made by sensors, digitizing machine, and scanners.
Second stage is data analysis. Later data acquisition, the task of analysis begins.
During data analysis step, the learning about the data takes place and information is
collected about the different events and pattern classes available in the data. This
information or knowledge about the data is used for further processing. Dataset
presented to a classification is divided into two sets: training set and testing set. The
efficiency of classier is checked by presenting testing set to it. Proposed algorithm is
depicted in Table 2. During third stage, multi-granulation rough set classification is
applied for training data. Its fortitude is to decide the group of new data on the basis
of knowledge generated from certain rules and possible rules. In the next step,
matching decision rules are applied for test data. Finally, classification measures are
applied to evaluate the performance of various classification approaches for
Neonatal jaundice disease diagnosis.

4 Proposed Algorithm

Optimistic Multi-granulation Rough set based classification approach is presented
in Table 2. In this approach, OMGRS lower approximation of the given dataset
based on Decision class C are constructed in step 1. In the second step, OMGRS
upper approximation of the given dataset based on Decision class C are constructed.
In the third step, certain rules are generated based on OMGRS lower approxima-
tion. In the fourth step, possible rules are generated based on OMGRS upper
approximation.

The decision rules generated using proposed algorithm for the example pre-
sented in Table 1 is given in Table 3.

Table 2 Proposed algorithm

Proposed Algorithm: OMGRS-based classification

Input: Given Dataset with conditional attributes 1, 2, …, n − 1 and the Decision attribute n.
Output: Generated Decision Rules
Step 1: Construct the OMGRS-based lower approximation for the given dataset.

XP̂þ Q̂ ¼ x : P̂ xð Þ�X or x : Q̂ xð Þ�X
� �

(7)

Step 2: Construct the OMGRS-based upper approximation for the given dataset

�XP̂þ Q̂ ¼ � �Xð ÞP̂þ Q̂ (8)

Step 3: Generate certain rules using OMGRS-based lower approximation.
Step 4: Generate possible rules using OMGRS-based upper approximation.
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5 Data Description

A total of 808 medical records were collected from newborns during January–
December 2007 in Neonatal Intensive Care Unit in Cairo, Egypt. Retrospective data
of all neonatal jaundice cases were collected from patient’s files and descriptive
analysis of these data was done. These data include the following: sex, gestational
age, postnatal age, and weight at day of presentation, the day of onset of jaundice
after delivery, and duration of stay in hospital. The ratio of 474 male to 334 female
was 1.4:1. There were 643 full terms (79.58 %), 53 near terms (6.55 %), and 113
preterms (13.98 %). The mean postnatal age of patients on admission was
5.75 ± 4 days (ranging from 1 to 20 days except one case diagnosed as Crigler–
Najjar syndrome, was admitted to NICU at 60-days old). The median age of onset of
jaundice was three days with the interquartile range (IQR) of one day. The mean
weight of patients was 2658.6 ± 710 g (ranging from 740 to 4900 g). The mean
duration of stay is of 7.21 ± 8.72 days (ranging from 1 to 86 days). The total and
direct bilirubin levels were measured several times for the studied patients with the
detection of peak of total bilirubin and the day on which the peak occurred. The peak
of total bilirubin ranged from 6.5 to 65.5 mg/dl with a mean value of 24.55 ± 9.16 at
mean age 6.2 ± 3.58 days (ranging from 1 to 33 days). Among 808 studied cases, a
peak of total bilirubin was reported in files of 781 cases. The total bilirubin level was
measured at day of presentation, then after 24 hour later, then after two days,
afterwards before discharge or death. The mean values were 23.1 ± 9.87 (ranging
from 2.1 to 65.5 mg/dl), 19.85 ± 6.76 (ranging from 4.9 to 49.5 mg/dl), 16.09 ± 5.84
(ranging from 3.1 to 51.3 mg/dl), and 12.34 ± 6 (ranging from 0.74 to 51.7 mg/dl),

Table 3 Example for proposed work

A sample of the dataset is an example 1 in order to extract the rules.

Input: Conditional attributes L and P. Decision attribute X
Output: Generate decision rules
Step 1: Construct the OMGRS lower approximation for the given data in Table 1.

XP̂þ Q̂ ¼ e1; e2; e8f g
Step 2: Construct the OMGRS upper approximation for the given data in Table 1.

�XP̂þ Q̂ ¼ e1; e2; e6; e7; e8f g
Step 3: Generate certain rules using OMGRS lower approximation

If L = 1 and P = 1 = > D = 1
If L = 2 and P = 1 = > D = 1

If L = 3 and P = 3 = > D = 1

Step 4: Generate possible rules using OMGRS upper approximation

If L = 1 and P = 1 = > D = 1
If L = 2 and P = 1 = > D = 1
If L = 2 and P = 3 = > D = 1
If L = 1 and P = 3 = > D = 0
If L = 3 and P = 3 = > D = 1
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respectively. The direct bilirubin level was measured at the same time with total
bilirubin. The mean values were 1.55 ± 3.4 (ranging from 0.02 to 38 mg/dl),
1.58 ± 3.21 (ranging from 0.03 to 25.36 mg/dl), 1.65 ± 3.35 (ranging from 0.01 to
24.8 mg/dl), and 1.22 ± 2.64 (ranging from 0.01 to 25.36 mg/dl), respectively. These
data are presented for prediction of the risk of neonatal jaundice and extreme
hyperbilirubinemia of newborns. The dataset of 808 records, 16 predictor variables,
and 1 target variable was constructed. The target variable “pattern” has three possible
values “1” (indirect hyperbilirubinemia), “2” (changed from indirect to direct
hyperbilirubinemia), and “3” (direct hyperbilirubinemia) [1].

6 Experimental Analysis

Classification [10, 14, 15, 20] of complex measurements is essential in an analysis
process. Accurate classification of measurements may in fact be the most critical
part of the diagnostic process. Several classification measures are available in the
pattern recognition techniques. The proposed algorithm is applied to training data
and the generated classification rules are matched with test data to determine exact
class. The attributes in these data sets are all numerical. 80 % of the data is chosen
as the training set and 20 % as testing data. In this chapter, seven classification
measures such as precision, recall, F-measure Folke–Mallows, Kulczynski, Rand
and Russel–Rao indexes were applied for evaluating the accuracy of classification
[21]. Precision, recall, and F-measure are external measures in classification anal-
ysis and other four measures are internal measures in classification analysis. Most
of the researchers have applied only external measures. In this chapter, external
measures along with four internal measures are applied to validate the proposed
approaches. Various validation measures are applied to evaluate the accuracy of
proposed classification approaches for diagnostic process. Table 5 and Fig. 2 pre-
sents different algorithms for the detection of Neonatal jaundice disease and
effectiveness of those algorithms are computed using various validation measures.
Table 4 depicts various validation measures used in this work.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

OMGRS

BPN

KNN

Naïve Bayes

Fig. 2 Comparative analysis
of classification algorithms
for neonatal jaundice dataset
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7 Discussion

When compared with the traditional methods, the prediction with the application of
data mining techniques offered interesting results. Optimistic multi-granulation
rough sets are widely and successfully used models for classification, forecasting,
and problem solving. OMGRS is proposed for the diagnosis of Neonatal jaundice
diseases. The main idea of this data set is to construct the proposed model, which
will perform the presumptive diagnosis of Neonatal jaundice data. To evaluate the
effectiveness of the Optimistic multi-granulation rough set technique, Neonatal
jaundice data set is used. A number of useful performance metrics in medical
applications which include Precision, Recall, Specificity, F-measure, Folke–
Mallows, Kulczynski, Rand and Russel–Rao indexes are computed. The results are
analyzed and compared with those from other methods available in the literature.
The experimental outcomes positively demonstrated that the OMGRS classification
method is effective in undertaking Neonatal jaundice data classification tasks.
However, in practice, because it presents better accuracy results, the pediatricians
base their assessment in the combination of clinical risk factors with the measures
presented by the newborns. Table 5 and Fig. 2 illustrated the performance of
proposed as well as compared classification approaches. As illustrated in the figure,
OMGRS-based classification outperforms all the other classification approaches for
Neonatal jaundice data set. Precision, Recall, Specificity, F-measure, Folke–
Mallows, Kulczynski, and Rand indexes of OMGRS-based classification are higher
than that of KNN, BPN, and Naïve bayes. Based on, Russell-Rao index Naïve
bayes classification approaches, more importantly, the multi-granulation rough set
only is able to produce good results than naïve bayes, BPN, and KNN. As a result,
domain users (i.e., medical practitioners) are able to comprehend the prediction

Table 4 Various classification measures

Precision ¼ True positive
True positiveþ False positive

Recall Sensitivityð Þ ¼ True positive
True positiveþ False negative

Specificity ¼ True positive
True positiveþ True negative

F-Measure Czekanowski�Dice indexð Þ ¼ 2 � Precision � Recall
Precisionþ Recall

Folkes�Mallows index ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Precision � Recall

p

Kulczynski index ¼ 1
2

Precision þ Recallð Þ

Rand index ¼ True positive þ False negativeð Þ
True positive þ True negativeþ False positive þ False negativeð Þ

Russel�Rao index ¼ True positive
True positive þ True negativeþ False positive þ False negativeð Þ
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given by the multi-granulation rough set technique; hence its role is essential as a
medical decision tool. Overall, the results indicate that multi-granulation rough set
method performs better than all other methods. This multi-granulation rough set can
be applied to a variety of Neonatal jaundice data. However, methods that are
specialized to particular applications can often achieve better performance by taking
into account former information. Selection of an applicable approach to a classi-
fication problem can therefore be a difficult dilemma. In consequence, still there is
much room for over current medical data classification tasks. Therefore, there is a
great potential for the use of data mining techniques for Neonatal jaundice data
classification, which has been fully examined and would be one of the interesting
directions for future research.

8 Conclusion

In this chapter, four classification techniques in data mining to predict Neonatal
jaundice disease in patients are compared: rule-based OMGRS, BPN, Naïve bayes,
and KNN. These techniques are compared on basis of classification measures of
Precision, Recall, Specificity, F-Measure, Folke–Mallows, Kulczynski, Rand and
Russel–Rao indexes. Our studies showed that OMGRS model turned out to be the
best classifier for Neonatal jaundice disease prediction. In future, we intend to
improve performance of these basic classification techniques by creating meta-
model which will be used to predict medical disease in patients.

Acknowledgments The second author would like to thank UGC, New Delhi for the financial
support received under UGC Major Research Project No. F-41-650/2012 (SR).

Table 5 Performance analysis of classification algorithms for Neonatal jaundice dataset

OMGRS BPN KNN Naïve Bayes

Sensitivity 1.000 0.845 0.961 0.951

Precision 0.998 0.904 0.924 0.961

Specificity 0.002 0.093 0.185 0.049

F-Measure 0.998 0.868 0.942 0.943

Folkes–Mallows index 0.997 0.871 0.943 0.950

Kulczynski index 0.998 0.875 0.943 0.950

Rand index 0.974 0.938 0.908 0.932

Russel–Rao index 0.435 0.331 0.458 0.494
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Boosted Decision Trees for Vertebral
Column Disease Diagnosis

Ahmad Taher Azar, Hanaa S. Ali, Valentina E. Balas, Teodora Olariu
and Rujita Ciurea

Abstract Vertebral column diseases are of the main public health problems which
cause a negative impact on patients. Disk hernia and spondylolisthesis are examples
of pathologies of the vertebral column which cause intensive pain. Data mining
tools play an important role in medical decision making and deal with human
short-term memory limitations quite effectively. This paper presents a decision
support tool that can help in detection of pathology on the vertebral column using
three types of decision trees classifiers. They are Single Decision Tree (SDT),
Boosted Decision Tree (BDT), and Decision Tree Forest (DTF). Decision Tree and
Regression (DTREG) software package is used for simulation and the database is
available from UCI Machine Learning Repository. The performance of the pro-
posed structure is evaluated in terms of accuracy, sensitivity, specificity, ROC
curves, and other metrics. The results showed that the accuracies of SDT and BDT
in the training phase are 90.65 and 96.77 %, respectively. BDT performed better
than SDT for all performance metrics. Value of ROC for BDT in the training phase
is 0.9952. In the validation phase, BDT achieved 84.84 % accuracy, which is
superior to SDT (81.94 %) and DTF (84.19 %). Results showed also that grade of
spondylolisthesis is the most relevant feature for classification using BDT classifier.
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1 Introduction

The vertebral column is a system composed of a group of vertebras, intervertebral
disks, nerves, muscles, medulla, and joints. It plays an important role in the bio-
mechanical system [6, 34]. The main function of the vertebral column is to provide
support for the human body and to protect the spinal cord and nerve roots. The
spinal cord is a major pathway for traveling motor and sensory signals between
brain and the peripheral nervous system. When a spinal cord injury occurs, the
spinal tracks carrying signals between the brain and organs are disrupted. The
vertebral column is also responsible for body’s movement axles making movement
possible in three levels: frontal, sagittal, and transversal [1, 28, 29].

This complex system can suffer dysfunctions that cause backaches. The most
common examples of pathologies of the vertebral column are disk hernia and
spondylolisthesis. When the core of the intervertebral disk migrates from the center
of the disk to the periphery, disk hernia appears. This may occur suddenly in an
event such as a fall or an accident or may occur gradually with repetitive straining
of the spine. Spondylolisthesis occurs when one of vertebras slip in relation to the
others. This slipping occurs generally toward the base of the spine in the lumbar
region, causing a weakness in the rings of the lumbar vertebrae [22].

Several challenging problems in the biomedical domain and the set of powerful
Machine Learning (ML) techniques have resulted in a new domain on its own,
where the power and beauty of these techniques can be fully exploited to obtain
proper solutions to these challenges. Machine learning techniques such as Support
Vector Machines (SVM) and Artificial Neural Networks (ANN) are widely applied
to several medical fields. The reason is that the capacity of human diagnostic is
significantly worse than the neural system’s diagnostic under adverse conditions
such as stress, fatigue, and little technical knowledge [15, 22]. One of the most
attractive features of ML is that it shares problems and tools with other fields such
as statistics and signal processing. It takes advantage of the synergy of these fields
thus providing robust solutions that use different fields of knowledge [23]. In
general, ML methods use training data to induce general models that can detect the
presence or absence of patterns in new (test) data. A learning algorithm is applied to
the set of training vectors, generating a classifier model. Multi-class pattern rec-
ognition has a wide range of applications and is applied in many real-world
problems which require the discrimination of different categories. The main aim of
the classification problems is to construct robust, stable, successful, and fast clas-
sification models utilizing features of the problem dataset [5, 15, 18].
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In this paper, decision trees classifiers are used for the detection of pathology on
the vertebral column. Three types of classifiers are used; Single Decision Tree
(SDT), Boosted Decision Tree (BDT), and Decision Tree Forest (DTF). These
systems classify the cases in two categories: normal and abnormal. The normal ones
are those characterizing a healthy patient. The abnormal ones include disk hernia
and spondylolisthesis.

The rest of the paper is organized as follows. Section 2 depicts the related work.
Subjects and methods are introduced in Sect. 3. Data analysis using the proposed
systems is described in Sect. 4. Results and discussion are presented in Sect. 5.
Finally, conclusion and future directions are given in Sect. 6.

2 Related Work

Neto and Barreto [21], reported a performance comparison among standalone
machine learning algorithms and their combinations when applied in the field of
orthopedics to a medical diagnosis problem. They used SVM, Multiple Layer
Perceptron (MLP), and Generalized Regression Neural Network (GRNN) for
classification. They also reported confusion matrices of all learning algorithms, and
studied the effects of diversity in the design of the ensembles. Their results indi-
cated that the ensembles of classifiers have better generalization performance than
standalone classifiers. The accuracy obtained was 82 % using SVM, 83 % using
MLP, and 75 % using GRNN. After ensembling these classifiers they become
C-SVM, C-MLP, and C-GRNN, and reached 94, 88, and 81 %, respectively. Neto
et al. [22], analyzed the incorporation of the reject option to hold a decision on the
diagnostic of pathologies on the vertebral column. They applied their technique on
the same UCI dataset and compared it with several machine learning techniques.
Incorporation of the reject option provided better results than traditional learning
techniques, even when rejecting few instances. They could reach average approx-
imate accuracy of 85 %. A hybrid Case-Based Reasoning (CBR) and Artificial
Neural Network (ANN) is used for the classification by Abdrabou [1]. The appli-
cation was developed using eZ-CBR shell which showed a great potential in the
hybridization between CBR and NN systems. Using UCI database, an average
approximate accuracy of 85 % was obtained, which is almost the same obtained
from other ML techniques. Babalik et al. [5] introduced an Artificial Bee Colony
(ABC) algorithm as a preprocessor to improve the accuracy of the SVM classifier.
RBF kernel was used as the kernel function in SVM. K-fold cross-validation
algorithm was used to improve the reliability of the study. Optimum parameters of
SVM are obtained using grid search algorithm. The weight vectors are obtained
using associated optimum parameters with related SVM model. Mattos and Barreto
[19], introduced two ensemble models that are built using Fuzzy ART (FA) and
Self Organizing Map (SOM) Neural Networks as base classifiers. They described
three different strategies to convert these unsupervised learning algorithms to
supervised ones to be applied for the vertebral column classification task.
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A metaheuristic solution based on a hybrid Particle Swarm Optimization (PSO) was
used for parameter optimization. Ten datasets including vertebral column dataset
was used for comprehensive performance evaluation. Results showed that FA and
SOM-based ensemble classifiers outperform ensembles built from standard super-
vised neural networks. Average accuracy obtained during their experiments was
approximately 83 %. A Computer-Aided Diagnosis (CAD) system which can help
diagnosis of pathology on the vertebral column was introduced by Unal and Kocer
[32]. Various artificial intelligence methods were used for the classification of the
UCI database. The classification accuracy obtained was approximately 85.5 %
using Multi-Layer Perceptron and 83.3 % using Naïve Bayes. Huang et al. [16],
introduced a study that employed the ANN and rough set theory. The study used
Back-Propagation Neural Network (BPNN), Rough Set Theory Genetic Algorithm
(RS-GA), and Rough Set Theory Johnson Algorithm (RST_JA) to test the UCI
database. Results showed that the BPNN is superior to RST-GA and RST-JA and
has higher accuracy. The classification accuracy of BPNN was 90.32 %.

3 Subjects and Methods

3.1 Database

The database applied in this work is available from UCI Machine Learning
Repository [31]. This database was collected during a medical residence in Spine
Surgery. It contains about 310 patients obtained from sagittal panoramic radiog-
raphies of the spine. A total of 100 patients have normal anatomy. The rest of the
data are from the patients operated due to disk hernia (60 patients) or spondylo-
listhesis (150 patients). The categories of disk hernia and spondylolisthesis could be
merged into a single category named as abnormal (210 patients). Two different but
related classification tasks can be implemented using UCI database. The first task is
classifying patients as belonging to one of three categories (normal, disk hernia,
spondylolisthesis). For the second task, disk hernia and spondylolisthesis can be
merged into a single category and the classification is implemented using two
classes (normal, abnormal). Each patient is represented in the dataset as a vector or
pattern with six biomechanical attributes derived from the shape and orientation of
the pelvis and lumbar spine. Standing lateral X-rays of a cohort of symptomatic
young adult volunteers were obtained and on each radiograph, a simplified model of
the spine and pelvis was created using dedicated software. The six attributes are:
angle of Pelvic Incidence (PI), angle of Pelvic Tilt (PT), lordosis angle, Sacral
Slope (SS), pelvic radius, and grade of slipping. Figure 1 describes graphically
these attributes. The correlation between the vertebral column pathologies and these
attributes was originally proposed in [7].
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3.2 Decision Trees

Decision trees are a form of multiple variable or multiple effect analyses. These
types of analyses allow us to predict, explain, describe, or classify an outcome.
Decision trees are one of the classification algorithms in current use in data mining
and machine learning. The multiple variable analysis capability helps to go beyond
simple one-cause, one-effect relationships, and describes things in the context of
multiple influences. While it is easy to setup one-cause, one-effect relationships,
this approach can lead to misleading outcomes [8, 10]. A definition of a decision
tree was given by Russel and Norvig [26], as a construct which takes as input an
object or situation described by a set of properties and outputs a yes/no decision.

Fig. 1 Spino-pelvic system
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When a set of input values is identified as having a strong relationship to a target
value, then all of these values are grouped in a bin that becomes a branch on the
decision tree. The tree is constructed by recursively partitioning a dataset into purer,
more homogenous subsets based on a set of tests applied to one or more attribute
values at each branch or node in the tree [4, 9, 10].

3.2.1 Single Decision Tree (SDT)

Every binary split of a node generates two descendant nodes. Tree splitting is based
on a node impurity function. Let IðtÞ denote the impurity at node t. The impurity
function should be zero if all of the patterns that reach the node bear the same
category, and should be large if the categories are equally represented. Entropy
impurity as given by Eq. (1) is the most popular measure [30]

I tð Þ ¼ �
XM
i¼1

P xijtð Þ log2 P xijtð Þ ð1Þ

where P xijtð Þ denotes the probability that a vector Xt belongs to the class xi and M
is the total number of classes. The impurity function will be minimized for a node
that has elements of only one class (pure). The impurity gradient is given by:

DI tð Þ ¼ I tð Þ � aRI tð Þ � aLIðtÞ ð2Þ

where aR and aL are the proportions of the samples at node t, assigned to the right
node and left node, respectively. The strategy is to choose the feature that maxi-
mizes DI tð Þ:

To stop splitting, there are two basic strategies. The first criterion is to continue
splitting until each leaf has zero impurity. Such a tree will not generally perform
well on general datasets. This problem can be solved with pruning. In this process,
any two leaves that are attached to a parent node are eliminated and their parent
node is tuned into a leaf. Pruning can be done if it leads to a small increase in
impurity. The second criterion is to stop splitting when a leaf has an acceptable
impurity. The use of a threshold value for impurity decreases, and does not always
lead to optimum tree size. It stops the tree growing either too early or too late. The
most common approach is to grow a tree up to a large size and then prune its nodes
[20, 30]. Once splitting is stopped, a node is declared to be a leaf, and a class label
xj is given using the majority role:

j ¼ argmax
i

P xijtð Þ ð3Þ

A leaf of the tree is assigned to the class where the majority of the vectors Xt

belong to.
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3.2.2 Boosted Decision Tree (BDT)

Boosting is a general method for improving the accuracy of any learning algorithm.
The AdaBoost algorithm is based on a learning algorithm repeatedly in a series of
rounds t ¼ 1; 2; . . .; T . The algorithm takes as input a training set ðxi; yiÞ where xi
belongs to some domain X and yi belongs to some label set Y . One of the main
ideas of the algorithm is to maintain a set of weights over the training set and select
the best weights and tree structure. The weights of this distribution on training
example i on round t is DtðiÞ. The first step of this boosting procedure is to build a
SDT from the training data. This tree will usually contribute to errors for some
cases in the training data. On each round, the weights of incorrectly classified
examples are increased so that the weak learner is focused on the hard examples in
the training data [2, 13, 24, 25]. The job of the learner is to find a hypothesis ht
appropriate for the distribution Dt. The goodness of the hypothesis is measured by
its error given by Eq. (4) [14]

et ¼
X

i:htðxiÞ6¼yi

DtðiÞ ð4Þ

Once the hypothesis ht has been received, the algorithm chooses a parameter /t

which measures the importance that is assigned to ht. /t gets larger as et gets
smaller.

/t ¼ 1
2
ln

1� et
et

� �
ð5Þ

The distribution Dt is updated to increase the weight of examples misclassified
by ht. The final hypothesis is given by:

H xð Þ ¼ sign
XT
i¼1

/t htðxÞ
 !

ð6Þ

where H is a weighted majority vote in ¼ 1; 2; . . .;T , /t is the weight of ht. It is
clear that AdaBoost has the ability to reduce training error.

3.2.3 Decision Tree Forest (DTF)

A random forest is an ensemble of unpruned decision trees. Each tree is built from a
random subset of the training dataset. In each decision tree model, a random subset
of the available variables is used to choose how to partition the dataset at each node.
The resulting tree models of the forest represent the final ensemble model [33].
Unlike boosting where the base models are trained and combined using a weighting
scheme, the trees are trained independently and the predictions of the trees are
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combined [11]. To classify a new object, put the object input vector down each of
the trees in the forest, every classifier records a vote for the class to which it belongs
and the object is labeled as a member of the class with the most votes. The
randomness introduced by the random forest model in selecting the dataset and the
variables gives robustness to noise and delivers substantial computational effi-
ciencies. Also, very little, if any, preprocessing of the data needs to be performed.
The need of the variable selection is avoided since the algorithm effectively does its
own [3, 17, 33].

4 Data Analysis Using Decision Trees

The classification process starts by dividing the data into a training set and a
validation set. The Decision Tree and Regression (DTREG) software package [27]
is used for decision trees implementation. When building classification trees, the
goal of splitting is to produce child nodes with minimum impurity. The basic aim is
to favor homogeneity within each child node, and heterogeneity between child
nodes. In a pure node, all rows have the same value of the target variable and the
impurity value is zero. Gini and Entropy are the two methods provided by DTREG
for evaluating the quality of splits when building classification trees. For deciding
how large a tree should be, DTREG uses relaxed stopping criterion and builds an
overly large tree. It then uses backward pruning to obtain the optimal tree size much
more accurately. In decision trees modeling, tenfold cross-validation is used to
prune back the trees to minimum cross-validated relative error [12]. The software is
also used to compute the importance of features. Scores are given as relative values
to the most important variable scaled to 100 %. Score “0” is the minimum score,
while score “100” is the highest one indicating that the feature is the most important
one. Various performance metrics are used to evaluate the performance of each
classifier. The most important metrics are: accuracy, sensitivity, specificity, PPV,
NPV, F-measure, and area under ROC curve.

5 Results and Discussion

5.1 Single Decision Tree (SDT) Analysis

SDT parameters are summarized in Table 1 and the SDT model is shown in Fig. 2.
For single tree models, the model size is the number of terminal nodes in the tree.
The full tree has 16 terminal (leaf) nodes. The primary goal of the pruning process
is to generate the optimal size tree that can be generalized to the other data beyond
the learning dataset. As shown in Fig. 3, the minimum validation relative error
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occurs with 7 nodes. The relative error value is 0.5600 with a standard error of
0.0521. Therefore, the tree will be pruned from 7–16 nodes.

5.2 Boosted Decision Tree (BDT) Analysis

BDT parameters are summarized in Table 2. BDT can benefit from pruning to
obtain the optimal size to minimize the error on a test dataset. Pruning in this case
consists of truncating the series to the optimal number of trees.

As shown in Fig. 4, the full series has 600 trees. The minimum error with the
training data occurs with 522 trees. The minimum error with the test data occurs
with 270 trees. Therefore, the tree series will be pruned to 270 trees.

Table 1 Training parameters of a SDT model

Parameter type Value

Maximum splitting levels 10

Splitting algorithm Gini

Minimum rows allowed in a node 5

Maximum categories for continuous predictors 1000

Tree pruning and validation method Cross-validation

Number of cross-validation folds 10

Fig. 2 SDT model for vertebral column diagnosis

Boosted Decision Trees for Vertebral Column Disease Diagnosis 327



5.3 Decision Tree Forest (DTF) Analysis

Using DTF, size can be controlled by changing the number of trees in the forest or
by changing the size of each individual tree. Parameters of DTF are summarized in
Table 3.

5.4 Performance Analysis

The performance analysis of the training phase by SDT and BDT classifiers is given
in Table 4. The results show that the overall accuracies of SDT and BDT are 90.65
and 96.77 %, respectively. Random forests never report results on training data.

Fig. 3 SDT optimal model size during training (blue line) and validation phases (red line)

Table 2 Training parameters of a BDT model

Parameter type Value

Maximum trees in tree boost series 600

Maximum splitting levels 5

Minimum size node to split 10

Maximum categories for continuous predictors 1000

Validation method Cross-validation

Number of cross-validation folds 10

Tree pruning criterion Minimum absolute error
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When trees are grown out to maximal size, near perfect classification on training
data is expected, but this result is not useful for model assessment.

It is necessary to validate the quality of the resulting model after identifying the
model structure and parameters. Performance metrics for validation phase of the
three classifiers are shown in Table 5. It can be noted that, BDT achieved 84.84%
accuracy, which is superior to SDT (81.94 %) and DTF (84.19 %). The results
indicated that BDT performed better than the other two classifiers for approximately

Fig. 4 BDT optimal model size during training (blue line) and validation phases (red line)

Table 3 DTF model parameters

Parameter type Value

Maximum trees in decision tree forest 1400

Maximum splitting levels 50

Minimum size node to split 4

Maximum categories for continuous predictors 1000

Use surrogate splitters for missing values Yes

Always compute surrogate splitters No

Tree validation method Out of Bag (OOB)
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all performance indices. BDT model showed the highest sensitivity which means
that boosting is also useful to alleviate instability. ROC curves for the abnormal
class in the testing phase for BDT is shown in Fig. 5.

The importance of features calculated by BDT classifier is given in Table 6. All
scores are scaled to have values between 0 and 100. It can be noted that grade of
spondylolisthesis is the most relevant attribute while pelvic incidence is the less
important one. Results showed that the proposed BDT system provided satisfactory
results for the vertebral column diseases diagnosis. It can be used by clinicians to
further assist the selection of appropriate treatments for patients.

Table 4 Performance indices for training phase of SDT and BDT classifiers

Performance index SDT BDT

Accuracy 90.65 % 96.77 %

Sensitivity 81.00 % 92.00 %

Specificity 95.24 % 99.05 %

Geometric mean of sensitivity and specificity 87.83 % 95.46 %

Positive Predictive Value (PPV) 89.01 % 97.87 %

Negative Predictive Value (NPV) 91.32 % 96.30 %

Geometric mean of PPV and NPV 90.16 % 97.08 %

Precision 89.01 % 97.87 %

Recall 81.00 % 92.00 %

F-measure 0.8482 0.9485

Area under ROC curve (AUC) 0.9392 0.9952

Table 5 Performance indices for validation phase of DT classifiers

Performance index SDT BDT DTF

Accuracy 81.94 % 84.84 % 84.19 %

Sensitivity 74.00 % 75.00 % 74.00 %

Specificity 85.71 % 89.52 % 89.05 %

Geometric mean of sensitivity and specificity 79.64 % 81.94 % 81.18 %

Positive Predictive Value (PPV) 71.15 % 77.32 % 76.29 %

Negative Predictive Value (NPV) 87.38 % 88.26 % 87.79 %

Geometric mean of PPV and NPV 78.85 % 82.61 % 81.84 %

Precision 71.15 % 77.32 % 76.29 %

Recall 74.00 % 75.00 % 74.00 %

F-measure 0.7255 0.7614 0.7513

Area under ROC curve (AUC) 0.84655 0.91600 0.92167
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6 Conclusion and Future Work

The prediction of vertebral column pathologies has been a challenging research
problem. Decision trees are very useful data mining techniques used in classifica-
tion problems. The aim to develop a robust, stable, and successful model for
utilizing attributes of the problem dataset. Selection of the classifier influences the
success of the classification accuracy. In this work, SDT, BDT, and DTF classifiers
are used as decision support tools for detection of pathology on the vertebral
column. The performance of the proposed classifiers is evaluated in terms of
accuracy, sensitivity, specificity, ROC, and other metrics. The results showed that
the accuracy of BDT in the training phase is 96.77 %, compared to 90.65 % using
SDT. BDT performed better than SDT for all performance indices. ROC achieved a
value of 0.9952 using BDT which is superior to SDT classifier. During the vali-
dation phase, BDT achieved 84.84 % which is superior to SDT (81.94 %) and DTF
(84.19 %). The obtained value of ROC using BDT in the testing phase was 0.9160.

Fig. 5 ROC curve for the abnormal class in the testing phase using BDT model

Table 6 Importance of
features by BDT classifier

Features Attribute description Importance (%)

F1 Grade of spondylolisthesis 100

F2 Pelvic radius 32.931

F3 Sacral slope 30.819

F4 Pelvic tilt 18.877

F5 Lumbar lordosis angle 15.075

F6 Pelvic incidence 12.329
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Future work can include integrating the tree structure into the Markov random
field-based relabeling system to improve the accuracy. Another future direction is to
combine more than one classifier using a suitable fusion technique.
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Hybrid Invasive Weed Optimization
Method for Generating Healthy Meals

Viorica R. Chifu, Ioan Salomie, Emil Şt. Chifu, Cristina Bianca Pop,
Dan Valea, Madalina Lupu and Marcel Antal

Abstract This paper presents a hybrid invasive weed optimization method for
generating healthy meals starting from a given user profile, a diet recommendation,
and a set of food offers. The method proposed is based on a hybrid model which
consists of a core component and two hybridization components. The core com-
ponent is based on the invasive weed optimization algorithm, and the hybridization
components rely on PSO-based path relinking as well as on tabu search and rein-
forcement learning. The method proposed has been integrated into an experimental
prototype and evaluated on various user profiles.

1 Introduction

In the last decades, governmental and non-governmental health institutions give
more attention to increase the quality and duration of people’s life. This is a
measure to overcome the fact that death caused by chronic diseases, in the case of
young and mature population, dramatically increases in the last years. For example,
in Romania, cardiovascular diseases represent the main cause of death, leading to a
mortality rate of 26.5 %, and are caused by high blood pressure (31.8 % of deaths),
tobacco (16.3 % of deaths), high cholesterol (14.4 %), high BMI (13.9 %), alcohol
(12.4 %), low fruit and vegetable intake (7.1 %), and physical inactivity (6.6 %) [1].
By adopting a healthy lifestyle, the quality of life can be improved even for people
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with chronic diseases (e.g., diabetes, hypertension, cardiovascular diseases). Many
of these chronic diseases can be managed with proper eating, physical activity, and
sound medical supervision [2]. Proper management of eating or physical activity is
essential because unmanaged disease can be associated with high risk for other
diseases. For example, unmanaged diabetes is associated with high risk for heart
disease and other health problems [2].

Statistics demonstrate that, by adopting a healthy lifestyle (i.e., healthy nutri-
tional diet, physical activity) more than 200,000 premature deaths can be prevented
annually [2]. Some of the benefits of adopting a healthy nutritional diet are
(i) reducing the risk of heart disease, stroke, or diabetes; (ii) better management of
diseases (by reducing high blood pressure, by lowering the cholesterol);
(iii) keeping muscles, bones, organs, and other parts of the body healthy; and
(iv) ensuring the corresponding energy level in the body [3]. The prevention or
management of diseases is a worldwide concern as the governmental institutions
not only aim to decrease the mortality rate, but also to save a lot of money which
would have been spent on treatment. For instance, reducing cholesterol concen-
trations or blood pressure levels by 5 % would lead to annual money savings of up
to 100 million pounds, while reducing salt intake by 3 g/day would lead to annual
money savings of up to 40 million pounds a year [4].

This paper presents a hybrid invasive weed optimization-based method for
generating healthy meals starting from a given user profile, a diet recommendation,
and a set of food offers. To improve the performance of the classical invasive weed
optimization algorithm, the method proposed here is hybridized with a path re-
linking component, as well as with a tabu search and reinforcement learning
component [5, 6]. The method proposed has been integrated into an experimental
prototype and evaluated on a set of scenarios describing various user profiles.

The paper is organized as follows. Section 2 presents related work. Section 3
presents the hybrid invasive weed optimization model, while Sect. 4 describes the
hybrid algorithm. Section 5 presents the experimental prototype as well as the
experimental results. We end our paper with conclusions.

2 Related Work

This section presents the state-of-the art in the field of generating healthy lifestyle
recommendations.

In [7], the authors propose a counseling system for food or menu planning that
can be successfully used in a clinical/hospital or at home. The system proposed
consists of two main parts: a Food Ontology and an expert system. The Food
Ontology contains information about ingredients, substances, nutrition facts, and
recommended daily intakes for different regions, dishes, and menus. The expert
system uses an inference engine that provides appropriate suggestions for meals and
dishes. The suggestions are taken based on the information stored in the ontology as
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well as the preferences introduced by the customer by means of a graphical user
interface (e.g., their favorite ingredients, ingredients to avoid, favorite flavors).

In [8], the authors propose a personalized nutrition and food planning system for
older people. The system proposed consists of four parts: a user interface, a personal
health record, a knowledge base, and a food planning system. The user interface has
the following purposes: (1) it allows patients and hospital staff to introduce infor-
mation about the patient profile and the patient favorite food (i.e., favorite ingre-
dients or disliked ingredients); and (2) it displays to the user the most appropriate
food menu per meal, day, or week. The personal health record contains medical
information such as name, gender, age, weight, height, blood pressure, pulse rate, or
chronic diseases of a patient. The knowledge base stores information about food
and nutrition collected from food and nutrition experts or from books. It consists of
(i) a food and nutritional ontology, (ii) a set of rules and conditions for generating a
menu of foods for the patient, and (iii) a database containing information about food
and nutrition. The food planning system uses an inference engine for planning the
food menu based on the personal health record, the information stored in the
knowledge base, and patient’s food favorites.

In [9], the authors present a decision support system for menu recommendation
based on the rough set theory. The system generates menu recommendations based
on the information provided by customers by means of questionnaires. In the
questionnaires, the customer must specify what he/she likes or dislikes from ten
randomly selected kinds of menu. Based on this information, a preference rule is
extracted that will be used for generating the menu recommendation for the
customer.

The authors of [10] present a personalized recommender system based on
multi-agents and the rough set theory. The system proposed consists of five layers:
viewer layer, control layer, agent service layer, lucene service layer, and data
service layer. The viewer layer provides a user interface which ensures the inter-
action between the learners and the system. The control layer is responsible for
transferring information from the user to the agent service layer. The agent service
layer is the core of the system, and it contains two types of agents: learner agents
and recommender agents. The learner agent is behind of each online learner. Using
the rough set theory, the recommender agent recommends learning resources. The
learning resources are recommended based on the online behaviors of the user. The
lucene service layer is used to build a personalized retrieval function to support
recommendation. The data service layer is responsible for data storage (i.e.,
information on learner’s features, records of learner’s activities, learning resources).

In [11], the authors propose an automated menu generator for people suffering
from cardiovascular diseases. The menus are generated in such a way that a set of
nutritional constraints is satisfied and the food items of the menu can be combined.
In addition, the menu generator takes into account the user’s preferences and other
user-related information (e.g., gender). A commercial nutritional database for
Hungarian lifestyle and cuisine is used to obtain information about recipes and their
ingredients including a classification of the ingredients as well as their nutritional
information. To generate a menu, genetic algorithms are used. An individual is
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modeled either as a single meal or a daily menu. A daily menu consists of meals
having dishes associated. The genetic crossover, mutation, and selection operators
are used to evolve the individuals of the genetic algorithm. The crossover operator
swaps the attributes of two individuals in a randomly chosen crossover point. The
mutation operator randomly replaces a randomly chosen dish with another suitable
one. A penalty-based fitness function is used to evaluate an individual. In addition,
an individual is evaluated to check whether the food items contained can be
combined, using a set of penalty-based rules. The initial population consists of
individuals who have been generated previously for other similar problems.

3 Hybrid Invasive Weed Optimization Model

This section describes the invasive weed optimization-based component (as the core
component) as well as the path relinking-based component and the tabu
search-based component, the latter two being used to hybridize the invasive weed
optimization meta-heuristic [12].

3.1 The Invasive Weed Optimization-Based Component

In nature, weeds profit of the unused resources from the soil and grow until they
become mature weeds that produce seeds. The number of seeds of each weed
depends on the quantity of resources consumed and on the ability to adapt to the
environment (i.e., the fitness of the weed in the colony). The seeds produced are
scattered over the ground and grow until they become mature weeds. The process is
repeated until the unused resources from the soil are totally depleted.

The invasive weed optimization-based component represents the core compo-
nent of our hybrid model and it is based on the phenomenon of colonization of
invasive weeds in nature [12]. This component is defined by mapping the concepts
of the invasive weed optimization meta-heuristic onto the concepts of generating
healthy lifestyle recommendations, as follows: (i) a weed (i.e., a solution) is rep-
resented as a set of food offers from different providers representing the food items
for breakfast, snacks, lunch, or dinner; (ii) the seed of a weed represents a new set
of food offers obtained by performing a random mutation of the old set of food
offers in a number of mutation points (i.e., replacing a food offer with another one
according to the user’s constraints and the recommended diet constraints); (iii) the
colony represents the whole population of weeds (i.e., sets of food offers); and
(iv) the fitness is a value representing how good a solution is, regarding the quantity
of nutrients and vitamins contained, price, and delivery time.

In our approach, a weed is formally represented as
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sol ¼ FIb; FIs1; FIl; FIs2; FIdf g ð1Þ

where FIb represents the set of food items that can be eaten at breakfast, FIs1 and
FIs2 are sets of food items that can be eaten at snacks, FIl at lunch, and FId at dinner,
during one day.

The set FIb of food items that can be eaten at breakfast is defined as

FIb ¼ foodItemb1; foodItemb2; . . .; foodItembnf g ð2Þ

In Eq. (2), foodItembi is a food item that can be eaten at breakfast during one
day, and n is the number of food items that can be consumed at breakfast during one
day. The other components of a solution (a solution being a weed) are defined
similarly to FIb.

The fitness function used to evaluate the quality of a solution (i.e., weed) is
defined as

FitnessðsolÞ ¼ a1 � FpðsolÞ þ a2 � FtðsolÞ þ a3FnðsolÞ ð3Þ

where

• ai 2 ½0; 1� are the weighting coefficients and
P3

i¼1 ai ¼ 1;
• FpðsolÞ ¼

P
foodItemi2sol PriceðfoodItemiÞ evaluates the price associated to a

solution and is computed as the sum of the prices of the solution components
(each solution component being a food item in our case1);

• FtðsolÞ ¼ maxfoodItemi2sol TimeðfoodItemiÞ evaluates the delivery time associ-
ated to a solution and is computed as the maximum time among the delivery
times of the solution components;

• FnðsolÞ ¼
P4

i¼1 xifiðsolÞ, xi 2 ½0; 1�, and
P4

i¼1 xi ¼ 1 is the fitness value
which evaluates the nutritional features (i.e., calories, proteins, lipids, and car-
bohydrates) of a solution (i.e., a menu). In this formula, fi(sol) is computed as

fiðsolÞ ¼ si � ðoptVali �
P

foodItem2sol NFiðfoodItemÞÞ
si

ð4Þ

where (i) NFi(foodItem) is a particular nutritional feature (i.e., one of the following
four: calories, proteins, lipids, and carbohydrates) contained in a solution compo-
nent; (ii) optVali is the optimal value for a particular nutritional feature; this value is
taken from [13]; and (iii) τi is the threshold value that is accepted for this particular
nutritional feature and is computed as 25 % of optVali.

1Even if, according to formulae (1) and (2), a solution is a set of food offers (one for breakfast,
another one for lunch, etc.), each of which being a set of food items, in what follows in the rest of
the paper, we will consider a solution as a flat set of food items (for simplicity reasons).
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Additionally, we have defined a set of constraints which we will consider in
evaluating a solution (i.e., a menu):

CjðyÞ ¼
X
yi2sol

XnðyiÞ
k¼1

qik � pkj ð5Þ

where (i) n(yi) is the number of ingredients in food item yi; (ii) pkj is the percent of
nutrient j that is contained into ingredient k; and (iii) qik is the quantity of ingredient
k contained into a food item yi.

These constraints are satisfied if they take values in an interval of values [minj, maxj],
where minj is the minimum daily requirement for a particular nutrient j (e.g., sodium,
iron, A, B1 or C vitamins), and maxj is the maximum daily requirement for nutrient j.

We mention that the values of the components of the fitness function as well as
the values of the constraints are normalized.

3.2 Hybridization Components

This section presents the components that will be used to hybridize the invasive
weed optimization-based component.

1. Tabu Search and reinforcement learning component. The tabu search and
reinforcement learning component improves the search capabilities of the core
component by means of long-term and short-term memory structures borrowed
from tabu search [5]. The long-term memory (see Eq. (6)) contains the history of
food item replacements and the associated rewards and penalties and it is consulted
each time a new solution is generated.

Ml ¼ mljml ¼ foodItemi; foodItemj; rlScore
� �� � ð6Þ

where foodItemi is the food item that has been replaced by foodItemj, and rlScore is
the reinforcement learning score used for recording rewards and penalties for the
tuple (foodItemi, foodItemj). The concepts of rewards and penalties are borrowed
from the reinforcement learning technique. The rlScore value of a food item
replacement is updated each time the specified replacement takes place in order to
modify a solution. If the replacement improves the quality of a solution, then the
rlScore is increased (a reward is granted), otherwise the rlScore is decreased (a
penalty is granted). The short-term memory structure is defined as

Ms ¼ foodItemi; foodItemj; noIttab
� � ð7Þ

where the solution component foodItemi has been replaced with another component
foodItemj, and noIttab represents the number of iterations in which the component
replacementcannotbeperformed.Duringtheprocessing, thisparameternumberof iter-
ations (noIttab) is reset dynamically according to the currentneed for explorationversus
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exploitation. When rather exploration is currently needed, then noIttab is increased,
otherwisewhenratherexploitationiscurrentlyneededthennoIttab isdecreased.

2. Path relinking component. Path relinking [6] is a search technique that
exploits the search space by finding paths between two solutions (i.e., the initial
solution and the guiding solution). The main idea of this technique is to obtain the
guiding solution by applying a set of modification strategies on the initial solution.
This way, each time a modification strategy is applied on the initial solution, the
intermediate solution obtained will be more similar with the guiding solution and
less similar with the initial one. By this searching technique, new paths between the
initial and the guiding solution are generated, and the solutions on these paths could
be a source for generating new paths.

In our approach, the path relinking-based component is used to generate new
solutions by considering the best solution from the set of seeds as initial solution,
and the currently optimal solution as the guiding solution. For generating new
solutions, we have used two path relinking-based strategies: one which applies a
crossover operator to modify the initial solution toward the guiding solution, and
another one which applies a PSO modification strategy.

The path relinking strategy based on crossover operator is applied between the
best solution in the set of child seeds and the currently optimal solution as follows: The
initial solution (the best in the set of child seeds) is updated until arriving at the currently
optimal solution by iteratively performing a one-point crossover (the crossover point
being randomly chosen) between the two solutions (see example below).

• Initial solution: soli = (foodItem1, foodItem2, foodItem3, foodItem4), Guiding
solution: solg = (foodItem1′, foodItem2′, foodItem3′, foodItem4′)

• First Step—Applying Crossover: one-point crossover on soli and solg. The
solutions obtained are soli′ = (foodItem1′, foodItem2, foodItem3, foodItem4),
solg′ = (foodItem1, foodItem2′, foodItem3′, foodItem4′)

• Second Step—Applying Crossover: one-point crossover on soli′ and solg′. The
solutions obtained are soli″ = (foodItem1′, foodItem2′, foodItem3, foodItem4),
solg″ = (foodItem1, foodItem2, foodItem3′, foodItem4′)

• Third Step—Applying Crossover: one-point crossover on soli″ and solg″. The
solutions obtained are soli′′′ = (foodItem1′, foodItem2′, foodItem3′, foodItem4),
solg′′′ = (foodItem1, foodItem2, foodItem3, foodItem4′)

The PSO-based path relinking strategy is applied between the best solution in
the set of child seeds and the current globally optimal solution as follows:

• The initial solution (the best in the set of child seeds) is updated until arriving at
a new solution having a fitness higher than the current globally optimal solution,
by iteratively applying the PSO-based updating formula [14]:

soli ¼ ð1� bÞ � solinitial þ b � solguiding þ Random ð8Þ
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where (i) β represents a value in the interval (0, 1) used to compute the percentage
of solution components from solinitial that will be substituted with new components
from solguiding, and (ii) Random is a randomly generated vector of 0’s and 1’s with a
length equal to the length of the initiating and guiding solution.

To illustrate how formula (8) is applied, we consider the following example:

• Initial solution = (foodItem1, foodItem2, foodItem3, foodItem4), Guiding
solution = (foodItem1′, foodItem2′, foodItem3′, foodItem4′), β = 0.7

• We apply formula (8) as follows:

– 0.3 * (foodItem1, foodItem2, foodItem3, foodItem4) + 0.7 * (foodItem1′,
foodItem2′, foodItem3′, foodItem4′) = (foodItem1, foodItem2′, foodItem3′,
foodItem4′) → one component of the initial solution is kept, while the others
are taken from the guiding solution. This process is guided by the infor-
mation from the short-term and long-term memories.

– (foodItem1, foodItem2′, foodItem3′, foodItem4′) + (1, 0, 0, 1) = (foodItem1, *,
*, foodItem4′) → 0 indicates that the element of the initial solution is ran-
domly replaced with another compatible component (represented as a ‘*’).

4 Hybrid Invasive Weed Optimization Algorithm

The hybrid invasive weed optimization-based algorithm takes as input the fol-
lowing parameters: FoodOff—the set of food offers, PersonalProfile—the personal
profile of a user, popSize—the population size, maxSeeds—the maximum number
of seeds, minSeeds—the minimum number of seeds, noIt—the number of iterations,
and noIttab—the number of iterations for which a tuple of food items is tabu. The
algorithm returns a set of optimal or near-optimal combinations of food items for a
healthy menu. The algorithm consists of an initialization stage and an iterative
stage. In the initialization stage, the initial population of individuals is generated
based on the food offers, the user profile (i.e., personal profile), and the diet rec-
ommendation. Then the iterative stage identifies the optimal or near-optimal con-
figuration of food items. The operations below are performed in the iterative stage,
until a stopping condition (i.e., a predefined number of iteration) is satisfied:

• The locally optimal solution is identified among the set of individuals in the
population.

• For each individual in the population, the steps below are performed:

– The number of child seeds is computed based on the following formula:

nrSeedsðplantÞ ¼ maxSeeds� ðmaxSeeds� minSeedsÞ � i
MaxPopSize

ð9Þ

where (i) maxSeeds—represents the maximum number of seeds,
(ii) minSeeds represents the minimum number of seeds, (iii) MaxpopSize
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is the maximum population size, and (iv) i is the index of the plant the
Population set (the plants in the Population set are stored in a descending
order according to their fitness value—the best plant has index 1).

– The children are generated based on the number of child seeds computed as
above.
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– The child seeds are submitted to a mutation process by taking into account
the user profile, the food offers, the diet recommendation, and the infor-
mation stored in the long-term and short-term memory structures.

– The long-term memory structure is updated.
– The best child is identified from the population of children.
– The locally optimal solution is updated if necessary.

• The population of children is updated by applying a path relinking-based
strategy between the children population and the locally optimal solution.

• The short-term memory structure is updated.
• The updated population of children is added to the population of individuals,

and a number repProc representing the worst individuals in the whole popu-
lation is replaced with new individuals randomly generated.

5 Prototype Implementation and Case Studies

This section presents the experimental prototype as well as a case study to illustrate
how the hybrid weed optimization method is used for generating healthy menus
starting from a given user profile and a medical diet recommendation.

5.1 Experimental Prototype

To validate our hybrid invasive weed optimization method, we developed and used
an experimental prototype (see Fig. 1). It is composed of the following modules and

Fig. 1 Conceptual architecture of the experimental prototype
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resources: Ontology Driven Graphical User Interface, Personal Profile Generator,
Food Ingredient Database, Food Ontology, Food Offer Repository, and Invasive
Weed-Based Healthy Meal Generator.

The Ontology Driven Graphical User Interface guides the user in specifying the
food menu request and the constraints related to delivery time or cost. Additionally,
this module allows a medical specialist to introduce information about the medical
history of the users.

The Personal Profile Generator generates the personal profile of a person, based
on the information introduced by the user/medical specialist by means of the
Ontology Driven Graphical User Interface. The personal profile of a person is
stored as an XML file and it contains information about the user’s food preferences
for menu, constraints related to delivery time or cost for the menu, and information
about the medical and personal profile of the user. The Food Ingredient Database
contains information about food types, food recipes, ingredients, and quantities of
ingredients for each food type/recipe. This database has been developed based on
the information provided in [15]. The Food Ontology contains information about
different types of food, the medical and personal profile of a person, and the medical
diets in case of some chronic diseases. All the ingredients are specified for each type
of food, and the quantity of fats, vitamins, calories, carbohydrates, iron, and proteins
is given for each ingredient. The medical and personal profile of a person contains
information about the illnesses affecting the person, as well as the age, weight,
height, and gender of the person. The ontology also describes the diet recom-
mendation in case of some chronic diseases (e.g., diabetes, hypertension, etc.).
Figures 2 and 3 present a fragment of our Food Ontology. It can be noticed from
Fig. 2 that sour vegetable soup is a vegetable mixture which contains eight
ingredients: garlic, cream, tomatoes, potatoes, sunflower oil, carrots, black pepper,
and onion. The garlic ingredient (see Fig. 3) contains 20 mg sodium, 137 kcal,
0.2 mg vitamin B, 1.7 mg iron, 7.2 g proteins, 16 mg vitamin C, 26 g carbohy-
drates, 0.2 mg vitamin A, 0.2 g fats, and 22.1 mg calcium per 100 gram.

The Food Offer Repository contains food offers (in XML format) from different
food providers. Figure 4 presents an example food offer for sour vegetable
soup. The Invasive Weed-Based Healthy Meal Generator generates healthy menus
using the hybrid weed-based optimization algorithm and relying on the Food
Ontology, the User Personal Profile, and the available food offers.

5.2 Case Study

We have tested our hybrid weed optimization method on a set of user profiles, some
of them suffering from hypertension, some from diabetes of type I, and some from
both hypertension and diabetes of type I simultaneously. In this section, we present
a case study illustrating how the hybrid weed optimization method is used for
generating healthy menu recommendations for a person with hypertension. The
menu is generated by considering the set of food menu offers, the personal profile,
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Fig. 2 Example from Food Ontology describing sour vegetable soup

Fig. 3 Example from Food Ontology describing the garlic ingredient from sour vegetable soup
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and the medical diet recommendation. In Table 1, we present the personal profile as
well as the optimal values for the nutritional features of the menu. The values for
the nutritional features of the menu are taken from [13], and they take into account
the person’s diseases. Based on this information, the invasive weed-based healthy
meal generator applies the hybrid invasive weed algorithm to select a food menu
offer that best satisfies the user preferences related to the food and the medical diet
recommendation. The solution returned (i.e., a food menu) is the cheapest and has
the shortest delivery time among the set of solutions that satisfy the
above-mentioned constraints (i.e., user preferences and diet recommendation).

Fig. 4 Example of food offer

Table 1 Personal profile and
optimal nutritional values in
the case of a user suffering
from hypertension

Personal profile Person age 69

Person weight 55 kg

Person height 164 cm

Level of activity Light active

Favorite ingredient Beef meat

Disliked ingredient Chicken meat

Diseases Hypertension

Optimal values Calories 1740 kcal

Proteins 120 g

Fats 48.3 g

Carbohydrates 195.6 g

Iron 8–45 mg

Sodium 500–1500 mg

Vitamin A 1.2–7.5 mg

Vitamin B1 1.6–5 mg

Vitamin C 75–1000 mg
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In Tables 2, 3, 4, 5, and 6, we present some fragments of our best experimental
results (in terms of average execution time (Tavg) and average fitness (fitavg))
obtained when varying the values of the adjustable parameters in the case of
considered user. The adjustable parameters are the initial population of individuals
popinit, the number of iterations noIt, the maximum population size popmax, the
maximum number of seeds Smax, the minimum number of seeds Smin, the number of
mutation points NoM, and the number of iterations Ittb in which a tuple of food
items is tabu. Each row in Tables 2, 3, 4, 5, and 6 includes the average experimental
results obtained after running the algorithm for 50 times on the same configuration
for the adjustable parameters.

The experimental results have been obtained on the following versions of the
algorithm:

• IWO—the classical invasive weed optimization algorithm [12].
• PRIWO—a version of the IWO algorithm as hybridized with path relinking.

Table 2 Experimental results obtained when running IWO for the user suffering from
hypertension

pinit noIt pmax Smax Smoin NoM Ittb Tavg (sec) fitavg
10 30 30 3 1 2 2 41.7889 0.803

10 30 20 3 1 2 2 27.7786 0.7877

10 30 30 5 1 3 2 49.8065 0.7871

5 30 20 3 1 2 2 26.913 0.7797

5 30 20 5 1 3 2 32.8974 0.768

Table 3 Experimental results obtained when running PRIWO for the user suffering from
hypertension

pinit noIt pmax Smax Smoin NoM Ittb Tavg (sec) fitavg
10 30 30 3 1 2 2 45.44 0.8328

10 30 20 3 1 2 2 32.498 0.8323

5 30 20 3 1 2 2 31.392 0.8303

5 30 20 5 1 3 2 38.029 0.8299

10 30 30 5 1 3 2 55.159 0.8266

Table 4 Experimental results obtained when running PRTSIWO for the user suffering from
hypertension

pinit noIt pmax Smax Smoin NoM Ittb Tavg (sec) fitavg
10 30 30 5 1 3 2 38.4918 0.7916

10 30 20 3 1 2 2 22.4285 0.7839

10 30 30 3 1 2 2 36.8198 0.7786

5 30 20 5 1 3 2 25.6025 0.7777

5 30 20 3 1 2 2 24.8249 0.7776
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• PRTSIWO—a version of the IWO algorithm as hybridized with path relinking
and tabu search.

• PSOPRIWO—a version of the IWO algorithm as hybridized with the
PSO-based path relinking strategy.

• PSOPRTSIWO—a version of the IWO algorithm as hybridized with the
PSO-based path relinking strategy and tabu search.

By analyzing the experimental results, it can be noticed that the best experi-
mental results in term of fitness values, with a time penalty, are obtained in the case
of variant PRIWO of the algorithm (see row colored gray in Table 3). In terms of
execution time, the best experimental results are obtained in the case of variant
PRTSIWO of the algorithm, with an insignificant fitness penalty. The fitness in the
case of PRTSIWO is with 0.003 lower on average than in the case of IWO, while
the execution time is better for PRTSIWO as compared with IWO—29.6 s versus
35.8 s on average across the various configurations of the adjustable parameters.
Additionally, we have noticed that the PSO-based variants of the algorithm do not
bring any significant improvement over the classical IWO algorithm. In conclusion,
we can say that PRTSIWO provides the best results in what regards the fitness
values achieved versus execution time (Fig. 5).

We illustrate below the best solution (i.e., menu) that is generated when running
the variant PRTSIWO of the algorithm with the optimal configuration of the
adjustable parameters (see row colored gray in Table 4) and by considering the user
profile presented in Table 1.

Table 5 Experimental results obtained when running PSOPRIWO for the user suffering from
hypertension

pinit noIt pmax Smax Smoin NoM Ittb Tavg (sec) fitavg
10 30 30 3 1 2 2 43.6375 0.7984

5 30 20 3 1 2 2 28.7828 0.7864

10 30 30 5 1 3 2 48.3846 0.7837

10 30 20 3 1 2 2 29.0498 0.7783

5 30 20 5 1 3 2 32.739 0.7696

Table 6 Experimental results obtained when running PSOPRTSIWO for the user suffering from
hypertension

pinit noIt pmax Smax Smoin NoM Ittb Tavg (sec) fitavg
10 30 30 3 1 2 2 36.3725 0.7558

5 30 20 3 1 2 2 24.678 0.7546

10 30 20 3 1 2 2 24.2882 0.7536

10 30 30 5 1 3 2 43.8209 0.7534

5 30 20 5 1 3 2 25.9016 0.7445
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6 Conclusions

In this paper, we have presented a new method for generating healthy menu rec-
ommendations starting from a given user profile, a medical diet recommendation,
and a set of food menu offers. Our method is based on a hybrid invasive weed
optimization model, which consists of a core component and two hybridization
components. The core component is based on the invasive weed optimization
algorithm, while the hybrid components rely on the path relinking and tabu search
algorithms. The hybrid invasive weed optimization algorithm is based on the hybrid
invasive weed optimization model and it has the role of generating healthy menu
recommendations starting from a given user profile, a medical diet recommenda-
tion, and a set of food offers. The method proposed here has been integrated into an
experimental prototype and tested on a set of various user profiles.
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Authority for Scientific Research, CCCDI UEFISCDI (project number AAL—16/2013).

Fig. 5 The best solution (menu) obtained when running the PRTSIWO algorithm with the optimal
configuration of the adjustable parameters
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Therapeutic Conduct and Management
of Rehabilitee Treatment Measured
with Zebris Device and Applied Using
WinSpine Software

Andrei Diana, Poenaru V. Dan, Nemes Dan, Surducan Dan
and Gal-Nadasan Norbert

Abstract Hereditary factors, stress, environmental factors, wrong diet, sedentary
are increasingly common causes of developing degenerative lesions of the spine in
young adults and beyond. This chapter aims to demonstrate the importance of good
management therapeutic practices and having an appropriate therapeutic conduct.
This has been demonstrated using software that extracts the flexion mobility
minimums and maximums in measurements made using Zebris in both surgically
untreated patients and those surgically treated. The study proves a statistically
significant improvement in flexion spinal mobility at patients surgically treated
(see in this paper Bonferroni test (ANOVA test: F = 745.19 p < 0.001)) compared
to untreated surgical (Bonferroni test (ANOVA test: F = 9.59 p < 0.001)).

Keywords Lumbar spine � Mobility � Zebris � Flexion � Degenerative lumbar
flexion � Winspine
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1 Introduction

Intervertebral disc degeneration is characterized by dehydration of the pulpous
nucleus and annulus fibrous wear as a result of multiple mechanical and bio-
chemical factors. A number of degenerative changes can be described as processes
of destabilization followed by restabilizing processes.

Initially, the lesions of annulus fibrous result in the loss of the pulpous nucleus
contention ability. The internal concomitant changes of the pulpous nucleus lead to
obstructing the joint space and to a reduced loading capacity of that vertebral
segment. The nuclear material is not firmly contained within the intervertebral disc
and will migrate in the direction of least resistance, which is usually toward pos-
terior or posterolateral.

This migration leads to a “prominent” or “encapsulated hernia” of the annulus
fibrous toward the vertebral hole or root canal. If the means of the ring contention
lose their stability, the nuclear material can herniate. This is the so-called “real
hernia” or “non encapsulated hernia” [1].

The degenerative process is defined by structural changes, but the way the
changes produce symptoms is less clear. Theories may be issued of how clinical
pain occurs and shows, depending on each degenerative stage.

The examination of the patient with low back pain by specialists follows 12
steps: (after Finneson) [2]

• Observe the patient while moving, walking, and sitting (observation of spine
and buttocks);

• Short-distance walking, walking on tiptoe and heels;
• Mobility of spine: extension, lateral inclination, and rotation of the body.

Mobility is not expressed in degrees, as in other joints, but rather in terms like
normal, slightly limited (it achieves approximately ¾ of maximum amplitude),
moderately limited (about ½ of normal amplitude), severely limited (about ½ of
amplitude);

• Mobility of spine: flexion. This mobility can be measured using the device
called Zebris and this measurement represents the topic of our paper;

• Place the patient in his knees by complete flexion of the knees and hips and note
any pain that occurs in the spine, knees, or hips;

• Test reflexes of the tendon, knee, and ankle compared to the right and left, to
identify possible nerve damage;

• The measurement of legs length to identify a possible spinal imbalance caused
by the inequality of the legs;

• Test the sensitivity of the legs;
• Test the muscle strength in the legs, comparative measurements of the thigh and

calf circumference;
• Evidence of elongation of the sciatic nerve in both legs using Lasegue technique

[3]. This test also shows the hamstring shortening or spasm;
• Mobilization of the coxofemoral joints, especially rotations and sacroiliac pain

provocation tests to exclude an impairment at this level;
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• Review the spine—the pressure on the spinous processes to identify areas of
local sensitivity and reproduction of sciatic pain (“ring sign”);

• Assessment of the pulse at pedal pulses arteries, popliteal, and inguinal.

The purpose of this paper is to define an appropriate course of treatment as a
more efficient management and to develop a software platform called WinSpine for
determining the minimums and maximums in flexion measuring using Zebris.

2 Device Zebris Description

Zebris CMS-HS analysis system can be used for acquisition and three-dimensional
(3D) analysis of all types of human and animal motion. When operating in the
kinematics/dynamics of the human body, the system consists of modules specific to
each type of investigation: 3D analysis of the motion, study of cervical and lumbar
spine mobility, posture analysis, and analysis of plantar pressure distribution.
Integration of various modules into a single system acquisition and analysis is
conducted through the central unit, which acts as acquisition, digitization, and signal
transmission to PC. Processing and presentation of recorded signals is by means of
software dedicated to the type of analysis. The operating principle of the device is
shown in Fig. 1 and is based on elapsed time from emission to reception of an
ultrasonic pulse. It is used in the medical investigation. The equipment represents an
additional important instrument used for diagnosis and assessment of recovery.

Examination of the head and trunk movements in recent years become a routine
clinical examination of patients with spine problems. Such an examination is
objective, accurate, and reproducible, which is very useful with classical methods
of consultation, and to assess mobility dysfunctions manifested by a person. The

Fig. 1 Zebris CMS system scheme of the measuring principle
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investigation can be performed both in the case of disorders caused by pathological
cases (neural, muscular, joint, and skeletal) and in assessing a person’s ability towork.

Mobility analysis of one of the segments of the spine using the spine Zebris
investigation system provides information such cinematic, particularly useful in
determining more precisely the state of mobility and performance of motion of a
subject. In recovery, the system provides real-time feedback to the medical treat-
ment followed by a patient.

Parameters determined by this type of investigation are:

• Global angular amplitudes (degrees of mobility) of the cervical and lumbar
segments, in all three anatomical planes (flexion-extension, rotation and lateral
flexion);

• Instantaneous angular velocities of the movements considering the lower end of
the investigated segment as fixed.

The results offered by Zebris are of a sinusoid type (see Fig. 2). We have to
determine the minimums and maximums of this sinusoid in order to make a precise
prediction of the degenerative lesions evolution.

After the achievement of records, the store of the results is done and the mea-
surement report is generated. The report can be issued directly, without requiring
the processing of measurements using WinSpine software. Registered parameters
can be exported as text file, in order to make comparisons between different subjects
[4]. The WinSpine software was developed to determine the minimums and max-
imums values reported by the Zebris measurements.

3 Evaluation of Flexion in Lumbar Degenerative Lesions
Using WinSpine Software and Zebris Device

The WinSpine software has three components: Zebris measurements, pain ques-
tionnaires, and consumed daily calories. A detailed description of WinSpine is
presented in [5]. The software can indicate a correct rehabilitee action for the
questioned patient.

Fig. 2 Flexion sinusoid
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The reason why they determine flexion minimums and maximums with our
proposed software is to find out the mobility grade of the spine. This information is
not provided by the Zebris device. Considering this mobility grade of the spine, a
doctor can recommend the patient a rehabilitee program adapted for his physical
capabilities.

The evaluation of the data obtained from the WinSpine software is realized using
a software tool based on a fuzzy inference system [6].

The data obtained from the WinSpine software is structured in a 2D array (t, d),
where t is the time stamp when the sample was taken and d is the degree of motion.
Each patient has one array for each exercise. Each exercise contains several repe-
titions. Our software extracts from each repetition the maximum (1) and minimum
(2) values and creates a mean value of the maximums and the minimums according
to the following mathematical formulas:

Fmax ¼
Pn

i¼1 rep maxn
n

ð1Þ

Fmin ¼
Pn

i¼1 rep minn
n

ð2Þ

where Fmax and Fmin are the mean maximums and minimums, rep_max and
rep_min are the maximums and minimums of each repetition. A screenshot of the
software is presented in Fig. 3.

Fig. 3 Screenshot of software application for flexion evaluation
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4 Results of Flexion Evaluation in Degenerative Lumbar
Lesions Using Zebris Device

Values provided by the system Zebris are initially evaluated in two groups. We
selected a number of 260 patients with degenerative lumbar lesions. Due to the
severity of the disease, 107 patients had surgery indication and the remaining 153
subjects did not require surgery. Five evaluations were performed on each patient in
the two groups with a deviation of ±2 days. The following graph was observed:

• 1—Initial (before the adoption of surgical or non-surgical therapy management,
group 1 and 2);

• 2–6 months (before applying cure 2 of therapy, group 1 and 2);
• 3–7 months (after applying cure 2 of therapy, group 1 and 2);
• 4–12 months (before applying cure 3 of therapy, group 1 and 2);
• 5–13 months (after applying cure 3 of therapy, group 1 and 2).

In group 1, 107 patients underwent surgery and three cures of ten sessions, three
times in a week every 6 months (initially after surgery, at 6 months and at
12 months). In group 2, 153 patients were treated by regular medical rehabilitation:
three cures of ten sessions, three times in a week every 6 months (initially, at
6 months and at 12 months).

Regarding the angle (flexion), the absence of statistically significant differences
(p > 0.05—unpaired t test) between the groups was recorded only in the flexion
(evaluation 1) and rotation (evaluation 1 and 2). The remaining evaluations indi-
cated more favorable values in group 1 compared with group 2, a statistically
significant difference was present (p < 0.05). The values are presented in Table 1.

A comparison of evaluations within each group was performed by ANOVA.
The ANOVA test presented in Table 1 revealed a highly significant overall

difference (p < 0.001) in both groups for flexion, group 1 having a more favorable
evolution.

Bonferroni test confirmed favorable results in group 1 compared with group 2.
Comparison between the five evaluations, using Bonferroni test, is a comparison of
the following evaluations: 2 with 1, 3 with 2, 4 with 3, and 5 with 4. It results four
comparisons between values, each comparison being characterized by the presence
or absence of statistical significance. The presence of statistical significance rep-
resents a significant improvement of the value obtained from an evaluation com-
pared to the value achieved from the previous evaluation.

Regarding flexion in group 1 there were highly significant differences
(p < 0.001) between all evaluations. In group 2 there was highly statistically sig-
nificant difference (p < 0.001) only in the evaluation of 5 versus 4 (see Table 2).
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Table 1 Evaluation of the daily activity using Zebris system (flexion)—statistics in the 2 groups

Zebris (flexion) Group 1 Group 2

Evaluation 1 Average 8.674766 8.68366 Unpaired t test
group 1—group 2
t = −0.0263
p > 0.05

DS 3.267163 2.196213

Maximum 20.9 13.5

Q3 10.6 10.5

Median 8.4 8.9

Q1 6.3 6.8

Minimum 2.4 3.3

Evaluation 2 Average 11.14393 9.285163 Unpaired t test
group 1—group 2
t = 5.3626
p < 0.001

DS 3.253073 2.336716

Maximum 23.3 14.31

Q3 13 11.24

Median 11.1 9.43

Q1 8.9 7.37

Minimum 4.8 3.5

Evaluation 3 Average 20.8514 9.545621 Unpaired t test
group 1—group 2
t = 31.5751
p < 0.001

DS 3.372541 2.402146

Maximum 34 14.72

Q3 22.7 11.55

Median 20.7 9.7

Q1 18.6 7.57

Minimum 14.2 3.6

Evaluation 4 Average 26.5486 9.211176 Unpaired t test
group 1—group 2
t = 47.2875
p < 0.001

DS 3.586515 2.322999

Maximum 41.5 14.13

Q3 28.4 11.09

Median 26.4 9.36

Q1 24.2 7.42

Minimum 19.8 3.45

Evaluation 5 Average 28.7514 10.31183 Unpaired t test
group 1—group 2
t = 48.3499
p < 0.001

DS 3.548834 2.600405

Maximum 41.6 15.68

Q3 30 12.35

Median 28.5 10.43

Q1 26.4 8.48

Minimum 22.2 3.83

ANOVA
group 1
F = 745.19
p < 0.001

ANOVA
group 2
F = 9.59
p < 0.001
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5 Conclusions

A positive statistically significant (p < 0.05) when compared to the angle obtained
by Zebris system signified an improvement in mobility.

Regarding study group 1 compared with group 2, most of the angles statistically
significant improvements were observed in group 1. In the group 2 were observed
angle decreases when compared (Evaluation 4 versus evaluation 3).

The common element is the presence in group 2 of an increase disability status
(positive value) and a decrease in the angle (negative value) for evaluation 4
compared to evaluation 3. This element demonstrates the absence of improving the
ability to perform daily activities in the presence of mobility decline.

The results are more favorable in group 1 compared with group 2.
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A Novel Approach on the Newborns’ Cry
Analysis Using Professional Recording
and Feature Extraction from the “First
Cry” with LabVIEW

F. Feier and I. Silea

Abstract Newborn cry analysis has been a subject of interest for both the medical
and engineering field together, more pronounced for the past 20 years. In this
timeframe, as the acquisition instruments have developed a lot and new equipment
with broader analysis spectrum arose, these studies became more and more inter-
esting. Crying is one of the few signals that can be studied in case of a newborn,
without going into invasive medical tests, in order to determine a physiological and
psychological state. This paper is aimed to propose another feature extraction
technique using a professional sound acquisition tool (studio recorder) and a spe-
cialized signal processing tool, LabVIEW. This new approach is tested on a
newborn cry after birth and proposed for the “first cry” analysis, a novel approach
in newborn cry analysis, where the first vocalizations of the newborn are recorded
and analyzed.

Keywords Newborn cry analysis � Signal processing � LabVIEW � “First cry”
analysis

1 Introduction

The study of newborns’ cry has been a topic of increased interest for the past
20 years, as engineers work together with the medical personnel in this interdis-
ciplinary research with still has a lot to offer. In the past decades, the idea of
correlating the cry with other physical parameters (body temperature, pulse, blood
saturation, fetal growth [1], and many others) in order to tie them to different types
of medical conditions has been extended with the in depth analysis of the cry signal
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itself. Digital signal processing is more and more present in the studies performed in
the past years with the purpose of obtaining information from the cry signals with
the use of a numerous types of sound acquisition instruments: a large variety of
microphones, tape recorders, digital video cameras, or digital Dictaphones [2, 3].

Analysis performed on the newborn cry are intended to determine a set of
parameters that can be useful as indicators to determine a relationship between these
and different pathologies (hypothyroidism, hypoxia, hearing disorder, asphyxia,
autism) or as symptoms that could also be defining for a certain physical or psy-
chical state (discomfort, pain, sadness, hunger, anger) [4–6]. For example, some
indicators used in most of the studies for the analysis of the audio signal from the
newborn cry signal are represented by:

• The fundamental frequency (F0) [7–9];
• The melody of the cry (the changing in time of the values for the fundamental

frequency, F0) [2, 10];
• The first three formants (F1, F2, F3) [8];
• The noise in the cry signal;
• The vocal tract resonance frequency [11].

From the various studies, some conclusions have been drawn, relative to
parameter values and the aspect of the cry waveform. In this line of ideas, a normal
or healthy infant cry is characterized by:

• Average F0 values of 450 Hz, with range from 400–600 Hz [12, 13];
• The melody form that prevails is rising–falling [12];
• There are more sound cries [12].

The cry with a pathological tendency is defined as:

• Cries with extreme values in the F0.
• The melody forms that prevail are falling, falling–rising, flat, and without

melody form.
• Glides and shifts are happened most [14].

Among the birth characteristics mostly used in studies are the weight, height,
Apgar score at 5–10 min, head circumference or mothers’ gestational age, can be
mentioned. On the other hand, the physiological measurements consist of new-
borns’ heart rate, peripheral blood saturation of the oxygen (measured with pulse
oximeter), or central blood saturation (measured with NIRS spectrometer (Near
Infrared Spectroscopy)) [11].

The current study is based on results and experience reported in previous articles
[15, 16], where the Neonat software was presented and the results of different
classifications performed, were offered as well. The Neonat software was developed
by the authors was designed for cry signal acquisition, preprocessing of this, and
data preparation for the Data Mining activities. The main features of the Neonat tool
consist of the following:
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• The cry signal from the newborn is acquired via microphone into the Neonat
software, where the signal is sampled at 11 kHz after which a rectangular
window function is applied before performing a Fast Fourier Transform (FFT).

• The discreet signal with the Fourier coefficient is stored in buffers for each
100 ms of the cry signal and at the end a geometric normalization is applied to
the buffered elements.

• Neonat measurements capture the peak and average values of the signals from
the cry waveform, with the use of an emulated Volume Unit Meter and Peak
Program Meter and also present the frequency spectrum of the cry in a
three-dimensional visualization (frequency, intensity, and color).

A first study [15] showed a sex differentiation from the cry signals by per-
forming a classification with Weka, a Data Mining dedicated tool. Weka is a
specialized software application developed in Java that consists of machine learning
algorithms used to perform Data Mining [17, 18]. Decision tree [19, 20], lazy
algorithms [21], and rule-based classifiers [22], have shown the best classification
results in the performed studies.

The second study is represented by pathology studies, with the goal of obtaining
a classification for newborns’ that were medically determined as healthy or with
some particular affection. Four lots containing newborn cries have been created
after having the medical part diagnose each one in particular. These lots contain
cries of babies that were evaluated as having no health problems, ones that suffered
umbilical cord strangulation at birth and showed respiratory problems, others that
were born premature [23] and the last lot with newborns’ with normal birth and
born on-time, but who had indications of health problems not related to the ones in
the other categories. In order to achieve the classification goal, the Neonat software
coupled with the data mining tool Weka were used.

The current study gathers the experience from previous researches and proposes
another one, consisting in sound acquisition with a professional studio voice
recorder (Olympus LS-100). In depth, studies of the cry signals recorded with the
device are loaded into the dedicated signal processing software LabVIEW, where a
large variety of methods for feature extraction can be performed. Another novelty
of the current research is the acquired cry signal, which is the “first cry”. There was
no study identified by the authors so far, that considers in the newborns’ cry
analysis of the first sounds after birth. This is due to the difficulty in performing
sound acquisition in a delivery room and the pre-processing activities needed to
extract the cry from a recording which has a fair amount of noise over it. Our first
considerations with this new approach in the study of the newborns’ cry are pre-
sented in the sections below, with respect to equipment and tools to perform the
analysis.
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2 Cry Signal Acquisition with the Professional Recorder

As mentioned above, this new study performs the cry signal acquisition with the use
of a professional sound recorder, used in audio studios for both voice and musical
instrumentation recording. The device shown in Fig. 1 is an Olympus LS-100
Multi-Track Linear PCM (Pulse Code Modulation) recorder with the most relevant
characteristics to the research as follows [24, 25]:

• Built in high sensitivity 90° directional two-microphone system;
• Uncompressed 24 bit/96 kHz linear PCM recording capability;
• Audio and system circuitry are separated in order to minimize sound

degradation;
• Switchable low-cut filter that eliminates low-frequency sound from 100–

300 Hz;
• Pre-record buffer that captures 2 s before starting the recorder;
• Possibility to start the recording when the sound reaches a certain level;
• Built in 4 GB NAND flash memory;
• Sampling frequency for PCM: 44.1–96 kHz;
• Frequency characteristics: 20–20.000 Hz.

Given the high-end capabilities of the recording system, the acquired cry signal
offers undoubtedly a better quality of the signal in delivery room conditions, and the
reliability of the studies performed is very high. This ensures that no cry compo-
nents are lost and that the study will not oversee information which might be in fact
the differentiator while performing classification studies.

Fig. 1 Olympus LS-100 multi-track linear PCM recorder [24]
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3 LabVIEW

Laboratory Virtual Instrument Engineering Workbench (LabVIEW) is a develop-
ment environment most commonly used for data acquisition, instrument control,
and industrial automation [16]. LabVIEW provides a dedicated library for signal
processing, comprised among others of waveform generators, filters, spectral
analysis components, transforms, or wavelet analysis.

In this study, as a first step, LabVIEW is used for processing the cry signal
recorded with the Olympus dedicated device. A simple block diagram presented in
Fig. 2 allows the importing of a cry signal in a raw format (.wav), in order to store it
locally and plot the waveform of the intensity over time graph.

Figure 3 presents the plot of the imported cry signal, in graph representing the
waveform of an imported cry signal. The imported cry signal corresponds to a
recording made with the Neonat software. Therefore, the waveform represents a cry
signal with the noise eliminated in the pre-processing phase, and a windowing
function applied over the first stage pre-processed signal.

The preliminary experiences with the “first cry” acquired with the dedicated
recording device are represented in Fig. 4. The first challenge when dealing with the
“first cry” is again the pre-processing part. In the below representation, the noise
over the two cry signals is given by the medical personnel vocalization. This
inconvenience, very hard to avoid during the birth procedures is unavoidable but
solutions for this matter have already been given in other studies. The resolving
consists of complex filtering of the entire signal, to extract only the cry, without
losing any features from the newborn vocalization. Another resolution for this
situation is for considering in the study only the newborn recording where no other
vocalization is present. The other sources of noise easily avoidable with the
enabling of the low-cut filter of the recording device, which stops the low fre-
quencies of 100–300 Hz.

Fig. 2 LabView block diagram for processing a raw audio file
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4 Equipment Preparation and Calibration

In order to correctly extract features from the cry signal, a method is proposed in
order to ensure that the collected data and its interpretation is the correct one.

(A) Calibrating the cry acquisition device.

(a) The first operation consists in generating a signal with the use of a dedicated
signal generator that has the amplitude and a fundamental frequency (F0) in
the audio range (16–20 kHz).

(b) A second operation consist in transforming the generated signal into an
audible signal with the use of an amplifier which needs to be connected to
high-end speakers that have a known characteristic according to their data
sheet provided by their producer.

Fig. 3 Newborn cry acquired by Neonat and imported in LabVIEW

Fig. 4 “First cry” #1 and #2 in LabVIEW
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(c) The resulted audio signal is recorded with the Olympus acquisition device,
with its default configuration for recording. The default configuration can be
modified if needed, the most important aspect here being the knowledge about
the recording settings and parameters that the device uses.

(d) The last operation performed is the transfer of the recorded information into
LabVIEW and the comparison with the initially generated signal (which is
stored on an oscilloscope with memory).

By comparing the parameters of the two signals, amplitude, fundamental fre-
quency (F0) or phase, with the use of functions offered by LabVIEW, differences in
the spectrums might be encountered. This information can be very valuable for the
interpretation and maybe correction brought to the “first cry” recorded signals.

Figure 5 shows the calibration system design, and the steps that need to be taken
in order to validate the results of the acquired cry signals. After the parameter
values of the generated signal are established, recording is done with the Olympus
recorder, and the acquired signal at the recorder is compared to the generated signal
with the use of components provided by LabVIEW.

(B) Cry signal acquisition

The “first cry” signal acquisition is performed via the Olympus recorder at the
hospital in the delivery room.

(C) Preparing and interpreting the data

Figure 6 presents the importing of cry signals into LabVIEW, from the recording
device, and the interpretation of data, the data after doing signal adjustments for
parameters defined in the previous stages.

STEP 1

STEP 2

Olympus Recorder

PC
LabVIEW

Signal Generator
Oscilloscope Signal

Results:
A, F0, ϕ

Signal Generator

Oscilloscope

Amplifier Speakers Olympus 
Recorder

Fig. 5 Steps to prepare and calibrate the acquisition system

A Novel Approach on the Newborns’ Cry … 369



The parameter adjustment performed in LabVIEW can be a result of a filtering
operation, applying a window function over the signal, extracting the spectrum or
other operations. In Fig. 7, a filtering is performed on the first two acquired cry
signals.

5 Conclusions

This chapter is presenting a novel approach to newborns’ cry signal analysis.
A professional recording tool was introduced in this study, the Olympus LS-100
Multi-Track Linear PCM recorder as opposed to conventional microphones which
have been used in the previous studies. The pre-processing and feature extraction
from the cry is performed by another dedicated tool, the LabVIEW development
environment, which provides dedicated libraries for advanced signal processing
with components like filter, waveform generators, window functions, or spectrum
representations.

The analysis of the “first cry” is as well a novelty in this domain. The “first cry”
represents the primal vocalization of the newborn at birth. The “first cry” can be
acquired only in the delivery room aspect that makes the whole acquisition process
more difficult. A pre-processing of the acquired data is necessary to extract only the
cry signal.

Olympus Recorder

PC
LabVIEW

Parameter
adjustment in

LabVIEW

Feature
extraction
from the

“first cry”

Fig. 6 Preparing and interpreting of the data

Fig. 7 “First cry” #1 and #2 after filtering with LabVIEW
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The goal of this research is to apply already studied feature extraction techniques
from this primal cry in order to perform classification studies for different pathol-
ogies. Based on the results obtained from the proposed studies, alternative feature
extraction modalities or parameters can be provided in order to gain more knowl-
edge in this area. Having already developed software for acquisition and
pre-processing of the cry signal, this can be enhanced with other feature detection
algorithms after the validation in LabVIEW, which allows a faster reach of results.

The final aim of the research in the newborn cry analysis is to create a screening
device based on cry signal acquiring which can be able to inform the medical
personnel about the high probability of a certain pathology discovered from the
newborn cry. This result shall determine a more focused attention on the newborn,
and specialized tests can be performed and treatment applied immediately. The
screening result can also eliminate unnecessary invasive test that are being done in
order to eliminate certain pathology suspicions.
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Development of a Preliminary
Mathematical Model to Predict the Indoor
Radon Concentration in Normal and High
Background Radiation Areas of Ramsar

S.M.J. Mortazavi, A. Zamani, A. Tavakkoli-Golpayegani and S. Taeb

Abstract Substantial evidence indicates that prolonged exposure to radon and its
decay products in homes increases the risk of lung cancer. Indoor radon concen-
trations in some regions of high background radiation areas (HBRAs) of Ramsar are
much higher than the recommended action level of 148 Bq/m−3. This study aimed
at developing simple mathematical models for prediction of radon concentration in
homes located in normal and HBRAs of Ramsar. The levels of gamma background
radiation and indoor radon were measured in 75 dwellings located in normal and
HBRAs (30 dwellings from HBRAs and 45 dwellings from normal background
radiation areas of Ramsar). Our findings showed that in normal and HBRAs of
Ramsar the majority of confounding factors such as the type of building materials
and ventilation in different dwellings are so close to each other that gamma radi-
ation level can be used as a strong predictive tool for radon concentration. As radon
concentration in indoor air strongly varies with time, this simple mathematical
method can provide an estimate of the mean radon level in large-scale radon
screening programs for homes. We are also developing mathematical models which
can predict the levels of tumor markers such as CEA and CYFRA 21 based on
gamma background radiation level and indoor radon concentration.
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1 Introduction

US EPA believes that radon is the second leading cause of lung cancer, after
tobacco smoking. It is widely accepted that there is no threshold for lung cancer
from radon inhalation. Studies performed in radon prone areas reveal that radon can
accumulate in residential places at surprisingly ultra-high levels.

The United Nations Scientific Committee on the Effects of Atomic Radiation
(UNSCEAR) in its 2000 report clearly confirmed that Ramsar city in northern Iran,
has some inhabited areas with the highest known natural radiation levels in the
world [1].

The ultra-high levels of natural background radiation in Ramsar are caused by
high concentrations of radium-226 and its decay products originated from hot springs
[2]. Indoor radon concentration in some regions of HBRAs of Ramsar are up to
31 kBq/m−3 [3], a concentration that is much higher than U.S. Environmental
Protection Agency (EPA) recommended action level of 148 Bq/m−3 (4 pCi/L). On
the other hand, the risk of lung cancer from radon inhalation in smokers is estimated
to be 10–20 times greater than that of non-smokers. Considering high levels of public
exposures to ionizing radiation in the residents of HBRAs of Ramsar, some experts
have recently suggested that an effective remedial action program is needed [3].
Although some studies showed that individuals residing in the HBRAs of Ramsar
have increased frequency of unstable chromosome aberrations, no repeatable detri-
mental effects caused by high levels of natural radiation in Ramsar have been
detected so far [4, 5]. We have previously published reports on the health effects of
exposure to elevated levels of natural ionizing radiation in Ramsar [6–10] including
the first reports on the induction of adaptive response in the residents of these areas
[2]. The aim of this study was to develop new mathematical models for prediction of
radon concentration in homes located in normal and HBRAs. It is worth mentioning
that we have also developed mathematical models which predict the levels of car-
cinoembryonic antigen (CEA) and cytokeratin 19 fragments (CYFRA 21) based on
gamma background radiation level and indoor radon concentration. CEA and
CYFRA 21 are two serologic markers for lung cancer management which are
commonly measured. These results will be published in another chapter.

2 Materials and Methods

2.1 External Gamma Dose Measurements

The exact levels of gamma background radiation were measured in HBRAs and
NBRAs using a calibrated RDS-110 (RADOS Technology, Finland) survey meter.
This survey meter was mounted on a tripod approximately 1 m above the ground
inside the 75 houses located in normal and HBRAs of Ramsar (45 houses from
NBRAs and 30 houses from HBRAs). The readings were recorded every 10 min for
an hour. Then, the mean of six readings was calculated.
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2.2 Radon Concentration

After the tests were explained to the participants and their informed consent was
taken, CR-39 dosimeters were installed in their houses to measure the indoor level
of radon gas. After three months of exposure to indoor radon, the detectors were
collected and sent back to the dosimetry laboratory of the National Radiation
Protection Department (NRPD), Iranian Nuclear Regulatory Authority (INRA).

2.3 Data Analysis

Scatter plot was used to assess the strength of the relationship between the variables
and also to graphically plot the correlations.

3 Results

Radon concentration in homes is determined by numerous factors such as uranium
concentration in soil and building materials, ventilation, elevation above ground
level, and living style of the residents. In spite of these confounding factors, we
found a statistically significant correlation between the level of gamma exposure
and indoor radon concentration in dwellings located in normal and HBRAs of
Ramsar. Linear least-squares fitting was carried out by using Scatter Plot software
in this study. The correlation coefficient for normal and HBRAs were 0.90 and 0.89,
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Fig. 1 Scatter plot shows the relationship between the gamma radiation level (μSv/h) and indoor
radon concentration (Bq/m3) in normal background radiation areas (NBRAs)
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respectively. The data for normal background radiation areas were fit to the
equation Y = 149.1X-46.97 [where Y = radon concentration (Bq/m3), X = Gamma
exposure level (μSv/h)]. The relationship between the gamma radiation level and
indoor radon concentration in normal background radiation areas (NBRAs) is
shown in Fig. 1. On the other hand, the data for HBRAs were fit to the equation
Y = 62.99X−42.36. Figure 2 shows the relationship between the gamma radiation
level and indoor radon concentration in HBRAs.

4 Discussion

These findings clearly indicate that in normal and HBRAs of Ramsar the majority
of confounding factors such as the type of building materials and ventilation in
different houses are so close to each other that gamma radiation can be used as a
strong predictive tool for radon concentration. It has been shown that the concen-
tration of radon in indoor air varies widely during a day and may vary up to 300 %.
Furthermore, similar fluctuations can be observed from day to day, week to week,
season to season, and year to year. Therefore, as radon concentration in indoor air
strongly varies with time, only long-term measurements provide a reliable picture
of the radon level in a house. In this light, the simple mathematical method
developed in this study, can provide an estimate of the mean radon level in
large-scale screening programs for homes. The main limitation in our study was the
small number of radon measurements. Further studies should be performed with a
larger number of measurements to verify if this model corresponds well to larger
data collected from different areas.
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ASD: ML Perspective for Individual
Performance Evaluation

D. López De Luise, M. Fernandez Vuelta, R. Azor, M. Agüero,
C. Párraga, N. López, P. Bustamante, M. Marquez, R. Bielli,
D. Hisgen, R. Fairbain and S. Planes

Abstract There are several approaches to interact with ASD patients. Many of
them do not relay on vocal abilities because of the wide spectrum of symptoms. But
taking data from ML perspective may introduce new sources of information for a
better interpretation of patient’s behavior and helps to build new parameters to
model individual performance. This paper presents some initial findings in that
direction based on the automatic evaluation of real cases as a way to build a
parameterized description of patients. Preliminary analysis in patients suggests that
the individual performance may be compared with the universe of patients, yet it is
possible to elaborate a performance profiling and to model evolution profiles that
are present in a predefined universe of patients. The team is currently defining and
testing new audio and video protocols to collect additional parameters. From these
findings, it is possible to build a parametric reasoning model using MLW.
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Keywords Autism spectrum disorder � Asperger � Linguistics � Reasoning
model � Computational linguistic �Morphosyntactic linguistic wavelets � Language
processing

1 Introduction

The autism spectrum disorder (ASD) can be defined as [7] wide continuum of
associated cognitive and neurobehavioral disorders, including the core-defining
features of impaired socialization, impaired verbal and nonverbal communication,
and restricted and repetitive patterns of behavior (p. 470). It is characterized
mainly by [18]:

• Qualitative impairment in communication and language
• Qualitative impairment in reciprocal social interaction
• Patterns of behavior, restricted (and stereotyped) interests and activities

Recent works denoted it as closely related to cerebral disorders in one or many
brain areas, probably due to a genetic alteration [8, 22]. Regardless the cause, the
typical alteration in verbal communication [23] is a real problem for the patient
treatment and recovery. It usually affects also its socialization and cognitive
development [24]. This is the reason that it is very important to have tools to
improve communication and better understanding of the inner thoughts and feelings
of the person.
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BIOTECH is a proposal to apply morphosyntactic linguistic wavelets (MLW) as
an intelligent system able to provide deep information of the reasoning process
related to linguistics expressions. It has been applied to interpret WEB contents,
automatic summarization, dialog profiling, texts and author profiling, bilingualism
effects in young kids, etc. [14, 15].

In order to be able to process with MLW it is mandatory to have linguistics
expressions made by the patients. To overcome the lack of language articulations,
the project relies in the concept of verbal behavior [24], sensing verbal activities
with specific audio and video devices and generating a metalanguage that DAISY
will process, compensating the poverty of vocal production.1

Verbal behavior is becoming widely accepted as a crucial perspective for ASD
therapies. Greer [4] expresses that there is growing evidence on the ontogenetic
sources of language and its development that derives in a renewed interest in the
theory that the verbal capability in humans is a result of evolution and ontogenetic
development (p. 363).

According to Greer and Longano [11], vocal activities like naming appear to be
a or the crucial stage in children’s verbal development. Authors like Lord et al.
[19, 25], Greer [9, 10] and Ackerman [1], corroborated this and other close relations
between vocal and verbal communication and cognition.

As a consequence, it is reasonable to desire a tool-like BIOTECH to auto-
matically evaluate verbal activities and provide help to complement those vocal
activities that the patient cannot produce properly by itself.

Another important aspect to be considered is the particularity of every indi-
vidual. Experts affirm [8] that skill training should be intensive but also customized
in order to get better results. The design of MLW within BIOTECH is able to gather
such specific differences since it can build a specific model that represents its
behavior peculiarities.

This paper aims to present the relevance of an automatic processing based on
machine learning (ML), the main concepts of MLW as an approach based on ML to
model linguistic reasoning, and the way it can be applied to ASD patients.

The main contribution of this approach is the application of a novel linguistic
processing based on a combination of Computational Intelligence (that is, systems
inspired in biological intelligence) and ML (automatic learning software).

The rest of this text is organized as follows: a global presentation of MLW and
its applicability to ASD (Sect. 2), some preliminary results of application ML to a
simple and much reduced dataset with real data (Sect. 3), conclusions, and future
work (Sect. 4).

1In verbal behavior theory there is a discrimination between verbal and vocal activities. The first
refers to any expression of the individual (movements, sounds, gesturing, manners, etc.) while the
other remains to language expressions (written or not).
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2 BIOTECH Proposal

There are several approaches to treat ASD patients, ranging from diets to stimu-
lation. Basically, they are based on a coaching process to develop certain skills in
the patients. A new trend is based on technology and its application to help ther-
apists. For instance, the Russel [20] and Nao robots [12, 21] provide mimic
directives to children. There are also interactive games that use skin temperature
and movement sensors to monitor reactions of the patients to certain stimulations
generated from the screen [3]. Other systems monitor body symptoms of stress
(Robots Reading Autistic Kids’ Minds [5]) like cardiac rhythm, skin temperature,
and muscle movements and process them in real-time to infer the emotional status
of the patients, and define how to interact with him [6].

IEEE SIGHT is a Special Interest Group on Humanitarian Technology. In
Argentina, it sponsors BIOTECH project, which aims to develop a model for
linguistic reasoning in individuals with ASD. In order to achieve this, it uses MLW
designed by CIIS Lab with the project DAISY [14], and many specific devices for
acoustic and visual interaction with the patient.

Currently, the project is in its early stage, building protocols for data collection,
validating them with leading experts (Ciel Argentina, Ciel Spain, TIPNEA foun-
dation, and Burgos University), designing suitable user interfaces, and defining the
best hardware architecture.

As part of this first stage, the team performed several preparatory steps described
in the following subsections. The present paper summarizes also initial findings and
sketches further work to be done in order to use them.

2.1 Evaluation of Video Records of Sessions with Patients

Four sessions with one of the patients were recorded. Let name him R. Videos have
3.25, 59.3, 22.2, and 29.55 minute.

The first evaluation aims to assess the ML information acquirable via sound and
video signals. To accomplish this, all the videos are studied from two points of
view: sound and images, first isolated (to extract sound and image patterns) and
afterwards combined (to relate the previously extracted patters). All this processing
is manual to guarantee no bugs, but using very well known free Ubuntu® tools as
R® and Pitivi®, and Audacity®.

All the records have many clues that can be used as a basis for a systematic
extraction of information relevant to build a complementary communication lan-
guage. The following are some of the findings in record 3.
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2.1.1 Sound Findings

Below is a description of the answers given by R upon certain stimulus:

• R answers Si (Yes) to therapist sentence se fue papá (dad has gone) (minute
00:35). That is the only word clearly pronounced but very softly

• R pronounces a kind of yes with the sound (minute 2:54, 4:16, among other.
Figure 1 shows a spectrogram (up) and autocorrelation (down) in frequency for
yes

• Every motorbike or car’s motor sound in the background is replied with an
imitation sound. In these situations, the background sound starts and then the
imitation (minutes 00:30, 00:40, 02:20, 02:42, 03:18, 03:50, 04:25, 06:45,
08:10, 09:49, 12:55, 14:30, 14:35). Figure 2 presents the spectrogram (up) and
autocorrelation (down) in frequency for motors

• A motorbike sound in the background is replied (record 3, minute 40), but this
practice stops when R is commanded to stop doing it. But continued at minute
1:10 with no background sound (as finishing response). Same happens in minute
8:40 delayed to minute 9:09

• Every success is celebrated by R with a specific sound pattern (minutes 3:57,
4:15, 5:00, 5:12, 7:13, 7:45). When R is tired, he repeats the pattern but slowly
(11:48, 14:46, 16:41) and once it is truncated (20:54)

• It is important to note that most of the times this sound is produced when R is
congratulated by his success in the exercise

• Another sound replies to barking in the background (15.25, 16.00, among
others). Figure 3 is the spectrogram (up) and autocorrelation (down) in fre-
quency for celebration

• The following is the answer to birds chirping (7:24, 12:48, 13:31, 13:48, 14:11,
14:23, among others). Figure 4 has the spectrogram (up) and autocorrelation
(down) in frequency for bird chirping.

In minute 9:50 when R was replying to birds, the therapist ask for silence and
R gets annoyed and stops (minute 10:08) but after a while he continues answering
(minute 10:12). That is, there is the ability to snooze a task within a context and to
resume it afterwards.

NOTE: It is important to note that audio signals shown in the figures are the
result of applying a Hamming Window2 function for segmentation, and processed
with autocorrelation. The spectrogram of a signal is useful to show the amount of
energy spread over the different frequencies. The period-tracking is performed here
by autocorrelation. The picture shows autocorrelation via frequency domain.

2Windows are mathematical functions used to avoid discontinuities in both ends of a piece of
signal. This function results in a signal limited in the time. .
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Fig. 1 Spectrogram (up) and autocorrelation (down) in frequency for yes
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Fig. 2 Spectrogram (up) and autocorrelation (down) in frequency for motors
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Fig. 3 Spectrogram (up) and autocorrelation (down) in frequency for motors
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Fig. 4 Spectrogram (up) and autocorrelation (down) in frequency for bird chirping
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2.1.2 Visual Findings

• A tapping with three sounds, performed with the right hand (minute 00:01,
00:04, 03:42, 06:32, 09:24, 10:31, and 16:25)

• Eyes to the left at the head level, when he puts a small purple toy into his mouth
while he presses it (perhaps to feel its vibration when the toy sounds). Minutes
0:55, 1:03, 5:47, and 8:21

• Glance to backwards or lost look, when she starts listening (and sometimes
when answering) birds.3 In these moments he lost the visual contact with the
activity even when he is performing an activity. Minutes 07:24, 8:27 (he starts
answering here in 8:36), 12:49, 13:27, 14:20 (in this moment the therapist asks
him more attention)

• Glance to backwards or lost look, when she starts listening (and sometimes
when answering) motors**. In these moments he losses the visual contact with
the activity even when he is performing an action. Minutes 00:33, 00:48, 02:00,
02:43, 06:46, 08:10, 08:50, 09:15, 09:50 (here the therapist holds his head to
make him watch the target and asks for silence), 10:48 (the therapist closes his
mouth with her fingers but she does not succeeds in gathering her sight. His eyes
keep focused ahead), 12:59 (the therapist holds his head to catch his attention),
13:04 (the therapist holds his left hand and speaks very close to his face trying to
get attention), 13:46 (the therapist put her face very close to him to get his
attention), 13:56, 14:36 (the therapist challenges him), 15:12, 15:52, 18:46,
19:26, 20:46 (he is being asked for silence, but his face to the front, not the
activity). In 21:03, he keeps listening a motor and does not answer to the
exercise. The therapist takes this gesture as a failed answer.

2.1.3 General Findings

At minute 17:28, R is very tired and it is expressed by his body and sound
expressions. Answers to therapist keep mostly OK, but he reduces slightly the
answers to the environment. In fact, there is a moment when he keeps absolutely
quiet and even lost connection to therapist.

After a short while, he reconnects with the therapist and answer to motors. But
afterwards he looks tired again (in fact he stretches himself in minute 19:00) and
protest (minute 19:09) making a noise that is repeated in minutes 19:15 and 20:37.

Generally speaking, the sounds appear to represent two interactions that are
simultaneous:

• Interaction with the therapist
• Interaction with the surrounding

3It is important to note that many times the exercise with the therapist coexists with the interaction
with the background.
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Responses to both interactions are mixed; therefore certain stimulation sounds
have not a response. In this record, R seems to perform a kind of round robin
polling of his environment and randomly decide which one to answer regardless the
sound intensity and frequency.

2.2 Evaluation of Data Records of Sessions with Patients

Therapists in Ciel Argentina keep track of every session with certain forms that
collect information like date and time of session, duration, answer timings, retrials,
etc. The team used a reduced dataset with the following information:

• Patient ID: a natural number to preserve biographical information of the patient
• Year/Month/Week
• HOURS: total training hours for the declared week
• UA2 and UA1: number of tasks and successful tasks
• TPM1 = UA1/HOURS
• TPM2 = UA2/HOURS
• LANGUAGE TASKS: number of tasks related to language
• OTHER TASKS: number of other tasks aside language

All this information is compiled in a database with 420 records from three
children between 9- and 12-years old. All of them suffer ASD with level 3 of
severity according to DSM-5 Diagnostic Criteria [2].

The dataset covers the training during several months (see Table 1).
The dataset has been evaluated with mining approaches focused in ML, in order

to find out its characteristics and to determine if it makes sense an automatic
approach to extract features and model ASD behavior. In Sect. 3 there is a deeper
analysis.

2.3 Evaluation of MLW Reasoning Model Applicability
to Individuals with ASD

Several experts in ASD agree that the disorder is originated by a biological alter-
ation that makes the brain cells unable to select relevant from irrelevant informa-
tion. Therefore a new memory, a new concept cannot be built with the right logic

Table 1 Therapy duration
for each patient

Patient Starting Ending

1 Jan 2010 July 2013

2 Nov 2011 Dec 2012

3 Nov 2010 Dec 2012
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and everything seems confusing. Following Scott [22], interneuron and pyramidal
cells are the filters that avoid environmental distractions to be dismissed: When
inhibitory interneurons are excited, pyramidal cells fire and relevant stimuli active
hippo-campus and ignore irrelevant information. Both pyramidal and interneurons
must be in a proper balance in order to allow the brain fine-tune which information
it stores in a new memory or not.

It is therefore reasonable to conclude that the reasoning in ASD patients is
distorted, mainly linguistic and conceptualization processes. As a consequence,
many other derived processes are also affected: concentration, linguistic learning,
ontology inner representations, verbal behavior among others. Wittgenstein said If
we spoke a different language, we would perceive a somewhat different world and
The limits of my language means the limits of my world [26].

As described in Sect. 3, there is a lot of information that is useful and it can be
automatically extracted. It reflects many parts of the linguistic process and can be
tracked using verbal behavior. From the Computational Linguistic perspective, it is
possible to build a model that makes sense the verbal activities. It was previously
applied to other less disruptive linguistic alterations such as in early bilingualism
[15], Internet usage [13], dialog conceptualization [16], writer profiling [17], etc.

It is worth noting that MLW are not involved in procedures like tagging,
translation, semantic/ontology dictionary building, etc. It is a type of leveraging
information model, which makes a kind of map for linguistic processing. More
details about MLW can be found in [14].

2.4 Definition and Implementation of Interfaces for MLW

In order to be able to apply MLW, it is mandatory to design and implement a
convenient interface. This will gather data from specific collecting modules and the
modeling device. Figure 5 depicts the overall BIOTECH architecture.

As can be seen, from the architecture figure (Fig. 5), there are three main blocks:
external, virtual, and internal structure. The last two belong to DAISY project and
have many internal memories (marked as cylinders) and certain processes (marked
as routines symbols). The external structure collects audio and video streams taken
from many intermediate outputs. That data constitute useful information to build
tools to evaluate the evolution and status of the patient, the treatment, and
BIOTECH as well. Biotech is currently working on the ML module that feeds with
relevant information, the Inference Machine. The metalanguage is a model which
maps verbal behavior of the current individual with Spanish structures and
vocabulary. It is automatically inferred in the ML, deriving information with
techniques similar to the ones described in the next section and some other out of
the scope of this paper.

390 D.L. De Luise et al.



3 Case Study

As mentioned in Sect. 2.1, data corresponding to three patients with ASD were
analyzed. The rest of this section presents the analysis of the following findings:

• It is possible to derive a performance curve for every individual
• There is also a global performance curve.

This section presents the main statistics to show that TPM follows a Normal
distribution for the global dataset. It is tested with T-Student (see Sect. 3.1), due to
the number of cases. TPM Data for each individual follows the same distribution
(see Sect. 3.2) with different parameters that feature every case. Kolmogorov test
(Sect. 3.3) verifies these findings.

3.1 Performance for Each Individual

The specific performance for each patient does not follow exactly the global dis-
tribution. It is better described by normal distributions using specific media and
standard deviation. The following table describes the parameters for each patient
and the value of p-statistic (see Table 2).

Fig. 5 Global BIOTECH architecture
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3.2 Global Behavior of the Performance

Distribution tested with Student (Infostat©), corresponds to Gaussian (see Table 3).
The empirical distribution is inferred using Infostat©, and the following figure

shows the similarity with Normal distribution (black dots). Figure 6 shows the
empirical distribution (gray) and Normal (2.66, 0.83) (in black).

The following figures compare the specific distribution for ID = 1, 2, and 3 with
the Normal distribution derived from the global dataset and the Normal distribution
for the specific individual. Figures 7, 8, and 9 is the global (up) and specific (down)
curves for ID = 1, 2, and 3, respectively.

It is easy to observe that distributions on the left are less similar than the ones on
the right, but all of them behave mainly as normal.

Table 2 Performance statistics for each patient

Patient Number of records Media Standard deviation p-value (unilateral)

1 200 3.26 0.89 0.010

2 109 2.27 0.43 0.079

3 111 2.15 0.36 0.45

Table 3 Gaussian
parameters for the entire
dataset

Parameter Value

N (number of records) 420

Media 2.66

Standard deviation 0.83

Confidence interval (95%):
Lower limit
Upper limit

2.58
2.74

P statistic (bilateral) 0.991

1,00

0,75

0,50

0,25

0,00
0,19 1,65 3,11 4,57 6,02

Fig. 6 Empirical distribution (gray) and normal (2.66, 0.83) (in black)
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3.3 Verification with Kolgomorov Test

Distribution validation for global dataset (Infostat©) confirms the Gaussian distri-
bution when the distribution has specific parameters representing each individual.
That is, the distribution is a good representation just when media (μ) and standard
deviation (σ) are calculated for each patient at a time (see Table 4).

3.4 Variable Reduction with Principal Component
Analysis (PCA)

PCA is a very well known approach to reduce a set of variables to a minimum
independent number of new variables.

1,00

0,75

0,50

0,25

0,00
0,19 1,65 3,11 4,57 6,02

0,00 1,65 3,31 4,96 6,61

1,00

0,75

0,50

0,25

0,00

Fig. 7 Global (up) and specific (down) curves for ID = 1
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TPM1, TMPM2, HOURS, UA1, UA2, LANGUAGE TASKS, and OTHER
TASKS are not independent. PCA can infer their relationship and reduces them to a
minimum number by defining new variables that depends on the original ones.

Analysis with PCA results in only two variables (let say e1 and e2) that can be
interpreted as the relation between the effort (e1) and the time to accomplish a task,
which is the efficiency (e2). This interpretation is given by the specific combination
of the original variables.

Using these new variables it is possible to model and evaluate the patient per-
formance along the sessions and at a specific one.

When PCA is applied to global dataset (that is, merging data from all the
individuals) it gives a general model to asses each person respecting the group. By
splitting the dataset accordingly, each ID it is shown that every patient has a
different evolution profile that is clearly defined.

1,00

0,75

0,50

0,25

0,00

1,00

0,75

0,50

0,25

0,00

1,08 1,75 2,43 3,10 3,77

-0,54 0,95 2,44 3,93 5,42

Fig. 8 Global (up) and specific (down) curves for ID = 2
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Table 5 gives specific information of the new variables for all the dataset, and
each patient subset.

Note that in every case there are only two new variables (that confirms that,
though each patient has distinctive parameters, the specific individual behavior

1,00

0,75

0,50

0,25

0,00

1,00

0,75

0,50

0,25

0,00

0,80 1,39 1,99 2,58 3,18

0,37 1,47 2,57 3,67 4,77

Fig. 9 Global (up) and specific (down) curves for ID = 3

Table 4 Gaussian
parameters for the every
subset

Distribution N Value D statistic p-value

global (μ,σ) 420 Normal (2.66, 0.83) 0.12 <0.0001a

ID1 (μ,σ) 200 Normal (3.16, 0.78) 0.07 0.3645

ID2 (μ,σ) 109 Normal (2.27, 0.18) 0.09 0.3617

ID3 (μ,σ) 111 Normal (2.15, 0.13) 0.08 0.4881
aNote Value with no signification
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follows the general distribution). The new variables have homogenous distribution
that aims to represent the main features of the population and individuals.

The plots of both new variables e1 and e2 (see Figs. 10 and 11) explain the
features of each individual related to the entire dataset. There ID = 1 is in black,
ID = 2 in white, and ID = 3 in gray.

It is easy to observe that ID = 1 performs over the media in e1 and below for e2.
The individual 2 performs average for e1 and over the media for e2. The third
patient performs below the media for e1 and average for e2. It can be interpreted as
in Table 6, a summary of e1 and e2 interpretation.

Note that all the qualifications are relative to the current dataset. More data will
make it possible to build a broader criterion.

Other analysis may give important information while evaluating the individual
performance. That can be performed using the empirical distribution for e1 and e2,

Table 5 Eigenvectors for the reduced variables

Patient n Representation
proportion

Eigenvector: (TPM1, TPM2, UA1, UA2, HS,
LAN_TASK, OTH_TASK)

All 420 0.41
0.31

e1:(+0.43, +0.44, +0.55, +0.52, +0.52, +0.15, +0.16)
e2:(+0.51, +0.51, −0.29, −0.36, −0.26, −0.13, −0.50)

ID1 200 0.41
0.35

e1:(−0.09, −0.09, +0.49, +0.52, +0.52, +0.25, +0.37)
e2:(+0.62, +0.62, +0.32, +0.26, −0.22, −0.07, −0.14)

ID2 109 0.52
0.23

e1:(+0.39, +0.37, +0.51, +0.51, +0.33, +0.10, +0.28)
e2:(−0.51, −0.54, +0.15, +0.15, +0.59, +0.21, +0.13)

ID3 111 0.48
0.27

e1:(+0.35, +0.38, +0.52, +0.52, +0.37, +0.11, +0.21)
e2:(+0.50, +0.49, −0.11, −0.15, −0.49, +0.28, −0.40)

7,62

4,15

0,67

P
C

A
 3

x-
3,

00

-2,80

-6,28
-5,56 -2,25 1,05 4,36 7,67

PCA 2x-2,00 PCA 3x-3,00PCA 1x-1,00

Fig. 10 Plot e1 for ID = 1 (black), ID = 2 (white), and ID = 3 (gray)
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-0,10
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C

A
 3
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-4,37
-4,37 -2,08 0,21

CP2

2,49 4,78

PCA 2y-2,00 PCA 3y-3,00PCA 1y-1,00

Fig. 11 Plot e2 for ID = 1 (black), ID = 2 (white), and ID = 3 (gray)

Table 6 Summary of e1 and
e2 interpretation

ID e1 (effort) e2 (efficiency)

1 High Low

2 Average High

3 Low Average

There is a physical language also, that is less expressive than the
one described previously

4,17

2,04

-0,10

P
C

A
 3

y-
3,

00

-2,23

-4,37
-4,37 -2,08 0,21

CP2

2,49 4,78

PCA 2y-2,00 PCA 3y-3,00PCA 1y-1,00

Fig. 12 Empirical distribution for ID = 1: e1 (black), e2 (white)
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for each patient. Plotting the new data collected from additional sessions may allow
physicians to evaluate if the current patients performance has improved or not
respecting his historical performance. Figures 12, 13, and 14 are the plots of the
empirical distribution for ID = 1, ID = 2, and ID = 3. Curves e1 (black), e2 (white)
may be used isolated or together.

1,00

0,75

0,50

0,25

0,00
-5,34 -2,89 -0,43 2,02 4,47

PCA 2y-2,00PCA 2x-2,00

Fig. 13 Empirical distribution for ID = 2: e1 (black), e2 (white)
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0,00
-6,28 -3,50 -0,73 2,05 4,82

PCA 2y-3,00PCA 2x-3,00

Fig. 14 Empirical distribution for ID = 3: e1 (black), e2 (white)
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4 Conclusions and Future Work

Although all the findings must be confirmed with further statistics, data preliminary
analysis suggest that patients have similar sessions and that training does not bias
results. As a consequence, the current therapists and treatment do not make impact
on the performance evolution. In other words, therapist and topic of the task make
no significant bias from the statistical point of view.

The specific TPM1 distribution for ID = 1, 2, and 3 compared with the Normal
distribution (derived from the global dataset), defines the performance of an indi-
vidual related to the universe of patients. A study with more cases will give enough
information to build a more accurate performance profiling.

The variables TPM1, TPM2, HOURS, UA1, UA2, LANGUAGE TASKS, and
OTHER TASKS can be reduced to variables e1 and e2 using PCA. They may be
interpreted as the relation between the effort (e1) and the time to accomplish a task (e2).

The plots of e1 and e2 may model the key features of each individual related to
the entire dataset (here three individuals). It is useful to automatically evaluate
several patients using simple clustering algorithms in order to be able to profile
them. The result should be a dot cloud with different features.

These new variables may constitute a patient’s performance model along with
the sessions and a new parameter to evaluate each person respecting a group. It can
also model evolution profiles that are present in a predefined universe of patients.

The team is currently defining and testing new audio and video protocols to
collect additional parameters. This is important in order to be able to complete a
parametric reasoning model using MLW.

From these findings, it may be concluded that it is possible to perform a general
modeling of the skills performance and to build a specific profiling for each
individual.

It remains to future work to better parameterize and evaluate outputs of the
BIOTECH processing and to relate them to the status and profile of the patient.
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Part V
Neural Network and Applications



Fermat Number Applications and Fermat
Neuron

V.K. Madan, M.M. Balas and S. Radhakrishnan

Abstract This chapter presents Fermat numbers, and their applications to filtering,
autocorrelation, and related areas with advantages over the conventional computing.
This paper discusses the basic concepts of prime numbers like Mersenne primes and
Fermat primes and their comparison for computing with advantage, modulo
arithmetic, Galois field, and Chinese remainder theorem. It describes and applies
transforms using these concepts and their advantages like fast computation with no
round off or truncation errors. It also introduces a new paradigm in neural networks
(NN), about the concept of Fermat neurons. This concept needs to be developed
further, as it is promising for real-life applications.

Keywords Fermat number � Modulo arithmetic � Mersenne number � Chinese
remainder theorem � Galois field � Fermat neuron � XOR gate � FPGA

1 Introduction

With the advancement of silicon technology, numerous digital signal-processing
techniques are being used for various applications, like space and avionics, medi-
cine, nuclear, radar, speech processing, or sonar. In the quest for fast and efficient
calculation, mathematical methods as the Fermat number transforms (FNTs) may be
used. Fermat numbers have a great potential to compute efficiently and with no
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errors convolutions, cross and autocorrelations, or other operations. We are inter-
ested in efficient FNTs architectures that can be implemented on FPGA.

This paper recalls some mathematical concepts that may be encountered in the
FPGA field: modulo arithmetic, Fermat numbers, the Chinese remainder theorem,
Galois field, FNTs, and related transforms. The authors provide a simple example,
with hand calculation, for implementing convolution. Issued from these consider-
ations, a new concept is introduced: the Fermat perceptron.

2 Fermat Numbers

The Fermat number Fn is an integer of the form

Fn ¼ 22
p þ 1 n � 0 ð1Þ

The first five Fermat numbers are

3; 5; 17; 257; 65537 ð2Þ

If Fn is prime it is known as a Fermat prime. Fermat conjectured that all the
integers expressed by the Eq. (1) are primes. However, the F5 is composite and is
divisible by 641. Up to this date, it is not known whether there is at least one Fermat
prime beyond F4. Therefore, it is assumed that all Fermat numbers beyond F4 are
composite [1–3].

Fermat primes have a remarkable connection with the ancient problem of
determining all regular polygons that can be constructed with ruler and compass
alone, where the former is used to draw straight lines and the later to draw arcs. An
n-sided regular polygon can be constructed if and only if n is a Fermat prime or a
product of distinct Fermat primes like F0 F1 = 15-gon, F0 F2 = 51-gon. However,
9-gon is not constructible as it is not a product of distinct Fermat primes. Since,
there are at present only five distinct Fermat primes, for odd n, the possibilities are
computed as:

5C1 þ5 C2 þ5 C3 þ5 C4 þ5 C5 ¼ 25 þ 1 ¼ 31 ð3Þ

Therefore, there are 31 constructible odd-sided regular polygons. Some of the
possibilities are: F0-gon, F1-gon, F2-gon, F3-gon, F4-gon, or 3-gon, 5-gon, 17-gon,
257-gon, and 65,537-gon, respectively.
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3 Number Theory and Fermat Primes

Fermat numbers play an important role in number theory. Number theory has
applications in many scientific and technical areas. We are interested in particular to
exploit Fermat numbers and associated orthogonal transforms for practical appli-
cations using FPGA programming [4]. It facilitates efficient computation in parallel
programming, using small moduli. Free error results are eventually obtained by
using the residue values and applying the Chinese remainder theorem (CRT).

(a) Modulo arithmetic and finite fields

Two integers, n and m, are said to be congruent modulo M if

N ¼ mþ kM or n ¼ m mod Mð Þ ð4Þ

Now ZM = (0, 1, 2, …, M – 1) constitutes a finite commutative ring with inverse
defined on a ring it becomes a field and is called Galois field GF(M).

We describe below some modulo arithmetic operations with M = 7.

addition 5þ 4 � 2 mod 7
negation �5 � �5þ 7 � 2 mod 7
subtraction 9� 5 � 9þ �5ð Þ � 4 mod 7
multiplication 9 x 5 ¼ 45 � 3 mod 7
inverse 3�1 � 5 mod 7 this exists since 3; 7ð Þ ¼ 1ð Þ
division 5=3 ¼ 5 x 3�1 ¼ 5 x 5 � 4 mod 7

ð5Þ

(b) Primitive roots

The operation modulo M partitions the field into residue classes. The complete
residue system moduloM (CRSM) forms a group. The order of each element of this
group gives roots of unity. Among these roots there are special roots called
primitive roots, which have maximum order of p – 1 where modulus is a prime p.

The particular case where modulus is a Fermat number is of special interest.
There exist theorems concerning the divisors of Ft and primality of Ft.
A particularly important propriety of prime Ft is the order of root modulo Ft, since it
acts to generate orthogonal transform of the same length.

The transforms using Fermat prime fall under the category known as number
theoretic transforms (NTTs).

According to Fermat’s theorem, if α is a integer and p a prime then

ap�1 � 1 mod pð Þ ð6Þ

Since p is a prime, α has order p – 1. Therefore, α is a primitive root. We see that
3 is a primitive root of all primes of Ft and also that every Ft has roots of order
d = 2n with n ≤ t + 2.
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(c) The Chinese remainder theorem

The Chinese remainder theorem states that it is possible to reconstruct integers in a
certain range from their residues and associated moduli. For example, the 10 integer
in the range 0–9 can be reconstructed from their two residues modulo 2 and modulo
5 (the coprime factors of 10). If the known residues of a decimal digit are r2 = 0 and
r5 = 3 then the unknown digit is 8 and is unique.

It turns out that representing numbers in a notation based on CRT has very
useful applications:

(i) fast digital computations (convolutions and Fourier transforms)
(ii) superfast optimal transforms
(iii) solutions of quadratic congruences.

The CRT which yields an unusual number representation is used for NTTs and
for index manipulations which serve to map one-dimensional problems into
multi-dimensional problems.

4 Fermat Number Transforms and Applications

The need for fast algorithms for the summation of lagged products, like convolu-
tions and cross or autocorrelations arises in many domains of the digital signal
processing (DSP): radar, sonar, nuclear spectrometry, image processing, medical
applications, etc.

Operations like convolution and Discrete Fourier Transforms (DFTs) can be
viewed like operations defined in finite rings and fields of integers and polynomial.
The number theoretic transforms (NTTs) have DFT-like structures defined in finite
rings and fields of numbers [5].

(a) Number theoretic transforms

Let (gn) denote a discrete data sequence of length N. For example (gn) could be a
discrete-time signal denoting values of a continuous signal g(t), sampled at times
t = nT, and quantized using an analog to digital converter (ADC).

Similar to DFTs or modified DFTs, we can define a special class of Number
Theoretic Transforms (NTT).

(b) Fermat and Mersenne Number Transforms

A special class of NTTs, using Fermat primes or Mersenne primes, is known as
Fermat Number Transform (FNT).

FNTs have advantages over MNTs. MNTs do not have fast transform algorithm
and have a rigid relation between digital signal length and computer word length in
bits for processing. FNTs give much more flexibility in selecting the signal length
for processing and the computer word length.

FNTs can be used to process efficiently highly composite signal length. Many of
the practical signals have highly composite length like 4 and 8 K multichannel
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analyzers for acquisition of gamma ray spectrum. Hence, it is possible to have an
FFT-like radix-2 algorithm using butterflies, in order to compute efficiently forward
and backward transforms.

The forward and backward FNT pair for a digital signal is defined below.
Let gn be observed values of a digital signal given as:

gnf g ¼ g0; . . .; gN�1ð Þ of length N ð7Þ

The forward transform Gk is defined as:

GK ¼
XN�1

N¼0
gna

nk modFtð Þ; k ¼ 0; . . .; N � 1 ð8Þ

and its inverse transform gm as:

gm ¼
XN�1

K¼0
Gka

�mk modFtð Þ; m ¼ 0; . . .; N � 1 ð9Þ

where αN ≡ 1 (mod Ft), i.e., α is a root of unity of order N. When α = 2, it is known
as Rader transform [6].

(i) We note that FNTs only require integer arithmetic. It is easy and fast to find
inverse of any number in the field

(ii) It may be mentioned that Rader transforms using Fermat primes have sig-
nificant computational advantages and they do not require multiplications and
divisions, which can be achieved with left and right shifts, respectively while
Fourier transform requires time-consuming complex arithmetic operations.

(c) Application of FTN to convolution

If we consider the sample convolution Yl of two sequences hn and xn of N terms:

Yl ¼
XN�1

n¼0
hnx1�n; l ¼ 0; 1; . . .; 2N � 2 ð10Þ

The direct calculation of Yl requires a number of arithmetic operations which is in the
order of N2. For large convolutions, the corresponding computational processing
burden becomes rapidly excessive. Therefore, considerable effort has been devoted
to devising faster computational methods. For example, for image processing the
amount of data is so large that improvement in accuracy and speed are desired.

Such improvements are possible with FNTs. FNTs use only integer arithmetic,
have zero truncation and zero round off errors, resulting in zero tolerance to errors
in processing signals. They give efficient algorithms resulting in error free and fast
convolutions, auto-correlations, and cross-correlations. For a generalized case using
NTTs using Fermat numbers for convolutions, one use the following theorem:

Theorem An NTT of length N exists and implements cyclic convolutions if there
exists an inverse of N and element α, which is a root of unity of order N modulo Ft.
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We now consider an example of convolution of two 4-point sequences.

S1 ¼ 2; �2; 1; 0f g ¼ hnf g ð11Þ

S2 ¼ 1; 2; 0; 0f g ¼ xnf g

Let the modulus be Fn2 ¼ 22
2 þ 1 ¼ 17. The root of unity for α4 ≡ 1 (mod

17) ≡ (mod F2) are easily found to be α = 4 (by checking α = 1, 2, 3, 4, 5, and 6).
For S1 the forward transform matrix can be written as:

A½ � ¼
1 1 1 1
1 4 42 43

1 42 44 46

1 43 46 49

2

6
6
4

3

7
7
5 ð12Þ

The transform is given by A S1 ¼ �S1 ¼
1
10
5
9

2

6
6
4

3

7
7
5 mod 17ð Þ ð13Þ

Similarly; for S2 we have �S2 ¼
3
9
16
10

2

6
6
4

3

7
7
5 mod 17ð Þ ð14Þ

The product transform is

�G ¼ �S1�S2 ¼ 3; 90; 80; 90f g ¼ 3; 5; 12; 5f g ðmod 17Þ ð15Þ

To compute the inverse transform we first obtain the inverse of the forward
matrix as

A�1 ¼ 13

1 1 1 1
1 13 16 4
1 16 1 16
1 4 16 13

2

6
6
4

3

7
7
5 mod 17ð Þ ð16Þ

The inverse transform is then g = {2, 2, 14, 2} (mod 17).
The result may be computed directly. For example, the first element of convo-

lution is given by

2 �2 1 0½ �
0
0
2
1

2

6
6
4

3

7
7
5 ¼ 2 ð17Þ
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There are many practical applications where FNTs have been used with advantages
of fast computations, like convolutions, autocorrelation, and crosscorrelations. For
example, in nuclear spectrometry it was implemented to solve an inverse problem
for resolution improvement of nuclear spectrum [6].

5 The Fermat Neuron

The first artificial neural network, the Perceptron, is a simple type of single-layer
feedforward network, which may be used for classification of input signal patterns
that are linearly separable. Besides Perceptron, Neural Networks (NN) can use
many other structures: Adaline and Madaline, Backpropagation (BP), Radial Basis
Function (RBFN), Modular Neural (MNN), Learning Vector Quantization (LVQ),
Kohonen’s Self-Organizing Feature Map (SOFM), Fuzzy Neural (FNN), Real-Time
Recurrent Network, Elman Network, Hopfield Network, etc. Several activation (or
transfer) functions are widely used: linear bipolar, threshold, signum, sigmoidal,
hyperbolic tan, Gauss, etc. [7].

The neural network research has a history of implementing computer oriented
research to be acceptable. For example, a single-layer perceptron was able to
implement AND, OR, NOT, NAND, NOR, but was not able to implement XOR
gate. The statement by Minsky and Papert in Ref. [8] implied that a single or more
neurons, organized into a single layer, were incapable to implement some functions
like the XOR gate. This halted the neural network research in that sense, as the
authors were highly respected in their field. Later, it was found that single layers
composed of several neurons, are capable to implement XOR gate [9], etc. As a
matter of facts, history has many examples of propagation of such misconceptions,
like Fermat conjectured that all his numbers were primes.

We are proposing now a novel concept, the Fermat neuron, described below, in
Fig. 1, whose activation function is mod 3. Its basic structure has two inputs A and
B and one output C. The weights for both inputs are equal to 1.

A Fermat neuron works on a finite field of Fermat primes, and it has all the
advantages of the Fermat numbers, already mentioned above.

mod
3 

1

1

A
+

C

B +

Fig. 1 The Fermat XOR neuron
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Let us take the simplest case, F0 = 3. The associated set for this field is {0, 1, 2}.
Let us assume that the numbers represent voltages, like in a TTL circuit
(transistor-transistor logic): the output logic ‘0’ represents 0–0.4 V and the input
logic ‘0’ represents 0–0.8 V, whereas the output logic ‘1’ represents 2 to 5 V and
the input logic ‘1’ represents 2.4–5 V. We define input logic ‘0’ as 0 V, and output
logic ‘0’ as bounded between 0 V and 1 V. The logic ‘1’, for both input and output,
is represented by tensions greater than 2 V. We may consider the threshold that
divides the electric tensions field between ‘0’ and ‘1’, at approximately 1.5 V.

The logic and the voltage truth table for XOR are given below:

Logic Voltage

A B C = XOR A B C

0 0 0 0 0 0

0 1 1 0 2 2

1 0 1 2 0 2

1 1 0 2 2 1

The voltage table is generated by applying all possible input voltages to the
neuron, and the output generation is simple and self-explanatory. However, the last
line may be explained, for clarity. By mod 3 addition, we get 2 + 2 = 4 (mod
3) = 1 V. Hence, the logic table and voltage tables match for the XOR gate.

The above example is to drive home the concept of the new paradigm. Further
work is required to define identical voltage levels both for input and output for logic
‘0’ and ‘1’ and to develop the corresponding neuron. The other modifications may
possibly be helpful like using other Fermat primes, using more than one neuron,
and modifying weights to have additive operation rather than multiplicative to
implement all logic gates. Once this is achieved, one can apply the Fermat neuron
to real-life applications with the mentioned advantages.

6 Conclusions

The Fermat numbers, particularly Fermat primes, have many real-life applications.
However, they are not popular and many students are not conscious about their
advantages. This chapter describes theory and application of Fermat numbers to
signal processing and to NN. The advantages of using Fermat primes over other
primes like Mersenne are mentioned. The applications to signal processing include
filtering, convolution, deconvolution, autocorrelation, etc.

The authors have proposed a new paradigm of Fermat neuron, with potential for
further developing the concept and applications. They have implemented an XOR
gate using a single Fermat neuron. Incidentally, the implementation of XOR gate
even by using more neurons was erroneously considered as not possible in the early
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stages of the neural network research. However, further research is required to
develop Fermat neurons to implement all logic gates and apply them to real-life
applications with advantage.

We assume that development of the perceptrons could be implemented by means
of FPGA.
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Data Clustering Using a Modified Fuzzy
Min-Max Neural Network

Manjeevan Seera, Chee Peng Lim, Chu Kiong Loo
and Lakhmi C. Jain

Abstract In this paper, a modified fuzzy min-max (FMM) clustering neural net-
work is developed. Specifically, a centroid computation procedure in embedded
into the FMM clustering network to establish the cluster centroid of each hyperbox
in the FMM structure. Based on the hyperbox centroids, the FMM clustering
performance in undertaking data clustering problems is measured using the
cophenetic correlation coefficient (CCC). A series of experimental studies using
benchmark datasets is conducted. The CCC scores obtained are compared with
those from other clustering algorithms reported in the literature. The empirical
findings indicate the effectiveness of FMM with the centroid formation procedure
for tackling data clustering tasks.

Keywords Data clustering � Fuzzy min-max neural network � Hyperbox centroid �
Cophenetic correlation coefficient

1 Introduction

Clustering is a key technique for data analysis which includes statistical data
analysis, data mining, data compression, and vector quantization [1]. Typically, in
supervised learning methods, data are labeled with a number of specific target
classes. However, being an unsupervised learning method, clustering groups data
samples based on their similarity (with respect to some metric), i.e., data samples in
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a cluster are more similar as compared with those in another cluster [2]. Clustering
techniques are useful in many applications. Some examples include spectral clus-
tering in recognizing freshness and adulteration levels of tomato juices [3], clus-
tering data streams for electrical power demands in smart grids [4], an interval
clustering approach for evaluating water quality [5], a hierarchical co-clustering
technique for clustering music data from websites [6], as well as an adaptive fuzzy
k-means clustering model for segmentation of images captured by digital cameras
[7]. Some of these clustering techniques do not depend on assumptions; therefore,
they are useful in situations where little or no prior knowledge is available [2].

A literature search reveals a rich body of knowledge in the domain data clus-
tering. Typically, clustering is accomplished under a number of considerations,
which include distance metric, data structure, and the number of clusters [8]. The k-
means clustering [9] and fuzzy c-means [10] algorithms are popular clustering
methods. Each data sample is processed and then assigned to the closest cluster
center using a distance measure in k-means clustering. Many of the fuzzy clustering
methods can only process spatial data samples and not nonspatial ones [10]. In
regards to data-based learning, incremental learning neural networks provide sev-
eral benefits, notably their robustness in handling large-scale datasets and distrib-
uted learning capabilities [11]. Being an efficient technique in knowledge
discovery, incremental learning allows acquisition of additional knowledge on the
fly without forgetting previously learned knowledge [12].

In this paper, the FMM clustering network [13] (hereafter refer to as FMM) is
adopted for tackling data clustering tasks. FMM is able to establish connection
between clusters and fuzzy sets [13]. As an incremental learning model, FMM has a
number of salient features in handling data clustering problems. It does not require a
predetermined number of clusters. In other words, the number of clusters grows
incrementally subject to the characteristics of the incoming data samples. It has only
one key parameter, i.e., the hyperbox size that needs to be fine-tuned by users [13].
Comparatively, popular clustering algorithms such as k-means and fuzzy c-means
require a pre-set number of clusters to begin with, and this can be a difficult task
especially when dealing with large datasets, or when the underlying data structure
keeps changing in dynamic, nonstationary environments. In this regards, FMM is
useful in overcoming these issues by forming a dynamic, growing network that is
able to create the number of clusters incrementally based on the characteristics of
the incoming data samples.

In this study, a centroid formation procedure is incorporated into the FMM
network. By doing so, the performance and quality of clustering by FMM can be
measured using the cophenetic correlation coefficient (CCC). Introduced by Sokal
and Rohlf [14], CCC measures on how well a clustering technique is able to retain
the original similarity in its data structure, whereby a higher CCC score indicates a
better fitness [15]. It provides an index to indicate how much the clustering method
distorts the information in its input in order to produce its output. CCC has since
been widely used in numerical studies, for two main reasons, (i) as a measure of
degree of fit for a set of data samples and (ii) as a criterion in efficiency evaluation
of various clustering techniques [16]. In terms of applications, researchers prefer to
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use the CCC indicators to assess distortions [17]. In this study, we adopt the CCC to
measure the clustering quality produced by FMM. A number of benchmark datasets
are used to evaluate the performance of FMM, and the CCC results are compared
with those reported in the literature.

The rest of the paper is structured as follows. In Sect. 2, the FMM clustering
network is first briefly described. Then, the modifications of FMM are explained. In
Sect. 3, an experimental study is presented, with the results compared and dis-
cussed. Conclusions and suggestions for further work are given in Sect. 4.

2 The Fuzzy Min-Max Clustering Network

In this section, the structure of the FMM clustering neural network is briefly
described. This is followed by the proposed modifications of the FMM network.
Note that the detailed dynamics of the FMM clustering network can be found in [13].

2.1 Fuzzy Min-Max Clustering

The FMM clustering network [13] learns by forming hyperbox fuzzy sets in its
structure. The hyperbox size is controlled by θ, which varies between 0 and 1.
When θ is changed from a small to a larger value, the number of hyperboxes created
increases, and vice versa. The membership function is computed with respect to the
minimum (min) and maximum (max) points of a hyperbox, and to the extent in
which a pattern fits within the hyperbox. The jth hyperbox fuzzy set, Bj, is defined
by the ordered set of:

Bj ¼ Ah;Vj;Wj; bj Aj;Vj;Wj
� �� � ð1Þ

where Ah = (ah1, ah2, …, ahn) 2 In is the hth data sample with n dimensions in a
dataset of m data samples, h = 1, 2, …, m; Vj, = (vj1, vj2, …, vjn) is the minimum
point of the jth hyperbox, Wj, = (wj1, wj2, …, wjn) is maximum point of the jth
hyperbox, and the membership function of the jth hyperbox is 0 ≤ bj (Ah, Vj,
Wj) ≤ 1. Figure 1 shows the min and max points of a three-dimensional box.

min point
max point

Fig. 1 A min-max hyperbox Bj = {Vj, Wj} in I3
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The membership function measures the degree to which data sample Ah falls
within a hyperbox governed by Vj and Wj. It can be seen as a measure pertaining to
the extent each component is lesser (or greater) than the minimum (or maximum)
point on each dimension that spills over the min and max hyperbox points. As data
sample Ah approaches hyperbox Bj, bj (Ah, Vj, Wj) approaches 1. The membership
function in which all the criteria are met is the average amount of the minimum and
maximum point violation [13]. The resulting membership function is:

bj Ah;Vj;Wj
� � ¼ 1

n

Xn
i¼1

1 � f ðahi � wji; cÞ � f ðvji � ahi; cÞ
� �

; ð2Þ

where f( ) is a two-parameter ramp threshold function:

f ðx; cÞ ¼
1
xc
0

if xc � 1
if 0 � xc � 1

if xc \ 0

8<
: ð3Þ

The sensitivity parameter, γ, controls how quickly the membership function
decreases when a data sample is away from the hyperbox. The fuzzy set is less crisp
when γ is small and becomes crisp when γ is large. As mentioned earlier, the size of
a hyperbox is constrained by 0 < θ < 1. For hyperbox Bj to expand and include Ah,
the expansion criterion has to satisfy the following constraint:

Xn
i¼1

max wji; ahi
� ��min vji; ahi

� �� � � nh ð4Þ

There is a possibility that a hyperbox overlaps with other existing hyperboxes
when it starts to expand. An overlap test is introduced where a potential overlap
between Bj and Bk is checked on a dimension-by-dimension basis. The overlapped
region is eliminated using the hyperbox contraction process [13]. A number of
cases are used to check different scenarios of the overlapped regions and to elim-
inate them during the contraction process.

2.2 Centroid Formation

A centroid formation procedure to compute the centroid of each FMM hyperbox is
proposed. It is based on a similar investigation on FMM centroid formulation for
tackling classification problems [18]. As the hyperbox structure is governed by the
minimum and maximum points, no information pertaining to the centroid of data
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samples contained in each hyperbox is available. As such, the centroid for each
hyperbox is created, which is based on the recursive average calculation, as follows:

CTji ¼ Nj � 1
Nj

CTji � 1
� � þ ahi

Nj
ð5Þ

where CTji is the centroid value of the ith dimension of the jth hyperbox, ahi is the
value of the ith dimension of the hth data sample, and Nj is the number of data
samples encoded by the jth hyperbox. This modification is important for enabling
the computation of the CCC scores in evaluating the clustering performance of
FMM.

2.3 Cophenetic Correlation Coefficient

The CCC score is a useful metric to measure the quality of clustering and the
associated performance of a clustering technique [1]. It is defined as follows [19]

CCC ¼
P

i \ jðYij � yÞðZij � zÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i \ jðYij � yÞ2 P i \ jðZij � zÞ2

q ð6Þ

where Yij is the distance between objects i and j in Y, Zij is the cophenetic distance
between objects i and j, from Z, and y and z are the averages of Y and Z,
respectively.

In the experimental study, the average linking method is used, i.e., the average
distance from the total observations in a single cluster to all points in a different
cluster [20]. The pseudo-code for the overall FMM procedure with centroid for-
mation is shown in Table 1.

Table 1 The pseudocode for FMM with centroid formation

for   the first to the last data sample 
        determine the winning hyperbox 
        expand the winning hyperbox, if necessary 
        perform hyperbox overlap test 
           if  hyperboxes overlap 
                 then contract the hyperboxes 
           end 
        update winning hyperbox centroid using recursive mean estimation 
end 
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3 Experimental Study

To evaluate the usefulness of FMM with the centroid formation procedure, four
benchmark datasets from the UCI Machine Learning repository [21] were used in
the experimental study, i.e., Glass, Ecoli, Iris, and Splice datasets. The background
of each dataset is as follows.

The Glass dataset is motivated by criminological investigation on classification
of different types of glass. The glass left at a crime scene could be used as evidence,
when it could be correctly identified [21]. The dataset contains a total of 214 data
samples, each with 9 features, and with 6 target classes, as listed in Table 2. The
Ecoli dataset [21] is related to protein localization sites. It contains a total of 336
data samples, each with 7 features. Table 3 shows the target classes of the Ecoli
dataset.

The third dataset, Iris [21], is a frequently used problem in multivariate analysis.
It contains a total of 150 data samples, each with 4 features. There are four target
classes, as shown in Table 4. The fourth dataset, Splice [21], is concerned with
recognizing the boundaries between exons and introns in a sequence of

Table 2 Class details of the
Glass dataset

Class Description

1 Building windows float processed

2 Building windows non float processed

3 Vehicle windows float processed

4 Containers

5 Tableware

6 Headlamps

Table 3 Class details of the
Ecoli dataset

Class Description

1 Cytoplasm

2 Inner membrane without signal sequence

3 Perisplasm

4 Inner membrane, uncleavable signal sequence

5 Outer membrane

6 Outer membrane lipoprotein

7 Inner membrane lipoprotein

8 Inner membrane cleavable signal sequence

Table 4 Class details of the
Iris dataset

Class Description

1 Iris Setosa

2 Iris Versicolour

3 Iris Virginica
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deoxyribonucleic acid (DNA). It is a large and complex dataset, with 2991 data
samples, each with 60 features. There are a total of three target classes, as shown in
Table 5.

3.1 Results and Discussion

For the Glass and Ecoli datasets, we compared the results of FMM with those from
the multilayer perceptron (MLP) neural network, as reported in [22]. For the Iris
dataset, we compared the results with that reported in [1]. The results from Splice
dataset were compared with that from an ensemble Min-Transitive Combination of
Hierarchical Clustering (MATCH) model, as reported in [23].

The overall results are shown in Tables 6, 7, 8, and 9. As stated in [22], CCC
scores were not available for classes 7 and 8 for the Ecoli dataset, as there was only
one cluster for both classes. The cluster numbers were not reported in [23].

From Tables 6, 7, 8, and 9, it can be seen that the CCC scores of FMM are
higher than those reported in [1, 22, 23]. However, FMM creates more clusters than

Table 5 Class details of the
Splice dataset

Class Description

1 Neither

2 Recognizing exon/intron boundaries (ei)

3 Recognizing intron/exon boundaries (i.e.)

Table 6 Performance
comparison for the Glass
dataset

Class MLP [22] FMM

CCC Cluster CCC Cluster

1 0.885 5 0.936 6

2 0.974 2 0.977 2

3 0.924 2 0.936 2

4 0.986 3 0.989 4

5 0.928 2 0.931 2

6 0.977 2 0.984 3

Table 7 Performance
comparison for the Ecoli
dataset

Class MLP [22] FMM

CCC Cluster CCC Cluster

1 0.688 7 0.705 9

2 0.772 2 0.828 3

3 0.868 3 0.932 4

4 0.658 7 0.840 8

5 0.720 14 0.910 15

6 0.998 2 0.999 3
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those from [1, 22]. In general, FMM is able to produce a high CCC score of above
0.8 for all datasets (except Class 1 in the Ecoli dataset). As indicated in [17], a CCC
score of 0.8 and above implies that the degree of distortion between the input and
clustered data is not high.

The effects of the hyperbox size toward the FMM results were examined too.
The respective CCC scores for different hyperbox sizes, ranging from 0.1 to 0.9
with an increment of 0.2, are shown in Table 10. In addition, the numbers of
clusters are shown in Table 11. Note that owing to too few clusters, no CCC score
could be produced in certain hyperbox size settings. It can be seen that when the
hyperbox size was small, the number of clusters produced was high. The higher the
hyperbox size setting, for instance at 0.9, the number of hyperboxes became
smaller. In some cases, only one hyperbox was produced as all data samples were
clustered within one hyperbox (that covered almost the entire feature space);
therefore, no CCC score was produced.

Table 8 Performance
comparison for the Iris dataset

Clustering [1] FMM

CCC Cluster CCC Cluster

0.872 3 0.976 5

Table 9 Performance
comparison for the Splice
dataset

MATCH (Ensemble)
[23]

FMM

CCC Cluster CCC Cluster

0.6437 – 0.813 821

Table 10 CCC comparison Dataset θ = 0.1 θ = 0.3 θ = 0.5 θ = 0.7 θ = 0.9

Glass 0.938 0.943 – – –

Ecoli 0.789 0.811 0.887 0.861 –

Iris 0.872 0.966 0.976 – –

Splice 0.542 0.813 0.664 0.531 –

Table 11 Cluster
comparison

Dataset θ = 0.1 θ = 0.3 θ = 0.5 θ = 0.7 θ = 0.9

Glass 28 19 1 1 1

Ecoli 129 80 42 30 1

Iris 43 12 5 1 1

Splice 1795 821 382 171 1
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4 Conclusions

In this study, a centroid formation procedure has been incorporated into the FMM
clustering neural network. The key advantage of FMM is its online learning
capability whereby the number of clusters can be increased online, incrementally
over time. The centroid formation procedure enables performance measurement of
FMM using the CCC score. CCC is a useful clustering metric, and is commonly
used for evaluation of various clustering techniques. From the experimental results,
the CCC scores produced FMM are higher than those reported in literature.

Further work will focus on incorporating transfer learning into FMM. This will
allow FMM to be used in cross-domain problems. In addition, more experimental
studies with real-world problems will be conducted, in order to ascertain the
effectiveness of FMM in undertaking data clustering problems.
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Adaptive Neuro-Fuzzy System for Current
Prediction in Electric Arc Furnaces

Manuela Panoiu, Loredana Ghiormez and Caius Panoiu

Abstract This research presents an adaptive neuro-fuzzy system which is used in
the current prediction through the electric arc from an electric arc furnace. Electric
arc furnaces are complex systems that produce many problems, mainly harmonic
currents, reactive energy, flicker effect, etc. Therefore, a prediction as good as
possible is useful for the current of the electric arc. In order to do this, an ANFIS
system was used which was trained using measured data from an electric arc
furnace installation. ANFIS system performance is presented in this paper based on
its architecture and training parameters.

Keywords Anfis � Current prediction � Electric arc furnace

1 Introduction

In order to produce steel, electric arc furnaces are widely used because they have
high productivity. However, these furnaces have also some disadvantages mainly
given by the nonlinearity of the electric arc: reactive power, harmonic currents,
unbalanced load, flicker effect, etc. [1–10]. A prediction of the electric arc behavior
is useful in order to prevent these negative effects and also to minimize their impact
on the electric power quality.
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Using ANFIS a method for the current and voltage prediction of the electric arc
is proposed in this research. In order to obtain the predictive currents values,
analyzed system uses measured data from an electrical installation of an electric arc
furnace of 100 tones. System is based on the fundamentals of neural networks and
on the Fuzzy inference mechanism. It allows the prediction of the current of the
electric arc and implicitly of the voltage-current characteristic of the electric arc. It
is made also a study regarding the learning algorithm and the properly structure of
the ANFIS system.

2 Electric Arc Furnace Characteristics

Melting of the metals in the electric arc furnace is made by the heat that appears in
the electric arc and it is transmitted by radiation for the charging material. For a
corresponding electrical voltage, the electric arc burns between the solid electrodes
and the molten metal in an ionized gaseous fluid. Mainly used electric arc furnaces
are the one used in steel elaboration and powered, generally, at a three-phase
alternative current. The scheme of an Electric Arc Furnace (EAF) is presented in
Fig. 1.

During an electric arc furnace operation can be distinguished 6 important phases
[11]: Furnace charging, Melting, Refining, De-slagging, Tapping, and Furnace
turn-around.

The highest problems appear in the melting phase of the scrap because of their
position in the furnace tank and also because during melting process the metals are
changing their position so the electric arc has a random character. Electric arc length
is modifying and the current through the electric arc becomes strongly distorted.
Currents distortion exist also in the refining and slagging phases but the currents are
not so distorted.

Fig. 1 Scheme of an electric
arc furnace (EAF)
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Equivalent power supply circuit of an electric arc with alternative current is
shown in Fig. 2. In this figure Ra is the equivalent resistance of the electric arc
(nonlinear), r and L are the resistance, respectively the inductance of the power
supply, vs is the alternative supply voltage, and iA is the current of the electric arc.

Figure 3 presents variation in time for the current and voltage of the electric arc
supplied with alternative current, in this case cathode and anode roll is periodically
changed depending of the supply voltage frequency vs which varies sinusoidal.

Before the ignition of the electric arc the current is null (is = 0). In this case,
between the electrodes that are connected at the power supply, the voltage of the
electric arc is equal to the supply voltage, vs, and varies sinusoidal.

If the ignition conditions are met (local ionization, heating, etc.) the source
voltage continues to have a sinusoidal variation on the 0–1 portion of the graph. In
point 1, the source voltage reaches the ignition value Vig which is large enough to

Fig. 2 Equivalent power
supply circuit of the electric
arc

Fig. 3 Variation in time of
the electric arc voltage varc, of
the electric arc current is and
of the supply voltage vs
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accelerate the charge carriers which produce new ions through collisions. Through
this, the space between the electrodes becomes electrically conductive and the
difference of electrical potential between the two electrodes decreases to the Vex

(extinguishing voltage) value. Since the source is capable of producing a voltage
vs [Vex, between points 1 and 2, the arc will burn steadily through this zone.

On the 2–0’ zone the supply produces a voltage, vs, smaller than, Vex, which is
needed in order to burn the arc and the arc is disconnecting. Similar phenomena
also take place on the negative semi-period starting from 0’. Results that the arc
burns only between points 1–2, respectively 1’ –2’, where the current varies
according to is curve. It can be noticed that the arc burns intermittently, having burn
breaks (t1 + t2), when is ! 0.

3 Electric Arc Modeling

Many researches from the scientific literature have proposed different models of the
electric arc which must allow an accurate description as possible as can for the
electric arc behavior.

Here is a list of a few of the electric arc models studied so far presented in
scientific literature:

• Models based on empirical relationships between the diameter or the length of
the arc, the voltage, and the current flowing through the arc [12–16];

• Models that use the current-voltage characteristic of the electric arc [1, 4, 13, 17,
18];

• Models that use nonlinear and time-varying resistors [19];
• Models based on voltage sources [5, 20];
• Models that use stochastic processes [2, 21];

These classical models use a series of methods in order to simulate the electric
arc behavior and are generally based on mathematical relations which use different
parameters in order to describe a nonlinear element behavior and which varies
chaotic in time. Even if such mathematical models are good, these cannot describe
correctly the electric arc behavior in whole of the situations that appear within a
complete elaboration of a charge of steel. Some studies are based on the use of
models with different parameters in the two main phases of the process (melting and
stabile burning phases). Even in this situation classical models are not enough
precisely and cannot predict a real behavior of the electric arc.

In the last period intelligent techniques were used in order to modeling the
electric arc: models that are based on intelligent techniques, such as feedforward
neural networks [21–24], radial basis functions neural networks [25], fuzzy logic
[26] or hybrid neuro—fuzzy systems [27–30].
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These intelligent techniques have a great advantage such as that is based on real
data acquired from the process in real time in order to predict the electric arc
behavior on a step ahead. Disadvantage for these techniques is that the prediction
cannot be made accurately only for a limited number of steps above. In this
research, a study regarding the possibility to predict the current of the electric arc is
presented using a hybrid neuro-fuzzy system. MATLAB ANFIS system was used
in order to predict the current. Measured data for the current and the voltage of the
electric arc from the real installation were used in order to train the ANFIS system.

4 Adaptive Neuro-Fuzzy Inference Systems

ANFIS hybrid neuro-fuzzy systems are equivalent adaptive neural networks from
the functional point of view with Takagi Sugeno fuzzy systems [31]. Compared to
the classical fuzzy systems, ANFIS neuro-fuzzy systems have the capability to
adapt during a learning process. In this way, applying an optimization method can
be adapted to the fuzzy membership functions which appear in the premise part of
the rules. The parameters of the consequences parts for the fuzzy rules can also be
adapted. Criteria function of minimizing can be of the mean square error type
between the actual output of a neuro-fuzzy system and the desired output of this. In
order to explain the structure of a hybrid neuro-fuzzy system of ANFIS type, it a
fuzzy system of Tagaki and Sugeno type of first order is considered , which has two
input values, x and y, and an output value, f. Fuzzy system rules base is considered
made of two rules:
Rule 1 if x is A1 and y is B1 then f1 ¼ p1 � xþ q1 � yþ r1
Rule 2 if x is A2 and y is B2 then f2 ¼ p2 � xþ q2 � yþ r2

In Fig. 4a, the way which is made the reasoning in a fuzzy system of Tagaki and
Sugeno type of first order is intuitively shown , its output is computed as follow:

f ¼ w1 � f1 þ w2 � f2
w1 þ w2

¼ w1 � f1 þ w2 � f2 ð1Þ

Figure 4b illustrates the structure of a considered neuro-fuzzy adaptive system.
Equivalent ANFIS structure of the fussy system of first order is conditioned by five
layers [31].

Layer 1 has the output:

O1;i ¼ lAi
xð Þ; i ¼ 1; 2; or O1;i ¼ lBi�2

yð Þ; i ¼ 3; 4 ð2Þ

Parameters of this layer are called premise parameters.
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If the Bell activation function is used, it is given by three parameters ai; bi; ci then

lAi
ðxÞ ¼ 1

1þ x�ci
ai

� �2
� �bi ; ð3Þ

or lAi
ðxÞ ¼ e

� x�ci
ai

� �2
� �bi

ð4Þ

where {ai; bi; ci} is the parameter set of the membership functions referred to as
premise parameters.

Layer 2 has the output

O2;k ¼ wk ¼ lAi
xð Þ � lBj

yð Þ; i ¼ 1; 2; j ¼ 1; 2; k ¼ 1; . . .4 ð5Þ

Each node represents the activation value for a rule.

Fig. 4 a A two input first-order Sugeno fuzzy model with two rules. b Equivalent ANFIS
structure [31]
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Layer 3 has fixed nodes with the outputs:

O3;i ¼ wi ¼ wi

w1 þ w2
; i ¼ 1; 2 ð6Þ

Layer 4 has adaptive nodes with the activation function

O4;i ¼ wi � fi ¼ wi f1 ¼ p1 � xþ q1 � yþ r1ð Þ ð7Þ

Layer 5 is made of a fix node that computes the ANFIS overall output

f ¼ O5i ¼
X2
i¼1

wi � fi ¼
P2

i¼1 wi � fiP2
i¼1 wi

ð8Þ

Learning within an ANFIS system is hybrid [31].

5 Current Prediction

In this section current prediction is studied, taking into account ANFIS model
parameters. In order to achieve ANFIS model, measured data in both initial melting
and stable burning stages were used. Because in the initial melting stage, the
currents are more distorted in this paper was present this case only. Also, were used
n samples: the first n/2 (training data set) was used for training the ANFIS while the
remaining n/2 (checking dataset) were used for validating the identified model.

It was demonstrated that ANFIS can be employed to predict the future values of
a chaotic time series [31]. In order to make a prediction in time of the current or
voltage of the electric arc, measured values for the current and voltage up to a
moment t to predict a value at o moment t + p were used. This can be done by
creating a mapping from d sample data points, sampled every units in time with
sample time s, x t � d � 1ð Þ � sð Þ; � � � ; x t � sð Þ; x tð Þ½ � in order to predict a value of
the current at moment t + p, i.e., i t þ pð Þ.

x ¼ i t � d � 1ð Þ � sð Þ; v t � d � 1ð Þ � sð Þ � � � ; i t � sð Þ; v t � sð Þ; i tð Þ; v tð Þ½ � ð9Þ

For example if it is desired a prediction for the moment t = 4, and 3 samples
d = 3 are used, sample time s = 4, the training data vector should be formed as:

trn ¼ x t � 8ð Þ; x t � 4ð Þ; x tð Þ½ � ð10Þ
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And corresponds to the prediction for the output value y ¼ i t þ 4ð Þ. These
elements are illustrated in Fig. 5.

For each moment t, in range 9:n training input/output data are represented by a
structure in which the first component is the vector trn and the next component is
the output y. If there are n measured data then n/2 can be used for training and n/2
for checking. For the testing was used full sample of measured data. Figure 6
presents measured data used in order to testing the performance of the ANFIS
system. These data were measured in the melting phase of the charging material
after approximately 12 min from the beginning of the elaboration process of charge.

In Table 1, can be noticed that was modified the number of fuzzy sets for the
input data in range 2–4. Also, modified past samples number were used for the
prediction. For training, ANFIS system uses Sugeno inference mechanism and a
training method based on a hybrid algorithm. Grid partition is used to generate FIS.
Performance of the ANFIS system was determined taking into account the error
obtained at training, checking, and testing using measured data as before
mentioned.

In the presented case in this research 600 samples were used. 300 samples are
used for training, checking, and testing of the ANFIS system. These measured data
were acquired with an acquisition frequency of 5 kHz, as presented in [6, 8, 9].

It can be noticed from Table 1 that the smaller error obtained at the system’s
testing is 2.00, obtained for the sample time s = 2, past sample number d = 3 and
step p = 2. ANFIS system has used in this case four fuzzy sets for each input and the

Fig. 5 The ANFIS structure for sample time s = 4, past samples d = 3 and step ahead p = 4
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training was performed for 100 epochs. Raising the number of training epochs will
not obtain a smaller error contrariwise the error grows. Another good error, 2.08,
was obtained for the case in which were used four steps ahead for the prediction
p = 3, with the sample time s = 3. ANFIS system training parameters have been:
number of epochs = 500 and the number of fuzzy sets for each input is 2. The same
situation but using less training epochs carries on approximately the same result and
that being a testing error of 2.75. For this case, raising the number of epochs has
none advantage because even if was obtained a smaller error at training, the training
time considerable grows. Also, it is not a good idea to increase the number of fuzzy
sets because it can be noticed that the checking and the testing errors increased for 3
and 4 fuzzy sets, respectively. In this case, the overtraining phenomenon appears.

For a prediction of p = 5 or p = 6 steps ahead, with the same parameters above
mentioned, the error increases around value 4.43, at two fuzzy sets for each input of
the ANFIS system. Also, in this case, if many fuzzy sets are used the input values
will obtain a better error for training but at checking and testing it will be observed
the overtraining phenomenon.

Also, from Table 1 it can be noticed that in the case of using a smaller number of
data n = 300 instead of 600, the ANFIS system does not offer better performance.
These occurs because there are too less data and from these data the analyzed
system characteristics cannot be extracted correctly. Therefore, it can be observed,
for example, that for a prediction p = 6 steps ahead, the obtained error for the

Fig. 6 The waveforms for training and checking data
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Table 1 Errors variation depending on various parameters of training process

Nr. Crt. Nr. Fuzzy sets Error for 100 epoch Error for 500 epoch

Train Check Test Train Check Test

1. Sample s = 2, past samples d = 2, step ahead p = 2

a 2 9.24 9.15 9.19 3.62 3.19 3.41

b 3 3.26 4.94 4.18 2.52 3.49 3.04

c 4 2.83 3.44 3.15 2.43 3.26 2.88

2. Sample s = 1, past samples d = 3, step ahead p = 1

a 2 8.19 7.72 7.96 5.34 4.27 4.84

b 3 5.81 5.93 5.87 3.6 3.46 3.53

c 4 5.05 4.85 4.93 4.13 3.70 3.92

3. Sample s = 2, past samples d = 3, step ahead p = 2

a 2 3.37 5.08 4.13 2.14 1.69 1.93

b 3 1.63 4.43 3.34 1.63 4.43 3.34

c 4 1.06 2.63 2.00 0.97 3.25 2.39

4. Sample s = 3, past samples d = 3, step ahead p = 3

a 2 15.81 13.61 14.78 15.11 13.43 14.31

b 3 12.07 11.32 11.71 9.02 8.54 8.78

c 4 11.74 10.72 11.25 8.85 8.21 8.54

5. Sample s = 2, past samples d = 4, step ahead p = 2

a 2 2.50 2.66 2.56 1.51 1.74 1.63

b 3 1.17 6.39 4.57 1.17 6.39 4.57

c 4 0.74 6.75 4.78 0.74 6.75 4.78

6. Sample s = 3, past samples d = 4, step ahead p = 3

a 2 2.76 2.74 2.75 2.03 2.13 2.08

b 3 1.20 8.94 6.34 1.20 8.94 6.34

c 4 0.88 7.73 5.47 0.88 7.73 5.47

7. Sample s = 4, past samples d = 4, step ahead p = 4,

a 2 2.98 3.38 3.18 2.62 3.67 3.18

b 3 1.25 11.41 8.06 1.23 11.27 7.96

c 4 0.91 11.14 7.85 0.9 11.15 7.85

8. Sample s = 2, past samples d = 4, step ahead p = 4,

a 2 3.59 4.89 4.28 3.02 3.75 3.4

b 3 1.64 8.32 5.96 1.64 8.32 5.96

c 4 1.17 10.67 7.55 1.17 10.67 7.55

9. Sample s = 6, past samples d = 4, step ahead p = 6

a 2 3.23 5.36 4.43 3.02 5.65 4.53

b 3 1.79 13.39 9.55 1.79 13.39 9.55

c 4 1.13 34.19 24.19 1.13 34.19 24.19

10. Sample s = 5, past samples d = 5, step ahead p = 5

a 2 1.8 5.22 7.17 1.63 6.77 4.93

b 3 0.55 6.9 4.9 0.52 7.11 5.1
(continued)
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training data is very good, 1.23, but at testing and checking it increases very much
reaching up to approximately 14 at checking and approximately 9 at testing.

In conclusion, analyzing all the presented situation from Table 1 can be con-
cluded that an admissible variant as from the obtained error point of view but even
from the training time point of view is the one with the next parameters: Sample
time s = 3, past samples d = 4, step ahead p = 3, when the obtained error at testing is
2.75 at two fuzzy sets on the input. For these data, in Fig. 7 are presented the rules
for the considered case. It can be noticed in Fig. 8 that the variation of the nonlinear
surface for the output depends on the two input values. Also, an error variation for a
training set of 500 epochs can also be observed (Fig. 9).

Table 1 (continued)

Nr. Crt. Nr. Fuzzy sets Error for 100 epoch Error for 500 epoch

Train Check Test Train Check Test

11. Sample s = 6, past samples d = 6, step ahead p = 6

a 2 1.65 5.54 4.09 1.53 5.85 4.27

b 3 0.59 17.6 12.45 0.5 18.3 13.4

Fig. 7 The ANFIS rules for sample time s = 3, past samples d = 4, step ahead p = 3, and two fuzzy
sets
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Figure 10 shows the variation in time of the measured current, and of the output
for the ANFIS system, i.e., for the predicted value of the current.

But for a prediction of p = 6 steps ahead, the error is increasing. So, when
sample time s = 6, past samples d = 4, step ahead p = 6, are chosen with the
obtained error at testing 4.43 for two fuzzy sets at each input. In this case in Fig. 11

Fig. 8 Variation of system output on two system inputs for sample time s = 3, past samples d = 4,
step ahead p = 3, and two fuzzy sets

Fig. 9 Variation of training error and validation error for sample time s = 3, past samples d = 4,
step ahead p = 3, and two fuzzy sets
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was presented only the variation in time of the error for 500 epochs and the output
variation of the ANFIS system, i.e., for the predicted current as compared to the
measured data that were used to testing the prediction accuracy.

Fig. 10 The variation of the measured data (blue) and the predicted current (red) for sample time
s = 3, past samples d = 4, step ahead p = 3, and two fuzzy sets

Fig. 11 The variation of the measured data (blue) and the predicted current (red) for sample time
s = 6, past samples d = 4, step ahead p = 6, and two fuzzy sets
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6 Conclusions

In this paper, a detailed study regarding the possibility of using of an intelligent
ANFIS system for the prediction of current in the case of an electric arc furnace was
performed. This study can offer important information which are useful in order to
build a system that can allow the reactive power compensation and rejection of the
harmonic currents in the case of electric arc furnace. By using the prediction in real
time for the electric current value, such a system used for rejection-compensation
can adapt its parameters in real time such as to obtain maxim efficiency. This study
was based on acquired values taken offline in the installation of an electric arc
furnace with a capacity of 100 tones and a power of 100 MW. Following the study,
conclusions regarding the proper structure of the ANFIS system, number of used
data for the training system, and the number of steps ahead for which another
correct prediction can be performed were taken.

References

1. Islam M, Chowdhury AH (2012) Comparison of dynamic resistance arc furnace models for
flicker study. In: IEEE 7th international conference on electrical and computer engineering,
Dhaka, pp 193–196. 20–22 Dec 2012

2. Esfahani MT, Vahidi B (2012) A new stochastic model of electric arc furnace based of hidden
markov model: a study of its effects on the power system. IEEE Trans Power Delivery 27
(4):1893–1901

3. Chang GW, Chen CI, Liu YJ (2010) A neural-network-based method of modeling electric arc
furnace load for power engineering study. IEEE Trans Power Syst 25(1):138–146

4. Gomez A, Durango JM, Mejia AE (2010) Electric arc furnace modeling for power quality
analysis. In: ANDESCON, the bi-annual conference of the andean council of the IEEE, pp 1–6

5. Göl M, Salor Ö, Alboyaci B, Mutluer B, Çadırcı I, Ermiş M (2010) A new field-based EAF
model for power quality studies. IEEE Trans Ind Appl 46(3):1230–1242

6. Panoiu M, Panoiu C, Şora I (2009) Modelling the electromagnetic pollution of the electric arc
furnaces. Revue Roumain des Science Techniques-serie Electrotechnique et Energetique 54
(2):165–174

7. Xu S, Song Q, Liu W, Tong L (2006) Research on compensation for electric arc furnace using
measurement field data in distribution supply system. In: 37th IEEE power electronics
specialists conference, pp 1–6

8. Panoiu M, Panoiu C, Şora I, Osaci M (2007) About the possibility of power controlling in the
three—phase electric arc furnaces using PSCAD-EMTDC simulation program. Adv Electr
Comput Eng 7(1):38–43

9. Panoiu M, Panoiu C, ŞoraI I, Osaci M, Muscalagiu I (2007) Modeling, simulating and
experimental validation of the ac electric arc in the circuit of three-phase electric arc furnaces.
In: 6th EUROSIM Congress, Ljubljana, 9–13 Sept 2007

10. Deaconu SI, Popa GN, Toma AI, Topor M (2009) Modeling and experimental analysis for
modernization of 100 t—EAF. IEEE Trans Ind Appl 46(6):2259–2266

11. http://www.steel.org/en/Making%20Steel/How%20Its%20Made/Processes/Processes%
20Info/Electric%20Arc%20Furnace%20Steelmaking.aspx

12. Hooshmand R, Banejad M, Esfahani MT (2008) A new time domain model for electric arc
furnace. J Electr Eng 59(4):195–202

436 M. Panoiu et al.

http://www.steel.org/en/Making%2520Steel/How%2520Its%2520Made/Processes/Processes%2520Info/Electric%2520Arc%2520Furnace%2520Steelmaking.aspx
http://www.steel.org/en/Making%2520Steel/How%2520Its%2520Made/Processes/Processes%2520Info/Electric%2520Arc%2520Furnace%2520Steelmaking.aspx


13. Golkar MA, Tavakoli Bina M, Meschi S (2007) A novel method of electrical arc furnace
modeling for flicker study. Renew Energies Power Qual 126(7):620–626

14. Emanuel AE, Orr JA (2000) An improved method of simulation of the arc voltage-current
characteristic. In: Proceedings of the ninth international conference on harmonics and quality
of power, pp 148–154

15. Tang L, Kolluri S, Mark FMG (1997) Voltage flicker prediction for two simultaneously
operated arc furnaces. IEEE Trans. Power Delivery 12(2)

16. Montanari GC, Loggini M, Cavallini A, Pitti L (1994) Flicker and distortion compensation in
electrical plants supplying arc-furnaces. Ind Appl Soc Ann Meet 3:2249–2255

17. Cano Plata E, Tacca HE (2005) Arc furnace modeling in ATP-EMTP. In: International
conference on power systems transients, Montreal, Canada 19–23 June 2005

18. Zheng T, Makram EB (2000) An adaptive arc furnace model. IEEE Trans Power Delivery 15
(3):931–939

19. Petersen HM, Koch RG, Swart PH, Heereden R (1995) Modelling arc furnace flicker and
investigating compensation techniques. IEEE Trans Power Delivery 8:1733–1740

20. Hocine L, Yacine D, Kamel B, Samira KM (2009) Improvement of electrical arc furnace
operation with an appropriate model. Energy, pp 1207–1214. Elsevier

21. O’Neill-Carrillo E, Bánfai B, Heydt GT, Si J (2001) EMTP implementation and analysis of
nonlinear load models. Electr Power Compon Syst 809–920

22. Hui Z, Wang X (2009) Prediction model of arc furnace based on improved BP neural network.
J Inf Commun Technol 127–130

23. Mazumdar J, Haley RG, Lambert F, Venayagamoorthy GK (2006) Predicting load harmonics
in three phase systems using neural networks. In: Twenty-first annual IEEE applied power
electronics conference and exposition, pp 1738–1744

24. Sadeghian AR, Lavers JD (2000) Application of feed foward neiro-fuzzy networks for current
prediction in electric arc furnace. In: Proceedings of the IEEE-INNS-ENNS international joint
conference on neural networks, 2000. IJCNN, pp 420–425

25. Sadeghian AR, Lavers JD (1999) Application of radial basis function networks to model
electric arc furnace. In: International joint conference on neural networks, pp 3996–4001

26. Sadeghian AR, Lavers JD (1999) Application of adaptive fuzzy logic system to model electric
arc furnace. In: 18th international conference of the north american fuzzy information
processing society. NAFIPS, pp 854–858

27. Sadeghian A, Lavers JD (2011) Dynamic reconstruction of nonlinear V-I characteristic in
electric arc furnace using adaptive neuro-fuzzy rule-based networks. Appl Soft Comput,
pp 1448–1456. Elsevier

28. Haruni AMO, Negnevitsky M (2010) An artificial intelligence approach to develop a
time-series prediction model of the arc furnace resistance. J Adv Comput Intell Intell Inf 14
(6):722–728

29. Wieczorek T, Macza K (2008) Modeling of the AC-EAF process using computational
intelligence methods. Electrotech Rev 11:184–188

30. Wang F, Jin Z, Zhu Z (2005) Modeling and prediction of electric arc furnace based on neural
network and chaos theory. Adv Neural Networks Lect Notes Comput Sci 3498:819–826.
Springer-Verlag

31. Jang JSR (1993) Adaptive—network—based fuzzy inference system. IEEE Trans Syst Man
Cybern 23(3):665–685

Adaptive Neuro-Fuzzy System for Current … 437



Exact Hessian Matrix Calculation
for Complex-Valued Neural Networks

Călin-Adrian Popa

Abstract In this paper, we present the full deduction of the method to evaluate the
Hessian matrix of a complex-valued feedforward neural network. The Hessian
matrix is composed of the second derivatives of the error function of the network,
and has many applications in network training and pruning algorithms, as well as in
fast re-training of the network after a small change in training data. The software
implementation of the presented method is straightforward.

Keywords Complex-valued neural networks � Hessian matrix

1 Introduction

The domain of complex-valued neural networks has received an increasing interest
over the last few years. This is especially due to the increasing number of appli-
cations, which include antenna design, estimation of direction of arrival and
beamforming, radar imaging, communications signal processing, image processing,
and many others (for an extensive presentation of the applications of
complex-valued neural networks, see [5]).

A natural way to extend the power and capabilities of complex-valued neural
networks is to generalize these network algorithms and methods that have been
proven to be effective in real-valued neural networks. One such algorithm is the
method for calculating the Hessian matrix for a feedforward neural network, which
was first presented by [3], and then included in the classical book [4].

The Hessian matrix is a symmetric matrix whose elements are second-order
derivatives of the error function with respect to the weights and biases of the
network. There are several applications of the Hessian matrix, first of all in the
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Newton algorithm, where its inverse is used for fast training of the network. Then,
in the real domain, it was used for fast re-training of a network after a small change
in the training data [2], for the identification of the least significant weights as a
basis for network pruning techniques [7], and for improving the speed of training
algorithms [1]. The Hessian matrix was also used by [8] for Bayesian estimation of
regularization parameters and for assigning probabilities to different network
solutions, and has many other applications.

In this paper, we will present the full deduction of the method for calculating the
Hessian matrix for a complex-valued feedforward neural network using the
so-called CR-calculus or Wirtinger calculus, see [6].

The main ideas from this type of calculus are the following. Assume that we
have a function f : C ! R, which in our case will be an error function that we want
to minimize. For this function, let g : R2 ! R be such that gðx; yÞ ¼ f ðzÞ, where
z ¼ xþ iy; i ¼ ffiffiffiffiffiffiffi�1

p
, and h : C� C ! R, such that hðz;�zÞ ¼ f ðzÞ, where �z is the

complex conjugate of z. For example, if f0ðzÞ ¼ z�z ¼ jzj2 ¼ x2 þ y2, then
g0ðx; yÞ ¼ x2 þ y2, and h0ðz;�zÞ ¼ z�z, where in this last case z and �z are independent
variables.

In the general case, the gradient of f with respect to z is defined as

@f
@z

:¼ @g
@x

þ i
@g
@y

;

and in our particular case, @f0@z ¼ 2xþ 2iy ¼ 2z. For the function h, we can define the
R-partial derivative by

@h
@z

:¼ 1
2

@g
@x

� i
@g
@y

� �
;

and the complex R-partial derivative, or R-partial derivative by

@h
@z

:¼ 1
2

@g
@x

þ i
@g
@y

� �
:

For the example, we have that @h0@z ¼ 1
2 2x� 2iyð Þ ¼ �z and @h0

@z ¼ 1
2 2xþ 2iyð Þ ¼ z,

from where we can see that in the case of the R-partial derivative we treat �z as a
constant and derive with respect to z, and for the R-partial derivative we treat z as a
constant and derive with respect to �z.

We can also see that we have the following relation:

@f
@z

¼ 2
@h
@�z

;
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which means that in order to compute the gradient of the function f with respect to
z, we can compute the R-partial derivative of the function h. This is a technique that
we will use in the paper.

Let us now pass to the N-dimensional case. Assume we have a function
F : CN ! R, which will also be an error function in our case, and which we want to
minimize. For this function, let G : R2N ! R be such that
Gðx1; y1; . . .; xN ; yNÞ ¼ Fðz1; . . .; zNÞ, where zj ¼ xj þ iyj, 8j 2 f1; . . .;Ng, and
H : CN � C

N ! R, such that Hðz1; . . .; zN ;�z1; . . .;�zNÞ ¼ Fðz1; . . .; zNÞ, where zj is
the complex conjugate of zj, 8j 2 f1; . . .;Ng.

In this case, the gradient @f
@z is replaced by the gradient vector:

rF ¼ @F
@z1

; . . .;
@F
@zN

� �T

;

where �ð ÞT means transpose, because the gradient vector is a column vector, and the
components of the gradient vector are the gradients of F with respect to each
variable zj, as follows:

@F
@zj

¼ @G
@xj

þ i
@G
@yj

; 8j 2 f1; . . .;Ng:

For the function H, the R-partial derivative with respect to zj is given by

@H
@zj

¼ 1
2

@G
@xj

� i
@G
@yj

� �
; 8j 2 f1; . . .;Ng;

and the complex R-partial derivative, or R-partial derivative with respect to �zj by

@H
@zj

¼ 1
2

@G
@xj

þ i
@G
@yj

� �
; 8j 2 f1; . . .;Ng;

It can now be easily seen that

@F
@zj

¼ 2
@H
@zj

; 8j 2 f1; . . .;Ng;

which means that in order to compute the gradient vector of the function F, we can
compute the R-partial derivatives of the function H, with respect to the variables �zj,
8j 2 f1; . . .;Ng.

Another important property that we will use is the chain rule:
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@h1ðh2Þ
@z

¼ @h1
@h2

@h2
@z

þ @h1
@h2

@h2
@z

;

@h1ðh2Þ
@z

¼ @h1
@h2

@h2
@z

þ @h1
@h2

@h2
@z

:

The remainder of the paper is organized as follows. Section 2 gives the detailed
deduction of the method to compute the Hessian matrix of a complex-valued
feedforward neural network using the above-described CR-calculus. An example of
application of this method for a three-layered neural network is given in Sect. 3.
Section 4 presents the conclusions of the present paper. Software implementation is
a straightforward task, and resembles the implementation of the classical back-
propagation algorithm for feedforward complex-valued neural networks.

2 Hessian Matrix Evaluation

Consider a fully connected complex-valued feedforward network that has L layers
denoted by f1; . . .; Lg, where 1 is the input layer, L is the output layer, and the rest
are hidden layers. For this network, we have the following least squares error
function:

E�ðwÞ ¼ 1
2

Xc
i¼1

ðyLi � tiÞðyLi � tiÞ;

where w represents the vector of all the weights and biases of the network, yL ¼
ðyLi Þ1� i� c represent the outputs of the network, and t ¼ ðtiÞ1� i� c represent the

targets of the network. We have denoted by E� : CN ! R the error function that
depends upon the N weights and biases of the network. For this function, let
E : CN � C

N ! R be such that Eðw;wÞ ¼ E�ðwÞ, where w represents the complex
conjugate of the vector w. Thus, on E we can apply the R-partial derivative and R-
partial derivative with respect to each weight and bias of the network, which were
defined above.

We will first calculate the components of the gradient vector of the error function
E�, which are gradients of the error function with respect to each weight or bias. If
we denote by wl

jk the weight connecting neuron j from layer l to neuron k from layer

l� 1, we can write the gradient of the error function E� with respect to weight wl
jk as

@E�

@wl
jk

¼ 2
@E

@wl
jk

:
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From this relation, we deduce that it is sufficient to compute the R-partial

derivative of E with respect to wl
jk in order to obtain the desired component of the

gradient vector of the error function E�. For this computation, we make the fol-
lowing notations:

slj :¼
X
k

wl
jkx

l�1
k ; ð1Þ

ylj :¼ GlðsljÞ; ð2Þ

where Gl : C ! C represents the activation function of the layer l 2 f2; . . .; Lg,
x ¼ ðx1kÞ1� k� d are the network inputs and xlk ¼ ylk , 8l 2 f2; . . .; L� 1g, 8k. The
activation function can be a fully complex function, where the complex number is
treated as a whole, for example

GðzÞ ¼ tanh z;

or a split complex function, where the real and complex parts of the complex
number are treated separately, for example

Gðxþ iyÞ ¼ tanh xþ i tanh y:

First, we start with the output layer L, for which we can write the chain rule

@E

@wL
jk

¼ @E
@sLj

@sLj

@wL
jk

þ @E

@sLj

@sLj

@wL
jk

¼ @E

@sLj
xL�1
k ;

where
@sLj
@wL

jk

¼ 0, because sLj does not depend on wL
jk. Further applying the chain rule

@E

@sLj
¼ @E
@yLj

@yLj

@sLj
þ @E

@yLj

@yLj

@sLj

¼ 1
2
ðyLj � tjÞ

@GLðsLj Þ
@sLj

þ 1
2
ðyLj � tjÞ

@GLðsLj Þ
@sLj

;

and denoting dLj :¼ @E
@sLj
, we have that
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@E

@wL
jk

¼ dLj x
L�1
k ;

where

dLj ¼ 1
2
ðyLj � tjÞ

@GLðsLj Þ
@sLj

þ 1
2
ðyLj � tjÞ

@GLðsLj Þ
@sLj

:

For a hidden layer l 2 f2; . . .; L� 1g, application of the chain rule yields

@E

@wl
jk

¼ @E
@slj

@slj

@wl
jk

þ @E

@slj

@slj

@wl
jk

¼ @E

@slj
xl�1
k ;

because
@slj

@wl
jk

¼ 0, and then

@E

@slj
¼
X
r

@E
@slþ1

r

@slþ1
r

@slj
þ @E

@slþ1
r

@slþ1
r

@slj

 !
; ð3Þ

where the sum is taken over all the neurons r from layer lþ 1 to which neuron j
from layer l sends connections.

Using the chain rule again, we have that

@slþ1
r

@slj
¼ @slþ1

r

@ylj

@ylj

@slj
þ @slþ1

r

@ylj

@ylj

@slj

¼ wlþ1
rj

@GlðsljÞ
@slj

;

@slþ1
r

@slj
¼ @slþ1

r

@ylj

@ylj

@slj
þ @slþ1

r

@ylj

@ylj

@slj

¼ wlþ1
rj

@GlðsljÞ
@slj

;

because again we have that @slþ1
r

@ylj
¼ @slþ1

r
@ylj

¼ 0. If we denote dlj :¼ @E
@slj
,

8l 2 f2; . . .; L� 1g, Eq. (3) becomes
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@E

@slj
¼
X
r

dlþ1
r wlþ1

rj

@GlðsljÞ
@slj

þ dlþ1
r wlþ1

rj

@GlðsljÞ
@slj

 !
;

and finally

@E

@wl
jk

¼ dljx
l�1
k ; 8l 2 f2; . . .; L� 1g:

where

dlj ¼
X
r

dlþ1
r wlþ1

rj

@GlðsljÞ
@slj

þ dlþ1
r wlþ1

rj

@GlðsljÞ
@slj

 !
:

In conclusion, we have that @E�
@wl

jk
¼ 2 @E

@wl
jk

, where

@E

@wl
jk

¼ dljx
l�1
k ; 8l 2 f2; . . .; Lg; ð4Þ

and

dlj ¼
P
r

dlþ1
r wlþ1

rj
@GlðsljÞ
@slj

þ dlþ1
r wlþ1

rj
@GlðsljÞ
@slj

� �
; l� L� 1

1
2 ðylj � tjÞ @G

lðsljÞ
@slj

þ 1
2 ðylj � tjÞ @G

lðsljÞ
@slj

; l ¼ L
:

8>><
>>: ð5Þ

The elements of the Hessian matrix are the second-order derivatives of the error
function with respect to any two arbitrary weights or biases of the network. Let us
denote by wl1

mn and wl2
jk two such parameters of the complex-valued neural network,

and further assume that 2� l1 � l2 � L: For these two parameters, we have four
second-order R- and R-partial derivatives:

@2E

@wl1
mn@w

l2
jk

;
@2E

@wl1
mn@w

l2
jk

;
@2E

@wl1
mn@w

l2
jk

;
@2E

@wl1
mn@w

l2
jk

:

Because the computations are similar, we will give a method to calculate the

second-order R-partial derivative of the error function E with respect to wl1
mn and

wl2
jk.
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We start again with the chain rule

@2E

@wl1
mn@w

l2
jk

¼ @sl1m

@wl1
mn

@2E

@sl1m@w
l2
jk

þ @sl1m

@wl1
mn

@2E

@sl1m@w
l2
jk

¼ xl1�1
n

@2E

@sl1m@w
l2
jk

;

where, as above, we have that @s
l1
m

@w
l1
mn

¼ 0. Now, using (4), we can write that

@2E

@sl1m@w
l2
jk

¼ @ðdl2j xl2�1
k Þ

@sl1m

¼ @dl2j

@sl1m
xl2�1
k þ @xl2�1

k

@sl1m
dl2j ;

ð6Þ

and, by the chain rule, that

@xl2�1
k

@sl1m
¼ @sl2�1

k

@sl1m

@xl2�1
k

@sl2�1
k

þ @sl2�1
k

@sl1m

@xl2�1
k

@sl2�1
k

¼ @sl2�1
k

@sl1m

@Gl2�1ðsl2�1
k Þ

@sl2�1
k

þ @sl2�1
k

@sl1m

@Gl2�1ðsl2�1
k Þ

@sl2�1
k

¼ hl2�1;l1
km

@Gl2�1ðsl2�1
k Þ

@sl2�1
k

þ gl2�1;l1
km

@Gl2�1ðsl2�1
k Þ

@sl2�1
k

;

where we have denoted hl2�1;l1
km :¼ @s

l2�1
k

@s
l1
m

and gl2�1;l1
km :¼ @s

l2�1
k

@s
l1
m

. If we further denote

bl2;l1jm :¼ @d
l2
j

@s
l1
m

, Eq. (6) becomes

@2E

@sl1m@w
l2
jk

¼ bl2;l1jm xl2�1
k þ hl2�1;l1

km
@Gl2�1ðsl2�1

k Þ
@sl2�1

k

dl2j þ gl2�1;l1
km

@Gl2�1ðsl2�1
k Þ

@sl2�1
k

dl2j :

Now, we must find a way to compute hl2�1;l1
km , gl2�1;l1

km , and bl2;l1jm . We will start

with the first two. If l2 ¼ l1, we have h
l2�1;l1
km ¼ gl2�1;l1

km ¼ 0, because sl2�1
k and sl2�1

k

do not depend on sl1m. If l2 � 1 ¼ l1, h
l2�1;l1
km ¼ 0, gl2�1;l1

km ¼ dkm, because s
l2�1
k , sl2�1

k ,

and sl1m are now on the same layer, and dkm is the Kronecker delta symbol: dkm ¼ 1 if
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k ¼ m and dkm ¼ 0 if k 6¼ m. For l2 � l1 þ 2, (in which case we must have L� 4)
we can again apply the chain rule

@sl2�1
k

@sl1m
¼
X
r

@sl2�2
r

@sl1m

@sl2�1
k

@sl2�2
r

þ @sl2�2
r

@sl1m

@sl2�1
k

@sl2�2
r

 !

¼
X
r

hl2�2;l1
rm wl2�1

kr
@Gl2�2ðsl2�2

r Þ
@sl2�2

r
þ gl2�2;l1

rm wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

 !
;

where we have used the fact that

@sl2�1
k

@sl2�2
r

¼ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

þ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

¼wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

;

and

@sl2�1
k

@sl2�2
r

¼ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

þ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

¼wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

;

and the sum goes over all the neurons r from layer l2 � 2 that send connections to
neuron k in layer l2 � 1.

Similarly, we have that

@sl2�1
k

@sl1m
¼
X
r

@sl2�2
r

@sl1m

@sl2�1
k

@sl2�2
r

þ @sl2�2
r

@sl1m

@sl2�1
k

@sl2�2
r

 !

¼
X
r

hl2�2;l1
rm wl2�1

kr
@Gl2�2ðsl2�2

r Þ
@sl2�2

r
þ gl2�2;l1

rm wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

 !
;

where, like above, we used

@sl2�1
k

@sl2�2
r

¼ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

þ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

¼wl2�1
kr

@Gl2�1ðsl2�2
r Þ

@sl2�2
r

;

Exact Hessian Matrix Calculation for Complex-Valued … 447



and

@sl2�1
k

@sl2�2
r

¼ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

þ @sl2�1
k

@yl2�2
r

@yl2�2
r

@sl2�2
r

¼wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

:

In conclusion, we have obtained the following recurrence relations for com-
puting hl2�1;l1

km and gl2�1;l1
km :

hl2�1;l1
km ¼

X
r

hl2�2;l1
rm wl2�1

kr
@Gl2�2ðsl2�2

r Þ
@sl2�2

r
þ gl2�2;l1

rm wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

 !
; ð7Þ

gl2�1;l1
km ¼

X
r

hl2�2;l1
rm wl2�1

kr
@Gl2�2ðsl2�2

r Þ
@sl2�2

r
þ gl2�2;l1

rm wl2�1
kr

@Gl2�2ðsl2�2
r Þ

@sl2�2
r

 !
: ð8Þ

Now, let us turn our attention to bl2;l1jm . We will first treat the case in which

l2 � L� 1. From the formula for dlj given in relation (5), we have that

@dl2j

@sl1m
¼
X
r

@dl2þ1
r

@sl1m
wl2þ1
rj

@Gl2ðsl2j Þ
@sl2j

þ dl2þ1
r

@wl2þ1
rj

@sl1m

@Gl2ðsl2j Þ
@sl2j

0
@

þ dl2þ1
r wl2þ1

rj

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

þ @dl2þ1
r

@sl1m
wl2þ1
rj

@Gl2ðsl2j Þ
@sl2j

þ dl2þ1
r

@wl2þ1
rj

@sl1m

@Gl2ðsl2j Þ
@sl2j

þ dl2þ1
r wl2þ1

rj

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

1
A

¼ @Gl2ðsl2j Þ
@sl2j

X
r

bl2þ1;l1
rm wl2þ1

rj þ @2Gl2ðsl2j Þ
@sl1m@s

l2
j

X
r

dl2þ1
r wl2þ1

rj

þ @Gl2ðsl2j Þ
@sl2j

X
r

al2þ1;l1
rm wl2þ1

rj þ @2Gl2ðsl2j Þ
@sl1m@s

l2
j

X
r

dl2þ1
r wl2þ1

rj ;

where we have denoted al2;l1jm :¼ @d
l2
j

@s
l1
m

, the sum goes over all neurons r in layer l2 þ 1

to which neuron j in layer l2 sends connections, and
@w

l2þ1
rj

@s
l1
m

¼ @w
l2þ1
rj

@s
l1
m

¼ 0. This means
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that we have to find a formula for calculating al2;l1jm , also. Like in the case of bl2;l1jm , we
can write that

@dl2j

@sl1m
¼
X
r

@dl2þ1
r

@sl1m
wl2þ1
rj

@Gl2ðsl2j Þ
@sl2j

þ dl2þ1
r

@wl2þ1
rj

@sl1m

@Gl2ðsl2j Þ
@sl2j

 

þ dl2þ1
r wl2þ1

rj

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

þ @dl2þ1
r

@sl1m
wl2þ1
rj

@Gl2ðsl2j Þ
@sl2j

þ dl2þ1
r

@wl2þ1
rj

@sl1m

@Gl2ðsl2j Þ
@sl2j

þ dl2þ1
r wl2þ1

rj

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

1
A

¼ @Gl2ðsl2j Þ
@sl2j

X
r

al2þ1;l1
rm wl2þ1

rj þ @2Gl2ðsl2j Þ
@sl1m@s

l2
j

X
r

dl2þ1
r wl2þ1

rj

þ @Gl2ðsl2j Þ
@sl2j

X
r

bl2þ1;l1
rm wl2þ1

rj þ @2Gl2ðsl2j Þ
@sl1m@s

l2
j

X
r

dl2þ1
r wl2þ1

rj :

ð9Þ

The expressions for the second-order R- and R-partial derivatives of the acti-
vation functions follow easily by applying the chain rule:

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

¼ @2Gl2ðsl2j Þ
@sl2j @s

l2
j

@sl2j

@sl1m
þ @2Gl2ðsl2j Þ

@sl2j @s
l2
j

@sl2j

@sl1m

¼ @2Gl2ðsl2j Þ
@sl2j @s

l2
j

hl2;l1jm þ @2Gl2ðsl2j Þ
@sl2j @s

l2
j

gl2;l1jm ;

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

¼ @2Gl2ðsl2j Þ
@sl2j @s

l2
j

@sl2j

@sl1m
þ @2Gl2ðsl2j Þ

@sl2j @s
l2
j

@sl2j

@sl1m

¼ @2Gl2ðsl2j Þ
@sl2j @s

l2
j

hl2;l1jm þ @2Gl2ðsl2j Þ
@sl2j @s

l2
j

gl2;l1jm ;

and the analogous ones for
@2Gl2 ðsl2j Þ
@s

l1
m @s

l2
j

and
@2Gl2 ðsl2j Þ
@s

l1
m @s

l2
j

.

Next, we have to deal with the case in which l2 ¼ L. Then, from expression (5), it
follows that
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@dl2j

@sl1m
¼ 1
2

@ðyl2j � tjÞ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

þ 1
2

@ðyl2j � tjÞ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

¼ 1
2

@Gl2ðsl2j Þ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

þ 1
2

@Gl2ðsl2j Þ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

;

ð10Þ

and

@dl2j

@sl1m
¼ 1
2

@ðyl2j � tjÞ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

þ 1
2

@ðyl2j � tjÞ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

¼ 1
2

@Gl2ðsl2j Þ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

þ 1
2

@Gl2ðsl2j Þ
@sl1m

@Gl2ðsl2j Þ
@sl2j

þ 1
2
ðyl2j � tjÞ

@2Gl2ðsl2j Þ
@sl1m@s

l2
j

:

The expressions for calculating the second-order R- and R-partial derivatives of
the activation functions are the same as above. Thus we only have to give the
expressions for calculating the R-partial derivatives of the activation functions used
in the above expressions. They are also deduced by applying the chain rule:

@Gl2ðsl2j Þ
@sl1m

¼ @Gl2ðsl2j Þ
@sl2j

@sl2j

@sl1m
þ @Gl2ðsl2j Þ

@sl2j

@sl2j

@sl1m

¼ @Gl2ðsl2j Þ
@sl2j

hl2;l1jm þ @Gl2ðsl2j Þ
@sl2j

gl2;l1jm ;

and analogously for
@Gl2 ðsl2j Þ

@s
l1
m

.
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It can be observed that the expressions for hl2�1;l1
km and gl2�1;l1

km are calculated by

forward propagation, and the expressions for bl2;l1jm and al2;l1jm are calculated by
backward propagation. Finally, putting it all together, we obtain the following
formula for a component of the Hessian matrix of the error function E:

@2E

@wl1
mn@w

l2
jk

¼ xl1�1
n bl2;l1jm xl2�1

k þ xl1�1
n hl2�1;l1

km
@Gl2�1ðsl2�1

k Þ
@sl2�1

k

dl2j

þ xl1�1
n gl2�1;l1

km
@Gl2�1ðsl2�1

k Þ
@sl2�1

k

dl2j :

ð11Þ

3 Three-Layered Complex-Valued Feedforward Neural
Network

In this section, we will consider the special case of a network with only one hidden
layer, in which case L ¼ 3. We will denote by i; i0 neurons from the input layer, by
j; j0 neurons from the hidden layer, and by k; k0 neurons from the output layer. With
these conventions, Eqs. (1) and (2) become

s2j :¼
X
i

w2
jix

1
i ;

x2j :¼ G2ðs2j Þ;

s3k :¼
X
j

w3
kjx

2
j ;

x3k :¼ G3ðs3kÞ:

The expression (11) for the second-order R-partial derivative of the error
function E, in the case l1 ¼ l2 ¼ 3, is

@2E

@w3
k0j0@w

3
kj

¼ x2j0
@d3k
@s3k0

x2j ;

because h2;3jk0 ¼ g2;3jk0 ¼ 0. Now, we only need to compute @d3k
@s3

k0
using Eq. (10):
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@d3k
@s3k0

¼ 1
2
@G3ðs3kÞ
@s3k0

@G3ðs3kÞ
@s3k

þ 1
2
ðy3k � tkÞ @

2G3ðs3kÞ
@s3k0@s

3
k

þ 1
2
@G3ðs3kÞ
@s3k0

@G3ðs3kÞ
@s3k

þ 1
2
ðy3k � tkÞ @

2G3ðs3kÞ
@s3k0@s

3
k

¼ dk0k
@G3ðs3kÞ
@s3k

@G3ðs3kÞ
@s3k

þ 1
2
ðy3k � tkÞ @

2G3ðs3kÞ
@2s3k

þ 1
2
ðy3k � tkÞ @

2G3ðs3kÞ
@2s3k

" #
;

where we used expression (5) for d3k , and dk0k is the Kronecker delta symbol defined
above. The final expression for the second-order R-partial derivative is

@2E

@w3
k0j0@w

3
kj

¼ x2j0x
2
j dk0k

@G3ðs3kÞ
@s3k

@G3ðs3kÞ
@s3k

"

þ 1
2
ðy3k � tkÞ @

2G3ðs3kÞ
@2s3k

þ 1
2
ðy3k � tkÞ @

2G3ðs3kÞ
@2s3k

#
:

Now, we consider the case in which l1 ¼ l2 ¼ 2. We also have h1;2ij0 ¼ g1;2ij0 ¼ 0,
so expression (11) becomes

@2E

@w2
j0i0@w

2
ji

¼ x1i0
@d2j

@s2j0
x1i :

We have to compute
@d2j

@s2
j0
, for which we use formula (9):

@d2j

@s2j0
¼ @G2ðs2j Þ

@s2j

X
r

b3;2rj0 w
3
rj þ

@2G2ðs2j Þ
@s2j0@s

2
j

X
r

d3rw
3
rj

þ @G2ðs2j Þ
@s2j

X
r

a3;2rj0 w
3
rj þ

@2G2ðs2j Þ
@s2j0@s

2
j

X
r

d3rw
3
rj:

The above relation shows that we also need expressions for a3;2rj0 and b3;2rj0 . Using
again Eq. (10), we have that

@d3r
@s2j0

¼ 1
2
@G3ðs3r Þ
@s2j0

@G3ðs3r Þ
@s3r

þ 1
2
ðy3r � trÞ @

2G3ðs3r Þ
@s2j0@s

3
r

þ 1
2
@G3ðs3r Þ
@s2j0

@G3ðs3r Þ
@s3r

þ 1
2
ðy3r � trÞ @

2G3ðs3r Þ
@s2j0@s

3
r

;
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and

@d3r
@s2j0

¼ 1
2
@G3ðs3r Þ
@s2j0

@G3ðs3r Þ
@s3r

þ 1
2
ðy3r � trÞ @

2G3ðs3r Þ
@s2j0@s

3
r

þ 1
2
@G3ðs3r Þ
@s2j0

@G3ðs3r Þ
@s3r

þ 1
2
ðy3r � trÞ @

2G3ðs3r Þ
@s2j0@s

3
r

;

where the first- and second-order R- and R-partial derivatives have the following
expressions:

@G3ðs3r Þ
@s2j0

¼ @G3ðs3r Þ
@s3r

h3;2rj0 þ @G3ðs3r Þ
@s3r

g3;2rj0 ;

and analogously for @G3ðs3r Þ
@s2

j0
, and

@2G3ðs3r Þ
@s3r@s

2
j0

¼ @2G3ðs3r Þ
@s3r@s

3
r

h3;2rj0 þ @2G3ðs3r Þ
@s3r@s

3
r

g3;2rj0 ;

@2G3ðs3r Þ
@s3r@s

2
j0

¼ @2G3ðs3r Þ
@s3r@s

3
r

h3;2rj0 þ @2G3ðs3r Þ
@s3r@s

3
r

g3;2rj0 ;

and the analogous ones for @2G3ðs3r Þ
@s3r@s

2
j0

and @2G3ðs3r Þ
@s3r@s

2
j0
.

Finally, the expressions for h3;2rj0 and g3;2rj0 can be deduced using Eqs. (7) and (8):

h3;2rj0 ¼
X
j

h2;2jj0 w
2
rj

@G2ðs2j Þ
@s2j

þ g2;2jj0 w
2
rj

@G2ðs2j Þ
@s2j

 !

¼ w2
rj0
@G2ðs2j0 Þ
@s2j0

;

g3;2rj0 ¼
X
j

h2;2jj0 w
2
rj

@G2ðs2j Þ
@s2j

þ g2;2jj0 w
2
rj

@G2ðs2j Þ
@s2j

 !

¼ w2
rj0
@G2ðs2j0 Þ
@s2j0

;

where we used the fact that h2;2jj0 ¼ 0, g2;2jj0 ¼ djj0 .
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The last case is the one in which l1 ¼ 2; l2 ¼ 3. In this case, we have h2;2jj0 ¼ 0,

g2;2jj0 ¼ djj0 , so expression (11) becomes

@2E

@w2
j0i0@w

3
kj

¼ x1i0b
3;2
kj0 x

1
j þ x1i0djj0

@G2ðs2j Þ
@s2j

d3k ;

in which the expression for b3;2kj0 was deduced above.

4 Conclusions

The detailed deduction of the algorithm to calculate the Hessian matrix for feed-
forward complex-valued neural networks using CR-calculus was presented. First,
we made a short introduction in the domain of the CR-calculus or Wirtinger cal-
culus, emphasizing what is needed for the calculation of the elements of the
Hessian. Then, we started with the deduction of the classical backpropagation
algorithm for complex-valued neural networks, which provided the components of
the gradient vector of the error function necessary for the calculation of the ele-
ments of the Hessian matrix. Afterward, the method for calculating these elements
was shown step by step, emphasizing that it has both forward and backward
propagation stages, much like the classical backpropagation algorithm used for
gradient descent training.

An example showing the detailed steps for a simple three-layered feedforward
complex-valued neural network was given, in which we could observe that many
steps of the general algorithm were not necessary, thus greatly simplifying the
general algorithm in this case. It can be easily seen from this simple example that
the algorithm resembles the gradient descent algorithm, making its software
implementation a straightforward adaptation of the implementation of the back-
propagation algorithm.
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Functioning State Estimator
of Pump-Motor Group of MOP-Type
Drive Mechanisms Using Neural Networks

V. Nicolau and M. Andrei

Abstract The oleo-pneumatic mechanism (MOP) presents the highest fault rate of
all the components of IO-type high-voltage circuit breaker. Hence, estimating the
functioning states of MOP-type mechanism is important to maintain full switching
capabilities of circuit breaker. In this paper, aspects of functioning state estimation
using neural networks are discussed. Several neural network architectures are
studied. Neural estimator makes good state estimations, and it can deal with false
malfunctions. Also, simulation results are presented.

Keywords Neural networks � Estimation � MOP mechanism � Circuit breaker

1 Introduction

In power networks, circuit breakers (CB) are very important for network stability
and security. The functioning states of circuit breakers, which characterize their
switching capabilities, are critical elements for optimal planning and operations of
large-scale power grids. Due to their importance, the circuit breakers must be
checked periodically to ensure that they have full switching capabilities.
Maintenance practices, replacement, and utilization of circuit breakers can be
optimized using diagnostic and monitoring techniques, which must be selected with
realistic expectations [1]. Estimation of CB functioning state can improve the
control law and overall performance, like reliability and availability of the power
network. Hence, an intelligent diagnostic system should include techniques for
prediction of CB life expectancy and detection of their potential failures [2].
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In national power network, changing the old circuit breakers with new ones is
not an easy task, due to the cost of the breaker and station equipment, which
becomes prohibitive at high voltages [3]. There are still many IO-type oil-based
high-voltage circuit breakers in use, which are operated by oleo-pneumatic mech-
anisms (MOP). Their behavior analysis pointed out that the MOP-type drive
mechanism presents the highest fault rate [4].

In the MOP-type drive mechanism, the acting energy needed for switching the
mobile contacts of IO-type oil-based high-voltage CB is stored into an accumulator
with nitrogen under pressure. From there, the energy can be transmitted through a
hydraulic system. The main drawback of this acting mechanism is the accumulator,
which loses in time the internal pressure, meaning that it loses the stored energy.
Pressure loss is a natural process and it cannot be avoided. When this is detected, a
pump actuated by a motor restores the pressure. The good functioning state of
pump-motor group is very important, because its failure goes to the impossibility of
switching the circuit breaker.

In general, the artificial intelligence methods are used intensively to improve the
overall performances of high-voltage circuit breakers from power networks. Neural
networks (NN) are widely applied for classification and prediction problems, due to
their universal approximation and generalization capabilities. Mechanical condition
recognition of vacuum CB was studied using feedforward neural networks (FFNN)
in [5] and RBF neural networks in [6]. Artificial neural networks were used in [7]
for characteristic analysis of the circuit breaker kinematics, in order to diagnose
their technical state. Also, a monitoring system of circuit breakers based on NN is
presented in [8]. Other NN approaches were studied for the intelligent control of
circuit breaker operation in [9], and to identify multiple failures of protection relays
and circuit breakers in [10]. In addition, multiple artificial intelligence methods can
be used simultaneously. In [11], an intelligent fault diagnosis system for
high-voltage circuit breakers is studied, based on neural network and expert system
integration. Nozzle optimization of SF6 circuit breaker based on artificial neural
network and genetic algorithm is studied in [12].

In this paper, aspects of functioning state estimation using neural networks are
discussed. The goal is to find a FFNN model to estimate the degree of functioning
state of MOP-type drive mechanism of IO high-voltage circuit breakers. Several
neural network architectures are studied. Neural estimator gives good results. It can
deal with false malfunctions, and it can be used for early detection of the fault
tendencies of MOP mechanisms.

The paper is organized as follows. Mathematical models are presented in Sect. 2.
In Sect. 3, aspects of neural estimation are studied. Neural networks are proposed as
state estimator and simulation results are presented in Sect. 4. Conclusions are
pointed out in Sect. 5.
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2 Mathematical Models

The pump-motor group of the MOP-type drive mechanism restores the nitrogen
pressure into the accumulator, every time significant pressure loss is detected. In
normal operation, the pump-motor group starts several times every hour, func-
tioning few seconds for every start.

The pressure recovery circuit has two parameters as malfunction indicators: the
number of starts per hour (NS) and the total functioning time per hour (TF). If the
number of starts is too big, this means that the accumulator loses the internal
pressure too quickly and the recovery circuit is working too often. By contrary, if
the motor does not start during 1 h, this can indicate a malfunction of pressure
variation sensing. In addition, if the motor is functioning for long time periods
every hour, this means that the pressure is restored too slowly due to a failure in the
pump-motor circuit.

The two parameters are affected by internal disturbances wi (e.g., wear and tear
of various components, such as valves and electro-valves), and external distur-
bances we (e.g., weather conditions, especially temperature which affects the high
pressure oil circuits). Regarding the normal operation in time in the presence of
internal and external disturbances, the pump-motor group of every MOP mecha-
nism should fulfill two performance conditions:

NSðt;wi; weÞ 2 NSmin; NSmax½ � ð1Þ

TFðt;wi; weÞ 2 TFmin; TFmax½ � ð2Þ

The performance conditions are indicated in the technical specifications, and
they are defined as boundary ranges of the two parameters. From Eq. (1), it results
that the motor must start at least NSmin times in an hour, but not too often, no more
than NSmax. Similar results are obtained from Eq. (2). The minimum value, TFmin, is
not specified, but it must be nonzero value, being correlated with NSmin.

The normal operation point of MOP-type drive mechanism, denoted P, can be
characterized in ℜ2 by a pair of coordinates changing in time, (x1(t), x2(t)) 2 ℜ2:

x1 tð Þ ¼ NSðt;wi; weÞ; x2 tð Þ ¼ TFðt;wi; weÞ ð3Þ

For the model of MOP-type mechanism, perturbations can be considered as
additive. Depending on the time horizon, perturbations have three different influ-
ences on the MOP operating point: short-term, which refers to days and weeks,
medium-term, which extends from months to 1 year, and long-term time period,
referring from several years to life cycle.

In the presence of internal and external disturbances, the point P is shifting inℜ2

within the permitted area, as shown in Fig. 1. Short-term perturbations are of
random nature and produce variations of P point around the mean value M, com-
puted over a predefined time horizon. The mean value includes medium- and
long-term components, and it is also varying in time. In Fig. 1, the restriction
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boundaries are illustrated with shaded areas, and the boundaries of short-term
random variations are represented as circles with dashed lines around mean values.

For every operating point Pi around the mean valueMi, the point coordinates can
be written as follows:

x1 tð Þ ¼ MN tð Þ þ DN tð Þ
x2 tð Þ ¼ MT tð Þ þ DT tð Þ

(

ð4Þ

where ΔN(t) and ΔT(t) are the short-term components, considered as random
variables with normal distribution and zero mean. The mean values, MN(t) and
MT(t), are functions of time t, including medium- and long-term components.

The MOP behavior analysis is based on variations in time of medium- and
long-term components of mean values from Eq. (4). On medium-term components,
during 1-year period, the mean value of normal operating point has a cyclic
movement, as the temperature is changing from one season to another. During life
cycle, the aging process of circuit breakers leads to worsening performance. As a
result, both parameters, number of starts and functioning time, increase. The mean
value of operating point is slowly changing from lower-left to upper-right corner, as
illustrated in Fig. 1 for three different situations. In addition, the variations of
P point on short- and medium-term can increase.

3 Aspects of Neural Estimation

Many applications with neural networks, including estimation problems, reduce the
problem of approximating unknown functions of one or more variables from dis-
crete noisy measurements. In addition to the conventional notion of approximation,
neural networks are valued especially for their ability to generalize. But an accurate
approximation of a function can lead to poor generalization capability of the net-
work. Therefore, both approximation and generalization are desired properties
under different circumstances, being taken into account when a neural network is
designed and trained.

M1

P1

M2

P2

M3

P3

x1

x2

NSmin NSmax

TFmin

TFmax

MN2

MT2

2ΔΝ

2ΔΤ

NS2

TF2

Fig. 1 Shifting operating
point in ℜ2 within the
permitted area
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There are many aspects which must be solved when using neural networks,
regarding the optimal network topology, learning algorithms to deal with local
minima, the conditions to achieve good generalization, and efficacy in scaling to
larger problems [13]. The most practical concerns are the network size, time
complexity of learning, and network ability to generalize.

Neural estimation of functioning state of MOP drive mechanism is a case of
approximation problem, with big dimension of the input space, as illustrated in
Fig. 2. Considering the approximation with NN, the main design objective is to find
a neural network which can make good approximation of an unknown function f,
which represents some desired input–output mapping.

At every k moment of time, the network inputs are N consecutive samples of
input dataset, denoted by x(k), … x(k − N + 1), and the output represents the desired
estimated value:

ŷðkÞ ¼ f xðkÞ; xðk � 1Þ; . . .; xðk � N þ 1Þð Þ ð5Þ

The time series prediction is a special case of approximation problem, where the
inputs and the output are samples of the same observed dataset. In this case, the
output represents the predicted value for m time steps ahead:

x̂ðk þ mÞ ¼ f xðkÞ; xðk � 1Þ; . . .; xðk � N þ 1Þð Þ ð6Þ

For every step k, the estimation error e(k) is computed based on the desired and
estimated values of MOP functioning state. The performance goal has to be small
enough to assure good estimation performance, but not too small to avoid loss of
generalization. The mean squared error (mse) was chosen as performance function:

mse ¼ E½e2ðkÞ� ¼
PM

i¼ 1 e
2ðkÞ

M
ð7Þ

where M is the number of vectors in datasets.
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Fig. 2 General estimation
problem using neural
networks
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The more complex the estimation problem is, the more information about the
past is needed, and the size of the input layer and the corresponding number of
weights are increased. The more the hidden nodes are used, the more accurate the
approximation is. However, when the datasets are affected by noise, determination
of the number of hidden units becomes more complicated [14]. To build an efficient
neural estimator, an optimum number of hidden units must be determined by testing
several neural architectures.

It can generally be assumed that any real data will have some degree of
uncertainty, generated by systematic or random errors. The estimates take into
account the uncertainty in the target data or the uncertainty in the input data.
Therefore, it is necessary for any learning system to be able to cope with such
uncertainty, producing valid estimates based on real datasets [15]. In this paper, it is
assumed that there is noise on the input datasets, generated by measurement system.

4 Simulation Results

For simulations, a large input dataset is generated using the pump-motor model
from Eq. (4). It contains hourly records of operating points, (x1 = NS, x2 = TF) 2ℜ2,
for a time horizon of five years. Both coordinates are positive integers, with first
coordinate containing only few discrete values. The mean values from Eq. (4),
MN(t) and MT(t), are functions of time t and include medium- and long-term
components. Their time variations are shown in Fig. 3. Medium-term component
has a cyclic movement, depending on temperature variations during 1-year period,
and the long-term is slowly changing in time to bigger values of both coordinates.
The short-term components are considered as random variables with normal dis-
tribution and zero mean.

The resulting dataset contains 43,800 points. The coordinates of operating
points, x1 = NS and x2 = TF, are represented as functions of time in Fig. 4, with
different gray colors for every year in the time horizon. Two points are placed
intentionally outside the permitted area, being represented with ‘o’ mark.

Fig. 3 Variations of mean
values MN(t) and MT(t)

462 V. Nicolau and M. Andrei



They represent short abnormal functioning states, without meaning a malfunction of
the pump-motor group. A classical monitoring system would classify them as
malfunction points.

The operating points of dataset are illustrated in Fig. 5, with different gray colors
for every year. In the left figure, the operating points are represented separated as
single dot. Because the variable NS has few discrete values, it is difficult to observe
the point shifting during every year. Therefore, in the right figure, there are drawn
the surfaces generated by variations of operating points each year. It can be
observed that the operating points shift slowly toward higher values, moving to
upper-right corner of the permitted area.

For state estimation, several architectures of feedforward neural networks are
studied. The FFNN estimator receives N time-delayed samples of input dataset,
denoted by x(k),… x(k − N + 1), as shown in Fig. 2. Each sample x characterizes the
operating point, (x1 = NS, x2 = TF) 2 ℜ2. The FFNN output represents the esti-
mation of degree of functioning state on a scale from 0 to 10. The output decreases
to 0 when the operating point shifts from good functioning state to malfunction.

The FFNN has one hidden layer with Nhn neurons, being trained using
Levenberg–Marquardt back-propagation algorithm. The output layer has one linear

Fig. 4 Variations in time of coordinates NS and TF

Fig. 5 Variations of operating points
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neuron. The neurons in hidden layer have tansig transfer functions, and the output
neuron has purelin transfer function. The architecture of feedforward neural net-
work is illustrated in Fig. 6.

The performance function is mse, the mean squared error of estimated state
related to real functioning state. During learning and testing of NN, the same
performance criterion is used, denoted msel and mset, respectively. The perfor-
mance goal has to be small enough to assure good estimation performance, but not
too small to avoid loss of generalization.

The training datasets are chosen uniformly from the entire input dataset, with
different numbers of learning vectors, Nlv. During training, a maximum of 500
epochs are allowed. For network testing, the entire dataset with 43,800 samples is
used. The numbers N, Nhn, and Nlv are parameters, generating different network
architectures. The training and testing results for different parameter values are
represented in Table 1. The number of samples N for each coordinate has two
different values: 4 and 8. The number of learning vectors Nlv has also two values:
1095 and 4380, from a total of 43,800 vectors in dataset. The number of hidden
neurons Nhn is determined by testing three neural architectures with different
values of Nhn: 8, 16, and 32 hidden neurons.

If the training dataset is small (Nlv = 1095), then the training errors are small,
but the testing errors are bigger. The network is a good approximator for training
dataset, but has poor generalization capabilities. In addition, if the number of hidden
neurons is bigger, the testing errors are bigger. This means that the training dataset
is too small to make good training of the network.

Increasing the number of training vectors (Nlv = 4380), the network continues to
learn, producing better approximation for testing datasets. Therefore, the second
training dataset was chosen for training of the estimator. The chosen architecture for

Fig. 6 FFNN architecture

Table 1 Network performance for different neural estimators

N Nlv FFNN, Nhn = 8 FFNN, Nhn = 16 FFNN, Nhn = 32

msel mset msel mset msel mset

4 1095 0.0596 0.0810 0.0405 0.0808 0.0276 0.1661

4380 0.0685 0.0723 0.0533 0.0623 0.0412 0.0555

8 1095 0.0382 0.0729 0.0270 0.1128 0.0046 0.2397

4380 0.0473 0.0527 0.0321 0.0426 0.0235 0.1377
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the FFNN estimator was marked as italics in the table. For the selected neural
architecture, the training conditions and performance are shown in Fig. 7.

The FFNN output and the target values are represented in Fig. 8, with gray and
black color, respectively. Also the two operating points outside the permitted area
are illustrated. It can be observed that the operating points crossing the border of
permitted area for short time periods do not affect the network estimation.

5 Conclusions

In this paper, aspects of functioning state estimation using neural networks are
discussed. Different FFNN architectures, with different input dimensions, number
of hidden neurons, and training conditions, are analyzed. The network output is not

Fig. 7 Training conditions and performance for the selected FFNN

Fig. 8 FFNN output and the
target values
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perturbed by operating points crossing the border of permitted area for short time
periods. Neural estimator makes good state estimations, and it can deal with false
malfunctions.
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Self-organizing System for the Autonomic
Management of Collaborative Cloud
Applications

Bogdan Solomon, Dan Ionescu and Cristian Gadea

Abstract Cloud computing has become an integral technology both for the
day-to-day running of corporations, as well as for people life as more services are
offered which use a back-end cloud. For the cloud providers, the ability to maintain
the systems’ Service Level Agreements and prevent service outages is paramount
since long periods of failures can open them to large liabilities from their customers.
These are the problems that autonomic management systems attempt to solve.
Autonomic computing systems are capable of self-managing themselves by
self-configuring, self-healing, self-optimizing, and self-protecting themselves,
together known as self-CHOP. In this paper, an autonomic computing system
which manages the self-optimizing function of a cloud collaborative application is
presented. The autonomic control system itself uses self-organizing algorithms
based on the leaky bucket flow model inspired from network congestion control.

1 Introduction

The growth in complexity of the company’s IT infrastructure has made it nearly
impossible for humans to manage and maintain it in a good and safe state. Cloud
computing provides the ability for companies to subscribe to services such that the
company pays only for the required resources and to scale up or down those
resource usage based on company computational needs. Due to this capability, there
is a need for a solution according to which cloud computing users can intelligently
decide when to request more servers and when to release used servers. From the
point of view of cloud computing providers, there is a need to move server loads via
virtualization such that only the required CPU power is used for a certain demand.
Ensuring that the appropriate number of virtual machines is deployed on a hardware
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platform, such that the hardware is neither underutilized nor the virtual machines
starve each other for resources, is not a trivial administrative task. The issue
becomes even more complex when the end user’s location is taken into consider-
ation. In order to achieve better response times and latency, it is preferable to offer
services as close as possible to the end user. Such approaches can be seen in content
delivery networks (CDN) [1], which cache web data in datacenters across the world
in order to be closer to the end users.

Autonomic computing has been proposed by the industry and researched by
academia since its launch [2]. The management of the complexity problem is what
autonomic management systems attempt to solve. Autonomic systems must be able
to analyze themselves at runtime, determine its state, determine a desired state, and
then if necessary attempt to reach the desired state from the current state. Normally,
the desired state is a state that maintains the system’s service level agreement
(SLA) [3]. For a self-configuring system for example, this could include finding
missing libraries and installing them with no human intervention. A self-healing
system would be able to determine errors in execution and recover to a known safe
state. A self-optimizing system example would be a cluster of servers that
dynamically adds and removes servers at runtime in order to maintain a certain
utilization and client response time. Finally, a self-protecting system example
would be a server that detects a denial of service (DoS) attack and prevents it by
refusing requests from certain internet protocol (IP) addresses.

The goal of this paper is to develop a self-organizing autonomic computing
system capable of managing a geographically distributed collaborative cloud
application. The control loop of each of the servers is based on the leaky bucket
model frequently used in network congestion control as presented in [4]. While the
work in [4] is used as a starting point, the model is modified in order to be better
applied to the architecture and behavior of the media server used for the collabo-
ration application.

The remainder of the paper is organized as follows. Section 2 introduces related
work and background on the collaboration application which is controlled by the
autonomic system. Section 3 introduces the self-organizing and leaky bucket model
through which the autonomic behavior is achieved. Section 4 presents some metrics
obtained from a test bed. Finally, Sect. 5 reflects on the contributions of this paper
and proposes topics for future research.

2 Related Work

In cloud systems, a very important requirement is the ability of the cloud infra-
structure user to automatically scale the systems up and down in order to deal with
spikes in user numbers. All major cloud vendors Amazon [5], Rackspace [6], etc.
provide reactive scaling abilities. Such systems allow cloud users to set up
thresholds or periodic jobs for scaling the system up and down. Generally, the
reactive scaling solution is fairly simple and only monitors one parameter—the
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CPU utilization. Rackspace’s solution differs in which it allows integration with
Nagios monitoring, thus theoretically allowing scaling based on any other param-
eter. All autoscaling systems provided in industry allow the use of a cooling period
after an autoscaling decision. The cooling period is used to avoid conflicts or
repeated actions and allow the system to settle after an autoscaling decision is
applied. The problem with reactive scaling is that the decision to autoscale the
system is performed either after the SLA has already been breached, or before the
SLA has been breached but with a possibility of the SLA never being breached. For
example, in the case of an application which starts responding too slowly after the
CPU utilization passes 70 %, a reactive autoscaling system can either add new
servers when the CPU passes 70 %—which leads to a period before the server is
started during which the SLA is breached. The other solution is to add servers when
CPU utilization passes 65 %. However, a decision performed when the utilization
breaches 65 % will be incorrect if the utilization settles at 66 % for example and
then drops.

Recently, research has focused on building hybrid systems, which combine
reactive scaling with predictive scaling [7, 8], in order to maintain the SLA goals in
the face of unpredictable demand spikes. Such systems either use one of the
approaches (reactive/predictive) during out scaling and the other approach during in
scaling, or use a base reactive system in which the predictive system uses to learn
the behavior and in the future predict necessary scalings. Such approaches have
advantages over predictive systems in which they can make decisions before the
SLA is breached in some circumstances [8]. The approach taken in this paper is a
fully predictive system for both in scaling and out scaling of the system. While not
included, a reactive scaling system is very easy to add to the system as a fallback
decision making.

2.1 Background on the Controlled Application

The application to be controlled is a web-based collaboration application, which
includes the ability of users to communicate with each other via text or video/audio
chat while viewing synchronized content. The system’s architecture is presented in
[9]. This section will present some of the characteristics of the application that are
relevant to the autonomic system which will self-optimize it in a self-organizing
manner. The application is developed as a client–server architecture, with the server
side being deployed in a cloud in order to scale up and down based on demand. The
cloud-based server side of the application is also designed to be deployable in
multiple clouds in separate geographic locations, in order to allow clients to connect
to the best location available. This design leads to a client–server system in which
clients connect to a server, while messages sent between clients go through the
server. The server then distributes the messages to the appropriate destination cli-
ents. Clients connect to a cluster of virtualized servers, and clients communicating
with each other connect to different server instances in the cloud. The system
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(servers in collaboration with the clients) ensures that clients in the same collab-
oration session view the same state of the shared “workspace.” The system is made
out of a geographically distributed application—clients connect to one of multiple
clouds which are distributed in various locations. Clients from different clouds can
still communicate with each other.

Due to the fact that the cloud sizes are not static in order to scale up and down
based on demand, a very important ability for the servers is to discover new servers
when servers come online and for servers to broadcast when they leave the cluster.
In order to achieve this goal, the cluster architecture uses a group membership
service (GMS) to create a group which the servers can join and leave. The servers
then use the group created by the GMS system to communicate with each other.
Using a GMS for such communication instead of an approach like broadcasting
messages in the network ensures that multiple clusters can be co-located in the same
network and not interfere with each other’s inter-server communication. In order to
deal with group members crashing, members periodically send a refresh message to
update the status of their group membership. If a long enough period passes without
a refresh from a group member, then member is considered dead and removed from
the group. If a group member attempts to join a group with a name that does not
exist, then a group with that name is created.

3 Self-organizing Control Model

One of the most important steps in developing an autonomic computing system,
whether the system is controlled via machine learning, control theory, or any other
method, is the development of an abstract model for the system to be controlled
usually named as plant or controlled object. This is a compulsory step to take in any
control problem at hand as once the model is developed, various control methods
can be devised and tests can then be applied to determine if specific properties of
the control system are met such as its stability, sensitivity which shows how
responsive the control system is to various parameter, input, or disturbance varia-
tions. The model presented in this paper is a control theoretic model which will use
equations in matrix form to represent the model structure. The self-organizing
model is based on the work in [10] and was presented in [11].

As mentioned previously, the control system developed for the cloud of servers
uses a decentralized self-organizing architecture. The autonomic control model is
composed of two parts: a leaky bucket model which is the control model being
executed at each server’s control loop and a self-organizing model, which is the
model of how the server control loops are combined to create a control system for
the entire cloud. The self-organizing system uses a structure similar to that of
Ashby’s homeostat [12], as shown in Fig. 1. Each of the four control loops output,
one for each server, in turn is used to control the state of the other servers.
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3.1 Leaky Bucket Model

The leaky bucket model is commonly used in network congestion control and is
based on a fluid flow model.

In the fluid flow model, a stochastic process of first order is modeled as a
single-server queuing system with constant service rate, as in Fig. 2, where u is the
rate of packets arriving at the queue, x is the state of the queue represented by the
number of packets in the queue, and v is the rate at which packets are processed and
released from the queue.

The leaky bucket model is built on top of the fluid flow model, in order to ensure
that the network equipment is not jammed when large bursts of traffic are created.
The control is performed by dropping packets once a certain condition is met. The
leaky bucket model is created by adding a “token bucket” to the queue. The token
bucket is filled at a constant rate and whenever a packet is removed from the queue,
a packet is also removed from the token bucket. At the same time, the service rate of
the queue is controlled by the amount of tokens in the token bucket. The model of
the system is shown in Fig. 3. The token bucket is filled at a constant rate R > 0.
Logically, the leaky bucket model can be interpreted as follows. When the token
bucket is full, the network equipment has to process fewer packets than R, which
represents a target of how many packets the system can process without problems.
When the token bucket is empty or nearly empty, the network equipment is pro-
cessing many more packets than R and some of the packets have to be dropped. In
such a case, the network equipment will process R packets, and the rest will be
dropped.

Queue SchedulerRegulator Queue SchedulerRegulator

Queue SchedulerRegulator Queue SchedulerRegulator

Fig. 1 Homeostat-like structure
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The full model and how it is applied to the problem at hand can be found in [11]
and is given below. A continuous time fluid flow model of the buffer dynamics is as
follows:

dx tð Þ
dt

¼ u tð Þ � v tð Þ ð1Þ

where u(t) denotes the rate at which the users’ requests are released to the network
such that they are eventually queued by the servers and finally processed and
represent the input to the system model described by Eq. (1), while the output of the
system is v(t). A series of researches have been undertaken for the study of the u
(t) in various technical incarnations. In [7], the authors provide an empirical model
for it considering a single link of capacity c (the total amount of traffic/fluid of the
link).

For the fluid flow model of the autonomic computing, the assumption is that
there is no round-trip delay as in the case of the model developed by Katabi et al.
The state of the system is denoted by (i; x), where i = {0, 1,…, N} is the number of
up nodes and x, with 0 ≤ x ≤ c where x is the total amount of fluid in the system
which in this case comprises only the up servers, while c denotes the total amount
of fluid in the universe or in more layman words, the total capacity of the
processing.

The set of virtual servers under the control of the Autonomic Computing system
is considered to contain i servers which are processing the queue of processes
activated by users’ requests for information. There are also other virtual servers

x vu

Buffer

Fig. 2 Single-server queuing system

x vu

Buf fer

R

y

Fig. 3 Token leaky queuing system
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which are down due to the lack of users’s requests. The users’ requests occur at rate
σ and responses to users’ requests are processed at rate θ. The fluid arrival process is
defined as follows: in (Tn; Tn+1), the fluid arrival rate is σ(1 − X(t)/c) − r(X(t)) if Nn

2 {1, 2, ..N} and is equal to 0 if Nnn = 0. In the above description of the fluid arrival
process, r(X(t)) is the processing rate function. Assuming that the buffer storing all
users’ requests operates under a standard FIFO basis, the processing rate function is
further defined by the ratio between the load X(t) and the residence time θ(X(t)).

With the above notations, the fluid model for the virtual server system is
described by the following equation:

d
dt
X tð Þ ¼r 1 � X tð Þ

c

� �
� r X tð Þð Þ

r X tð Þð Þ ¼ X tð Þ
h X tð Þð Þ

ð2Þ

Equation (2) has to be interpreted as an averaged description of a wide class of
buffers depending on the particular form of the residence time function θ(x). For
instance, if a linear form for θ(X(t)) is

h X tð Þð Þ ¼ X0 þ X tð Þ
lX

ð3Þ

where X0 > 0 is the initial load in the queue buffer and µX > 0 is the average service
rate of the stochastic process X(t), Eq. (2) can be written as

dx tð Þ
dt

þ lXX tð Þ
X0 þ X1

¼ r 1 � X tð Þ
c

� �
ð4Þ

v tð Þ ¼ lXX tð Þ
X0 þ X tð Þ ð5Þ

The set of Eqs. (4) and (5) can be further linearized around the nominal value of
X(t) where the queue works in a permanent regime, be it XS in order to bring the set
of equations to an ordinary differential equations:

dX tð Þ
dt

þ lXX0

X0 þ XSð Þ2 X tð Þ ¼ r 1 � X tð Þ
c

� �
� lXX

2
S þ lXXoXS � lXX

2
0

X0 þ XSð Þ2 ð6Þ

v tð Þ ¼ lXX
2
S þ lXXoXS � lXX

2
0

X0 þ XSð Þ2 þ lXX0

X0 þ XSð Þ2 X tð Þ ð7Þ
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Using the following notations,

a1 ¼ lXX0

X0 þ XSð Þ2 ð8Þ

b1 ¼ lXX
2
s þ lXXoXS � lXX

2
0

X0 þ XSð Þ2 ð9Þ

Eqs (6) and (7) can be written as

dX tð Þ
dt

þ a1X tð Þ ¼ r 1 � X tð Þ
c

� �
� b1 ð10Þ

v tð Þ ¼ b1 þ a1X tð Þ ð11Þ

Using a block diagram representation, the fluid flow model for computing
processes can be represented as

dx tð Þ
dt

þ a1X tð Þ ¼ r 1 � X tð Þ
c

� �
� b1: ð12Þ

3.2 Self-organizing Model

For a router or switch, the leaky bucket model is used in order to determine when to
start dropping packets such that the network equipment maintains a predefined SLA
with regards to the time it takes for the network to process packets. While dropping
packets in a network is not desired as in most cases it will require retransmission, it
is necessary in the face of bursts. If packets were not dropped, the buffer size would
continue to increase and the processing time of packets would also increase.

For the collaboration application described in this paper, the control problem is
that of managing the number of server instances deployed in the cloud such that
instances do not get overloaded and neither are instances underutilized. Logically,
the system adds servers when the leaky bucket models of the servers show that
token buckets are empty—thus having to process too many computing processes,
and remove servers when the token buckets are full—showing that the servers are
processing few processes. The addition/removal of servers is achieved by adding
self-organizing capabilities to the cloud, similar to the work in [10].
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In order to reach a self-organizing state for the collaboration cloud, the server
control loops exchange data with each other as well as with the cloud control
subsystem in order to determine if a new server is required or if servers should be
stopped. Section 4 presents results obtained from a cloud of servers which are used
in order to communicate between servers to achieve the self-organizing state. The
self-organizing control is achieved in four steps.

• First Step—In the first step, a server which reaches a state where it is overloaded
based on the state of its leaky bucket model sends a request to the load balancer
subsystem demanding that no new client connections be redirected to the server.

• Second Step—In the second step, servers periodically vote on whether new
servers are required or not. One of the servers is responsible for counting the
votes and if more than a predefined percentage of servers vote in favor for the
creation of new servers, new servers are added to the pool.

• Third Step—In the third step, a server which is not accepting new connections
and whose token bucket model is showing that the server is not overloaded
anymore sends a message to the load balancer subsystem notifying it that new
client connections can be redirected to the server.

• Fourth Step—Finally, servers also vote on whether to remove servers from the
pool of active servers or not. A server cannot at the same time vote to add and
remove servers. Similar to the addition of servers, if more than a predefined
percentage of servers vote for the removal of servers, some of the servers will be
removed from the pool.

The above four steps ensure that no single server will be overloaded by receiving
too many requests compared to its peers. While it can be argued that such a system
is not necessary if an efficient load balancer is used, the specifics of the collabo-
ration application do not guarantee that properly balanced client connections will
lead to properly balanced server loads. Consider a case where the cloud contains
two servers, called Server 1 and Server 2 with 20 users connected to each server.
The 40 users are grouped into two collaboration sessions—Session 1 and Session 2,
with each of the two sessions having 15 users connected to one server and 5 users
connected to the other server. Due to the fact that collaboration sessions are created
dynamically by users, it is impossible to know at the time when users connect to the
system how sessions will be created and which servers sessions will span.
Furthermore, assume a case in which each of the two servers receives a video/audio
stream from users and which is to be broadcasted to all other users inside the
session. Both streams are sent in Session 1. In such a case, both servers would have
two incoming streams, but Server 1 would have 29 outgoing streams, while Server
2 would only have nine outgoing streams. Depending on the capabilities of the two
servers, it is possible that even though both servers are having the same number of
users connected, Server 1 is overloaded in this example while Server 2 is not.

Also, using the state of the token bucket to decide when to add/remove servers
to/from the cloud, it can be ensured that the number of servers in the cloud does not
fluctuate sporadically and exhibit oscillations. Servers vote on whether new servers
should be added or removed by looking at their own token bucket and making a
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voting decision. The voting decision is based on comparing the token bucket level
with predefined thresholds. A server can vote for one of the three options: add
server, remove server, or no change. A server whose token bucket has its level
above the higher threshold votes for removal of servers, a server with a token
bucket level below the lower threshold votes for addition of servers, and a server
with a bucket level between thresholds votes for no change. Note that a server does
not change its previous vote as soon as one of the thresholds is passed, but waits a
certain amount of time in order to ensure that the observed behavior is not a single
spike. One of the servers is chosen to gather the votes from the other servers, count
them, and pass any decision to the actuator of the system. The choosing of the
server which gathers the vote and counts them is done using a distributed lock
mechanism. Whenever servers start, one of the servers acquires the distributed lock
and is the server in charge of gathering votes. If that server goes down, another
server will acquire the lock and become the new server which gathers the votes and
counts them.

A control system which scales a cloud of servers has to deal with two problems.

• The system has to ensure that servers are added only as needed and that a breach
of SLA does not trigger multiple server additions without a change in the
system. For example, the SLA is breached and a new server is created. The new
server will take time to be deployed and properly started. While the new server
is being deployed, if there is no change in the behavior of the system and traffic
of the system is constant, the control system should not add more servers.

• Removal of servers does not exhibit the same problem, as stopping a server can
be seen to be nearly instant with the server simply stopping to receive requests
and removing itself from the server group. At the same time, if traffic continues
to increase while the new server is added, the control system should add new
servers as needed and should not wait until the new server is started to make a
new decision.

• The control system should not exhibit oscillations by continuously adding and
removing servers. Both of these problems are solved in commercial cloud
implementations by adding a cooling or cooldown period, during which time the
autoscaling condition is not reevaluated in order to allow the system to settle
down. A cooling period does not, however, allow the system to make modifi-
cations if the traffic situation worsens during the cooling period.

In order to deal with the above two problems, the vote counter stores both the
state of the system the last decision was based on as well as the desired state of the
system based on the last control decision taken. The decision regarding the addition
of new servers is based on the percentage of servers voting for addition of servers—
which can be seen as the percentage of servers which are not accepting new
connections or which are moving toward not accepting connections. If the per-
centage of servers voting for addition passes a predefined threshold, then the system
starts the process of adding as many servers as required to bring the percentage back
under the predefined threshold. At the same time, the system stores the current
percentage that the decision was based on, as well as the percentage that the server
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addition will cause once the server is fully started. For example, assuming the case
of a cloud which has five total servers out of which three servers are not accepting
new connections and which has a threshold of 80 % votes for adding new servers,
in which one of the two accepting servers sends a vote in favor of server addition.
Once the vote is received, the controller computes how many servers should be
added in order to bring the vote percentage under 80 %. In this case, the system
would add a single server bringing the percentage of servers voting for addition to
66 % (4/6). The control system would also store the reason the change decision was
taken (4/5 voting for addition) and the target of the decision (4/6 voting for addi-
tion). Once the new server is started and the control system receives information
about the new server, the control system discards the reason the change decision
was taken as well as the target goal and resumes normal processing.

While the new server is being deployed, one of three situations can arise:

1. There is no change in the voting of the servers. Without any other change in the
system, the control system takes no other action and the system is stable.

2. The server which was voting for no change modifies its vote to server addition.
Such a modification results in the target system having a percentage of 83 %
(5/6) of the servers voting for addition of servers. As such, the control system
again computes how many servers it should add—which is again one, leading to
a current state of 100 % (5/5) voting for addition and target state of 71 % (5/7)
voting for addition.

3. One of the servers which was voting for addition modifies its vote to no change.
Note that it is actually possible for multiple of the servers to change their vote to
no change. Such a modification results in the target system having a percentage
of 50 % (3/6) of the servers voting for addition. The system, however, uses a
different threshold for removing servers, and as such it will not remove servers
unless the percentage of servers voting for removal passes that threshold.
Furthermore, since the last decision which is still in progress was of adding
servers, the control system waits until the new servers are added and it has
resumed normal execution before performing any removal actions.

The removal of active servers from the cloud is achieved similarly to the process
of adding servers; however, as mentioned previously it does not present the same
challenges due to the fact that stopping a server is nearly instant from the view of
system. Once the percentage of servers voting for removal passes a predefined
threshold, the control system computes how many servers have to be removed in
order to bring the percentage of voters under the threshold and stops the computed
number of servers. Unlike in the case of addition of servers, once a decision is
taken, the control system continues normal execution since removal of servers is
achieved instantly.

It should be noted that if both addition and removal thresholds are sufficiently
larger than 50 %, the system will not exhibit oscillations due to the fact that servers
voting for addition, servers voting for no change, and servers voting for removal are
equal to 100 %, while the decision of adding or removing servers is done in such a
way as to bring the new percentage right under the threshold. At the same time, it is
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possible to add or remove multiple servers if multiple servers change their previous
vote at the same time. If only one server modifies its vote, then adding/removing
one server will almost always result in the respective percentage being under the
threshold again. Finally, the usage of percentages assures that a system with a large
number of servers will respond properly when traffic increases.

The communication between self-organizing components is achieved using a
GMS system to broadcast messages among the control peers in order to reach the
control decisions. The control messages will be to either accept or reject new
clients’ messages sent by the servers to instruct the load balancing system of their
ability or voting messages gathered by the server peer which holds the distributed
lock and used to determine when to add/remove servers.

4 Results

A test bed was created in order to test the behavior of the collaborative application
under various loads. Figure 4 shows the physical topology of the infrastructure,
which was used to simulate various deployment scenarios and run tests on how the
collaborative system behaves. The test bed uses five servers connected via a switch
to one of the four routers with a fifth router providing outside internet connection.
Figure 5 displays how routing will be done within the network and the various
VLANs used to create the separate clouds. The server names are cloud1 through
cloud5, with cloud4 and cloud5 being in the same VLAN, while cloud1, cloud2,
and cloud3 are each in their own VLAN. Cloud1 also acts as the cloud controller
running all the various services necessary for a cloud-like virtual image storage,
network management, and cloud computing fabric controller. Each of the virtual
machines was given 2 GB RAM, 1 VCPU, and 20 GB hard drive storage. The
network connections are 100 Mbps with some of the router connections being
10 Mbps. While such connection speeds would be too low for a datacenter, it is fine
for these tests as the low speeds can be used to simulate overloaded internet
connections with low throughput. Each of the five servers has its own control loop,
similar to the design in Fig. 1 and each server communicates with all other ones just
as in Fig. 1.

A separate computer not shown in the diagrams is responsible for simulating
client requests. In order to test audio/video streaming, a prerecorded webcam video
is streamed whenever the client simulator decides to start streaming. The stream
used for testing is a 64 × 64 video stream at 25 frames per second with a bit rate of
180 Kbps. The client simulator is written in Java and can simulate various client
distributions by varying the amount of clients, the number of clients in every
session, the number of clients streaming in each session, and the time delay between
messages being sent in a session. The simulator initially creates a number of ses-
sions and a number of clients in each session. Each client is created with a given
time to live. Periodically, the session calculates how many clients should be
streaming in the session at that point in time. If more clients are required to stream
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than are currently streaming, the session simulator instructs a number of clients to
start streaming also. If less clients are required to stream than are currently
streaming, the session simulator instructs a number of clients to stop streaming. If
there is no change in the number of clients needed to stream, then no change is
made in which clients are streaming. Whenever a client reaches its time to live, the
client is put to sleep and given a time after which it should wake up and reactivate.

Fig. 4 Physical topology
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When a client reactivates, it joins again the same session it was a member of, before
going to sleep. The amount of time clients is awake and sleep is randomized thus
generating various session sizes over time. Three variables can be varied in order to
determine how they affect the measured data obtained from the collaboration
servers. For each of these tests, one variable was modified gradually, while all other
variables were kept constant. The data is measured from all the servers every 30 s,
and is composed of bandwidth received, bandwidth sent, latency, and CPU usage.
Since the tests are run at different moments in time, the timescale is normalized to
the period from when each test was started.

Fig. 5 Logical topology routing
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4.1 1 Server, 1 Collaborative Session, 1 Streams Per Session

The first test was run with a single server, one collaborative session, and a single
user audio/video streaming and is used as a base for comparison with all other tests.
The number of clients was varied from 5 to 40, where the 10 Mbps network link
was saturated, in increments of 5.

These results show the average latency steadily increasing as more clients are in
the session. Interestingly, the CPU usage increases faster in the beginning and slows
down as latencies start increasing faster. Figures 6, 7, 8, and 9 show the latency
results, while Figs. 10, 11, 12, and 13 show the CPU usage results. The spikes in all
figures happen when a stream ends and another stream is started to replace it. The
rest of the tests will be presented only in tabular form, to save space (Table 1).

4.2 1 Server, 1 Collaborative Session, 2 Streams Per Session

The number of clients for this test was varied from 5 to 25, where the 10 Mbps
network link was saturated, in increments of 5.

Similar to previous tests, the CPU and latency are not directly related. The test
for 25 users is an outlier due to the network link becoming overloaded. Looking at
the median CPU usage, the increase is constant between 5 and 20 users. At the same
time, median latency increases faster as more users are in the session, with a small
increase between 5 and 10 users and a large increase between 15 and 20 users.
Comparing the results of this test with the previous results for 1 server, 1 session,
and 1 stream based on the number of outgoing streams, the results for 8, 18, and 28
outgoing streams are similar in term of latency but fairly different in term of CPU
usage. Comparing 39 outgoing streams for 1 server, 1 session, 1 stream with the

Fig. 6 Latencies for 5, 10, and 15 clients—1 server, 1 session, 1 stream

Self-organizing System for the Autonomic Management … 483



result for 38 outgoing streams for 1 server, 1 session, and 2 streams, it can be seen
that the latency for 2 streams is much lower than the latency for 1 stream. This
suggests that latency is not dependent only on the number of outgoing streams, but
also on either the number of clients or on the multiplicity of incoming streams to
outgoing streams (for example, a stream that goes from one source to 39 destina-
tions shows higher latency than 2 streams each of them going to 19 destinations)
(Table 2).

Fig. 7 Latencies for 15, 20, and 25 clients—1 server, 1 session, 1 stream

Fig. 8 Latencies for 25, 30, and 35 clients—1 server, 1 session, 1 stream
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Fig. 9 Latencies for 35 and 40 clients—1 server, 1 session, 1 stream

Fig. 10 CPU for 5, 10, and 15 clients—1 server, 1 session, 1 stream

Fig. 11 CPU for 15, 20, and 25 clients—1 server, 1 session, 1 stream
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Fig. 12 CPU for 25, 30, and 35 clients—1 server, 1 session, 1 stream

Fig. 13 CPU for 35 and 40 clients—1 server, 1 session, 1 stream

Table 1 Median and mean CPU, latencies for 1 server, 1 session, 1 stream

Number of
users

Median
latency (ms)

Mean
latency (ms)

Median
CPU (%)

Mean
CPU (%)

Outgoing
streams

5 10.40 13.16 6.86 6.16 4

10 11.60 13.20 14.51 12.41 9

15 12.03 24.08 21.49 18.32 14

20 14.90 30.43 27.56 23.57 19

25 16.48 48.05 33.41 28.50 24

30 20.02 65.88 38.15 32.79 29

35 34.80 109.41 42.27 36.64 34

40 59.75 135.60 44.22 38.62 39
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4.3 1 Server, 1 Collaborative Session, 3 Streams Per Session

Increasing the amount of streaming clients to three saturates the 10 Mbps network
link after 20 clients—the 20-client test is not shown. The same patterns as before
can be seen again in this test:

1. CPU and latencies do not directly correlate.
2. Latency for 5 clients is very close to latencies for 5 clients in all tests.
3. As the number of outgoing streams and sent bandwidth increases, latencies also

increase.
4. Latencies for similar numbers of outgoing streams are lower when the multi-

plicity of incoming streams to outgoing streams is lower (Table 3).

4.4 1 Server, 2 Collaborative Sessions, 1 Stream

In this test, 2 collaborative sessions of equal size are created, but only one session
contains a streaming client. In the second session, clients only exchange
text/synchronization messages. The goal of this test is to determine if there are other
factors in the application outside video/audio streaming impacting latencies and
CPU usage. If this test was compared to the test in Sect. 14.a, it would be expected
that latencies are very similar for equal numbers of clients. This expectation is met
for most data points, with the main differences being shown by the 25, 30, and 35
clients latency values. CPU usage values are very close for all tests. While generally
different, due to the fact that both ends of the test (5, 10, 15, 40 clients) show similar

Table 2 Median and mean CPU, latencies for 1 server, 1 session, 2 streams

Number of
users

Median
latency (ms)

Mean
latency (ms)

Median
CPU (%)

Mean
CPU (%)

Outgoing
streams

5 10.20 11.92 13.56 11.33 8

10 12.70 21.65 22.95 19.12 18

15 20.03 64.12 31.87 27.29 28

20 33.95 95.57 40.15 31.35 38

25 277.84 274.80 35.31 32.29 48

Table 3 Median and mean CPU, latencies for 1 server, 1 session, 3 streams

Number of
users

Median
latency (ms)

Mean
latency (ms)

Median
CPU (%)

Mean
CPU (%)

Outgoing
streams

5 10.40 19.77 19.86 16.45 12

10 14.55 35.68 34.44 28.76 27

15 66.53 120.21 38.82 33.46 42
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results, the differences can be assumed to be due to variability inside the system.
This assumption can be tested in the next tests (Table 4).

4.5 2 Servers, 1 Collaborative Session, 1 Stream Per Session

In order to test the behavior when multiple servers are present, sessions were
created with 10, 20, 30, etc. clients. By doing this, it can be ensured that each of the
two servers will receive 5, 10, 15, etc. clients per session since clients are dis-
tributed to the servers in a round-robin fashion.

First of all, the results are compared for the same client load on both servers, in
order to ensure that similar loads show similar results as shown in Table 5. Overall,
the two servers show similar latencies for a certain client load, with some variance
existing, however. Between 80 and 100 users, the difference between the latencies
for the two servers varies significantly. CPU usage, however, varies clearly between
the two servers with Server 2 having lower CPU usage than Server 1.

Table 4 Median and mean CPU, latencies for 1 server, 2 sessions, 1 stream

Number of
users

Median latency
(ms)

Mean latency
(ms)

Median CPU
(%)

Mean CPU
(%)

Outgoing
streams

5 11.40 12.77 6.99 6.36 4

10 12.48 13.75 14.62 12.48 9

15 14.35 25.29 22.04 18.96 14

20 15.41 42.44 27.69 23.75 19

25 22.58 62.11 33.92 29.16 24

30 29.72 87.54 38.73 33.34 29

35 40.48 122.10 42.18 36.44 34

40 61.64 143.27 44.24 38.84 39

Table 5 Median and mean, latencies for 2 servers, 1 session, 1 stream

Number of
users per
session

Median
latency
server A
(ms)

Median
latency
server B
(ms)

Mean
latency
server A
(ms)

Mean
latency
server B
(ms)

Outgoing
streams per
server

10 11.00 10.60 12.02 11.58 5

20 11.50 11.30 20.30 20.49 10

30 12.46 13.17 16.31 33.10 15

40 14.68 16.05 47.37 43.23 20

50 16.58 19.24 48.99 90.13 25

60 21.10 22.05 52.05 70.06 30

70 43.40 43.77 103.13 113.71 35

80 113.88 64.68 170.83 132.31 40

90 305.22 192.82 291.45 200.33 45

100 489.42 411.70 419.02 390.21 50
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Comparing these results with those of Table 1, while taking into account the fact
that the number of outgoing streams for this test is slightly higher than that for a
single server due to the proxy between servers, it can be seen that the results are
very similar for similar numbers of users per session per server.

These results show that basing the scaling decision on the CPU usage of the
server is not enough to accurately predict the latency experienced by clients
(Table 6).

5 Conclusions

This paper has presented a self-organizing autonomic system used for the control of
a collaborative application deployed in a cloud. The system uses a leaky bucket
model previously developed to control the server’s admission rate combined with a
self-organizing voting system to decide when to add or remove servers.

Future work will focus on testing the behavior of the autonomic system,
determining how fast the system adapts to changes and how well the cloud
resources are used.
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An Architecture and Methods for Big Data
Analysis

Bogdan Ionescu, Dan Ionescu, Cristian Gadea, Bogdan Solomon
and Mircea Trifan

Abstract Data production has recently witnessed explosive growth, reaching an
insurmountable amount (larger than 4 ZB in 2013). This includes data sources such
as sensors used to gather climate information, reports on household parameters,
posts to social media sites containing digital pictures and videos, purchase trans-
action records, and cell phone GPS signals, to name a few. Not yet having more
than an intuitive and ad hoc definition, big data is challenging the IT infrastructure
of companies and organizations, forcing them to look for viable solutions leading to
data processing such that enterprises can deploy a better business strategy. In
essence, big data implies collecting, extracting, transforming, transporting, loading
(ETL), classifying, analyzing, interpreting, and visualizing, among many other
operations, on large amounts of structured, semi-structured, and unstructured data,
in the order of a few petabytes per day, executed and terminated in critical time.
This paper will introduce the architecture and the corresponding functions of a
platform and tools implementing part of these challenging operations, while others
are being obtained via composing elementary operations. The architecture is built
around a distributed network of virtual servers called “agents,” which can migrate
around a network of hardware servers whenever available resources are provided or
created. A control center makes decisions on moving the agents based on the
availability of resources when needed. An example from the telecommunications
industry will illustrate how the platform is applied to this domain of big data.

1 Introduction

Everyday, an amount of 2.5 quintillion bytes of data is created around the world. At
this rate, it is estimated that more than 90 % of the data in the world existing today
has been created in the last 2 years alone. Recent reports of market research
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companies, such as International Data Corporation (IDC) [1], mention that there is a
tremendous increase in the rate of data creation, which from a rate of production of
1.8 ZB (1.8 × 1021 B) per year in 2011 arrived at a rate of more than 4 ZB per year
in 2013. A doubling of the amount of data every other 2 years was also predicted. It
is no surprise that data-intensive computing, search, and information storage, all
done in almost real-time, have generated a new trend in the computing landscape.
The spread of cloud computing and data storage options at low or acceptable costs
for hosting server farms, as well as the rush for interpreting large amounts of data
for predicting the advent of events of interest for business, politicians, social
behaviors, or endemics, all have changed the way that data was regarded and
produced in the last decade.

“Big data,” as it was called, is being touted as a critical challenge. It includes the
processing of data to obtain analytics results, as well as its management. The term
first appeared in 2011 in a gartner report about emerging technologies [2].

Most definitions of big data focus on the size of data in storage, although a more
comprehensive definition shall encompass the variety and the velocity of data being
acquired and processed. Thus big data is defined merely by its volume, variety,
velocity, and value—the four “V”s. Each of them has ramifications. The volume is
defined by terabytes, records, transactions, tables and files; the velocity of dealing
with large amounts of information can be defined as batch, near time (soft real-time),
or real-time streams, while the variety is defined by the character of the data such as
structured, unstructured, semi-structured, or all of the above, and the value is defined
by the revenue or the results brought into the enterprise using a big data application.

The term “big data” was created to define the collection of large amounts of data
in structured, semi-structured, or unstructured formats in large databases, file sys-
tems, or other types of repositories, and the processing of this data in order to
produce an analysis and synthesis of the trends and actions in real or almost
real-time. Out of the above amounts of data, the unstructured data needs more
real-time analysis and bears more valuable information to be discovered, providing
a more in-depth understanding of the researched subject. It is also the unstructured
data which incurs more challenges in collecting, storing, organizing, classifying,
analyzing, as well as managing.

The successes registered by Narwhal and its team, namely, the big data analytics
used by the winner of the 2012 presidential elections in the US, demonstrated that it
is not enough to have or host a huge amount of data; rather, there is a need to know
how to use it, too [3].

Industries have implicated themselves in a strong competition for providing a
big data solution which can take advantage of the high potential of big data. Tier 1
companies are having products which address the challenges above by providing
products based on the popular Hadoop framework [4]. Many government agencies,
especially within the United States, have announced major plans to accelerate big
data research and applications [5]. Despite the availability of commercially avail-
able big data storage devices and tools available from Google, Facebook, Baidu,
Taobao, and Cisco (among others), the field of big data is still relatively new and
requirements for big data, as well as the analytics associated with it, are not yet
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formalized. A good definition for big data is still being debated between main
players in the field, with academia and the industry still discussing this subject.
However, it is unanimously agreed that the value chain of big data consists of the
following big categories of operations: data generation, data acquisition, data
storage, and data analysis [6].

Many solutions for big data storage and processing have been experimented
with. As such, permanent storage and management of large-scale disordered
datasets, distributed file systems, and NoSQL databases are mentioned as good
choices for approaching big data projects. Presently, there is a collection of tech-
nologies and tools available to experiment with various big data applications. Cloud
computing infrastructures, Amazon AWS, Microsoft Azure, and data processing
frameworks based on MapReduce, Hadoop, and Microsoft DryadLINQ, allow
running domain-specific parallel applications. For example, Gunarathne et al. [7]
used available cloud resources to assemble genome segments and reduce the
dimension in the analysis of their chemical structure such that the analysis of 166-D
datasets, which consisted of 26,000,000 data points, was accomplished.

This paper presents a cloud-based architecture and methods for a platform
designed to acquire, index, collect, interpret, process, transport and store structured,
unstructured, and semi-structured data in order to provide the user with a cus-
tomizable platform that is able to extract data and information from large data
sources, as well as stream various repositories and resources. The platform is easily
programmed via a graphical language using simple concepts such as data source,
data destination, data converters, and data transformers. These primitive concepts
allow for the establishment of a data flow which starts from data sources and moves
to storage locations through data analytics interpreters, the latter being included in
the data transformer group. Initially, the platform is discovering and collecting data
and then indexes it in order to locate it quickly. A Hadoop mechanism is used for
indexing and location. The final goal of the platform is to present the user with the
results of the data analysis in an easy-to-read format such that the user can engage
in decision-making across many domains without difficulty.

The platform was designed to enable the following:

• indexing and classifying static and dynamic data from structured, unstructured,
and semi-structured data repositories;

• mining through statistical identification and discovery of complex events
through analyzing and predicting data evolutions from structured, unstructured,
and semi-structured data repositories;

• integration and unification of large-scale data from disparate resources and
streams;

• analysis while maintaining data integrity and data cleansing;
• controlling the cloud environment for accomplishing data auditing while

reporting changes of data in the controlled repositories;
• scalability and elasticity on discovery of new data sources;
• effective and meaningful decision support;
• continuous quality control of results.
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The remainder of the present paper is organized as follows: Sect. 2 is dedicated
to a review of existing technologies for building big data. Section 3 briefly intro-
duces the requirements which are at the heart of the big data platform architecture
described in this paper. Section 4 outlines the proposed architecture for a big data
platform and briefly discusses key functions of such a platform. The core of the big
data platform is also presented in more detail. In Sect. 5, the architecture compo-
nents are discussed in more detail. In Sect. 6, an application of the big data platform
is given. Section 7 provides the conclusions of the paper.

2 Related Work

The globalization of the economy brought with it a huge amount of information
which companies, at all levels of their structural and organizational complexity, had
to digest in order to set-up a well-defined business plan, as well as marketing and
production strategies. The immediate impact on the company IT infrastructure was
overwhelming. The increasing data volumes of the early 2000s caused the storage
and processing technologies to be stretched over their limits by the numerous
terabytes of data, thereby resulting with a scalability crisis. Enterprises had to make
sound and solid business decisions to cope with the big data avalanche, as data is
nowadays the new raw material of business. Today, big data is a “must have,” and
so are the corresponding hardware and software technologies which can deal with
it. No longer ignoring such information, companies nowadays rely on the newly
discovered facts from real-time big data analysis.

Big data projects were initially derived from decision support systems, which, in
an industrial wording, are known as business intelligence applications. As a con-
sequence, a large spectrum of commercial and open source tools and libraries have
been built. On the other hand, academia has produced a rich theoretical basis for big
data analysis using the strong theoretical background offered by statistics and
operations research, as well as associated libraries that laid a solid foundation for
data mining [8], data analytics [9], and decision-making systems [10]. One of the
results of the R project (among other projects) was the generation of specific
languages and models, such as the R statistical language [10] or the Predictive
Model Markup Language (PMML) [11], which allowed researchers to combine
statistical methodologies (along with ready-to-use packages) in order to process
massive amounts of data collected from various repositories, eventually feeding the
decision support system. Forced by the nature of its business, Google had to
develop hardware and software infrastructure to deal with data discovery, collec-
tion, storage, and processing. On the software side, the MapReduce programming
model [12] was designed and implemented. The Open Software movement reacted
and produced Hadoop. The industry has also dedicated time and effort to produce
big data platforms which enterprises can buy or pay to use on-the-cloud.

Tier 1 companies, such as EMC, Oracle, IBM, Microsoft, Google, Amazon, and
Facebook, along with several startup companies, offer big data solutions. Big data is
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presently one of the important strategic technologies. The US government produced
their “Big Data Research and Development Plan” in 2012, along with a May 2014
study entitled “Big Data: Seizing Opportunities, Preserving Values” [5]. The
European Community and Japan produced similar works and even the United
Nations issued a “big data for development” report in which big data is seen as an
efficient source of information for better protection and governing of the people [13].

Currently, the majority of big data projects, which are either financed by the
industry or initiated in academic circles, rely on Hadoop. At the industrial level,
Hadoop is used in applications such as spam filtering, network searching, click-
stream analysis, and social recommendation. Companies including IBM [14],
MapR, EMC, Cloudera, and Oracle offer commercial Hadoop execution and/or
support, as well as parts or solutions for various applications. There is also a rich list
of open source projects among which Hadoop is widely used [15].

Hadoop is an open-source software framework for storage and large-scale
processing of datasets on clusters of hardware or virtual servers, partially inspired
by Google’s MapReduce and Google File System (GSF) papers. Its framework
consists of the following modules:

• Hadoop common, containing libraries and utilities of the framework;
• Hadoop Distributed File System (HDFS), a distributed file system that stores

data on commodity machines, providing very high aggregate bandwidth across
the cluster;

• Hadoop YARN, the resource management platform responsible for managing
compute resources in clusters and using them for scheduling of users’
applications;

• Hadoop MapReduce, a programming model for large-scale data processing.

Hadoop modules were designed to be insensitive to failures. It has been suc-
cessfully deployed by Yahoo, Facebook, IBM, EMC, Oracle, and other big data
analytics providers. The Hadoop “platform” also consists of a number of related
projects such as Pig, Hive, HBase, Spark, Drill, D3.js, and HCatalog, among others.

Hadoop is deployable in an on-site datacenter, as well as in the cloud. The
Hadoop cloud deployment avoids companies being trapped in specific set-up
expertise. The cloud solution of Hadoop is available from Microsoft, Amazon, and
Google.

As big data analysis implies setting up a mathematical environment for the
application of statistical analysis methods (among which one can also include
prediction), the R project [10] was developed. R is a language and environment
containing modules for linear and nonlinear modeling, classical statistical tests,
time-series analysis, classification, clustering, and graphical display of results.
R provides facilities for data manipulation, calculation, and graphical display,
including:

• an effective data handling and storage facility,
• a suite of operators for calculations on arrays, in particular matrices,
• a large, coherent, integrated collection of intermediate tools for data analysis,

An Architecture and Methods for Big Data Analysis 495



• graphical facilities for data analysis and display, and
• a programming language which includes primitives for conditionals, loops,

user-defined recursive functions and input and output facilities.

The R system was written in R, a language which combines C, C++, and Fortran
assets in the statistical analysis of real-time data. The R language was designed as to
allow users to add functionality on an as needed basis for each application
component.

PMML [11] is an open source XML-based language designed to provide the
means to describe models related to predictive analytics and data mining. PMML
was developed to allow applications to define and exchange models produced by
data mining and machine learning algorithms. It supports common models such as
logistic regression and feedforward neural networks. Models are described via an
XML Schema. One or more mining models can be contained in a PMML docu-
ment. A PMML document is an XML document with a root element of type PMML
and is a valid XML document.

Other languages such as WEKA [8] allow users to build stat-of-the-art machine
learning algorithms and data preprocessing tools. In combination with KNIME [9],
it allows for building using visual assembly of data and data mining pipelines.

The combination of WEKA and KNIME provides a solid platform and tools for
visually building complex and massive data analysis applications. Apache Mahout
[16] is another Java-based open source project dedicated to the creation of a
machine learning library, to be used in conjunction with Hadoop, thereby providing
a solid basis for algorithms for data clustering, data classification, pattern mining,
dimension reduction, and more.

A comprehensive survey of big data and related technologies is given in [6].

3 Requirements for the Architecture of a Big Data
Platform

Increasing amounts of data flooding the IT infrastructure have created serious
challenges in data acquisition, storage, management, and analysis. As relational
databases only apply to structured data, traditional RDBMSs could not handle the
huge volume and heterogeneity of big data. As big data applications encompass a
complex combination of computing and networking infrastructures, a main set of
requirements will consider the implementation of big data infrastructures so as to
provide cost efficiency, elasticity, and smooth upgrading/downgrading solutions.

Based on the result analysis of several use cases, the following series of func-
tional requirements have been determined as being crucial for the implementation
of big data platforms:

(a) Heterogeneous data discovery and collection tools: the platform has to be
capable of programmatically connecting with real-time data flows produced by
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databases, file systems, web pages, web sources, web services, emails, HTTP
and FTP servers, data streaming sources, and specific applications such as
CRP, ERP, and others.

(b) Data unification and integration tools: the platform must be able to access,
collect, unify, cleanse, and store data from multiple and different data sources,
and to deal with inconsistent or noisy data. The platform shall implement data
preprocessing tools which shall unify the data and integrate the various data
sources.

(c) Data indexing, tagging, mining, and classification tools: the platform has to be
capable of providing tools for data indexing, both statically and dynamically, to
extract patterns, and to classify the information contained in massive amounts
of data.

(d) Statistical analysis tools: the platform must support different data types to be
fed to statistical data analysis algorithms for calculating key statistic and sto-
chastic parameters and provide results from a set of statistic functions such as
the correlation coefficients, state estimation and prediction, and other statistical
and stochastic analysis.

(e) Self-provisioning and self-optimization: the platform shall implement at least
the self-provisioning and self-optimization functions of the set of self-
management functions of an autonomic computing environment, as the com-
plexity of the computing and networking infrastructure of any big data platform
can very quickly reach the limits of human manageability.

(f) Interactive exploration: the platform has to provide a set of visualization
techniques for visual analysis and easy interaction with the data.

(g) Intelligent decision support: the platform shall have the ability to
incorporate/plug-in algorithms and corresponding mechanisms for
domain-specific data interpretations required by the decision-making systems.

(h) Manual operation: the platform shall provide facilities for manual analysis,
semiautomated decision support or fully automated systems from case-to-case.

The nonfunctional requirements shall include scalability and real-time or near
real-time performance.

4 An Architecture for a Big Data Platform

This section describes the architecture of a big data platform which fulfills the
requirements listed in Sect. 3. The architecture is sketched in Fig. 1.

The architecture shown in Fig. 1 has, at its core, a data mining, monitoring, and
management platform henceforth referred to as “M3Data”. M3Data provides a
series of components which are interconnected by the big data platform.

As represented in Fig. 2, M3Data is endowed with connectors for various
sources of information (either structured, semi-structured, or unstructured). It col-
lects the data and puts it in a data flow object. It performs various processing
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operations on the data, from mining and analytics to extraction, integration,
cleansing, and distribution of it. During all of these processes, it is monitoring and
logging all modifications of the data.

The architecture of M3Data consists of six layers of software packages, as
shown in Fig. 3.

The layers of the core of the big data platform assure the following functionality,
all of which are essential to any big data application, and thus to the big data
platform presented in this paper:

(a) platform control: all control functions are implemented in the control layer of
M3Data;

(b) platform security: specifically, M3Data uses the role-based access control
security principles implemented in a security layer, which can also be coupled
with an external security mechanism;

(c) platform communication: the communication layer implements all protocols
needed to communicate with the data sources and inside the building blocks,

Fig. 1 Architecture of big data platform
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referred to as “agents,” of an M3Data application, as well as the internal
platform communications, like the communication between agents for notifi-
cation, processing, and control of data and the platform;

(d) platform processing: a series of mining, unification, and analysis of the data are
included in the processing layer. The platform implements also algorithms
specific to transactional capabilities such as the roll-back of data flows from all
destinations and sources.

(e) platform event notification: M3Data notification layer implements functions for
trapping, recording, and passing to the control and processing layer all events
generated by the database triggers, OS events, emailers, etc.

(f) data transfer: data transfer from source to destination among all data resources
of the platform is implemented in the data transfer layer.

(g) data storage: the platform implements all basic functions for creating,
retrieving, modifying/updating, deleting, and searching large amount of data

The above layers all concur to the collection, transformation, and transfer of data
from source to destination.

One of the key modules of M3Data is a graphical programming language which
allows users to cut the development time by an order of magnitude. This is
extremely useful in cases when large sources of data lie onto a very large distributed
system with a very large number of applications such as the case of health care
systems. This functionality is embedded in the Data Flow Programming Studio
(DFPS) component, which contains all the graphical programming primitives and
operators needed to ease the programming burden of designing and implementing a
specific big data application. The user therefore only needs to translate the business

Fig. 2 What M3Data Is
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rules of the application into a data flow describing the path which the data has to
traverse while various business tasks of the application run and then implement the
business logic in a DFPS diagram. The look and feel of the iconic programming
language, called Data Flow Programming Language (DFPL), is given in Fig. 4.

The graphical language was implemented by following the rules and premises of
graph grammar theory. The data flow control is intrinsically contained in a DFPS
diagram. A diagram can be built using the following block diagram:

(a) resource blocks, which are iconic representations for the data repositories
which sources of data for the overall application. The supported resources are
DB2, Informix, any JDBC database, MSSQL, Oracle, Lucene, as well as web
services, IMAP, and files from a file system. Any of these resources can be
either source or target for the data flow.
The platform provides support for other repositories by extending its integra-
tion tools via a plug-in implementation framework

(b) converters, which can be simple or cycled. A simple converter implements a
very simple data manipulation operation, while a cycled converter defines a

Fig. 3 How M3Data works
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multistep data manipulation operation which has a well-defined beginning and
ending and will repeat multiple times between the end points.

(c) scripted converters, which are converters programmed via a wizard either in
Java or using rules for the converter implementation body which are used for
implementing decision support or expert systems using Drools. A special
scripted converter is the conditional case converter used to evaluate conditions
based on information known at runtime.

(d) subdiagrams, which are diagrams built by connecting smaller diagrams or
blocks in a functional block.

(e) arrows, which connect correctly the block in a diagram. For correctness, a
diagram is automatically checked by the DFPL debugging tool.

The diagrams produced in DFPS can be inherited in other DFPS diagrams as
blocks, the result being yet another diagram similar to the one showed in Fig. 4.
This property allows for the composition of DFPS diagrams in more powerful
DFPL constructs. This composition of programming blocks is extremely practical
as it simplifies the diagram complexity, which is one of the major hurdles of all
graphical programming languages. In this way, applications of any degree of
complexity can be built using partial diagrams, thereby helping the implementation
of the application.

In what follows, a high-level description of the main architectural components of
the big data platform is given.

Fig. 4 Data flow studio screenshot
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5 Main Components of the Big Data Platform

This section presents a high-level overview of the main components of the archi-
tecture of the big data platform, as previously introduced in Sect. 4. Namely, it
describes components for data flow control, data connectors, data discovery, data
notification and scheduling, data indexing and search, data mining and analysis,
data unification and integration, decision support, data security, data control, data
storage, data visualization, and autonomic computing.

5.1 Data Flow Control

As big data platforms are required to constantly manipulate massive amounts of
data (where the data often has a complex structure), the platform has to be endowed
with tools that permit the administrators and users to program it in a very flexible
way, thereby allowing them to interact with the data flow at every step of the
operations which the data has to experience. Data is collected via the connectors of
the platform and is then prepared to be analyzed, stored, and displayed. The DFPS
diagrams therefore provide arrows that originate at the source of data and point
toward the target repository of the data, and link together various blocks of the
diagrams.

However, when data synchronization has to be done among many repositories, it
is sometimes possible for two or more databases or repositories to hold the same
data and which therefore have to be kept synchronized while data is changed in one
of the databases. This is made possible via triggers and the logic around them.
Using the DFPS, the following big data operations can simply be inherited from the
library of implemented blocks:

(a) accessing,
(b) cleansing and processing,
(c) distributing and migrating,
(d) monitoring and synchronizing,
(e) unification and reporting,
(f) monitoring, notifying, and scheduling,
(g) searching and retrieving,
(h) classifying,
(i) logging.

Based on the above existing diagrams, more complex diagrams for big data
processing can be built as shown in Fig. 5.
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5.2 Data Connectors

Big data applications require a platform that is properly connected to various
sources of information which are to be analyzed by the analytics module of the
platform such that predictions can be made in regards to the business course that an
enterprise has to adopt in order to be successful in a global competitive environ-
ment. A big data platform therefore has to provide all the connectors to the above
sources of information such that any new information is acquired and interpreted in
real-time or near real-time.

The big data platform described in this paper contains connectors to various
databases such as Oracle, DB2, Informix, Sybase, and other databases which have
Java-based APIs. A series of connectors are provided for additional legacy dat-
abases, some of which were programmed in the database’s native programming
language (usually C). There are also connectors to file systems specific for
Windows, Linux, and Unix/Solaris/AIX operating systems, as well as for email
servers, web servers, web services, FTP servers and connectors for CRM, ERP, and
BI applications. Any other connectors can be created and inserted in the data flow
diagram, where they will reside at the source level of the diagrams, as was shown in
Fig. 4.

Fig. 5 Using the data flow programming studio to build complex diagrams
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5.3 Data Discovery, Notification and Scheduling

The platform contains modules which are in charge of data discovery of all existing
sources of data, such as data streamers, file systems, databases, emailers, HTTP or
FTP servers, and more. Connectors are available in the DFPS as basic blocks and
are programmed using simple drag-and-drop operations on the block symbol of a
diagram. The platform has to be authorized to connect with the sources of data
using corresponding access credentials to the database, file system, emailer, or other
data source. A notification system prompts the platform when new data has been
inserted in the repository and indexes it accordingly. The notification can trigger an
action for validating the data modification or can place the notification and data in a
batch mode. The latter functionality is contained in the Scheduling module of the
platform.

A notification diagram can be used in the context of any data source and
destination to trigger a runtime action of the big data platform functions in regards
to unification, mining, analytics, and others. This is summarized in Fig. 6.

5.4 Data Indexing and Search

The platform has powerful indexing capabilities and provides a search engine for
crawling and indexing the massive data repositories supported by the big data

Fig. 6 Trigger a notification on a big data application; an example
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platform. The indexing and search engine provides real-time web-style full-text
search, as well as more advanced SQL-like querying capabilities. The indexing
engine allows for more complex indexing of the data which accelerates the search
and helps in the data classification. Data from distributed heterogeneous relational
databases is retrieved along with other types of data such as files, web pages, and
emails. It is then indexed and displayed as needed based on search inputs or auto-
mated reports. Figure 7 illustrates the indexing and search features of the big data
platform. Data can be also indexed using multiple indexes which can be customized
to support whatever combination of fields, types, and related content is need.

5.5 Data Mining and Analysis

Based on the platform’s flexible search engine, a large variety of data can be
inspected and explored for hidden information. The platform is capable of com-
bining SQL-based searches and results, providing flexible search with support for

Fig. 7 Data indexing and search module
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partial matches. In the case of partial matches, the results are statistically classified
according to the confidence factor obtained.

The platform allows to create multiple and customized indexes in order to adapt
the search solution to the specific needs of the data mining strategies. In this way,
the platform provides for high flexibility in selecting and tuning the search on
particular queries and search strategies.

5.6 Data Unification and Integration

The platform provides tools for the unification and analysis of massive amounts of
data culled from a variety of structured, semi-structured, and unstructured data
sources. For unstructured data, an automatic XML schema matching tool is pro-
vided. At the XML level, a transformation of the XML schema takes place auto-
matically for unifying data from two different text forms. For example, column
items are mapped semantically into each other using a rule-based mapper. If a
similarity of the items defined in the two XML description of the form are dis-
covered, uniform values are produced (e.g., for salutations, name suffixes, street
abbreviation, etc.). The unification tool of the platform is designed to be flexible in
terms of the addition of new transformer blocks in the data flow programming
diagram (Fig. 4). The functionality of these new blocks can be programmed in Java
or C/C++. By following the above procedures, WEKA-style mining modules and
elements of the R language were integrated in the system.

5.7 Decision Support

The platform contains a Business Rule Management System (BRMS) with a forward
and backward chaining inference-based rules engine. The BRMSmodule is based on
Drools, which implements the Rete algorithm, and is a component of the JBoss
Application Server. JBoss was used as the platform’s distributed Java middleware.
The decision support system of the big data platform presented in this paper is
therefore based on theDrools version included in the JBoss community edition server.
This version of JBoss contains the Drools Guvnor (the business rules manager), the
Expert (the rule reasoning engine), the Flow (process/workflow), the Fusion (event
processing/temporal reasoning) and the Planner (the automated planning).

5.8 Data Security

The security module of the platform implements a restricting system to control
access for authorized users via RBAC. The platform allows users to access the
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information in the system if the users belong to a certain group of users, which is
defined by certain roles for various job functions. The platform allows for the
creation of roles, role assignment, and role and permission authorization. RBAC
allows users to have differentiated access to the objects of information. If the role of
the user does not have role/access privileges to obtain a specific object of infor-
mation, the object is defined as nonexisting for that user.

RBAC is also applied on various operations required by various platform ser-
vices, some of which may need elevated privileges, e.g., updating an index versus
searching it.

5.9 Data Control

A necessary module of a distributed system is related to the control of all aspects of
storing and executing various actions by the platform on the distributed data. This
resource management module is responsible for managing compute resources in
clusters. It allows platform administrators to install, deploy, and upgrade all plat-
form components. The control module keeps track of computational processes, their
distribution in the system, as well as automatically redistributing them if some
processes do not terminate in due time, or are interrupted. It allows platform
administrators and application designers to locate, in real-time, the components
(agents) of the big data application and to get information about their state. It also
records all operations that take place in the system and logs them in a Journalizer
for further investigation. In this way, users can audit all data movement and
transformations in a big data application as needed. Figure 8 shows the main
components of the control center of the big data platform.

The following components make up the control center package:

• The deployment component, which provides tools for the installation, deploy-
ment, and upgrading of the Big Data Platform at run time;

• The security module, which was described in Sect. 5.8;
• The queue management module, which keeps track of all processes, and their

status, and implements resilience methods such that the big data platform is
reliable and avoids failures;

• The Journalizer module, which keeps logs of all big data platform operations for
use in auditing the activities of the big data platform and for debugging the big
data functionality.

5.10 Data Storage

Although a very important component of a big data application, the data storage
module is conditioned by the existence of the necessary hardware foundation that
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can handle very large amounts of structured, semi-structured, and unstructured
datasets while remaining capable of scaling in real-time in order to keep up with the
growth of the data volume. It must also provide the Input/Output Operations Per
Second (IOPS) necessary to deliver data to the mining/analytics tools. This module
comprises vast amounts of commodity servers with direct-attached storage (DAS).
Redundancy is at the level of the entire compute/storage unit, and if a unit suffers an
outage of any component, it is replaceable in its entirety (data included). Such a
hardware/software combination is typically running Hadoop, along with NoSQL or
cassandra as analytics engines, and typically have PCIe flash storage instead of
(or in addition to) regular hard drives so as to keep storage latency at a minimum.
Due to the large volume of data, there is usually no shared storage in the config-
uration of all storage units.

A recent trend in the industry has been to use hyperscale computing environ-
ments which are very well known from the implementations of the largest
web-based operations of Google, Amazon, Facebook, Apple, and others.

An alternative for big data storage is represented by a scale-out or clustered
NAS. It uses parallel file systems that are distributed across many storage nodes.
These systems can handle billions of files without the performance degradation
experienced with ordinary file systems as they grow.

Another storage unit format which can handle a very large numbers of files is
object storage. Object storage tackles the same challenge as scale-out NAS,
namely, that traditional tree-like file systems become unwieldy when they contain a
large number of files. Object-based storage gets around this by giving each file a
unique identifier and indexing the data and its location. Rather than the typical

Fig. 8 M3Data control center
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kinds of file systems, this is method is more similar to how the internet’s Domain
Name System (DNS) operates. Object storage systems can scale to very high
capacity and large numbers of files (in the billions), and are therefore another option
for enterprises that want to take advantage of big data. Object storage, however, is a
less mature technology than scale-out NAS.

In general, big data storage needs to be able to handle large capacities and to
provide low latency for data retrieval, thereby feeding the analytics module with
data.

5.11 Data Visualization

Any big data platform has to provide a visual conclusion to the data extracted and
interpreted by the analytics module. Data visualizations are sets of valuable tools in
a variety of settings, allowing the creation of a visual representation of data points,
reports on progress, or even the visualization of concepts for the customer seg-
ments. This module is also external to the big data platform whose architecture is
presented in this paper. By taking advantage of modern web-based graphic toolsets,
open source projects (as well as companies that have this as their business model)
exist that offer flexible visualization tools that are capable of handling big data.
Another model for big data visualization is represented by interactive data visual-
ization. Interactive visualization addresses the use of computers and mobile devices
to drill down into charts and graphs for additional details, thereby interactively (and
immediately) changing the data displayed, as well as the processing flow.

The big data field benefits from its own visualization tools and patterns. The
platform, however, can integrate with any of the existing dash-boards or info-
graphic tools presently available, as well it can be endowed with a specific interface
as in the examples given below.

5.12 Autonomic Computing

Autonomic computing is one of the vital modules of the architecture. Autonomic
computing is now a more mature technology and mainly addresses problems related
to large and very large systems. It is meant to apply a supervised control of the
computing environment. Autonomic computing is organized in a form of a control
system for real-time processes. Using a control loop, it implements functions such as
self-provisioning/configuration, self-healing, self-optimization, and self-protection,
effectively simulating the behavior of a system administrator.
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The autonomic computing module of the platform described in this paper is
based on an autonomic computing platform proposed in [17]. The IT infrastructure
of the big data platform is the controlled object of the autonomic computing loop
shown in Fig. 9, which resolves the automated provisioning of the system over the
virtual layer, taking into account constraints related to the optimal usage of com-
puting resources, while the big data platform is resolving external requests.

In the big data platform of this paper, the autonomic computing architecture is
mapped into a real-time control loop whose elements or blocks are transducers,
which include software transducers for CPU load, task response time, or think-time,
all of which are provided by the middleware application server. The central
decision-making system of the autonomic computing module makes decisions
based on state estimation and resource availability. A controller which establishes
the opportunity of provisioning yet another copy of the whole big data server, or
using another computing resource for an agent of the big data platforms, transmits
this decision to an actuator which contains the entire set of deployment and con-
figuration via regular expressions and which puts these commands into an execu-
tion list. Through the above process, the autonomic computing applied to the big
data architecture presented in Fig. 1 takes care of the automatic provisioning and of
the optimization of the resource usage of the big data application.

Fig. 9 Autonomic computing environment for a big data platform
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6 Applications of the Big Data Platform

In a typical application, any big data platform has to provide services for three types
of users: the big data platform administrator, the big data architect and/or designer,
as well as for the final user/consumer of the big data platform results (who usually is
not a savvy computer professional). This is represented in Fig. 10.

The first deployment of the various components of the big data platform pre-
sented in this paper is done by the administrator of the Platform, as shown in
Fig. 11. From that point on, the Autonomic Computing System takes control of the
entire operation of the system in cooperation with the M3Data internal mechanisms,
which take care of the distribution of agents and of processes within the entire
distributed system onto which the big data platform is deployed.

A test deployment of the big data platform was created for a military system
which implemented complex data acquisition, indexing, retrieval, unification, and
analysis of data collected from a series of databases, documents from a specific file
system, emails, and web services. This deployment is summarized in Fig. 12.

Fig. 10 M3Data users
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Fig. 11 Deploying a big data platform

Fig. 12 An application of the big data platform in the military domain
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The visualization of the results obtained from the big data application is overlaid
on top of a geographic map as shown in Fig. 13.

7 Conclusions

In this paper, the requirement and corresponding architecture for a big data platform
have been introduced. The resulting platform is built around an information sharing
platform and comprises data collection components, data processing, analysis, as
well as transport and visualization tools. The platform is also endowed with a
graphical programming environment, a control center of the distributed system
application, and automated provisioning and optimization systems. The graphical
programming environment allows users to interactively modify the functionality
and work flow of various modules and functions of the big data platform, thereby
making it applicable for a series of applications which require collecting massive
amounts of data from which hidden data has to be inferred and visualized. For an
example deployment, the big data platform was applied to the military domain. The
flexibility, ease-of-use, robustness, and other characteristics of the big data platform
introduced in this paper are therefore of significant value as big data continues to
grow in importance in the IT industry.

Fig. 13 Visualizing the results of a big data application
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Process Mining Functional and Structural
Validation

Maria Laura Sebu and Horia Ciocârlie

Abstract Current study proposes solutions for functional and structural validation
of business process models extracted after mining the event log dataset with several
process mining algorithms. Structural validation (verification) assesses the quality
of the business processes using conformance analysis techniques and computed
statistical results. Cross-validation for structural validation is also presented as a
methodology used for evaluating business processes. Furthermore we propose
extending verification of process models with functional validation with the scope
of aligning business processes with business objectives. Functional validation starts
with process requirement definition, split of process requirements on clear use
cases, and generating event log data capturing the use case functionality. Functional
validation is applied on real event log data generated during one software release in
automotive industry, tools development area. Structural and functional validation
techniques are captured in a proposal for a framework.

Keywords Process mining � Functional validation � Conformance analysis �
Process discovery

1 Introduction

Business process management (BPM) includes a set of techniques and methods
designed to produce better processes. Business processes as the base in any orga-
nization are composed of all the activities executed inside an organization with
the scope of producing business results. BPM takes independent processes and
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transforms them into flexible, orchestrated business services that work together to
create substantial business value.

Process analysis as the first important phase of BPM includes discovery of
business processes. Once the business process is available, further analysis could be
performed with the scope of redesigning the business process by correcting possible
flaws and enhancing the process models. Identifying the most consuming activities,
bottlenecks, rework, and obsolete activities are possible actions performed with the
scope of improving business processes and increasing the quality of the business
results. After the improvements are put in practice, the organization is able to
measure the progress of the enhancements proposed in the monitoring phase.
Management of improvements and full process automation represents the last
phases in BPM lifecycle as presented in Fig. 1.

As several process models could be available such as the ones retrieved in the
analysis phases or the ones resulted after performing corrections and enhancements,
the identification of the most suitable one for accomplishing business objectives
becomes a priority. We propose an approach for validating the most suitable pro-
cess model from structural perspective, how compliant the model is with the event
log dataset and from functional perspective, black box validation, if the business
expectations are achieved.

A good BPM solution put in place inside an organization offers functionality to
reduce costs by performing the management of processes automatically. BPM allows
the process analyst to correctly model and iteratively improve the business process.

The resulting systems constructed on business process models are called
process-aware management systems (PAIS). A PAIS can be defined as a software
system that manages and executes operational processes involving people, appli-
cations, and information sources based on process models [1]. PAIS systems are
based on abstractions of process definition. Execution is automated and directed by
process models. If process models are not available as abstraction, process mining
techniques could be used to extract them.

Process mining includes techniques and tools for discovering, monitoring, and
enhancing process models used inside an organization [2]. Process mining as
abstract is part of the process modeling and analysis area and uses data mining to
obtain results. Data recorded during the execution of a process is used to extract

Fig. 1 Business process
management phases
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knowledge: discover real process models, organizational structure, and additional
information about internal processes.

Complex organizations managing complex business processes are the perfect
candidate for process mining techniques. Due to the complexity of the results,
validation of the resulted process models is of critical importance. This would
increase the confidence in the resulting process models and could aid identifying the
areas which need corrections or redesign. This theoretical approach for the valida-
tion in PAIS is proposed for implementation in a functional and structural valida-
tion framework described in Sect. 4.

The illustration of this approach is performed by considering a software
development process, the change control board process model used in several
organizations and described and analyzed in [3]. A component of the software
configuration management (SCM) in charge of handling changes required by users
of different types (change requests, feature requests, problem reports, and infor-
mation requests) is called change control board (CCB).

For exemplification, process mining discovery algorithms are applied on a real
event log dataset created during one release of a software product in automotive
industry.

The current study uses implementations of process mining tools and methods
captured in ProM Framework 6.3, an academic project of Eindhoven Technical
University. ProM provides a wide variety of algorithms and supports process
mining in the broadest sense [4]. It can be used to discover processes, identify
bottlenecks, analyze social networks, and verify business rules.

2 Process Mining

PAIS systems are constructed on process models. Process mining area solves the
problem of the unavailability of process models. Data available from process
tracking systems is used to extract knowledge: real process models, organizational
structure, and additional information about internal processes.

Process mining could be split into 3 major phases [2] resumed in Fig. 2 [5].
First phase, data preparation, includes the actions performed to prepare the input

for process mining algorithms. Input data could be provided by different sources in
different formats. In this phase, the data must be transformed into extensible event
stream (XES) format recognized by process mining implementations available on
the market. XES data is flexible, being able to capture event log data from any
background, it provides a simple way of representing the information, and it is

Fig. 2 Change control board process
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transparent, intuitive, and extensible for specific domains. Due to these advantages,
XES becomes the standard for process mining event log data representation [6].
Once the input data is available, the next step is defining the objectives of the
process mining analysis: discovery of business process, analysis of business pro-
cess, performance improvement, identify bottlenecks, and identify the most time
consuming activities (Fig. 3). Once the objectives are stated, the dataset could be
adapted to increase the visibility of the targets. Filtering after specific values of
attributes is one technique used for this purpose.

As soon as the event log dataset is prepared and the targets for the analysis are
identified, in the second phase, pattern discovery, the process mining algorithms are
applied on the input data. Several mining algorithms for extracting process models
are currently available on the market in different process mining implementation.
Assessing the quality of the obtained process models from functional and structural
perspective is the subject of the current study.

Once the most suitable process model is available, an analysis of the results
could be performed further. This includes checking the statistical results for cal-
culating process performance indicators, verifying the conformance of the resulted
process model, retrieving other relevant information internal to organizations, and
identifying bottlenecks.

Process Mining operates with the following concepts [5]:

• A process is an abstract representation of a set of activities logically ordered
with the scope of accomplishing a business objective

• An event corresponds to an activity executed in the process and is composed of
attributes with specific values

• Events are linked together in cases

Event log dataset represents the start point for mining from different perspectives
[2]:

Fig. 3 Process mining phases
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• Process perspective focused on identifying all possible paths an item could
follow to reach a close state

• Organizational perspective focused on checking which is the resources involved
in the activities and how they interact

• Case perspective focused on analyzing specific behavior due to specific values
of the attributes.

3 Business Process Structural Validation

Process Mining analyzes event process logs generated during the execution of a
process and covering the process lifecycle. The scope is to discover real process
models. Even if in some cases a reference process model is available as it was the
one used for illustration in this study, in most cases where process mining is
applied, the process model represents the output of process discovery algorithms
applied on event log data.

Below a brief comparison of process mining algorithms is presented. The α-
algorithm is the most known process mining algorithm and it is the first process
discovery algorithms that could deal with concurrency. But it is not the most
suitable choice for real life data with noise, different granularity, coming from
different sources. Heuristic Miner algorithm was the second process mining algo-
rithm proposed after the α-algorithm having the advantage of overcoming the
limitations of the α-algorithm. Heuristic Miner can also abstract exceptional
behavior and noise and it is suitable for real log data. The Fuzzy Miner algorithm is
included in the new generation of process mining algorithms and as improvement,
the Fuzzy Miner is able to deal with event log data with very high granularity.

As many process mining algorithms are available in academic and commercial
implementations, assessing the quality of the obtained process model represents an
important step for making the right choice in identifying the most suitable business
process model. For this purpose, the resulted process models are analyzed using
conformance checking techniques on the event log dataset. The event log is
replayed on the process model and several useful metrics are calculated [2]. Fitness
metric informs about the percentage of the log traces that could be replayed by the
process model from beginning to end. This could be calculated at case and event
level. Precision (Behavioral Appropriateness) is another useful metric describing
how accurate the model describes the process (the model should not be too generic).
Structure (Structural Appropriateness) captures the level of details of the process
model; the simplest model capturing all possible execution paths represents the best
process model choice.

Another useful approach for assessing the structural quality of process models is
the usage of a common technique in data mining, separation of data into training
and test dataset. The training set is used as input for process discovery algorithms.
The test data set and process model obtained after discovery is applied on the
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training set is used as input for conformance analysis of the process models. This
approach could be extended in a k-fold cross validation: partitioning the data into
k subsets, process discovery is applied on one subset and validating the analysis
results on the other subsets. A description of this technique applied in process
mining could be found in [7].

4 Business Process Functional Validation

Functional validation is the software testing process used within software devel-
opment in which software is tested to ensure it conforms to all requirements.
Functional testing of a business process implies checking if the process model is
compliant with the process requirements representing business objectives. Business
process functional testing involves evaluating and comparing each process with
business requirements.

The first step is determination of the business process expectations. Our proposal
is to capture the expectations in use cases with step by step scenarios. The use cases
could be defined from 3 different perspectives: process perspective, case perspec-
tive, and organizational perspective. The second step is represented by the creation
of test data based on use case definition. Once the test dataset is available, the next
step includes checking the conformance of the obtained process models with the
generated test data at previous step. The output of the conformance analysis step is
considered the result of the test. In the last phase, several testing metrics could be
calculated for assessing the functional validity of process models (Fig. 4).

5 Functional Validation on CCB Process Model

Theoretical approach described in previous chapter is exemplified on a real event
log dataset. The base business process is the one described in Sect. 1. CCB business
process is followed to implement and include in deliveries a set of changes pro-
posed by users.

The event logs recorded are exported from IMS in csv format:

• users.csv—containing all users having permissions to access and update the
items in IMS

• items.csv—containing all requirements (change requests, feature requests,
problem reports, information requests)

• events.csv—containing all operations performed by the users to update the state
of the items

Once data is prepared in XES format as process mining algorithms require, the
process models are extracted from the event log data. The algorithms chosen are
Heuristic Miner algorithm as it is the most suitable for real life data like in the
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current situation and α algorithm as it is the most widely known process mining
algorithms (Figs. 5 and 6).

The first step in functional validation of the resulted process models obtained is
the definition of business expectations from the process model captured in use cases
(Table 1).

Each of the following use cases could be split into one or more test scenarios.
For each scenario, a dataset is created. The complete dataset and process models
obtained with different process mining algorithms are the input for a conformance
checking phase. The compliance of each process model with the test dataset rep-
resents the factor for deciding which of the business process is the most suitable for

Fig. 4 Process mining functional validation framework

Fig. 5 CCB process model extracted with Heuristic Miner algorithm
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accomplishing the business objectives and should be used in practice and for further
analysis.

The use case approach is an efficient technique for collecting essential require-
ments from stakeholders, helping to focus on the real needs. It will help business
analysis and project teams to arrive at a common, shared vision of what the process
should do. In Fig. 7 a global image of the complete validation flow is captured.

Fig. 6 CCB process model extracted with α Miner algorithm

Table 1 Use case definition

Use case
no.

Description

Use case 1 The items could be created by support team, opened, analyzed, implemented,
tested and released by engineering team and accepted by support team

Use case 2 The items could be created by support team, opened, analyzed and canceled by
engineering team and accepted by support team

Use case 3 Items could be created by support team, opened, implemented, tested, and
released by engineering team

Use case 4 Items should always be tested after implementation

Use case 5 Items should always be canceled only after an analysis is performed

Use case 6 Items should always be created by users within group “Support”

Use case 7 Items should always be implemented by users within Group “Engineering Team”

Use case 8 Items should always be analyzed after delivery
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We propose the implementation of structural and functional validation of process
models in a framework. For evaluating the compliance of a process model, specific
metrics are used in case of structural and functional validation. These metrics
represent the output results of the proposed framework (Fig. 8).

6 Conclusions

The benefits of introducing BPM in any organizations are undoubtful. BPM enables
organizations to align business objectives with internal processes and has the
capacity to reduce costs, improve efficiency, and minimize errors and risks. When a
business process is not available, process mining techniques allow retrieval of
process models from internal event log traces. Applying process mining on a
dataset requires a thorough understanding of the data and a lot of expertise in
interpreting the results and finding solutions to enhance the process. In this context,
validation of process models becomes an important step as the process models
represent the base for any further analysis.

Fig. 7 Business process
validation flow

Fig. 8 Functional and
structural validation
framework
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In this study, we proposed validation from different perspectives. A structural
approach identifies the correctness of process models by checking the compliance
of the model with the full event log trace, precision of the model to capture the
scenarios in the event log, and the simplicity of the model.

The functional approach on the other hand validates a business process based on
a set of business objectives defined as use case scenarios.

Validation is an important part in any business for ensuring good results and it
should be applied in all the areas inside an organization. Validation of business
processes inside an organization which produces results by executing internal
processes is even more important as the quality of process models could impact all
business areas.

Validation of process models could also increase the confidence in process
mining results as the organizations will have the insurance that the process reflects
the expectations and it was extracted correctly from the event log dataset.
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Evaluating the Performance of Discourse
Parser Systems

Elena Mitocariu

Abstract In this paper are analyzed two different methods for comparing discourse
tree structures. The aim is to identify the best technique to evaluate the output of
discourse parser system. The first, is a traditional method and is based on quanti-
fying the similarities between the parser output and a reference discourse tree (gold
tree). It uses three scores: Precision, Recall, and F-measures. The second one
examines the discourse tree representations in qualitative terms. Like first one, three
scores are computed: Overlapping score, for analyzing the similarities in terms of
topology, Nuclearity scores which take into account the type of nodes, and Veins
scores which measure the coherence of discourse. By evaluating discourse tree
structure resulted from a parser, the performance of discourse parser systems can be
measured. A comparative survey is realized aiming to present assessment methods
for discourse tree structures.

Keywords Discourse parser � Evaluating methods � Discourse trees

1 Introduction

Discourse parsing systems are developed in order to obtain automatically discourse
tree. They can be grouped into three classes, depending on the architecture used in
their development. First are discourse parsing systems based on symbolic or
probabilistic grammars. In Langer [1] a set of recursive rewriting rules are the
starting point for context-free grammars (CFG). Soricut and Marcu [2] also have
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developed a statistical discourse parser based on probabilistic grammars. The issue
is that the grammars cover only the basic aspect of a language system. The second
class uses learning methods in developing the parsing systems. The learning
method is split into two categories: handwritten rules and automatic learning. Both
leaning methods are dependent of grammar corpus. The corpus is created according
to the grammar rules of a specific language. To use the parser for another language
it is necessary to align the corpus to the specific grammar language.

The third group uses complete online analysis with no pre-query annotation [3].
Eckle-Kohler [4] developed a pattern-matching approach which makes use of
complete online analysis.

Driven by one or another approach, the differences between the discourse tree
structures can vary widely. Further, the same discourse can be represented by many
discourse tree structures, all performed properly. In order to evaluate the perfor-
mance of discourse parser system, in most of the cases are compared two discourse
tree structures: one is the parser output and the other is a reference tree. This is not
easily performed because it must be necessary for the use of the same corpus. The
process to achieve the corpus is often complex. This is not always free and
available. In order to evaluate a parser, different scores were computed for com-
paring discourse tree structures.

In this paper are presented two methods used in the evaluation of discourse trees.
The first is proposed by Marcu [5] and is focused on three scores: Precision, Recall,
and F-measures. The second was developed by Mitocariu et al. [6] and like first, use
three scores: Overlapping score, Nuclearity score, and Veins score. The purpose of
this paper is to evaluate their efficiency, taking into account tree features: the
topology of tree, the type of the nodes, and the coherence of the text. In order to
perform this, a discourse is parsed and three discourse tree structures are compared:
first is the gold (the reference tree), second is the output of a discourse parser
system, and third is developed by an expert in NLP. To all these three trees are
applied the scores proposed by Marcu [5] and Mitocariu et al. [6] and their results
are analyzed.

The paper is organized as follows: in Sect. 2 are described two main theories in
discourse analysis: rhetorical structure theory (RST) developed by Mann and
Thompson [7] and veins theory (VT) whose founders were Cristea et al. [8]. In
Sect. 3 methods for evaluating a discourse parser are presented. Conclusions are
presented in Sect. 4.

2 Discourse Theories

It is unnecessary to develop a discourse parser system, without evaluating its
performance. The evaluation methods vary from each other according to the veri-
fied discourse tree structure. Further, each discourse parse system is build according
to one or more discourse theories. The discourse theory catches different features of
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a discourse. One is centered on the attention features, other on the informational and
intentional features. In this paper are presented two main discourse theories: RST
and VT.

2.1 Rhetorical Discourse Theory (RST)

The central principle of RST is the notion of relation between two adjacent ele-
mentary discourse units (edus). These can be either clauses or propositions.
According to the role that occurs in the text, edus can be nuclei or satellites. The
nucleus represents the most important spans of discourse. Without them the
coherence of text is wasted. Satellites are not as important as nuclei are. They
supplement nucleus with additional information. Without satellites the coherence of
the text is kept. Each node has the type nucleus or satellite.

Based on the notion of nucleus and satellite, two main relations are computed:
paratactic and hypotactic. Paratactic relations link edus of the same importance
(nucleus with nucleus). Hypotactic relations link edus with different importance
(satellite with nucleus). These are divided into subset of other relations, each of
them having an exclusive name.

2.2 Veins Theory(VT)

Veins theory uses binary tree representation of discourse structure. Each node may
be a nucleus or a satellite. The discourse tree has two types of nodes: leaves which
are edus and inner nodes which denote a relation between his children. An inner
node has two children. At least one of him must be a nucleus.

Taking from RST the type of relations but ignoring their name, VT extends the
links between adjacent edus to ones which are not necessarily closer. In order to do
this, two new expressions are considered: head and vein. The head and vein
expressions are computed over the discourse structure trees and contain the labels
of edus which can be accessed from a specific node.

Head expressions are an ordered list of the most important edus of discourse. In
a discourse structure tree, the head expressions are computed bottom-up consid-
ering the following algorithm:
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Starting from the leaves, which represent edus in discourse, the head expressions
are computed bottom-up. Each leaf has the head as his own label. An inner node
has the head computed from the concatenation of the head expressions of his
nuclear child.

The vein expressions for a binary discourse tree structure are subsets of
sequences of discourse and are computed top-down according to the following
algorithm:

The vein expressions are computed top-down starting with the root of the dis-
course structure tree. The root of the discourse structure tree has the vein expression
identical with his own head expression. For the rest of the nodes the vein
expressions are computing depending on their type and location (right or left) and
the sibling type and location (right or left).

3 Methods for Evaluating Discourse Parser Output

Discourse parser systems are built different and thereby the output differs. Because
the heuristics in developing parser systems are very various, it is difficult to find a
precise method for comparing the efficiency of parsers. The majority approaches
make use of the same corpora in the evaluating process. If the same corpus is not
used, the evolution of parser is not precise. A commonly used method was proposed
by Black [9] and represents a traditional approach for evaluating tree structures. It is
PARSEVAL. PARSEVAL has been criticized for not representing “real” parser
quality [10–12].
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Leaf-Ancestor (LA) developed by Sampson et al. [12] takes into consideration
the path from each terminal node to the root in the tree obtained by parser and the
same path calculated in the gold tree, according to Levenshtein distance.

Maziero and Pardo [13] have developed the RSTeval tool, which does compare
rhetorical trees. This is an online tool for the automatic comparison of RST
rhetorical trees (human and automatically built trees), based on the Precision,
Recall, and F-measures. They test the similarity between spans, nuclearity, and
relations between two rhetorical trees.

In this paper we are evaluating the methods proposed by Marcu [5] and the
approach developed by Mitocariu et al. The first one represents a reference unit in
evaluating a parser. The second one is a different method, in terms of not using the
same corpus, for evaluating discourse parsing systems.

3.1 Precision, Recall, and F-measures

The same discourse can be represented by many discourse tree structures. This
number is computed according to Catalan number to which is added different type
of nuclearity for inner nodes. Thus, the same discourse can have, a number given by
(1) of different discourse tree structure, where n represents the number of clauses.

Number of trees ¼ 2 � n � 2ð Þ!
n! � n � 1ð Þ! � 3n � 1 ð1Þ

The high number of representations of discourse structure trees is the main
reason of finding proper methods for evaluating discourse tree structures correctly.
In incremental discourse parser systems it is necessary to find the best trees for
future development, instead of considering all of them to be equal. To exemplify
this better let us consider the sample of text from Example 1 and the three discourse
tree structures. The text is from MUC corpus (Message Understanding Conference).
It contains 30 newspaper texts. Fig. 1 is the gold representation, extras from corpus,
Fig. 2 represents the output of a discourse parser system, and Fig. 3 depicts the
discourse structure developed by an expert in NLP area. The trees are developed
according to RST and VT standards. The label N_N or N_S denotes the nuclearity
type of the left and right child. N_N means that both child are nucleus and N_S
means that left child is nucleus and right child is satellite.

Example 1

0. Business Brief
1. Petrie Stores Corp.
2. Losses for Fiscal 2nd Period, Half Seen Likely by Retailer
3. Petrie Stores Corp., Secaucus, N.J., said
4. An uncertain economy and faltering sales probably will result in a second-

quarter loss and perhaps a deficit for the first 6 months of fiscal 1994

Evaluating the Performance of Discourse Parser Systems 529



5. The women’s apparel specialty retailer said
6. Sales at stores open more than 1 year, a key barometer of a retail concern’s

strength, declined 2.5 % in May, June, and the first week of July.
7. The company operates 1,714 stores.

Fig. 1 Gold discourse tree representation

Fig. 2 Discourse tree representation of the parser output
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8. In fiscal 1993’s second quarter, ended last August 1, the company had net
income of $1.5 million, or 3 cents a share, on revenue of about $355 million

9. In the first 6 months of fiscal 1993, net was $8.4 million, or 18 cents a share, on
revenue of about $678 million

10. Directors also approved the election of Allan Laufgraben, 54 years old, as
president and chief executive officer and Peter A. Left, 43, as chief operating
officer

11. Milton Petrie, 90-year-old chairman, president, and chief executive officer
since the company was founded in 1932, will continue as chairman

According to Marcu [5] the “best” discourse trees are those which are skewed to
the right. The same discourse can be represented by many discourse structure trees.
Some of them convey to the same meaning as one from gold (the reference tree; the
tree with which are compared the observed trees). These are the best trees from all.
The best means those discourse trees which are closer to the gold discourse trees.

To analyze how much the tree is skewed to the right, Marcu [5] proposes a
weight score (w). This is computed as follows:

After computing the weight score for the tree from figures presented above, it
was obtained the scores given in Table 1.

After analyzing the score resulted, it can be observed that the best discourse tree
is the gold one, second is the result of parser, and on the last is one realized by an

Fig. 3 The discourse tree representation developed by an expert in NLP domain
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expert in NLP area. This means that the parser system is closer to the gold than the
discourse structure tree developed by an NLP expert.

With these scores it can be easily predicted which tree is the best tree for future
development. To complete the weight score, Marcu [5] developed another three:
Precisions, Recall, and F-measures. These scores reflect:

Precision the number of correctly labeled edus in analyzed tree and gold tree with
respect to the total number of labeled edus identified in the analyzed
tree.

Recall the number of correctly labeled edus in analyzed tree and gold tree with
respect to the number of labeled edus in the corresponding gold tree

FMeasures ¼ 2 � Precision � Recall
Precision þ Recall

The parser output and the discourse tree realized by a human expert are com-
pared with the gold tree. In these paper are analyzed the segmentation process and
the type of nuclearity. Features like Units (how many leaves are in the discourse
tree), Spans which reveals the inner nodes and which leaves they cover, and
Nuclearity which reveals the types of edus according to RST (nucleus or satellite),
are observed.

Thus, after computing the scores, the results are depicted in Table 2.
The results are very relevant. The score 1 for Units reveals that the parser output

and the gold have the same number of leaves. The same case is for the discourse
tree developed by a human expert and the gold tree. The score 1 for Units means
that all three discourse structure trees have the same segmentation (have the same
number of edus).

Table 1 Weight scores for the discourse tree representation from figures

Figures Weight
score

Figure 1. Gold discourse tree representation −1

Figure 2. Discourse tree representation of the parser output −12

Figure 3. The discourse tree representation developed by an expert in NLP
domain

−14

Table 2 Precision, Recall, and F-measures for the trees from figures

The scores The parser output versus gold tree The human expert representation
versus gold tree

Units Spans Nuclearity Units Spans Nuclearity

Precision 1 0.36 0.58 1 0.18 0.75

Recall 1 0.36 0.58 1 0.18 0.75

F-measures 1 0.36 0.58 1 0.18 0.75
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Even if the scores for Units are equal, when the Spans are considered, the parser
output has a better score than the human expert. The difference is significant. This
means that for inner nodes only two nodes from eleven covers the same edus in the
case of human expert. These are the ones which cover the edus 0, 1, 2 and the root
(which cover the whole tree). The parser deals much better. It has four inner nodes
identical with the gold tree.

Precision and Recall scores are the same because if the number of leaves is equal
these means that the number of inner nodes is also equal. Nuclearity scores reveal
that the tree developed by an expert is better than the parser output. As in previous
case, the difference is significant (0.58–0.75). The results present a better repre-
sentation of discourse tree developed by an expert compared with the gold tree. The
Nuclearity scores establish the importance of edus in discourse. The human expert
considers the most of the edus to have the same importance as the gold tree reveals.

All the scores proposed by Marcu [5]: weight, Precision, Recall, and
F-measures, confirm that between the parser output and the tree managed by an
expert, the second one is closer to the gold representation, but in case of Spans
analyses the tree from parser output is better than the one developed by human
expert.

3.2 Overlapping Score, Nuclearity Score, and Veins Score

The aim of comparing the measures proposed by Marcu [5] with scores developed
by Mitocariu et al. [6], is to analyze which are more relevant in comparing dis-
course tree structure.

A discourse tree can be described as a set of tuples of the form Rk[i,m,j]. This
notation represents a text span consisting of two arguments and the relation between
them. The two arguments are the left one spanning between edus i and m and the
right one spanning between the edus m + 1 and j. The tuples are computed only for
the inner nodes. A discourse structure tree has the number of tuple equal to the
number of inner nodes.

For example, in Fig. 1, the set of tuples are: [0,2,11] for the root, [0,0,2], [1,1,2],
[3,9,11], [3,7,9], [3,4,7], [3,3,4], [5,6,7], [5,5,6], [8,8,9], [10,10,11], [0,0,2].

3.2.1 Overlapping Score

Based on tuple representation, three scores are computed. First, Overlapping score
(OS) measure the topology of tree. It is computed as follows:

OS ¼ Number of Overlapping tuples
Number of Total tuples

ð2Þ
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The Overlapping tuples are the one which have the identical i and j in the tuple
representation. For example, if considering the set of tuples for Fig. 2 compared
with the set of tuples for Fig. 1, the Overlapping tuples are: [0,10,11] with [0,2,11];
[0,0,2] with [0,0,2]; [1,1,2] with [1,1,2]; and [5,5,7] with [5,6,7].

The total number of tuples is equal to the number of leaves decreasing by one
and denotes the number of inner nodes.

3.2.2 Nuclearity Score

According to Mitocariu et al. [6], Nuclearity score (NS) analyzes the type of
nuclearity for the tuples which overlap. Thus, the trees are observed in terms of the
similarities between their structures.

NS ¼ OS � Number of Nuclearity Overlapping tuples
Number of Overlapping tuples

ð3Þ

From (3) it can be observed that none of Overlapping tuples in comparing Fig. 2
with Fig. 1 has the same nuclearity. But if the discourse tree structures from Fig. 3
is compared with the discourse structure tree from Fig. 1, in terms of nuclearity,
there is a nuclearity Overlapping tuple: the one of the root. Both trees have the root
N_N.

3.2.3 Veins Scores

Veins scores were computed to measure the coherence of text. More precisely, two
different discourse tree structures can convey to the same meaning even if they are
different in terms of topology. Veins scores are based on Precision, Recall, and
F-measures as have been described by Marcu [5]. The starting point represents VT
and the scores are applied on the veins expressions of each edu. Observing the
labels from veins expression for each edu, can analyze the coherence of the text.
The scores are presented below:

VSPrecision ¼
PN

i¼1
ILi
Ti

N
ð4Þ

VSRecall ¼
PN

i¼1
ILi
Gi

N
ð5Þ

VSFMeasure ¼ 2 � VSPrecison � VSRecall
VSPrecision þ VSRecall

ð6Þ

534 E. Mitocariu



where,
ILi represents the number of identical labels from the vein expression of the edu i

in the analyzed tree and the gold tree;
Ti represents the total number of labels of the vein expression for edu i in the

analyzed tree;
Gi represents the total number of labels of the vein expression for edu i in the

gold tree;
N represents the total number of edus

A score nil represents that the analyzed trees are totally different, and a score
equal to 1, represents identical discourse trees.

Thus, after applying the score proposed by Mitocariu et al. [6], was obtained the
following results (Table 3).

The scores present, in terms of topology, the parser output as a better one than
discourse tree created by an expert. Also, by analyzing the veins expressions of the
edus the parser output is closer to the gold than the tree developed by a human
expert. But the difference is not significant. In terms of topology, the Overlapping
score is equal to the Precision and Recall on Spans proposed by Marcu [5]. This
equality proves that the score proposed by Mitocariu et al. [6] returns the same
results as those proposed by Marcu [5]. Further, the Nuclearity score is applied to
inner nodes whereas the Precision and Recall on Nuclearity are applied only to the
edus. Both methods return the same results. In terms of nuclearity, the human
expert is closer to the gold than the discourse parser output. The Veins scores reveal
the labels from the vein expressions of edus from parser output and human expert
contains nearly the same labels as the edus from the gold tree.

4 Conclusions

The paper aims to compare two methods of evaluating discourse parser systems.
The first is a traditional one and is developed by Marcu [5]. The second one is
developed by Mitocariu et al. [6]. To evaluate them was used Message
Understanding Conference corpus (MUC-7) which includes 30 newspaper texts

Table 3 The results after applying the scores proposed by Mitocariu et al.

The scores The parser output versus gold
tree

The human expert representation versus
gold tree

OS 0.36 0.18

NS 0 0.5

VSPrecision 0.78 0.72

VSRecall 0.49 0.48

VSF-measures 0.59 0.57
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whose lengths vary widely (average of 408 words and standard deviation of 376
words).

The scores proposed by Mitocariu et al. [6] were compared to measures
developed by Marcu [5]. In order to realize the comparison between methods of
evaluating discourse structure tree, three discourse tree structures were used. A gold
discourse tree was the referential tree for both methods. In order to evaluate a
discourse tree structure it is necessary to compare the tree obtained by system with
one that is known to be right. For this, an expert in NLP area manually annotated a
corpus and reveals its discourse trees. Gold files are prepared by hand. The eval-
uation of a discourse parser is usually done by comparing the parser output against
this gold representation. This comparison specifies how performance the parser is
(how closely is the parser output to the gold representation).

The comparison reveals that Overlapping score, Nuclearity score, and Veins
score are defined correctly and can be used as an alternative way for Precision,
Recall, and F-measures. Overlapping score analyzes the spans of text. In this case,
both measures present the parser output better than the tree developed by human.
Nuclearity scores present the tree created by expert closer to the gold, as the
Precision and Recall.

This means that both measures are correctly defined. It is better to remember that
Precision, Recall, and F-measures, most of the time need the same corpus to
evaluate the discourse parser systems, while the scores developed by Mitocariu
et al. [6] need only the gold discourse structure tree to test the parser performance.
Also, in the method proposed by Mitocariu et al. [6] the type of inner nodes is
observed. However, the method proposed by Marcu [5] considers only the nucle-
arity of edus. Another advantage of using the score proposed by Mitocariu et al. [6]
is that the scores are language independent. If a discourse parser for a foreign
language is developed, it can be evaluated using the scores proposed by Mitocariu
et al. [6] even if a referential corpus is missing.
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Considerations Regarding an Algebraic
Model for Inference and Decision
on Heterogeneous Sensory Input

Violeta Tulceanu

Abstract In this paper, we outline the foundations for a model for reasoning on
images based on abstract concept and action representation via concept algebra. On
performing object detection and recognition on image streams, the instances are
mapped to ontology. Concept algebra rules and definitions of abstract notions,
permit expressing image semantic and the making of further assumptions. This
enables abstract reasoning on knowledge extracted or resulted from a cascade of
deductions obtained from sets of images processed with different detection and
recognition techniques. It also becomes possible to corroborate knowledge
extracted from the image stream with information from heterogeneous sources, such
as sensory input. Concept algebra reasoning aims to emulate human reasoning,
including learning, but remains quantifiable, making way for verifiability in
deductions.

1 Introduction

Image understanding is important in fields such as medicine, aerospace, security,
and semantic web. Classic approaches rely on stochastic methods involving feature
classification and clustering, as in [1], where protein subcellular distributions are
interpreted using various sets of subcellular location features (SLF), combined with
supervised classification and unsupervised clustering methods. Earlier approaches
use artificial neural network [2]. Another approach is case-based reasoning, as
described in [3], where two creek type case-based reasoners operate within a
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propose-critique-modify task structure to combine low-level structure analysis with
high-level interpretation of image content. Case-based reasoning (CBR) has been
steadily expanding in the last 20 years and is widely applied in health sciences [4].
The subject is extensively covered in Perner’s 2008 book [5].

Apart from health sciences, image understanding has generated extensive work
in security areas such as iris biometrics, as described in [6], where techniques are
based on statistical analysis, starting with the work of Flom and Safir [7], Daugman
[8] and Wildes [9], with subsequently inspired models such as neural networks,
Gaussian mixture models, wavelets, fusing quality scores, etc. We find it also
necessary to mention the model-based approach of the DARPA image under-
standing benchmark for parallel computers [10]. Among the probabilistic approa-
ches, we also note Bayesian reasoning on qualitative descriptions for images [11].

However, more recent work tends toward a higher level of abstraction layer for
image reasoning, using syntactic reasoning models such as [12], which employ a
LALR type grammar and description languages [13]. Drawing from this and
Knauff’s article [14] on a neuro-cognitive theory of deductive relational reasoning
with mental models and visual images, we notice a direction in image under-
standing that can be successfully further expanded, namely providing a fully
quantifiable model with a high-degree of expressiveness for human-like reasoning.

Thus, providing a formal language (or equivalent structure) that can capture
abstract concepts, actions, and complex syllogisms about images, without necessarily
mentioning the detected, but rather the semantic of the relationships between them.

This prompted us to revert to our work in brain−computer interfacing that led us
to model human thought processes using concept algebra. The recent work per-
formed by Feldman [15], Wang [16–19], Hu [20], and Tien [21] strengthened our
assumption that the model would fit well the need to express abstract relations
between objects, as well as allow learning. This means that the model can use
previous knowledge in addition to current observations in order to make deduc-
tions, resulting in better image comprehension across different image streams.

Using concept algebra produces the basis for a framework that allows reasoning
on images, and can be further combined with epistemic logic to produce a reasoning
and communication framework that can be used by heterogeneous (mobile) sensor
agents.

2 Concept Algebra for Formal Ontology and Semantic
Manipulation

Let us assume that we are provided with an image input stream, on which
application-specific object detection and recognition have been performed, resulting
in mapping of the objects to an informal static ontology. Our goal is to provide a
denotational mathematical structure that is formal, dynamic, and general in order to
rigorously model and process knowledge, thus obtaining a formal ontology fit for
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semantic manipulation and further use for inference and machine learning.
Operational semantics for the calculus of concept algebra are formally elaborated
using a set of computational processes in real-time process algebra (RTPA), as
proposed by [19]. According to [19], we have the following definitions:

Definition 1 Denotational mathematics is a category of expressive mathematical
structures that deals with high-level mathematical entities, with hyperstructures on
HS beyond numbers on R with a series of embedded dynamic processes (functions).

Definition 2 A hyperstructure, HS, is a type of mathematical entity that is a
complex n-uple with multiple fields of attributes and constraints, as well as their
interrelations.

Wang employs the OAR (object-attribute-representation) model in order to
extend classic ontologies such as WordNet (which is purely lexical) and
ConceptNet (that adds complex concepts and higher-order concepts that compose
verbs with arguments such as events and processes) as to distinguish between
concept relations and attribute relations, thus facilitating machine learning and
causal reasoning. Thus, he defines his language knowledge base, LKBUDM (UDM
being a type suffix of RTPA).

Wang’s model heavily relies on RTPA, and views concepts as sets of IDs,
attributes, objects, internal relations, and external input and output relations,
whereas knowledge in general adds synonym and antonym relations to concepts.

In the following section, we propose an alternative to Wang’s model. We
simplify by removing the RTPA notation, producing our own definition of con-
cepts. From Wang’s model, we maintain the semantic environment Θ and the sets
of relational and compositional operators OP = ●r, ●c.

Namely, we use the compositional operators as described by Wang [17]:
inheritance, tailor, extension, substitute, composition, decomposition, aggregation,
instantiation, and specification. We maintain the same semantic, only replacing
concept representation. Thus, it remains possible to derive new concepts from
previous ones. However, our approach relational operators differ, as alternative
definitions of concepts co-exist, and translation from a syntactic representation to
any semantic representation will lead to the same abstract concept. Thus, instead of
relating synonyms, antonyms, etc., the relational operator links concrete concepts
and abstract ones; be it pure abstractions (“good”, “beautiful”) or verbs.

3 Our View of Knowledge Representation

Remark 1 A concept may represent a concrete object (table, tree), a measurable
phenomenon (wind, pressure), an abstract notion (task, gain, self), or an action
(return, take off, beacon).

Remark 2 Auditory stimulation using words results in brain activation patterns that
consist of simultaneously increased activity on a subset of the monitored brain
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locations. The set of monitored brain locations is finite, but can be arbitrarily
chosen. Potentially infinite number of concepts can be defined on a set if you
include PSDs (location and intensity, which is a real number).

Remark 3 One such brain location corresponds to a semantic dimension of the
concept described by the stimulus word. The set of all semantic dimensions B,
forms our working alphabet.

Definition 3 The definition of a concept C is the disjunction of the definitions of all its
known synonyms Si:C=S1∨ S2∨ …∨ Sn (Building =House∨Hut∨Tower∨Shed).

Remark 4 Two distinct concepts, C1 and C2 may share semantic dimensions and
one synonym may belong to one or more concepts (Ex.: “castle” may be in “house”
or “fortification”).

Definition 4 A syntactic definition SintD of a concept synonym is a conjunction of
free variables X1 … Xk, each variable Xi corresponding to a feature in the
agent-specific data model. The set of all syntactic definitions SintD is SintD.

Definition 5 A semantic definition SemD of a concept synonym is a conjunction of
free variables Y1…Ym, each variable Yj corresponding to a semantic dimension in
the abstract layer representation of the concept. The set of all semantic SemD
definitions is SemD.

Definition 6 Translation between syntactic and semantic definitions of concept
synonyms are performed by applying a bijective, invertible, and non-commutative
function tsl:SintD! SemD,where tsl(X1 … Xk) = Y1…Ym. Its inverse
tsl�1:SemD! SintD,tsl�1ðY1. . .YmÞ ¼ X1. . .Xk performs semantic-to-syntactic
translation.

Definition 7 The translation function tsl:SintD! SemD can be extended to
function Tsl:SintDn ! SemDn, Tsl having variable arity. Function Tsl allows
translating concepts, as tsl allows translating concept synonyms.

Definition 8 A basic sentence Fi is a conjunction of concepts occurring simulta-
neously at a given moment t.

Definition 9 Basic inference is obtained by applying rules over basic sentences
I ¼ F1. . .Fn, R1  R1

1. . .R
k1
1 , where R is constant according to the domain—Horn

clauses.

Definition 10 An agent is a mobile entity equipped with sensory input (denoted
SI), such as an UAV, radiosonde, ground vehicle with thermocam, etc. The set of
agents, Agents = {agent | agent = {self, resources, vocabulary, concept represen-
tation mechanism, inference mechanism, epistemic logic, learning mechanism,
querying mechanism, game theory strategies, group, trusted agents, friends, ene-
mies, task, current action, intention, gain, visible universe, invisible universe,
knowledge}}.
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Remark 5 The agent’s definition of self is a unique identifier (Self, rank) where Self
is a word over an alphabet A,A\B ¼ U, B ¼ f[big and bi is a semantic dimension,
and rank is an indicator of the agent’s position in the group hierarchy.

Remark 6 The resource set R is formed by the semantic definitions of the concepts,
denoting the resource to which weights are attached:R ¼ ðSemD(C),w)f g.
Remark 7 The vocabulary D is initially a predefined set D0 of semantic concept
definitions, which is further extended by learning or deduction. Thus, when an
agent needs to learn a new concept C, it can ask several trusted agents and select the
most frequent definition, query through a question/answer mechanism, or deduce
the definition himself from web queries and ontology. The vocabulary becomes
Di ¼ D0 [ C.

Remark 8 The sets for group G, trusted agents TA, friends Fr, and enemies E are
apriorically defined, and can be updated by learning, reasoning, or communication
with trusted sources. They consist of agent definitions as in 3.

Definition 11 An observation O is obtained by an agent by translating the sensory
input (SI), which it receives as syntactic definitions into the corresponding semantic
definitions and applying the inference rules to themF1 ¼ tslðSI1Þ. . .Fn ¼
tslðSInÞ; R1  R1

1. . .R
k1
1 . . ..

Remark 9 The knowledge K of an agent is initially aprioric K0, and further updated
by adding to it the validated inferences from observations and knowledge shared by
trusted agentsKiþ1 ¼ ki[VI[TF, where TF ¼ f[F;F 2 fTrustedAgentgg and
VI ¼ [I; I ¼ ff[Oig;KiR1  R1

1. . .R
K1
1 . . .g ^ I = True.

Remark 10 Common knowledge K is the intersection of knowledge of agents in a
given group K ¼ \Ki, where i 2 Agents.

Definition 12 The visible universe V is the sum of the agent’s current observations
via sensory input corroborated with the inferences, obtained by applying rules on
the observations and its aprioric knowledge restricted to the current setting
V = f[Oi g[I; I ¼ ff[Oi g; Kset;R1  R1

1. . .R
K1
1 . . .gx, where Kset�K ðKset ¼

K\f[Oig.
Definition 13 The invisible universe Inv represents everything that cannot be
inferred from knowledge K and current observations Oi.

4 Reasoning Mechanism

Thus, let us assume an agent that has acquired an image input stream. First, the
agent will produce a syntactic representation of the objects it detects, which it
translates to the semantic definition over the space of semantic dimensions (Fig. 1).
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Once detected, sentences are being formed by applying rules to sequences of
observations and extracting the abstract concepts. For instance, if in one image a
tree is standing and whereas in the following it is down, the inference rule applied
should introduce the abstract concept “fell” in the sentence, which is related through
an relational operator to the concept “tree”. Each agent will have a set of abstract
concepts to operate with, as described in the previous section (Fig. 2).

Cascading application of inference rules should eventually describe the action
that occurs in the image stream. The inference rules are applied recursively on the
basic sentence and agent’s knowledge; the deductions in each step being added to
the knowledge, until the targeted level of deduction is reached. In case of a mul-
tiagent system, the inference rules will also apply to knowledge from trusted agents.
All new sentences are added to the agents’ knowledge, which it can share with other
agents. In other words, if another agent does not possess the semantic definition of
the “tree”, it can obtain it and the related abstract concepts from another agent,
along with sample syntactic definitions. Learning means adding or replacing the
order of the semantic definitions in the concept definitions. The most common, thus
most likely, definition will be first. Rules can also be shared, since they are at the
same abstraction level.

Fig. 1 Sensory input is expressed syntactically

Fig. 2 Agents will process visual input and produce agent-specific syntactic representations of the
detected objects. These are further translated to algebraic semantic representations
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Thus, we have so far outlined a mechanism for inference on sensory input that
allows action understanding and is representation-independent. It becomes possible
for agents that have different input, in terms of dimensionality and significance, to
learn concepts from one another and to corroborate their knowledge (Fig. 3).

Also, having formal representations for abstract concepts (such as gain, inten-
tion, trust, etc.) makes way for communication and cooperation in groups of agents,
with the possibility to negotiate group strategies that are adequate in the given
context.

The agents complete their vision of the visible universe by communicating, and
use an epistemic logic on top of the algebraic formalism. Strategies are decided via
a game-theoretic approach, whereas queries for learning new information are made
by extending concept algebra with query algebra. Each agent is aware of both self
and group interests, and will act according to what the situation requires (Figs. 4
and 5).

Fig. 3 Basic sentence: object identification and first-level abstractions and verb

Fig. 4 Inference loop with multiagent knowledge
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Fig. 5 Requesting semantic definition of unknown concept from another agent using query
algebra

Fig. 6 Group decisions with human interaction
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Finally, as the formalism is compatible with natural language makes it possible
to send voice queries or commands simultaneously to different members of heter-
ogeneous mobile agent groups (as each agent is aware of its identity and role) (see
Fig. 6).

5 Conclusions and Future Work

In this paper, we have outlined the building blocks for a framework based on
concept algebra that can provide an abstraction layer for reasoning on images from
different sources, regardless of specific data representations. Our approach to
knowledge representation makes way for extensions to various logics, and for
combining with query algebra for rigorously formalized searches in the input. The
result is the possibility for agents with heterogenous knowledge and representations
to communicate and learn, develop strategies, and define intentions within a mul-
tiagent group, and can interface with natural language. Future work involves the
concrete definition of the inference rules and the deduction of abstract concepts and
of actions. Also, implementation is required in order to assess the practical effi-
ciency of the proposed reasoning mechanism. Finally, once the formalism is
completely implemented and a high-level reasoning mechanism is thoroughly
defined, extending the concept algebra with epistemic logic and implementing game
theory decision-making strategies, would allow for intelligent sensing agents that
can cooperate.
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Integrated Design Pattern for Intelligent
Web Applications

Zsolt Nagy

Abstract Nowadays, it is impossible to develop web applications without proper
design patterns, as developers must serve both rich client-side programming tasks
and usual server-side engineering and coding. The most popular design pattern is
model–view–controller (MVC). In this paper, we are searching for the answers to
whether the classic MVC is suitable for today’s web engineering needs, or whether it
is possible to suggest a new, integrated design pattern for modern web development.

Keywords Design pattern � Web development � MVC � Software engineering �
Intelligent web

1 Introduction

The development of a web-based system is much more work for a software engi-
neer than traditional software development. The life cycle of a web system,
development process, tracking, and maintenance is just some concepts that differ
significantly in classic software engineering. It is comprehensible why traditional
development methods are not suitable for web-based systems, and why they usually
need corrections and extensions to make them usable for web development.

2 Design Patterns

In the case of large-scale projects, design pattern usage is essential. There are
numerous design patterns, and both in desktop and web environments, the most
popular one is model–view–controller (MVC).
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2.1 MVC

The MVC design pattern is not a new invention. In 1979, Trygve Reenskaug saw
the need to create a pattern which he called “Thing-Model-View-Editor.” A revised
version of it was implemented in Smalltalk-80, with its new name, MVC [1].

The MVC design pattern assigns one of three different roles to an object in an
application. These roles are: model, view, and controller. This assignment defines
not only the role of an object, but also the way it can communicate with other
objects. A group of similar MVC objects is usually called a layer; for instance, a
group of models is called model layer.

MVC has many benefits for web development. Objects of MVC-based appli-
cations are more reusable; their interfaces are more precisely defined, and the
application itself is much more expandable than other applications.

Model The model encapsulates data specific to an application and defines the logic
and computational process that modifies, manipulates, or processes this data.
A simple example: a model object can represent a player in a computer game, or a
contact in a phonebook. A model object is obviously able to connect to another
model, with one-one or one-many relations. Model objects represent knowledge
and experience related to a specific domain, and thus they can be used again in the
future if there are similar problems to be solved.

Generally, a model object does not have a direct connection with view objects.
This is an important requirement as data and view are normally in close relation.
View objects present data, while a view object makes it possible to update or
modify these data on a user interface.

However, the correct process is if operations in the view layer, which create or
modify data, are communicated through a controller object and result in the creation
or updating a model object. In the reverse direction, the situation is the same,
whereby a model object changes (i.e., data arrives over the network connection), it
notifies a controller object, which updates the appropriate view object.

View A view object is an object that users are able to see in their application. View
object knows how to react with the user actions and how to draw itself. The main
purpose of view objects is to display data from model objects and to make it
possible to edit those data. Despite this, view object is not in direct relation with
model objects in the MVC application.

View objects receive information about model data changes via controller
objects and communicate user-initiated actions (i.e., an email address entered in a
text field) through controller to model objects.

Controller As shown previously, the controller object plays an intermediary role
between a model and a view object. The major purpose of the controller layer is to
broadcast and transmit View and model layer changes in both directions.
A controller can serve setup and coordinate tasks in an application and manage the
lifecycle of other objects.
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A controller object interprets user actions made in view objects and transmits
new or changed data to the model layer. When model objects change, a controller
object communicates the new model data to the view objects, so that they can
display them. The big advance in MVC architecture is that multiple views can
belong to a similar model or controller. This can be used efficiently in web-based
environment, whereas we would like to display the same content in different res-
olution displays (i.e., notebooks, tablets, and smartphones). This advantage also
appears in the area of the latest mobile application development. For example, in
the case of iOS (operating system of Apple mobile devices) development, the
integrated development environment (IDE) called Xcode creates views simulta-
neously for iPad and iPhone devices by default. Xcode calls views “Storyboards,”
whereas the model and controller that serve those storyboards remain the same.

Nevertheless, we should take into consideration that the original smalltalk MVC
architecture allows certain communications between model and view objects
(Fig. 1).

Many publications describe and apply this traditional MVC structure that truly
meets the basic requirement. The view does not modify the model and the model
cannot reach the view directly; those are the tasks of the controller.

3 Limitations of the Original MVC Pattern

However, a problem still arises in relation with this design pattern, regarding
reusability.

In an MVC application, model and view objects are the most reusable compo-
nents of an application. A user only meets with the view in most cases, and thus a
view is equal to the application itself from this point of view. A consistent, pre-
dictable, and familiar behavior is essential, which requires an excessive reusability
of the application’s view components.

Fig. 1 Traditional MVC
architecture
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Model objects encapsulate domain-specific data and related processes, and it is
even more worthy if we can reuse our well-prepared models in other applications.

Regarding these remarks, the best design principle is if we decouple model and
view objects, which greatly enhances the flexibility of our application, and the
reusability of its components.

Therefore, we should consider using a new, objective-C Cocoa framework
version of MVC design pattern, alongside current modern web engineering. In the
age of a responsive, intelligent web, hundreds of views based on the same model
and controller can exist, or the same view can even belong to more than one model
[2] (Fig. 2).

A quick example of multiple views with the same model and controller is if we
consider an intelligent web portal that is capable of serving different user interfaces
(UI) for its individual users, based on the visitor’s device type, geographical
location, or language preferences. In another case, a smartphone booking applica-
tion (such as Kayak1 or SkyScanner2) collects the best cheapest offers onto a single
view from different and continuously expanding models, from separate booking
systems all over the world.

It should be noted that in the original smalltalk MVC concept, the controller’s
main purpose is to respond to user events, as it participates as a mediator between
the user and the application; updating the model is only a side effect. Nevertheless,
we use controller as a separator between model and view in most implementations
today, whereas it was originally the observer’s task.

Thirty-five years have passed since the introduction of the MVC pattern.
Therefore several new and modified versions of this method have appeared that fit
the needs of present software engineering. One of its modified, slightly renamed
design patterns is the model–view–presenter (MVP).

Fig. 2 Cocoa framework
MVC design pattern

1http://www.kayak.com.
2http://www.skyscanner.com.
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4 Model–View–Presenter

The MVP is a revised version of MVC, although highlighting the differences is not
so easy as multiple different design patterns exist with the name of MVP.

Mike Potel, CTO (Chief Technology Officer) of Taligent Inc. described the ori-
ginal MVP pattern in 1996. The original name was Taligent Programming Model,
which became popular from its structural architecture and was called MVP [3].

4.1 Taligent MVP

Potel took the original smalltalk MVC pattern, where a text typed in a text entry
field is the model. The view component receives data from the model and deter-
mines how that data from the model will be presented on the screen.

It is the controller’s task to determine how user interactions, in a form of gestures
and events, cause data changing in the model. Such a user action is typing into a
text entry field, thus changing the underlying string. The loop closes when model
notifies the Vvew that its state has changed, and the view needs to be redrawn.

Potel’s approach was to break down the original MVC architecture into its
constituent parts and refine them, and to assist and support programmers in
developing more complex applications successfully.

In the first step, he formalized the separation between the model and the view–
controller, which is referred to as the presentation. There are two fundamental
concepts that programmers have to deal with: how to manage and how to present
data.

Since data management is quite a complex process, it is necessary to generalize
and extend the model concept in Potel’s model.

He drew up three main questions that can be answered with different objects and
data management layers created inside the model:

• What is the data?—model answers this question.
• How do I specify that data?—selection layer gives the answer.
• How do I change that data?—command layer is suitable for this.

In this case, a model contains the business logic and the data itself.
The selection components determines with which slice of data we consider

working with. Its result could be a row of data, a column, or a single element that
meets a given criteria.

A command then defines an operation that can be executed on a given data.
Some commands are: delete, insert, modify, or print.

The other fundamental phase of the programming work is to develop, maintain,
and connect the user interface to the model. Therefore, some questions arise on the
user side, which must be also answered by programmers.
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• How do I display data?—view
• How do user interactions map into changes in that data?—interactor
• How do I connect the whole system all together?—presenter

View is the visual representation of the model and consists of the user interface,
graphical user interface (GUI) elements, displayed on the screen. However, a view
does not necessarily have graphical representation (Fig. 3).

Interactors are components that specify how to map user events into
data-changer operations. For example, an interactor can be a mouse movement, a
keyboard keystroke, a drag and drop action, or a checkbox selection.

The presenter controls the operations of all components in an application. It
represents and elevates the function of the traditional smalltalk controller to an
application level. The role of the presenter is to create the appropriate model,
selection, command, view, or interactor and manage the application workflow.

The most obvious differences between Taligent MVP and classic MVC are the
presenter and interactors. A presenter is a kind of a general manager, although the
interactors rather than the presenter are responsible for capturing user events. Thus,
there is no need to create separate presenters for each view element (widgets), as it
was in the case of smalltalk controllers. Generally, a given view owns only one
presenter, although in certain cases, a presenter can even manage more than one
view.

Actually, interactors are similar to smalltalk-80 controllers and respond to user
events and call the suitable commands and selections of the model [4].

4.2 Dolphin Smalltalk MVP

The Dolphin smalltalk team simplified the original MVP pattern in the sense that
they removed interactor, command, and selector elements from the definition of the
architecture, and even the function of the presenter was simplified. It was trans-
formed from a subsystem management component into a mediator, whose purpose
is to update the model, based on information received from the view.

Fig. 3 Taligent MVP
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They recognized that the concept of an MVC Controller falls short of the
requirements of modern software development frameworks. Its main characteristic
is to respond to user interactions, although nowadays, native widgets can handle
those events directly. However, it should be noted that the functionality of those
GUI elements could be described by and mapped according to the original MVC
architecture. Today’s deservedly popular client-side JavaScript/Ajax frameworks
do exactly that.

Therefore, view is the component that captures user-generated events in the
Dolphin MVP design pattern. The view then delegates these events to the appro-
priate part of the presenter, who, afterward, modifies the model upon receiving data.
An important difference exists between MVC and Dolphin MVP; namely, that the
model modification is the fundamental task of the presenter, whereas capturing user
events is only a secondary function; a side effect [5] (Fig. 4).

4.3 Model-View-ViewModel (MVVM)

Finally, we cannot forget the MVVM design pattern, which is the one used mostly
among Microsoft platform developers.

MVVM is a Microsoft-implemented version of Martin Fowler’s presentation
model [6] and became popular by its wide use in Microsoft Presentation Foundation
(MPF) and silverlight frameworks [7]. MVVM’s main objective is to separate the
user interface from the underlying business logic. Using MVVM patterns, com-
ponents of an application can be tested more easily and can be developed sepa-
rately. The MVVM pattern consists of the following elements:

Fig. 4 Dolphin Smalltalk
MVP
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• Model: traditional MVC Model concept.
• View: the user interface itself displays information for users and triggers events

based on user interactions.
• ViewModel: a bridge between the view and the model.

Each view owns its own ViewModel. A ViewModel receives data from a model,
then transforms them into an appropriate format for the view, notifies the view if
underlying data have changed, and updates model data based on user interface
events [8] (Fig. 5).

Although the structure is similar to the MVP architecture in many respects,
Microsoft says MVP is quite suitable for traditional server-generated web pages and
the request/response paradigm, whereas MVVM is an optimized design pattern for
creating rich client applications, where client-side business logic and application
state are maintained through interactions between users or services.

Using this pattern, one can easily create two-way data bindings. For example,
programmers can use declarative data binding to connect the view to the
ViewModel, rather than writing code to connect the two together. Thus by con-
necting view properties to ViewModel, we do not need to write any code for the
ViewModel to update the view when it is necessary; it happens automatically.

Unlike MVP’s presenter, ViewModel does not need a reference to the view.
Connecting the view and the ViewModel makes it possible: if a property value in
the ViewModel changes, the new value is transferred to the view automatically.

For example, if a user presses a button on the view, then a command is executed
in the ViewModel and performs the requested action. The ViewModel does this,
and so a view never modifies model data.

Some developers doubt whether this pattern or, more specifically, the practical
usage of this pattern is correct. The problem is that many software engineers want to
compress the business and application logic into the ViewModel.

They cannot put it into the view, as it is only a simple user interface. It does not
know where the data comes from; it only knows how to display that data.

The model contains the data itself; this is obviously also not the right place for
the application logic.

There is nothing left other than the ViewModel, which already contains a subset
of model data, and those commands that are connected to the view. Therefore, if we
put the application logic into it, the ViewModel is going to become very complex,
so bug fixing and testing will be very difficult in the future.

Fig. 5 MVVM design pattern
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That is why it is necessary to supplement the MVVM model with a controller
element; its name in the industry is model–view–controller–viewmodel (MVCVM)
architecture.

The controller’s main task is to implement the application logic and to gather
independent components into a whole application. This functionality could be
familiar to us even if its name was not the same. Indeed, the presenter component of
Taligent MVP had exactly the same purpose.

It is clear now that the original MVC architecture has been changed several times
in the past, depending on the requirements of the age or the technology. Even
experts interpret the same design pattern in different ways; Josh Smith’s following
sentence characterizes the situation very well: “If you put ten software architects
into a room and have them discuss what the MVC pattern is, you will end up with
twelve different opinions [9].”

5 Our New Design Pattern

The idea of working out a new design pattern as a reaction to the developers’
requirements came from the IT industry. Based on our experience, our goal is to
formalize current ad hoc style solutions and offer a new design pattern.

5.1 Initial Problem

During our previous introduction to different design patterns, one could recognize
that both MVP and MVVM systems differ from the classic MVC pattern in one
important fact: they both substitute the controller. However, it is clear that it is
impossible to create complex applications without controller roles, or controller
functionality.

In addition, we like the original MVC architecture, or more precisely, its
modified, Cocoa version, where view and model do not communicate with each
other directly, but through the controller. Furthermore, our choice is verified by the
fact that MVC frameworks are the most popular development environments, both
on the client and the server side.

Software engineers have better experience with server-side solutions; they
usually use MVC tools for development. The following example describes the
MVC triage, with the most common server-side programming language, PHP.3

The model is responsible for maintaining the connection with the database, while
the model reads and writes table data, and contains those PHP classes that were
written for data management and data representation. Such a class can be a person,

3http://www.php.net.
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whose properties are name, address, email, and phone, whereas its methods can be
getName( ), setName( ), etc. Obviously, methods are clearly detailed, in order to
implement, for example, data validation before database actions.

The controller’s task is to prepare data received from the model for the view, or
to request data from the model upon user interactions generated on view. These
interactions arrive typically in the form of HTTP (GET or POST) requests.4 As we
noted previously, application logic will also be the function of the controller
component and is now an extension of the concept, compared to the traditional
MVC architecture.

The view is responsible for generating and displaying the current HTML con-
tent, and is typically a template in a PHP environment. Templates contain standard
HTML and so-called template ({tag}) tags. These tags could be simple variables,
methods, loops, or selections that are compiled to a PHP code by the template
engine. Although PHP codes and HTML tags can be combined during native PHP
coding, template tags make our code shorter, more transparent and, in optimal
cases, they are independent of the underlying programming language.

Using templates, decoupling view and model became much easier. However, as
client-side content is getting richer, the work with them is also getting more and
more difficult. As long as it was far enough in the past to attach a JavaScript library
to a template and call for some of its methods, but nowadays, heavy codes may vary
today’s complex view components. Client-side programmers’ work has increased
dramatically; they use their own tool collections, and use a separate framework,
which does not fit in with the services of today’s server-side MVC systems.

Furthermore, client and server-side development tasks can hardly be parallelized
with current technologies, and it would be optimal if we could provide a suitable
structure, where client-side and server-side programmers can work independently.

We need a recommendation, where a server-side developer does not need to
understand JavaScript language, and a client-side developer is even allowed to not
know anything about PHP or Smarty templates.5

5.2 MVC Integration

Thus the real question is how can we connect a JavaScript MVC with a PHP MVC
framework in such a way that the new, integrated system also fits into the MVC
architecture.

Approaching from the server side, it is clear that a view component needs further
segmentation, as view complexity makes the development work harder. If we
change the view component to a whole client-side MVC, our new system becomes
an M(MVC)C.

4http://www.w3.org/Protocols/rfc2616/rfc2616.html.
5http://www.smarty.net.

558 Z. Nagy

http://www.w3.org/Protocols/rfc2616/rfc2616.html
http://www.smarty.net


In the case of client-side MVC, the model component of an MVC pattern is a
simple HTML code, and the view is a CSS file,6 (one CSS file means one View),
whereas the controller is the browser itself that assigns HTML with CSS.

From another approach, view is a user interface born from a combination of an
HTML, CSS, and data. JavaScript classes and methods play the role of a controller,
and the model is the data coming from the web server.

Whichever aspect we take, the model is the interface where a server-side MVC
system could be attached.

It seems to be a reasonable solution the server-side system considers serving the
client-side, just like its view component (Fig. 6), whereas the client-side MVC
considers data coming from the server side as its model’s data source (Fig. 7).

One can presume that we should throw out both the client MVC model and the
server MVC view, but the answer is no.

Fig. 6 Server-side MVC

Fig. 7 Client-side MVC

6http://www.w3.org/Style/CSS/.
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Our goal is to leave the two existing frameworks untouched and establish a
bridge between them. The bridge, the solution, is a common interface that maps
client-side model to the server-side view (Fig. 8).

The new architecture also supports multiple connections of client-side MVCs to
the same PHP system, even if each client requires different data formats.

Since this design pattern supports multiple views, the number of server-side
view components can be easily extended. Thereby we made it possible to serve not
only HTML pages, but also arbitrary formats such as JSON7 or XML8 (Fig. 9).

6 Conclusions

Whether our new, integrated system still meets the MVC design pattern require-
ments is an important question. Since we can examine the system from any
directions, the Cocoa-style architecture still exists here; there were no changes.
Only an output format (View) and the input source (Model) have been changed.

Fig. 8 Integrated MVC

Fig. 9 Server MVC: multiple
views

7http://www.json.org.
8http://www.w3.org/XML/.

560 Z. Nagy

http://www.json.org
http://www.w3.org/XML/


Therefore, this new pattern has many benefits, not only for rich internet appli-
cation (RIA) development, but also for mobile platforms, where an Android or an
iOS developer could work independently of the PHP engineer, even though they
use the same design pattern; our new integrated MVC.
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Energy Performance Optimization
of Wireless Sensor Networks

Cosmina Illes, Cristian Vasar and Ioan Filip

Abstract This paper describes a case scenario regarding the energy consumption
in a wireless sensor network consisting of many sensors which monitor a large area,
such as a forest. The sensors are distributed in environments with challenging radio
conditions (with obstacles, attenuation, or perturbation) and the transmission of data
from the monitoring sensor to destination is very difficult due to the large distance
between the sensors. Because of the distance between the sensors are required
multihop algorithms to optimize the energy consumption. Also data aggregation
techniques and multiple base stations are used for optimizing the energy con-
sumption and to increase the battery and the entire network’s lifetime.

1 Introduction

Wireless sensor networks are based of sensors that are distributed on a large area for
monitoring physical or environmental conditions. Nowadays applications require
that the sensors should be autonomous. The wireless sensor networks are equipped
with sensors, which are battery powered, and have a radio communication and
cooperatively pass their data through the network to a main location. Although the
first studies of the wireless sensor networks were made for military purposes, they
impose in large ranges of applications: military, industrial, medical, domestic
automations, environment monitor, transports because of their reliability, precision,
flexibility, and low cost materials [1].
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The main constrains of wireless sensor networks are:

• Nodes distribution: the location of the nodes can be distributed deterministic or
stochastic and is strictly depending on the application, the nodes distribution
affects directly the networks communication performances.
In the deterministic distribution case, the nodes are placed manually, while in
the stochastic distribution case the nodes are placed randomly.

• Energy consumption: a very important issue is minimizing the energy con-
sumption without affecting the data accuracy. The nodes have their own limited
source of energy that is why we need communication and data processing
techniques that minimize the local energy consumption.

• Scalability: the number of the nodes placed in the monitoring area is very large.
In some application, it can reach hundreds or thousands of nodes.

• Coverage: a networks sensor obtains and provides some specific information of
the monitored environment.

• Fault tolerance: some times some networks nodes temporary interrupt working
because of an energy lack, a physical fault, or because of the environment
inferences, but the global functionality of the network does not need to suffer.

• Connectivity: It is said that a wireless sensor network is strongly interconnected
due to the large density of the nodes which prevent nodes to isolate one from
another.

• The transmission environment: due to the fact that in the multihop wireless
sensor networks the communication between two nodes is realized wireless the
problems that appear in the wireless communication may affect the functionality
of the entire network.

• Data aggregation: due to the fact that more sensors are placed in a large area and
monitor the same physical parameters, they can provide redundant data [2].

In case of a forest fire detection system, wireless sensor networks are used for
monitoring temperature, humidity, smoke, and gas detection. The main advantage
of using wireless sensors network in a forest fire detection system is the possibility
of maximizing the energy harvested within the environmental, financial, and
technical limitations.

Forest fire monitoring can be made using wireless sensor network and GPRS
network. This system has the design of a wireless sensor network and its software
implementation, but uses GPRS modules to send the data to the monitoring
center [3].

The temperature and humidity of a particular forest location can be measured in
real-time using the large number of sensors placed in the forest, and the measured
data can be transmitted to the fire-fighting monitoring center in real-time [4].

A system used to know precisely and almost in real-time the risk of forest fires is
presented in paper [5]. The paper presents a range-based protocol for detecting and
localizing the fire in the forest and control the entire environment.

Forest fire detection can also be made using medium access control
(MAC) protocols in wireless sensor networks [6].
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More and more applications require wireless connection due to the disadvan-
tages that wired connections have: wired devices cannot be placed very close to the
monitored phenomenon, limited devices mobility, and high maintenance costs
because of the large number of sensors that must gather data from large areas.
However, in the specialized literature, it is state that sending a single bit over radio
is at least three orders of magnitude more expensive than executing a single
instruction locally, so the wireless communication can have a higher cost in
comparison with the local data processing [7].

2 Wireless Sensor Network

A forest fire detection system based on wireless sensor networks consists of the
monitoring nodes which are usually distributed on the large areas. The monitoring
sensors receive data from the monitored environment using the sensing unit, per-
form basic calculations using the processing unit and transmit the data to the
monitoring center using the radio communication unit. Figure 1 presents a moni-
toring sensor’s block diagram. A monitoring sensor is made by a sensing unit, a
processing unit, a radio communication unit, and a battery unit.

The battery unit is used to supply energy to the other units of the sensor. Because
it does not exist a constant power supply there must be used batteries. Today some
sensors are equipped with photovoltaic cells to recharge their batteries.

The sensing unit consists of sensors or actuators that observe and monitor the
physical parameters of the environment in which they are distributed.

The sensing unit’s energy consumption depends on the sampling rate and on the
duty cycle [8].

The processing unit performs basic calculations based on the information
received from the sensing unit. It consists of a processor and external memory.

The radio communication unit is used for data communication in a wireless
sensor network but it has a reduced range of communication because of the energy
limitations.

In a simple wireless network, a periodically communication is made between
sensors and a control center called base station. The base station stores and pro-
cesses the measured data [9]. The battery of the nodes is very limited and it is very

Fig. 1 Monitoring sensor’s block diagram

Energy Performance Optimization of Wireless Sensor Networks 565



difficult to replace it frequently due to the large number of the nodes in the network
but also due to the large area in which the nodes are distributed. Due to the energy
limitation of the radio communication, the distance between the source and the
destination is limited. Is not always possible a direct communication between the
source and the destination in a forest fire detection system because of the large area
in which the nodes are distributed. In order to solve this problem are used relay
stations where the data packages take multihops from the source to the destination.
The value of the transmission range affects the network’s topology and the energy
consumption. The distance progress of the data packages from source to the des-
tination is bigger if the transmission range is larger. This is possible only with
higher energy consumption per transmission. However, if the transmission range is
shorter it is needed less energy consumption to forward the data packages to the
next hop although a larger number of hops is needed for the data packages to reach
to their destination.

The methods that are usually used for reducing the number of data packages that
travel through the network, involve data aggregation techniques.

Data collected from the network’s sensors is merged together and rerouted to the
base station for reducing the data packages that travel through the network. The
base station is the root of the routing tree and the network’s sensors are the tree’s
branches and the information travels from the sensors to the base station along this
routing tree [10].

The distance between the sensors is maximized, but without exceeding the radio
communication range. A wireless sensor network with one base station like in
Fig. 2 was considered in the simulations for this paper. The sensors can commu-
nicate directly only with the closest neighbors. For example, node 75 can com-
municate directly only with nodes 85, 74, 76, and 65. The base station
communicates with node N(100), the base station is used to prevent the node N
(100) to run out of energy. If it was not used a base station all the network’s nodes
will use N(100) as a repeater. So the N(100) nodes battery will be the one who runs
out first.

Fig. 2 Network’s sensors
distribution
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Due to the fact that node N(100) is the only node of the network which com-
municates directly with the base station, the transmissions from any other node to the
base station will use intermediary nodes as repeater and so the communication will
need a larger number of transmissions, and receptions, leading to an increase energy
consumption, as the distance between the nodes and the base station is larger.

3 Simulation Studies

Considering the routing tree in which the base station is the root and the network’s
sensors are the tree’s branches, it is presented in Fig. 3 an example regarding the
number of transmissions from the network’s sensor to the base station for 100 nodes
arranged in a 10 by 10 matrix when it is used one base station. Even if node N(100)
can communicate data in one transmission it will be the one whose energy will run
out first because it is used as a repeater by the other network’s nodes.

To increase the wireless sensor network autonomy, by optimizing the network
communication, without affecting the quality of the measurements, studies were
made using data aggregation.

To determine the impact of using the algorithm for going to sleep or active mode
of the network’s sensors on the total energy consumption of a wireless sensor
network, using the number of communications that take place between the sensors
and the base station, were taken in consideration this two cases: data aggregation for
a network data aggregation for a network in which the sensors are placed in square
matrices and data aggregation for a network in which the sensors are placed in a
nonsquare matrices.

We have considered the following:

• The sensors are placed in square matrices and their position is static, like is
shown in Fig. 2.

• The sensor’s measurements are covered into per units.
• The wireless sensor network is used to detect and extract data from the moni-

tored area.

Fig. 3 Number of direct
transmissions for every node
when one base station is used
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A wireless sensor network with 100 nodes placed in a 10 by 10 matrix, which
normalized values have a uniform distribution is presented in Fig. 4. The total
number of communications is 715.

We have considered the following:

• The sensors are placed in nonsquare matrices and their position is static. We
studied nonsquare matrices from 1 by 10 to 10 by 10 nodes.

• The sensor’s measurements are covered into per units.
• The wireless sensor network is used to detect and extract data from the moni-

tored area.

A wireless sensor network with 60 nodes placed in a nonsquare 6 by 10 matrix,
which normalized values have a uniform distribution is presented in Fig. 5. The
total number of communications is 245.

The number of communications for the nodes placed in square matrices from 1
by 1 to 10 by 10 is presented in Fig. 6 with solid line and the number of com-
munications for the nodes placed in nonsquare matrices from 1 by 10 to 10 by 10 is
presented in the same figure with dotted line.

Fig. 4 Uniform distribution
for 100 nodes

Fig. 5 Uniform distribution
for 60 nodes
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The studies were performed to see how the number of communications is
influenced by an additional base station. For reducing the number of communica-
tions without affecting the determination of the global and local peaks, we con-
sidered the following:

• The communication is starting from the farthest node from the base station.
• The communication is realized on the lines of the matrix in the base station’s

direction.
• A node receives and stores the data that are forwarded from his closest neigh-

bors and will send his own value in the network only if his value is larger than
the maximum value from the received and stored data from his neighbors
otherwise the node will wait the next sampling period.

This rule realizes the data aggregation using a solution which calculates the
maximum value.

For example, if the network is like the one presented in Fig. 3 the total number of
communications is 715.

In Fig. 7, it is presented an example regarding the number of transmissions from
the network’s sensor to the base station for 100 nodes arranged in a 10 by 10 matrix

Fig. 6 Number of
transmissions

Fig. 7 Number of direct
transmissions for every node
when two base stations are
used
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when two base stations are used. Taking into consideration the rule which realizes
the data aggregation, the total number of communications for the network presented
into Fig. 7 is 550.

In Fig. 8, it is presented an example regarding the number of transmissions from
the network’s sensor to the base station for 100 nodes arranged in a 10 by 10 matrix
when three base stations are used. Taking into consideration the rule which realizes
the data aggregation the total number of communications for the network presented
into Fig. 8 is 465.

In Fig. 9, it is presented an example regarding the number of transmissions from
the network’s sensor to the base station for 100 nodes arranged in a 10 by 10 matrix
when four base stations are used. Taking into consideration, the rule which realizes
the data aggregation the total number of communications for the network presented
into Fig. 9 is 380.

The studies were made for square matrices from 1 by 1 to 10 by 10 nodes and
even for nonsquare matrices from 1 by 10 to 10 by 10 nodes, using one, two, three,
and four base stations.

The number of communications in every case is presented in Fig. 10, with dotted
line are presented the number of communications for the nodes placed in nonsquare

Fig. 8 Number of direct
transmissions for every node
when three base stations are
used

Fig. 9 Number of direct
transmissions for every node
when four base stations are
used
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matrices using one, two, three, and four base stations and in the same figure with
solid line are presented the number of communications for the nodes placed in
square matrices also using one, two, three, and four base stations.

4 Conclusions

In this paper, some cases of reducing the battery consumption using data aggre-
gation are presented. Switching nodes in active or sleep modes and using multiple
base stations can reduce the number of communications. This cases lead to an
important energy saving without affecting the network’s connectivity. The cases
were studied because in case of forest fire detection the nodes are distributed in
large areas where the frequently change of the node’s battery is a time and money
consumer. Also the nodes cannot always be placed in a square matrix form due to
the large number of nodes and the large area that they have to cover. The number of
communications has an exponential growth in both cases even if the square matrix
form is the ideal form.

In case of using multiple base stations, the number of communications is
decreasing. Using two base stations instead of one decreases the number of com-
munications with 50 %. Using three base stations instead of two also decreases the
number of communications with 50 %. This rule is available for four base stations
instead of three and also for multiple base stations. The main advantage of using
one, two, three, or four base stations is the possibility of reducing the number of
communications between the nodes with low costs. But adding more base stations
in the network will make the network’s structure be more complicated. So adding
base stations to the network can be a good thing but also a bad one, because using
more base stations makes the network to do not be viable.

A problem that can occur in this wireless sensor networks is related to the fact
that we have used a static routing three. In case one node fails the entire network
communication is affected, this is the main disadvantage. But this can be avoided
using a dynamic routing tree.

Fig. 10 Number of
transmissions using one, two,
three, and four base stations
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Redefining a proper routing tree and adding multiple base stations, we can
reduce the number of communications and increase the fault tolerance of the
network.

Future research directions will be using routing techniques for reducing the
number of communications.
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Jigsaw Inspired Metaheuristic
for Selecting the Optimal Solution
in Web Service Composition

Viorica Rozina Chifu, Ioan Salomie, Emil Şt. Chifu,
Cristina Bianca Pop, Petru Poruţiu and Marcel Antal

Abstract This paper presents a new metaheuristic for selecting the optimal or
near-optimal solution in semantic web service composition. The metaheuristic
proposed here is inspired from the jigsaw cooperative learning strategy, which was
successfully applied in the student learning process. The search space is modeled as
an enhanced planning graph structure which encodes all the web service compo-
sition solutions for a given user request. To evaluate the quality of a solution, we
use a fitness function that considers as evaluation criteria the QoS attributes and the
semantic quality. We evaluated our jigsaw inspired metaheuristic on a set of sce-
narios with different complexities.

1 Introduction

Web services are software components that expose their functionalities over the
Internet. There are situations in which it is necessary to combine a set of existing
atomic web services in order to satisfy a complex request. Due to the large number
of services, offered by different providers and having the same functionality, a large
number of composition solutions can be obtained for the same composition request.
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In this situation, the selection of the best web service composition solution
according to the functional requirements and nonfunctional requirements (i.e., QoS
attributes) becomes a combinatorial optimization problem. Optimization problems
can be solved using suitable optimization techniques, such as metaheuristics that are
able to produce good solutions (i.e., near-optimal solutions) in a short time and
without processing the entire search space.

In the last years, a great interest has been manifested in developing new meta-
heuristics as powerful techniques for solving optimization problems. Most of these
metaheuristics are inspired from the processes occurring in nature, such as the
foraging behavior and the breeding process of birds [1, 2], the river formation
process [3], or the water life cycle [4]. Others metaheuristics are inspired from the
physical and chemical processes [5] or from the musical improvisation [6]. Nature
has been considered as a good source of inspiration, since biological systems or
processes in nature exhibit self-optimization and self-organization capabilities in a
de-centralized way.

In this paper, we propose a new metaheuristic for selecting the optimal or
near-optimal solution in semantic web service composition. The metaheuristic
proposed here is inspired from Jigsaw, a cooperative learning strategy [7] that was
successfully applied in the student learning process. We followed two main steps
when developing the jigsaw-inspired metaheuristic: (i) analyzing jigsaw learning
strategy [7], and modeling the resulting concepts and processes so as to fit to the
optimization problem; (ii) elaborating a jigsaw-inspired optimization algorithm for
solving optimization problems, based on the above. We have applied the new
algorithm in the context of selecting the optimal or near-optimal solution in semantic
web service composition. In our case, the search space of possible web service
compositions is represented as an enhanced planning graph (EPG) dynamically built
for a given user request. To identify the optimal or near-optimal composition
solution encoded in the EPG, we have defined a fitness function which uses the QoS
attributes and the semantic quality as selection criteria. To validate the jigsaw
inspired metaheuristic, we have implemented an experimental prototype and carried
out experiments on a set of scenarios of different complexities.

The paper is organized as follows. Section 2 presents related work. Section 3
briefly describes the EPG structure. Section 4 presents our jigsaw-inspired meta-
heuristic, while Sect. 5 illustrates the experimental results. We end our paper with
conclusions and future work proposals.

2 Related Work

This section reviews some bio-inspired methods for selecting the optimal or
near-optimal solution in web service composition.

In [8], the authors present a hybrid particle swarm-based algorithm for selecting
the near-optimal solution in web service composition based on QoS attributes.
The algorithm proposed combines the particle swarm optimization (PSO) with a
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chaotic mutation operator and a local search method to improve the convergence of
the classical PSO algorithm. The chaotic mutation operator is used in order to avoid
the stagnation of the particles into a local optimum in the early stage of evolution,
whereas the local search method aims to improve the diversity of the algorithm. To
evaluate the quality of a particle, a QoS-based fitness function is defined.

The authors of [9] present a genetic-based algorithm for selecting a near-optimal
solution in web service composition that uses as evaluation criteria the QoS attri-
butes and user constraints. The novelty of this approach consists in defining a new
type of chromosome encoding and two types of crossover operators: one in which
the genes of a child are inherited from one or the other of the parents alternatively,
and another one in which a certain percentage of the genes are inherited from one of
the parents and all the remaining genes are inherited from the other parent [9].
Additionally, this approach defines a QoS model that considers the following QoS
attributes: response time, execution cost, availability, reputation, and successful
execution rate. The QoS model proposed takes into account the following types of
execution patterns between the services involved in a composition solution:
sequence, cycle, XOR-parallel, and AND-parallel.

In [10], the authors propose a hybrid algorithm that combines genetic algorithms
with the simplex method for selecting a near-optimal solution in web service
composition. The simplex method is used for improving the local search capabil-
ities of the genetic algorithms. The algorithm proposed considers as selection cri-
teria the QoS attributes and has been tested on a cloud service environment.

The paper [11] proposes a new algorithm for selecting a near-optimal solution in
web service composition based on QoS attributes. The algorithm proposed is
inspired from the foraging behavior of animals in nature. In this approach, the
population of individuals is partitioned into clusters, and there are four types of
individuals: cluster heads, producer, scroungers, and rangers. A cluster head is the
best individual in its cluster (i.e., the individual that has the highest fitness value in
the cluster). There is only one producer, which is the individual that has the best
fitness value among the whole population. The rest of the individuals are partitioned
into scroungers and rangers. The producer searches the environment for resources
using a specific searching strategy. Every scrounger tries to find resources by
moving toward its cluster head. The cluster head of each cluster moves toward the
producer, and the rangers perform random walks in the search space to look for
resources.

In [12], the authors propose a genetic-based algorithm for selecting a
near-optimal solution in multipath web service composition based on QoS attri-
butes. In this type of composition, different topologies of solutions may provide the
same output. A genetic individual is a composition solution of variable length,
which includes: (i) the input and output parameters of the corresponding task,
(ii) whether the task is inside a parallel/choice structure, and (iii) the associated
concrete service. The evolution of the population is ensured by applying a
crossover-based operator and a mutation operator.
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3 Web Service Composition Search Space

We represent the web service composition search space on which we apply the
jigsaw-inspired metaheuristic as an EPG [13]. The EPG structure is built by
mapping the AI planning graph problem [14] to the semantic web service com-
position and by also enhancing the mapped concepts with new abstractions such as
service cluster and parameter cluster. A service cluster groups together services
with the same functionality. The functionalities of the services in the same cluster
are annotated only with ontological concepts, which are arranged in an is-a hier-
archy. A parameter cluster groups together input and output parameters of services,
annotated in their turn with ontological concepts, which are arranged in an is-a
hierarchy as well. The EPG construction is an iterative process which operates at
the semantic level. At each step, a new layer consisting of a tuple (Ai, Li) is added to
the graph, where Ai represents a set of service clusters and Li is a set of clusters of
input/output parameters. In the tuple (A0, L0) of layer 0, A0 is an empty set of
services, and L0 contains the user provided input parameters. For each layer i > 0, Ai

is a set of clusters of services for which the input parameters are in Li−1, and Li is a
set of clusters of parameters obtained by adding the outputs of the services in Ai to
the set Li−1. The EPG construction ends either when the requested outputs are
contained in the current set of parameters or when the sets of service and parameter
clusters are the same on two consecutive layers. A web service composition
solution as encoded in the EPG is defined as a set of web services, each service in
the set being selected from one different service cluster of the EPG (one web service
is selected from each service cluster on each layer of the EPG). To evaluate a
composition solution sol, we defined a fitness function QF as:

QFðsolÞ ¼ wQoS
�QoSðsolÞ þ wSem

�SemðsolÞ
ðwQoS þ wSemÞ�jsolj ; ð1Þ

where: (a) QoS(sol) is the QoS score of sol [13]; (b) Sem(sol) is the semantic
quality score of sol [13]; (c) wQoS and wSem are weights representing the relevance
of the QoS and semantic quality respectively.

4 The Jigsaw-Inspired Selection Method

For finding the optimal or near-optimal composition solution in web service
composition, we have developed a new metaheuristic, inspired from the jigsaw
cooperative learning strategy. This strategy was successfully applied in the student
learning process [7]. Our Jigsaw inspired metaheuristic is applied on the EPG
structure. A multicriteria fitness function that considers the QoS and the semantic
quality is used to evaluate the quality of a composition solution.
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4.1 Mapping the Jigsaw Cooperative Strategy
to the Problem of Selecting the Optimal Solution
in Web Service Composition

The jigsaw method is a cooperative learning strategy that was successfully applied
in the student learning process (see Fig. 1).

According to the method, a group of students that need to learn a course material
is divided into smaller subgroups (which are termed home groups). The number of
members in a subgroup is equal to the number of parts in which the course material
is divided. Within a home group, a separate part of the course material is assigned to
each student. Since the same course material as a whole is assigned to each home
group, one particular student in any home group has the same material part to study
as one other specific student in any other home group. To increase the learning
accuracy for each material part, the students across home groups who have learned
the same part of the course material will get together into an expert group. The
students of each expert group will do a brainstorming at the expert group level and
will share their knowledge, so that each member becomes an expert on the part of
the material he/she studied. Finally, each expert will go back into his/her home
group and will teach the other members of the home group about the part of the

Fig. 1 Example of learning by applying the jigsaw method
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material he/she studied. The main benefit of this learning approach stems from the
fact that students need to work together as a team in order to learn the course
material assigned. Each member of the team contributes to the established goal.

Starting from this cooperative learning strategy, we have developed a new
metaheuristic that can be applied for selecting the optimal or near-optimal solution
in semantic web service composition. As such, we have mapped the concepts of the
jigsaw cooperative learning method [7] onto the problem of selecting a near-optimal
solution in semantic web service composition, as in Table 1.

4.2 The Jigsaw-Inspired Algorithm

The jigsaw-inspired optimization algorithm (see ALGORITHM 1) takes the fol-
lowing parameters as input: the number of home groups (noHG), number of agents
in each home group (noAHG), the number of agents in each expert group (noAEG),
the search space (EPG), and the number of iterations (it). The algorithm returns the
optimal or near-optimal solution according to the fitness function.

The algorithm consists of an initialization stage and an iterative stage. In the
initialization stage, a number noAHG of composition solutions are randomly gen-
erated. This set of solutions will be assigned to each home group, one distinct
solution for each group member and the same set of solutions for each group. Then
the solutions associated to the agents in each home group will be submitted to a
perturbation process (i.e., a mutation) in order to simulate the process of learning a
separate part of the course material for each student in one home group. In the
iterative stage, the following steps are performed until the stopping condition is
met:

Table 1 Mapping the jigsaw learning strategy onto the optimization problem

Jigsaw learning strategy Optimization problem

The whole material to be studied A set of solutions to the optimization problem,
representing the initial population of individuals

Part of the course material to be
studied by one student

A solution to the optimization problem

Student Agent with a solution associated

Home group Set of agents

Expert group Set of agents with similar solutions

Brainstorming at the expert group
level

Combine the solutions associated to the agents from the
expert group by means of crossover

Learning at the home group level Each agent enhances its solution based on the experience
of the other agents in the home group, experience already
achieved in the expert group
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Step 1 This step creates a number of expert groups equal to the number of home
groups. The steps followed to create the expert groups are: (i) from each home
group, a number noAEG of agents are selected as the best agents in the home group
(i.e., agents having associated solutions with the highest fitness values); (ii) the very
best agent in each home group is assigned to each expert group, (iii) for the
remaining best agents (i.e., the best agents identified at step (i) except the very best
one) the most appropriate expert group into which each of them should be placed is
identified; the most appropriate expert group is selected based on computing the
similarity between each expert group and each agent to be placed, as follows:

Simðagi;ExpertGrkÞ ¼
Xn

j¼1

jFitnessðagiÞ � FitnessðagkjÞj; ð2Þ

where (a) Fitness(agenti) represents the fitness of the agent that needs to be placed
into an expert group; (b) fitness(agentkj) represents the fitness of an agent which is
already in the kth expert group (agent placed in previous iterations in step (iii);
initially only the agent placed in step (ii)); and (c) n represents the number of agents
already in the kth expert group.

Step 2 For each expert group, the following operations are performed:

• A one point crossover operation is performed between every two agents in the
expert group, where the crossover point is randomly chosen. As a result of
crossover, two new solutions are obtained. This process is similar to the jigsaw
learning process, in which each student borrows part of the knowledge from
other students (brainstorming).

• The solutions resulted by applying crossover between the agents in the expert
group are ranked according to their fitness value, and the best solution is kept to
be used in the next iterations. Half of the total number of solutions, actually the
best ones, are kept in the expert group, and the other half are replaced with new
solutions, as follows:

• A number noBest of solutions are replaced with the best solutions kept from
the previous iterations, where noBest is computed according to the following
formula:

noBest ¼ r � jExpertGrj
2

; ð3Þ

where: (a) |ExpertGroup| represents the number of elements from the expert
group, and (b) r is computed as the ratio between the current iteration and the
total number of iterations.

• The remaining solutions are replaced with new randomly generated solutions.

Step 3 The agents in the expert groups return to their home groups and share their
new solutions with the other members of the home group. The sharing is performed
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using a one point crossover operator. The crossover operator is applied between
every two agents in the home group (similar to the learning process in which each
student borrows part of the knowledge from other students (brainstorming)). As a
result of crossover, two new solutions are obtained, which will replace the old
solutions of the two agents on which the crossover was applied.

5 Experimental Results

The convergence of the jigsaw inspired metaheuristic toward the optimal solution is
influenced by a set of adjustable parameters specific to this algorithm, namely: the
number of home groups (noHG), the number of agents in each home group
(noAHG), the number of iterations (it), and the number of agents in each expert
group (noAEG). To establish the optimal values for the adjustable parameters, we
followed three steps: (1) performing an exhaustive search in the EPG in order to
find the optimal composition solution together with its score—this optimal score
will be used when we will adjust the parameter values for our jigsaw inspired
metaheuristic so as to obtain the optimal or near-optimal solution; moreover, our
algorithm is able to hit such an optimal solution in a short time, since it does not
need to process the entire search space; (2) establish an initial configuration of the
adjustable parameters based on a set of preliminary assumptions that will be vali-
dated experimentally; (3) iteratively fine-tune the initial configuration of the
parameters in order to identify their optimal values. We applied these three steps
when testing our jigsaw inspired metaheuristic on three different scenarios with
various complexities. Table 2 illustrates the experimental results of step (1) (the
exhaustive search) for each scenario, as follows: (i) code of scenario; (ii) the
structure of the EPG, illustrating the number of layers (on table, each layer is
represented as a mathematical set), the number of clusters on each layer (given by
the cardinality of each set), and the number of services per cluster (given by the
value of each element in a set); (iii) the number of solutions encoded in the EPG

Table 2 EPG configurations and other additional information

Scenario code EPG configuration Search space complexity Global optimal fitness Time
(min:s)

S Layer 1:{4 5 6}
Layer 2:{6 4 6}
Layer 3:{4 6 5}

2073600 6.456 3:08

M Layer 1:{3 5 4 6}
Layer 2:{6 4 6 5}
Layer 3:{4 6}

6220800 7.482 15:47

L Layer 1:{6 5 3 3}
Layer 2:{4 6 4 3}
Layer 3:{6 5 6}

13996800 8.024 56:18
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(illustrated as column 3, Search Space Complexity, in Table 2); (iv) the global
optimal fitness value (Global Optimal Fitness in Table 2); and (v) the execution
time (Time). Tables 3, 4, and 5 present some fragments of our best experimental
results (in terms of average optimal fitness (fitOpt), average standard deviation
(STD), and average execution time Time) obtained when varying the values of the
adjustable parameters in running the jigsaw inspired metaheuristic. Each row
illustrates the average results of running the algorithm for 100 times on the same
configuration of the adjustable parameters. For each table, there is only one row
colored gray to indicate the optimal configuration of the adjustable parameters, as
they led to the very best result. We have also assessed our jigsaw-inspired meta-
heuristic by comparing it with the state of the art genetic-inspired algorithm for
selecting the optimal solution in web service composition, proposed in [15]. For the
jigsaw-inspired metaheuristic we have considered the optimal configuration of the
adjustable parameters, as highlighted for each of the three scenarios in Tables 3, 4,
and 5. The comparative analysis has been made on the same three scenarios

Table 3 Experimental results for scenario S when running the Jigsaw-inspired metaheuristic

noHG noAHG it noAEG Fitness STD Time (s)

10 30 15 10 6.374 0.082 0.111

20 15 12 10 6.372 0.084 0.109

20 15 13 11 6.368 0.088 0.100

16 30 10 10 6.342 0.114 0.163

15 30 10 10 6.34 0.116 0.15

10 30 10 10 6.327 0.129 0.108

20 15 10 10 6.31 0.146 0.99

20 15 15 11 6.287 0.169 0.99

20 15 12 8 6.264 0.192 0.102

10 35 10 12 6.231 0.225 0.127

Table 4 Experimental results for scenario M when running the Jigsaw-inspired metaheuristic

noHG noAHG it noAEG Fitness STD Time (s)

20 15 13 11 7.360 0.122 0.147

16 30 10 10 7.35 0.132 0.267

20 15 15 11 7.313 0.169 0.156

10 30 15 10 7.292 0.19 0.161

15 30 10 10 7.276 0.206 0.236

20 15 12 8 7.249 0.233 0.156

20 15 12 10 7.221 0.261 0.144

20 15 10 10 7.186 0.296 0.158

10 30 10 10 7.176 0.306 0.161

10 35 10 10 7.141 0.341 0.194
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(S, M, and L) as described in Table 2. Moreover, we have used the same stopping
condition, i.e., 100 iterations, for both algorithms under comparison.

Table 6 presents the experimental results obtained by the two algorithms.
The experimental results in Table 6 show that our jigsaw-inspired metaheuristic

provides better fitness values in a shorter execution time as compared to the
genetic-inspired algorithm of Canfora et al.

6 Conclusion

In this paper, we have presented a new metaheuristic for selecting the optimal or
near-optimal solution in semantic web service composition. The metaheuristic
proposed is inspired from jigsaw, a cooperative learning strategy that has been
successfully applied in the student learning process. The main steps in developing
our jigsaw-inspired metaheuristic were the following: (i) analyzing the jigsaw
learning strategy and modeling the resulting concepts and processes so as to fit to
the optimization problem; (ii) elaborating a jigsaw-inspired optimization algorithm

Table 5 Experimental results for scenario L when running the jigsaw metaheuristic

noHG noAHG it noAEG Fitness STD Time (s)

10 30 15 10 7.953 0.071 0.241

16 30 10 10 7.937 0.105 0.410

20 15 13 11 7.932 0.11 0.241

20 15 12 10 7.903 0.139 0.238

20 15 10 10 7.865 0.177 0.234

15 30 10 10 7.855 0.169 0.369

10 30 10 10 7.83 0.194 0.250

20 15 15 11 7.83 0.194 0.227

20 15 12 8 7.807 0.217 0.233

10 30 12 6 7.797 0.227 0.291

Table 6 Experimental results
for scenarios S, M, and L

Scenario/algorithm Fitness STD Time
(s)

S Jigsaw inspired
metaheuristic

6.374 0.082 0.111

Canfora 6.056 0.4 0.241

M Jigsaw inspired
metaheuristic

7.292 0.19 0.161

Canfora 7.275 0.207 0.340

L Jigsaw inspired
metaheuristic

7.953 0.071 0.241

Canfora 7.36 0.664 0.344
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for solving optimization problems, based on the above. The new algorithm has been
tested in the context of selecting the optimal or near-optimal solution in web service
composition. In our approach, the web service composition has been modeled as an
EPG which was dynamically generated for each user request. The quality of a web
service composition solution has been evaluated via a fitness function that uses the
QoS attributes and the semantic quality as evaluation criteria. As future work, we
indent to test the metaheuristic proposed here on other optimization domains.
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Multimedia as a Tool for Leaning
Engineering

D. López de Luise, J. Gelvez, N. Borromeo, L. Maguet and L. Dima

Abstract Certain subjects in Engineering cover complex concepts. Multimedia
may provide a simple, short and effective way to explain them. This paper aims to
describe a virtual learning environment named MIDA. It has been designed to train
and evaluate a set of tips to improve teaching in that area. LEARNITRON is an
offspring of the project. It is a sub project for automatic modelling learning profile
of students according to the combination of students profile, topics to be taught and
current set of multimedia tools. The goal of this paper is to sketch LEARNITRON
and how to improve multimedia tools for teaching, based on basic machine learning
techniques. The resulting model may be useful to define specific features for better
educational videos, and to acknowledge the right scope of multimedia as a way to
teach or train students in Engineering subjects based not on personal opinion but on
statistical findings.

Keywords Multimedia language � Audiovisual techniques � Engineering educa-
tion � Video-games � Automatic learning

1 Introduction

Audiovisual tools and new technologies are recent acquisitions of modern class-
rooms. They became an interesting question for current academy [1]. The main goal
of this paper is to introduce an approach based on multimedia to help teaching in
complex Engineering subjects, and better explanation of the real world imple-
mentations, main benefits and common usage.

From Neuroscience point of view creativity and originality are processes that
create specific patterns in the brain [2] and it is possible the enhancement of
creativity by training [3]. But creativity and academic achievement sometimes are
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independent among higher levels of intelligence [4], this because The dramatic
change in learners should be balanced by an equal change in teachers’ instruction
especially among high achievers [5].

There are multiple intelligences and each one may be accessed using different
stimulus. There is close relation between the musical intelligence with the right
hemisphere and the logical intelligence with the left hemisphere. It is also clear that
there is an equal relation between both of (the bodily and the linguistic intelli-
gences) with the left hemisphere and the spatial intelligence with the right hemi-
sphere [6].

Furthermore, intelligence and creativity are interrelated and they are separate
constructs based on meta-analytic findings. Genetics research review shows a
prevalent view of the power of the environment impacting genetic potential [7].
This proposal takes multimedia as a tool to improve Engineering topics under-
standing, uses and real world applications of its principles. Many authors based
their studies on technical and theoretical hints, discarding other sources of infor-
mation like text articulation. That is the case of [8], that includes a historical
introduction of Control Systems. Information is complete but static. Marton defines
a general hard coded multimedia learning profile [9] that helps identify topics to be
improved. The current proposal takes some of its principles but adds a plastic
learning approach for the profiles.

Paper [10] presents a list of simple and didactic available media for teaching.
Among others:

• Sound as a source of information (for instance radio)
• Visual information (a photograph, a poster, etc.)
• Light audiovisual (proyectors, interactive whiteboard, etc.)
• Audiovisual (Cinema and television)

The paper [10] also agrees that audio is an important element for education,
since it usually represents half of the communication in multimedia. They have
inherent features that make them adequate for teaching in classrooms.

The contents to be covered by LEARNITRON prototype are pretty abstract and
close to mathematics. Therefore they require pedagogic tools simpler and
self-explanatory [11]. Audiovisual communication may be useful to engage student
with a game with images, sound and underlying abstract concepts. Albert [12]
affirms that it is relevant to take them as part of the future society. In fact, multi-
media plays an important role in any Engineering applications as they constitute a
set of techniques that make it possible a deeper and faster understanding [13] of
complex ideas. The efficiency relies in the usage of many human senses.
Experiences in [14] indicates that it allows to a more concrete, clear and precise
explanation of the topics. In [15] teachers used photographs, collage, paintings, role
playing, etc., resulting in a better response and increased interest and enthusiasm by
students. In [16] military instruction was improved on topics like survival and
strategy efficiency using slides, and films.

Those are proof of a cognitive theory [17] that considers every learning process
as a three-layered human psyche. First level describes what and why of a concept.
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Second is how (known as technical dimension). Third relates with making or not
decision. The first two define the efficiency and efficacy of the learning process.

There must be also a step from Information and Control Theory (ICT) towards
pedagogy [11], supported by educational regulations and compliant with social and
organizational environments. Thus, it is mandatory to engage a well use of ICTs
prior to broadly incorporate new technologies. Many other authors have proposed
multimedia utility en learning process [18, 19], and implemented certain alterna-
tives [20–25].

Section 2 presents the global architecture of the MIDA prototype, the multi-
media application that feeds LEARNITRON model. Section 3 has initial test cases
and statistics. Finally, Sect. 4 describes conclusions and future work.

2 Project Architecture

LEARNITRON is a learning model automatically built using trace data taken from
a virtual museum named MIDA. The museum has a set of ancient devices that
implement certain engineering principles. Every object has also video, text and
photo information. During a visiting, a user can interact with the device,
assemble/disassemble it, learns basic or advanced information from videos and
texts. Al the knowledge is tested in a sandbox where the visitor must solve puzzles
using the concepts just learned.

Taking trace data from logs and log-in forms, the prototype applies machine
learning to understand the visitor’s behaviour and infers the relationship of each
multimedia tool and feature with learning process and the inherent abstraction
process.

Among others, LEARNITRON project have these main goals:

1. Trace behavioural information to be able to discriminate junior from senior
visitors and their abilities.

2. Show ancient devices as a way to introduce complex concepts from the physics,
mathematics, chemical, hydraulics, mechanics, etc.

3. Provide a confident and efficient tool to asses the impact of certain multimedia
artefacts to learning and conceptualization processes. Among other usages of
such model, could be custom advice for a specific classroom about which are the
best suited sequence of concepts, multimedia approaches, learning speed and
reinforcement requirements.

4. Show and explain real world applications of abstract concepts that are usually
hard to visualize.

5. Promote Engineering careers, as it can be visited by anyone that takes time to
play with devices, read/listen information and play in the sandbox.

6. Track and evaluate certain factors in the dramatic decrease of the Engineering
students, and high desertion in firsts levels. This is done by indirect tracking the
persistence, motivation, and other clues.
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All these goals relay on the association between education and ICTs [11], since it
is well known they impact positively making the student more creative and
self-sufficient.

The architecture of MIDA (Museo de la Ingeniería Desde la Antigüedad,
museum for ancient engineering artefacts) is in Fig. 1. The museum components are
built using platform UNITY (c), and many others are in a data server and/or in a end
user terminal.

The museum starts with a welcome screen and ask the visitor certain minimal data
to be able to hold together all the information of a single user along different sessions.

Figure 2 shows the mentioned first screen, that also has the option of navigate
controls, which are multi-platform.

Following is a short summary of the main components sketched in the global
diagram.

2.1 Core

The three following components of the museum’s core are in UNITY(c) platform:
MIDA, device catalogue of the user and editor.

Fig. 1 MIDA architecture
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MIDA is a museum designed as a set of interconnected rooms connected through
ports (marked as red pipelines).

Every room has two components:
1. Mock-ups holding many puzzles that may or may not be activated according

to the learning degree of the user. The more puzzles are successfully completed, the
more ones will be unlocked. This is because a puzzle is a mini test of certain tip or
concept. Figure 4 shows a typical mock up.

2. Device are ancient objects selected by its features (among others poles, lever,
vessels, Da Vinci’s screw, etc.). Every object in the showroom has videos (intro-
ductory or function’s demo), texts (introductory or technical), and images or photos.
Besides it is possible to assemble and disassemble the device to understand its
architecture.

Figure 3 shows a mock-up with a set of locked puzzles. It is important to note
that whenever a user solves a problem, the objects related to the game are added to
the user’s stock. The system checks the stock to determine which games are

Fig. 2 Welcome screen

Fig. 3 Typical showroom
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available. Accumulated objects may also be used to build new devices and to
compete in a IEEE tournament named TRIC, a bi-annual student competition that
started in 2006. Figures 4 and 5 show a sample object with its complements.

There is no restriction to the number of complements associated to the device,
but it is expected that every one has at least one video, one picture, one introductory
text, one technical text and a handler to assemble/disassemble it (see Fig. 6).

The handler also allows the user to manipulate the device, changing the point of
view, perspective, rotating it, zooming-in/out or providing further information.

Although the objects in the exposition are ancient devices, the main goal is to
provide insight on basic engineering principles that make it work and perform
certain activity. That is why showrooms are organized by degrees of knowledge and
types of knowledge. Ludic learning is inside the game, the principle of try and error,
the self-exploratory approach. To understand the object it is required to understand
its working principle from a practical point of view, to understand the “tricks” that
make it possible to accomplish certain function.

Any time a game is selected from a mock, what really happens is a selection of
the set of concepts to be evaluated. In the system the knowledge is represented by
the set of artefacts acquired in the user stocks during game playing as a conse-
quence of the successfully resolution of the problems. It is expected that the con-
cepts are then available for expand the visitor’s creativity. This is a new instance to
test the ability to reuse and apply the knowledge in a new free context. To do so
there is the “sandbox”, a free environment that allows the composition of a new
device taking the objects in the private stock of the user. This way each visitor may
create its own invent with functionalities at wish. It is implicit in this new stage of
MIDA that the ability to make such compositions require deeper understanding of
the engines [7].

Fig. 4 Mock-up
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Figure 7 is a sandbox outline. The tools and physics available to build devices
are variable but there is a general distribution that holds in any case: a tool bar, test
and edit buttons and the blackboard.

Note that the figure has a number of simple objects. There are four different
cameras to view the engine from four perspectives (upper tool-bar), and more
buttons to test, restart from scratch and to save the device (for future use or export).

Fig. 5 Sample device and its complements

Fig. 6 An object assemble/disassemble
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As sandbox’s editor is expected to be inventively used, there are certain details
to guarantee the easy understanding of the phases of the object’s construction. For
instance, the global outlook of the edition mode is quite different from the one
during test mode (Fig. 8) where the device is working under real laws of physics,
chemical, mechanical, etc. Other minor changes are for example the buttons ability
to function according to parts rotations, enlarging or composition.

Fig. 7 Outline of a sandbox

Fig. 8 Sandbox during test phase
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Other important tip built in the sandbox’s evaluation mechanism is the
hypothesis that better knowledge relates to efficient use of resources [3, 7]. Many
problems could be associated to a single object in the showroom. Each one requires
a different interpretation of the applicability of the same concept. But in order to
reach the highest scores it is mandatory to solve puzzles with the minimum required
of pieces, otherwise the problem is solved but with a lower score, reflecting a lower
degree of understanding.

Due the complexity of certain devices, the exposition has a specific organization
that graduate the speed and amount of concept incorporated. Earlier devices are
typically very simple, later ones require a high degree of expertise.

Figures 9, 10, 11 and 12 show some of the diverse games in the current set of
puzzles designed just for inclined plane and lever.

2.2 Server Modules

The server has a module connected to a MySQL (c) database that holds the visitor’s
records and logs. All this information is used to profile performance of learning
process for each individual and globally. The first tracking is useful to help
understand and advice a student about the best practices suitable for his/her case.
The second one allows a deeper understanding of the effects of certain multimedia
tools and its specific configuration for certain concepts. Statistical analysis and
modelling based on machine learning are the main activities of LEARNITRON ad
part of this project, in order to evaluate and infer performance, and to develop a list
of recommendations and best practices in the usage of multimedia for Engineering

Fig. 9 First puzzle
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education. Section 4, covers detailed information about statistical processing of part
of the tracking data, and an explanation of its utility to understand how to manage
to convert them into academic helpful hints.

Along the LEARNITRON model and tracking data, there is also user session
information, to allow visitors to come back from other terminals, and keep playing,
navigating the museum from the last session, and to hold the devices added to the
private stock (this last feature is under implementation).

Fig. 10 Puzzle 2

Fig. 11 Puzzle 3

594 D.L. de Luise et al.



2.3 User Modules

The user may log in from a PC or a mobile (if it has the software to connect and
navigate in Internet, and to run Unity).

There is an option to keep session information locally, avoiding the requirement
to improve performance and provide fault tolerance.

3 Tests and Statistics

Activity of any visitor is recorded in a log like the one in Fig. 13. This log file
corresponds to only 2 min of a basic interaction with an object, and one puzzle. The
user is identified as ID 10.

This section shows how the LEANITRON statistical evaluation finds out the
expertise and part of the user learning preferences. It also has another module
that models the learning profile but is under construction and out of the scope of this
paper.

The logs and user information hold implicit information that may be turned
explicit by statistical analysis and machine learning approaches. The only data
required to do that are object identification, timestamps and activity performed.

At this point it is important to note that object in this context is not only a device
part of the showroom but any software component or event from a programmer’s
point of view. This is so, because it constitutes the simplest approach to cover a
wide range of activities (each one with custom properties) with a uniform notation.

Fig. 12 Puzzle 4
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As the object itself is well known, it is part of LEARNITRON task to use specific
information about every object feature and user’s behaviour.

The trace covers the exact moment of every action, the component (objectID)
and the type of activity (value).

Fig. 13 Trace log
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Figure 13 shows the trace of an user that logs in into the showroom (objectID
20001), goes around and manipulates an invent (objectID 40001), reads its texts
(objectID 50001 y 50002), assembles and disassembles the device, doesn’t watch
its video, and observes its photograph (objectID 60001). Then starts a game in the
mock-up (objectID 80001), builds a device within the sandbox (objectID 90000),
tests it (objectID 100000) and fails. Afterwards, he/she changes parts of the object,
sorting of the pieces, resizes and reshapes them during its activity in the sandbox,
and finally he/she wins the game (130001, value 3).

Data collected expresses the way the user accesses to the implicit concepts
within each invent. That is the reason separated evaluations are performed for skills,
learning profile and effective approach. Following subsections describe statistics
obtained from Infostat (c) and Weka (c) for each one.

3.1 Skills Evaluation

Table 1 shows the absolute frequencies (FA), relative frequencies (FR) and mean
value (MV) for objectID organized into 5 binds.

It is obvious that bin [52001-78001] has the lowest score. That means a reduced
trend to text reading and photo watching (in fact, observers of the test noted that the
visitor did not use the video).

Figures 14 and 15 are the histogram and pie graphic respectively.
Observe that objects in bin [78001-104001] were most frequently used. That bin

represents editor and tests for functioning for the devices created in the sandbox. It
is curious that despite the number of trials, a few number of elements from the stock
were used to solve the puzzle (the frequency is very low).

From the previous findings, it can be asserted that the visitor is expert (a min-
imum number of components used very efficiently) and provided an adequate
solution to the problem.

It can also be said that, for some unknown reason, the user is not interested in
additional information (a good explanation could be his high knowledge in the
device). The skilled management of the items shows a user that has good knowl-
edge of the topic.

Table 1 Frequencies for
objectID

ObjectID FA FR MV

[1-26001] 7 0.21 13001

[26001-52001] 7 0.21 39001

[52001-78001] 1 0.03 65001

[78001-104001] 10 0.3 91001

[104001-130001] 8 0.24 117001
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3.2 Learning Profile

Although the accumulated relative frequencies polygon is useful to insight the
empirical distribution shape for certain set of samples from a population [26], this
usually requires a big number of samples in order to be a good approximation to the
real population distribution.

Fig. 14 Histogram of object usage

Freq

n

Fig. 15 Usage frequencies
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There are a lot of graphics for single variable empirical distribution. This project
uses the graphic built by InfoStat (c), that calculates the dots in the drawing fol-
lowing the algorithm depicted in Fig. 16.

The dots generated using Eq. (1) integrate a graphic presentation of the observed
values for variable X and its empirical evaluation for every dot long Y axis.

The empirical distribution found for variable objectID can be used to evaluate
the differences among its behaviour and big data, which is usually related to a
normal distribution. Figure 17 shows the current values.

Empirical distribution is quite different to normal plots (see Fig. 18). This
exhibits an object manipulation with an intentional behaviour, far away to an
arbitrary manipulation.

The shape of Fig. 16, shows the user learning profile. More data could confirm
the specific typical curve for this and similar visitors.

Fig. 16 Empirical distribution for InfoStat (c)

fs

Fig. 17 Empirical distribution for objectID
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Table 2 shows the mean value, Standard deviation (D.E.), minimum and max-
imum quantity of seconds for each objectID.

3.3 Effective Approach

For this evaluation it is important to relate the type of component and the time spent
by the student with each one (see Table 2).

The highest time spent is for objects type 10000 (editor of the sandbox), fol-
lowed by 110000 (parts of the invented device). All this suggests that the user spent

x

yFig. 18 Empirical
distribution for a typical
normalized population

Table 2 Time distribution ObjectID Variable n Media S.D. Min Max

10000 Time 2 2 1.41 1 3

20001 Time 4 2 2.16 0 5

40001 Time 3 18 24.43 1 46

40002 Time 1 4 0 4 4

50001 Time 3 3 2 1 5

50002 Time 1 2 0 2 2

60001 Time 1 1 0 1 1

80001 Time 2 5.5 6.36 1 10

90000 Time 4 1.75 1.26 0 3

100000 Time 4 20 25.91 3 58

110000 Time 2 7.5 6.36 3 12

110001 Time 1 1 0 1 1

110002 Time 1 0 0 0 0

120001 Time 2 1 1.41 0 2

130001 Time 2 1 0 1 1
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more time manipulating components than visiting the showroom’s objects. The
behaviour can be summarized as a pragmatic person (preference for doing instead
of reading, watching or listening).

Besides the type of components selected, timings describe pretty much about the
user preferences. Figure 19 exposes more visually these characteristics.

The graphic shows a big prevalence of objects type 11000, with more time than
the rest. It is important to note that the puzzle selected intends the usage of the three
objects in the picture, but only object 11000 is very much most used than the rest.

It is interesting the specific characteristics of the problem. When the user gets
into the sandbox, he has the following objects available: 11000, 11001, 11002, and
11003, from which the optimal solution just requires objects 11000 and 11001.

Whenever the user understands the related device, he can use this expertise to
optimize the solution. Otherwise, he will require at least three objects. The visitor
selects object 11002, but less time than the usual, suggesting that he realized that it
should not be part of the solution. Then, he changes the object by 11001, and
managed it until the successful building of the solution.

4 Conclusions and Future Work

This paper presented the global architectures and appearance of the MIDA inter-
face. From the information presented in Sects. 1–3, it can be said:

• User activity is represented in times, type and number of objects manipulated
• It is possible to infer the activity performed using trace data
• It is possible to infer expertise and difficulties experienced by the visitor, using

simple statistics on tracking data

Fig. 19 Empirical distribution from data
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• It is possible to know the expertise tracking the time spent with every object
• It is possible to define preferences for a set of users and customize sequence of

learning
• The shape of Fig. 17 can be used as a user profile but with more data it can be a

characterization of subsets of students. From the previous analysis, it is possible
to define learning trends and therefore teaching approaches.

It remains to improve many technical details (hybrid persistency, portable
scoring tables, social media communications, and more ancient devices and
showrooms).

Other future activities are:

• Increase the tracking to specific object information (colour, size, sounds)
• Evaluate individual characteristics VS typical profiles, and its uses in education

improvement
• Make comparative tracking of an individual along time (several sessions)
• Develop a reporting module to let people access to meaningful information and

summaries

Regarding the statistics and the learning modelling, the machine learning that
uses this statistical information is under construction and will be fully tested using
an extensive testing.
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Educational Assessment Engineering:
A Pattern Approach

Paul Hubert Vossen

Abstract In this paper we will propose a pattern approach to educational assess-
ment. To begin with, the context of classroom-based assessment will be described
in order to set the stage. Then the ingredients of a so-called reference model for
assessment rating and scoring in education will be presented. This reference model
is based on theoretical concepts and techniques borrowed from discrete mathe-
matics and fuzzy logic. It is the result of 8 years of research and development,
including classroom experimenting with preliminary versions of the reference
model. Finally, we will propose a visual pattern language which will help assessors
to design their own assessment schemes compatible with the assessment task at
hand.

Keywords Educational assessment � Assessment engineering � Assessment
design � Pattern � Scheme � Profile � Scale � Measuring � Counting � Rating �
Scoring � Grading

1 Problem Statement

In contrast to high-stakes, large-scale, standards-based testing on a (inter)national
level, for classroom-based assessment1 (CBA) there isn’t an engineering approach
to educational assessment based on a mathematical theory of rating and scoring.
This is the more astonishing as assessment for educational purposes has a very long
tradition [1, 2]. The lack of an adequate full-blown theory and method of educa-
tional assessment design for CBA has profound negative consequences for us as
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teachers and assessors. For instance, even after an extensive literature research we
couldn’t find a suitable principled solution to the team-mate dilemma (TMD), i.e.
how to assign scores to individual students who work in teams on larger projects, as
implied and practiced by so-called problem-based learning (PBL), an approach
often seen in (software) engineering courses [3].

Starting from this well-known assessment problem, we successively developed a
comprehensive assessment reference model (cf. [4] for an explanation of the term
reference model), which not only solves the Team-Mate-Dilemma, but a host of
other practical problems typically encountered in the context of CBA and similar
authentic learning and training contexts. This paper is not meant to delve into all
those issues solved by our approach [5]. Here it suffices to note, that by design the
reference model (aka as meta-model, or generic model) is applicable to many
teaching and learning contexts, to any kind of assignment with its specific response
type, to holistic assessment [6] on an arbitrary ordinal scale without explicit
assessment criteria, to analytic assessment with an arbitrary number and type of
assessment criteria, to assessment with a single assessor or with multiple assessors,
with a binary quality scale (e.g. correct vs. incorrect) or a quality scale with an
arbitrary number of levels (e.g. a 3-point scale, a 5-point scale, etc.) [7].

We have dubbed this generic approach to educational assessment PASS, short
for performance assessment scoring system. Indeed, the system is prima facie
concerned with assessment rating and scoring, however, the main goal of a sound
and complete performance rating and scoring system is ultimately to be able to
give students timely and accurate feedback about their learning performance on
given assignments (i.e., assessment tasks) in the spirit of formative assessment
[8, 9]. Thus it is a crucial link in TLA, the Teaching-Learning-Assessing cycle of
education.

The outline of this paper is as follows. First, we will explain the important
distinction between assignment types and assessment types. Then we will discuss
basic and complex assessment rating and scoring procedures and how these can be
specified by precisely defined mathematical functions (for technical details about
these functions, see our website www.scoring.de.vu). Given the underlying
assessment functions of PASS it is possible to introduce assessment patterns as
building blocks for assessment design, both simple and complex. We will introduce
a highly visual representation of such assessment patterns so that a concise textual
explanation will suffice to understand how assessment schemes of arbitrary com-
plexity can be built up using a single construction principle. In order to show the
overall assessment structure and flow depicted by any such scheme we will present
an example glass-box assessment scheme showing a variety of assessment patterns
and how they are related in a cluster of assignments. Finally, we will propose a
preliminary assignment-assessment matching table as a simple device (still under
development) to select an appropriate assessment scheme for any given assignment
type.
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2 Assignment Types

As part of a comprehensive TLA process, students will be assessed with respect to
progress towards and achievement of their learning goals. Assignments are the
explicit, concrete means by which teachers try to make this learning progress
observable, analyzable and understandable. Assignments can be very simple, e.g.
consisting of a sequence of yes-no-questions or multiple-choice items at an
end-of-course examination, but may also be set up as complex interactive class
exercises, in-class group projects or individual homework projects.

As long as assignments are only of a more or less primitive question-answering
or apply-the-rules type, aimed at certifying what students know or can do, rating
and scoring is not much of an issue [2]. However, nowadays, more and more
teachers adopt much more realistic and challenging learning objectives and learning
tasks under the banner of authentic learning [8].

In such a context, assignments may be larger tasks, taking many hours, days or
even weeks, both within class and at home, and the overall task may be split up into
several component subtasks, all to be assessed separately at first and then combined
in a single end score, possibly mapped onto an overall course grade if needed. For
such situations, more elaborate assessment schemes are needed, which weren’t
available when we started up our research on PASS in 2007, and which are still not
available today.

3 Assessment Types

We are primarily interested in so-called formative assessment [9, 10], which con-
siders assessment to be an integral, crucial part of the Teaching-Learning-Assessing
cycle. Thus, assessment rating and scoring are not only considered ends in
themselves as in summative assessment [11], though a means of reflection, com-
munication, documentation and instruction aimed at improving both teaching and
learning.

Relevant assessment types should be able to deal with quite distinct assessment
contexts, modes and parameters. Also, the role of the assessor is becoming much
more important and critical, because most often authentic tasks have a complexity,
variety and openness which doesn’t allow simple scoring modes which just count
the number of items done correctly within a prescribed amount of time (by and
large the paradigm of classical test theory [12]). On the contrary, it is not
uncommon for authentic assessment to deal with dozens if not hundreds of inde-
pendent or interdependent indicators of learning progress and learning outcomes.
Hence, the question looms large, how to structure the entire assessment component
of the TLA cycle in a meaningful and effective way.

For instance, performance quality indicators come mainly in two forms: either
scores on a bounded ordinal quality scale (best represented by the unit interval) or
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rates on an ordinal scale with a single lower bound (best represented by the
nonnegative real number line). A non-trivial issue is, how such different indicators
can be merged in a systematic, meaningful way. It turned out that a satisfactory
answer was to be found in the field of fuzzy logic [13, 14], especially in a recent
paper on so-called Tied Adjointness Algebra [15].

Behavioral observation and its modern variant learning analytics [16] however
aren’t yet assessing. Assessing also implies, in our view, expressing what one has
observed and analyzed in a way that enables adequate feedback and comparison
over time or across students. PASS is also meant to support such assessment
reporting and analysis as part of the TLA cycle.

4 Basic Assessment

Basic to our educational assessment reference model are so-called scores: quality
judgments on a scale from 0 to 1, usually represented as percentages. Such judg-
ments can be made by an experienced assessor in a holistic manner [6], i.e. without
explicitly using quality criteria, although one may assume, that the assessor has
tacitly applied relevant quality criteria before giving a personal judgment in the
form of a single score. More often, however, such judgments will be the result of an
explicit procedure of applying and aggregating several quality criteria of a simple
nature, so-called n-point ordinal scales, where n is called the granularity of the
quality scale (cf. [17] for a typical example). This is the approach we adopted for
PASS too, but we extended it in several fundamental ways.

First, we assumed that an assessor will be able to specify for each quality cri-
terion a distribution of a given number of credit points over the levels of the adopted
n-point scale, instead of just selecting one single level of it. Secondly, we assumed
that it usually makes sense to add the number of credit points per quality level to
arrive at a quality mass distribution aggregated over all quality criteria. This dis-
tribution may then be standardized by dividing through the total number of credit
points over all criteria to arrive at a kind of probability distribution over the n-point
ordinal scale. This is what we have called a quality profile for a given assignment.
Such quality profiles may be totally ordered using the function rank or its
quasi-complement rank from which one may calculate a score somewhere in
between, representing the personal tolerance of the assessor (Fig. 1; here, B signifies
the well-known Beta-function: cf. http://en.wikipedia.org/wiki/Beta_function).

This then is the general profile-based standardized scoring formula of basic
assessment. There are three special cases of this scoring formula: if the degree of
granularity is two, one has classical tests and examinations with just two levels of
quality: correct/incorrect, good/bad, etc.; if no explicit quality criteria are used, one
has classical holistic assessment using a quality distribution (instead of a point); if
both degree of granularity is two and no explicit criteria are given, then one has the
special case mentioned above in which a score (percentage) is directly specified.
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5 Complex Assessment

Once one has calculated scores for assignments belonging to an assignment cluster,
the question arises how to combine those multiple scores into a single score. For
this, we developed a scoring formula called combining, which can be viewed as a
generalization of the geometric mean. Indeed, the scores s will be combined by
multiplying factors of the form sw where the weights w add up to 1. Alternatively,
one may take powers w of the 1-complements of s, multiplying through and then
taking the 1-complement of the resulting product. It turns out, that the former
product is always smaller than the latter complement [18], so that a parameter
lenience is required, to pick a combined score between both extremes (Fig. 2).

Another approach is required to increase or decrease a given score based upon
the nonnegative value of an indicator of type rate, which results from counting or
measuring some aspect of learning performance. We have called such a procedure
refining a given score, because it starts from a given score (e.g., a profile-based
score) and takes a single rate indicator to adjust that initial score (Fig. 3). The
parameter impact determines, how much the rate indicator will influence the given

Fig. 1 Profile-based standardized scoring

Fig. 2 Combining several scores into a single overall weighted score (exhibiting a single
configuration parameter lenience)
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score. The resulting new score may be used again as the starting point for further
refinement, hence the alternative name iterative scoring for this procedure.

A third function called benchmarking, is based on the same formula as refine-
ment, but goes into the other direction (hence inverse refining): it takes a profile-
based or other single score, compares it with a so-called benchmark score and
calculates the rate which would transform the benchmark score into the observed
score. In this way it is possible to use a normal profile-based score to act as a rate
working on another score.

6 Grading Systems

At the end of a possibly complex chain of scoring, refining, benchmarking and
combining one will be left with a single score which represents in a well-defined
way all the assignments and assessments that should be taken into account. Now the
last step can be done: converting this final score into an alphanumeric or symbolic
grade of a given grade system. Grades aren’t usually meant for further calculation,
rather they will be used for documenting, reporting and communicating the learning
achievements, i.e. knowledge and skills, of a student or trainee. Thus, grades are
best thought of as literals denoting ordered categories of competence, even
when they come across in the form of numbers, i.e., as numerals.

Many different grading systems exist all over the world, and the way that scores
are related to grades may be all but trivial or intuitive [19, 20]. Fortunately, this
conversion problem is mostly solved on an institutional level, i.e. assessors are
provided with a conversion formula or conversion table along with further rules
how to do the conversion. In this paper we will not deal with any of those insti-
tutional conversion schemes and practices, as this would seriously put in question
the generality of our approach. Instead, we will propose a general parameterized

Fig. 3 Refining a score by using a rate to get a new score, and its inverse (exhibiting a single
configuration parameter impact)

610 P.H. Vossen



conversion formula (Fig. 4), which takes into account the allowed range of the
grades (minimum and maximum), the curvature of the conversion relationship
(linear or not) as well as the polarity of the conversion relationship (does higher
scores lead to higher grades or the reverse?). As it turns out, a broad variety of
quasi-numerical grading practices can be covered in this way.

7 Assessment Patterns

In the previous sections we have introduced the basic concepts and constructs out of
which all assessment patterns may be built up. Patterns are a well-known concept in
software design [21] as well as educational design [22]. Assessment patterns define
in a data-driven way, how an assessor arrives at his appraisals of observed responses
to assignments (i.e., the assessment inputs) in terms of assessment rates and scores.
Following the logic of the previous three sections we distinguish 8 assessment
patterns: 4 basic assessment patterns (together known as profile-based scoring), 3
complex assessment patterns (relating rates and scores) and one assessment pattern
for grading (Fig. 5). Definitions and short explanations follow now.

Pattern H2 (holistic two-level scoring). This is the simplest form of assessment:
specifying a score as a number between 0 and 1, inclusively. Often such a score will
be expressed as a percentage. Implicitly, two quality levels are assumed: good/bad,
correct/incorrect, etc. Intuitively it means, that the assessor gives an estimate of the
degree of quality (fuzzy interpretation) or of the chance that the overall quality of
the assessed object or aspect is good (probabilistic interpretation). As simple as it
looks, this kind of direct numerical assessment has some serious drawbacks. People
aren’t very good in doing such kind of direct judgments of quality or probability.
Thus reliability and validity may be at stake. Also having only two levels of quality
is severely restricting, forcing one to a very coarse statement, notwithstanding the
apparent (but mostly illusory) precision of the score given.

Fig. 4 Grading as a mapping from the score scale onto some grade scale (exhibiting two
configuration parameters curvature and polarity)
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Fig. 5 Assessment patterns
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Pattern Hn (holistic multi-level scoring). This pattern addresses the latter
objection of having only two quality levels to choose from. Instead, this pattern
offers more than two quality levels and thus enables assessors to express a finer
scaled opinion or judgment about the overall quality. This will be done by dis-
tributing a total of 100 % (or any other total quantity) over the n quality levels, i.e.
the assessor acknowledges different levels of quality in the observed evidence of
competence from learner’s responses. From this so-called scoring profile the basic
scoring formula calculates a unique overall score, taking assessor’s tolerance into
account. However, the pattern doesn’t force or enable the assessor to explicate the
reasons (i.e., criteria) for his differentiated profiling.

Pattern A2 (analytic two-level scoring). Here one has a pattern which can be
observed very often in daily practice of CBA and beyond. For instance, this
assessment pattern is applied to assignments which are composed of two or more
items, e.g. questions or exercises, which can be checked individually for correctness
and completeness, and which may be awarded a maximum number of (credit)
points. If p points are given on the positive side, the rest of the maximum points will
be automatically allotted to the negative side. The total number of points on the
positive side over all items will then be divided by the sum of all maximum points
per item, in order to get a percentage. This will be the score generated by this
pattern. There are many variants of assessments which follow this assessment
pattern. It is easy to implement, and the score is easy to calculate, which makes it so
popular, however, it only uses two very coarse quality levels.

Pattern An (analytic multi-level scoring). Like H2, the weak point of A2 is that
only two quality levels are distinguished. Pattern An, the most general of the
profile-based scoring patterns, allows any number n of quality levels. Moreover,
the difference with Hn is that the quality distribution is not directly estimated by
entering probabilities at the respective quality levels, but instead those probabilities
are calculated from the distributions of points over all (m) distinguished quality
criteria. Thus the quality profile has a strong empirical basis which also serves as a
justification of the overall assessment. The calculation of the score proceeds in
exactly the same way as with Hn.

Pattern S2S (scores-to-score, aka weighted scores). This weighted scores pattern
has already been defined in Sect. 5 under the label combining scores. It is the
generalization of the geometric mean (GM), which is more appropriate for scores
on the unit interval than a common arithmetic mean (AM). The generalization
comes from introducing different weights for the respective scores such that the
sum of weights is 1. If all weights are set equal to 1/k, k being the number of scores
to be merged, then the geometric mean is back. There is both an optimistic and a
pessimistic variant of such a generalized GM, which gives the assessor a bit of
freedom to express how lenient he or she wants to be when applying this assess-
ment pattern. This pattern enables the assessor for instance to aggregate multiple
scores for the assignments within an assignment cluster.
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Pattern R2S (rate-to-score, aka iterated scores). The iterated scores pattern has
been initially invented to solve TMD, the Team-Mate-Dilemma mentioned at the
beginning of this paper (for a more general treatment on group assessment see [23]).
However, its use in PASS has got a much broader significance, as it is the dedicated
pattern which converts rates (resulting from counting or measuring) into scores.
The underlying idea is to calculate a kind of bonus-malus-factor on the basis of a
given score, the rate in question and a so-called impact parameter (defined on the
unit interval, like all PASS parameters), which determines how strong the influence
of the rate on the score might be. An impact of 0 implies that the rate won’t have
any influence at all on the score, an impact of 1 implies that the score can be
increased up to 1 depending upon the value of the rate. The given score will be
multiplied by the bonus-malus-factor, which is defined in such a way, that the
product will again be a score on the unit interval. A bonus-malus-factor of 1 has a
special meaning: it implies that the score will not change at all. A bonus-malus-
factor below 1 acts as a malus (the score will be decreased), a bonus-malus-factor
above 1 acts as a bonus (the score will be increased). Finally, a special role is
played by a binary bonus-malus-factor (corresponding to a rate of either 0 or 1) as
it acts as a knock-out criterion, e.g. plagiarism or not.

Pattern S2R (score-to-rate, aka benchmarked scores). Sometimes one wants a
profile-based score to act on another score as if it were a rate (see preceding pattern
R2S) in order to get the advantages of a bonus-malus-factor. Thus one needs a
mechanism to convert a score into a rate. This can be accomplished easily by
“inverting” the refining formula already introduced in Sect. 5: assume a benchmark
score (serving as a kind of standard or norm, because the rate will turn out to be 1 if
the observed score equals the benchmark score) and a given degree of impact, and
then calculate the rate which would produce the given score. Thus one has in fact a
well-defined rate that can be used in another application of the previous pattern
(R2S).

Pattern S2G (score-to-grade, grading for short). Finally, the pattern S2G is
PASS owns grading formula introduced in Sect. 6 or any other procedure (con-
version function or conversion table) adopted by the educational institution issuing
grades. We will not further dwell on this here (cf. explanation in Sect. 6).

8 Assessment Schemes

With the assessment patterns (Sect. 7) at hand, we are able to construct any con-
voluted assessment schemes we like. Of course, for practical purposes assessment
schemes should be as simple as possible, however, as the assignment structure and
assessment design force us to take complex relationships into account, we want our
assessment patterns to support and not hinder us in this respect. It turns out that
there is a simple construction principle for any assessment scheme:
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Construction Principle for Assessment Schemes

Start with the grading pattern S2G. Substitute for the score in S2G any
assessment pattern which has a score as output: S2S, R2S, or any of the four
profile patterns. Then, in S2S, substitute for any input score any assessment
pattern which produces a score as output. Otherwise, in R2S, replace any
calculated rate into an instance of the score-to-rate pattern S2R. Finally, repeat
this process until no substitution or replacement can be made any more.

How this works can be seen in Fig. 6. From the construction principle above and
the example on the next page it will be clear, that any assessment scheme can be
represented by a tree of assessment patterns starting with S2G, having any number
of non-terminal nodes S2S or R2S, and ending with one or more profile-scoring
assessment patterns H2, Hn, A2 or An, which constitute the leaves of the tree. This
fictitious assessment scheme has been specially constructed to show various
assessment patterns. Actually, all assessment patterns are represented, making the
scheme itself rather unrealistic, although formally entirely correct. The structure and
flow of assessment can be easily followed. There are four assignments, one of
which is a sub-assignment acting within a R2S pattern. The other three assignments
yield scores, based on some profile-based scoring pattern, which are then merged
by means of the S2S pattern. At the end, the final score is converted into a grade
using the S2G pattern with the generic PASS formula.

9 Choosing Assessment Patterns for Given
Assignment Types

Existing assignment types are usually based on preconceived ideas about what kind
of assessment type will be adequate and practical. Thus one may expect to find one
or more assessment patterns closely associated with existing assignment types. We
have worked out this hypothesis for a number of familiar assignments. The result is
shown in Table 1. Although this table is far from complete, it already shows clearly,
that indeed all assessment patterns can be found in practice, and also that some
assessment patterns are more frequently used than other ones. More importantly, up
to now we have found no example of an assignment-assessment type which can’t be
covered by a combination of the 8 assessment patterns introduced in this paper.
This empirical fact confirms our belief that our set of assessment patterns is—for all
practical purposes—indeed a complete set.
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Fig. 6 Glass-box assessment scheme showing various assessment patterns
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10 Implementation Issues

Currently, assessment schemes are implemented using Microsoft Excel together
with VBA (the latter in order to provide the basic PASS functionality). This is
possible, because all assessment types are made up of only 8 basic building blocks,
the assessment patterns we have introduced in Sect. 7. For ease of use, any concrete
assessment scheme will hide most or all configuration details and will be designed
in such a way, that it supports the assessor optimally while assessing the outcome
of assignments. This is a highly creative part of assessment design so that in
practice each assessment scheme will probably look differently.

Using this low level form of implementation makes only sense for someone who
is thoroughly familiar with the formal details of PASS, who has a good working
knowledge of Excel VBA, and who has a lot of experience in interaction design.

For successful dissemination of the system, however, an interactive software
application is needed, preferably based on modern web technology, which enables
teachers to set up arbitrary assessment schemes targeted to the chosen assignments,
assessors to use these predefined assessment schemes for entering their assessment
data and students to retrieve the results of assessment of their assignment work.
This software development effort is now going on at several places. The most
challenging part of the development effort is to find out which kind of user interface
will be the most satisfying for the respective stakeholders and user roles [21].
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Feasibility of Extracting Unique Signature
for Each User Based on Analysing Internet
Usage Behaviours

Rozita Jamili Oskouei

Abstract This paper presents the results of our study about feasibility of extracting
unique web signature for each user by exploring Internet usage behaviors. Proxy
server access log files of one engineering college are collected for 32 months con-
tinually for this study. Behaviors of users are compared with each other in various
aspects including their time spend on Internet per day. Further the relationships
between visited websites by users and time of connection per day, relationships
between number of hits (number of visited webpages in a day) and time of con-
nection and gender of users is explored. The results of this study confirm the fea-
sibility of having unique web signature for users and the length of extracted web
signature in our study was 1–78. Approximately for 82 % of total users in our study,
we extract unique web signature. In an average analyzing the access log files of
proxy servers for 15–20 continues days is sufficient for extracting signature of users.
k-means and DBSCAN clustering methods are used for creating clusters of users
based on the similarity of their web signatures. Some applications of Web-signature
are:

• Help to administrators for predicting the more overload timing per day and plan
for that.

• Grouping users based on their similarity of contents of Web-Signatures and
establishing intelligent social network between those users based on their similar
behaviors.
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1 Introduction

Technical institutions have made significant investment in Internet and computing
infrastructure with objective to make quantum jump in academic productivity and
its quality. But based on the results of several studies which are done by re-searcher
in all around of the world, this infrastructure is dominantly used for non-academic
purposed and has not contributed to academic productivity and quality.

In this paper, we present results of our investigations conducted to generate
unique and stable Web Signature for each individual user with extracting his/her
Internet usage behavior and exploring relationships between the extracted Web
Signature with other behavioral features of users.

Our investigation results are summarized on:

• Stable and unique Web Signature is generated with analyzing Web access log
files for continues 20 days.

• Dominant use of Internet is for social network Websites based on analyzing
Web Signature several of users.

This paper is organized in six sections. The second section includes related
works. Section third presents our algorithm for detecting Web Signatures. Section
fourth shows the process of updating Web Signatures. Section fifth presents
applications of Web Signatures. Finally section sixth includes conclusions.

2 Related Works

Several research efforts [1–5] have been made to predict user behavior based on
history of Internet usage. They have used data mining techniques such as classi-
fication, clustering, association mining for detecting patterns from large number of
data for predicting students’ future performances.

In [2, 3], a model has been proposed to predict the performance in a Web based
management course based on their on-line Internet activities. In [4] authors dis-
covered pedagogical relevant knowledge contained in databases obtained from
Web-based educational systems.

Gezy and Izumi [6] have been studied the human behavior on Internet with the
help of Web usage mining. Authors on [7] made a framework for exploration of
knowledge workers’ browsing behavior on a large corporate Intranet. Complex
browsing patterns have been revealed and it has been concluded that users effec-
tively utilized only small amount of avail-able resources and a large number of
resources have been occasionally accessed. In [8] authors discovered the browsing
patterns with exploring pages visited by them. They made an algorithm for
exploring users’ dynamic patterns based on association mining.

Different studies related to extracting users’ behaviors on Internet are estab-
lished. Analyzing users’ behaviors by extracting the contents of visited Web pages
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are studied on [9–12]. User navigation behavior mining (UNBM), mainly studied the
problems of extracting the interesting user access patterns from user access sequences
(UAS), which are usually used for user future access prediction and web page
recommendation [13–21]. Different application of behavior mining including the
fraud detection [22] or predicting users future behaviors are discussed by [23–28].

Our research is an extension of these works, with the help of sequence and
behavior mining of users for extracting unique Web Signature for each individual
user and creation of different clusters of users based on their Web signatures length
or contents.

3 Web Signature

We analyzed proxy server access log files of one engineering college for a period of
32 months continually. This institute is one of the premier technical institutes and
offers 4 years under-graduate degree programs, 2 years post-graduate pro-grams and
PhD program in all major disciplines of physical and social sciences and of engi-
neering. Total students population was approximately five thousand and majority of
them resided in hostels inside of campus. Internet facilities were available in com-
puter center, different laboratories and also in hostels. Yearly academic calendar was
divided in three semesters: first, second and summer semester. The first semester
generally started in the second week of July and ended by second week of December.
Similarly, the second semester started in the first week of January and continued till
second week of May. The summer semester was of smaller duration. It started in
second week of May and ended by second week of July. Log files, which had been
analyzed for generation of signature, were for the duration varying from 5 to
35 continues days. These intervals of continues days were during normal semester
working days without/with tests and examinations weeks. For our analysis, we
extracted a small subset of fields from each record of log files. Fields extracted by us
included Username, Data/Time and URL. The Username was an artificially gener-
ated identifier for each user. This has been done to protect the identity of individuals.

This section presents the results of our investigation regarding feasibility of
Web-Signature for Internet users and its strength and stability over a period of time.
We made these investigations by analyzing log files for a period of 30 months con-
tinually. Since these files contained voluminous data, we decided to create aggregated
views on these. Our aggregated views are included session, and day history for each
user. The ER diagram, given on Fig. 1 describes the attributes of entity types User,
Websites, Category, Session and Day-History. Figure 2 models the relationship
between users, day history, sessions, visited Web sites and their categories.

The key attribute of User, VUserID which is a virtual ID given to students.
This ID is related one-to-one to Registration-ID given by Dean (Academic Affairs)
Office and User-ID given by computer center authority. Registration-ID and
User-ID are not explicitly store in the database to protect the privacy of individual
users.
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To define a session, we analyzed time stamps of records of students who belonged
to Regular users group (users who connected dairy to Internet named as Regular
users in this study) and connected to Internet more than one time per day. The
number of such students was 2730 out of 5000 total users in our study. In the other
words, we had not considered records of students who never connected to Internet

Fig. 1 ER diagram for our entities

Fig. 2 Entities and their attributes
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(named as Internet Absentees) or those who did not connect every day (named as
Non-Regular). We computed the average time difference between consecutive
records of these students for a period of one month. Based on analysis of these
averages, we decided to define beginning and end of a session if two consecutive
records of one user have difference between the time stamps more than 15 min.

Similarly Day-History entity type represents the history of Sessions in a day. It
saved the number of sessions for a day, their average, minimum and maximum time
duration. Further, Session-Website table contains Website-Id and Session-Id as
keys along with number of visited pages of each Website in a session by one user.

Other entity types of Fig. 1 have key attributes which are created by the systems.
Figure 2 describes the relationships between entity types of Fig. 1. Visit rela-

tionship type has three attribute: Duration, Time and Date. These are required for
our analysis.

To filter out Web sites which are not visited frequently by user, we defined a
support value, for each Website.

Support ið Þ ¼ NVD
TND

�100

where:
NVD: Number of Days on which a Website has been visited
TND: Total Number of Days which are selected for calculating Support.
This research work, computed support value for Web sites visited by students for

different number of days such as 5, 10, 15, 20, 25 and 30 continuous days. It may be
noted that a Web site might have been visited several times in a day by one user but
we have counted it as one for calculating the support value.

It is evident from the results of this analysis that support values more than 50 %
are relatively more stable if they are computed on the basis of records of more than
15 days and the support values less than 50 % are not stable even if they are
computed on the basis of the larger number of days. Further, it is concluded that
number of Web sites having support value more than 50 % and computed for more
than 15 days, provide relatively stable set of Web sites visited by an individual user.

3.1 Algorithm for Extracting Web Signature

In this section, the results of our study for establishing a Web signature are pre-
sented. As a first step, we focused only on Regular users and extracted the Web
sites visited by them with support value more than 50 %. The average, maximum
and minimum cardinality of such sets of Web sites were (31, 188 and 1) respec-
tively. This research work attempts to generate unique set of Web sites for each
Regular user from these sets of Web sites.

A set is a gathering together into a whole of definite, distinct objects of our
perception and of our thought which are called elements of the set [29]. The elements
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or members of a set can be anything: numbers, people, letters of the alphabet, other
sets, and so on. Sets are conventionally denoted with capital letters. Sets A and B are
equal if and only if they have precisely the same elements. When we say “order” in
sets we mean the size of the set. Two sets are equal [30] if they have precisely the
same members. And the equals sign (=) is used to show equality, so you would write:
A = B.

The proposed algorithm first sorts elements of sets, then group them based on the
cardinality and test for equality between the sets in each group. If a set is not equal
to any other sets in the group, then it is identified as a unique signature.

The algorithm for identification of unique subsets of Web sites is given below.

The proposed algorithm is demonstrated with a set of Websites for a small
number of users on (Table 1). Further Table 2 is tested the equality, by computing
Euclidean distance between two sets.

In Table 2 the Euclidean distance between set for User-ID ca0901 with other sets
of the group is presented. Since distance with it0817 is equal to zero these sets are
equal. Therefore both of these users have not unique Web-Signature. Similarly the
distance with other sets are given on Table 3. Six sets with cardinality of 6 for users
(it0813, fe0904, fe0905, it0843, st0904 and ce0718) are unique whereas two sets
for users (ca0901, it0817) are not unique. In other words, these six sets can be used
as unique Web-Signature of these users.

Other distance based formulas are existing which we can apply and the results
almost would be similar such as:

• Mahalanobis distance normalizes based on a covariance matrix to make the
distance metric scale-invariant.
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• Manhattan distance measures distance following only axis-aligned directions.
• Chebyshev distance measures distance assuming only the most significant

dimension is relevant.
• Minkowski distance is a generalization that unifies Euclidean distance,

Manhattan distance, and Chebyshev distance.

The proposed algorithm is applied for all regular 3496 users’ sets of visited
Websites and obtained unique Web-signature for 3002 users. In other words, 86 %
of Regular users had unique Web signature.

This research work also computed such unique Web-Signature with sets of
Websites having different support values above 50 %. Table 4, shows the results of
this analysis. It is evident from this table that number of unique Web-Signatures
decreases with increase in support values. For Support value of 100, the percentage
of unique Web-Signatures comes down to 67 %.

The results of other related studies show that, there is no gender bias for unique
sets of visited Web sites. All of these results bring to focus available trade-off.
Elements of unique sub-sets of Web sites are relatively more stable for higher
support value but the number of unique subsets decreases with higher support

Table 1 The samples of
users with their sets of visited
websites

User-Id Cardinality of sets Set’s elements

it0648 5 {1, 4, 33, 92, 157}

cs0866 5 {1, 12, 33, 92, 259}

cs0813 5 {1, 19, 23, 33, 82}

pe0907 5 {1, 19, 23, 33, 82}

co0980 5 {1, 33, 47, 48, 208}

ch0602 5 {1, 6, 12, 33, 92}

el0966 5 {1, 4, 12, 19, 33}

cs0894 5 {1, 19, 28, 33, 97}

st0904 6 {1, 19, 28, 29, 33, 82}

ca0901 6 {1, 19, 28, 33, 82, 92}

it08l3 6 {1, 12, 19, 33, 82, 250}

it0817 6 {1, 19, 28, 33, 82, 92}

fe0904 6 {1, 6, 9, 11, 12, 33}

fe0905 6 {1, 12, 19, 28, 33, 92}

it0843 6 {1, 4, 19, 28, 33, 92}

ce07l8 6 {1, 4, 11, 33, 92, 173}

Table 2 Applying euclidean
distance for set belongs to
user ca0901

Detecting uniqueness of signature for user ca0901

d(ca0901,it0817) = 0 d(ca0901,fe0904)! = 0

d(ca0901,fe0905)! = 0 d(ca0901,it0843)! = 0

d(ca0901,st0904)! = 0 d(ca0901,ce0718)! = 0

Sign user ca0901–not unique, sign(ca0901) = sign(it0817)

Feasibility of Extracting Unique Signature … 627



values. To use these unique sub-sets as Web-Signatures of students, one may have
to take a middle path between support value and number of Web-Signatures. In our
view, we should focus on number of unique Web signatures even if they are based
on Web sites having lower support value. Consequently, we decided to use, support
value of 50 for Web-Signature.

Further, to study the stability of Web-Signature, we divided each signature in
2 parts:

• Static part: contains those Web sites which have support value equal to or more
than 80 (80 <= Support-Value).

• Dynamic part: contains those Web sites which have support values between
50 and 80 (50 <= Support-Value < 80).

To check the stability of Web-Signature over a period of time, we computed
the Web Signatures from log records of 15, 30, 45, 60, 75, 90, 105, 120, 135 and
150 continues days. Exploring gender based variations on length of static and

Table 3 Detecting uniqueness of sets with applying euclidean distance

Applying euclidean distance

Search for user-id it0813

d(it0813,fe0905) = ! = 0 d(it0813,it0843) = ! = 0

d(it0813,st0904) = ! = 0 d(it0813,ce0718) = ! = 0

d(it0813,fe0904) = ! = 0

Sign of user (it0818) is unique

d(fe0904,fe0905) = ! = 0 d(fe0904,it0843) = ! = 0

d(fe0904,st0904) = ! = 0 d(fe0904,ce0718) = ! = 0

Sign for user (fe0904) is unique

Search for user Id (fe0905)or user Id(fe0905)

d(fe0905,it0843) = ! = 0 d(fe0905,st0904) = ! = 0

d(fe0905,ce0718) = ! = 0

Sign for user (fe0905) is unique

Search for user id (it0830)h for set(it0843)

d(it0843,st0904) = ! = 0 d(it0843,ce0718) = ! = 0

Sign for user(it0843) is unique

Search for user(st0904)

d(st0904,ce0718) = ! = 0

Sign for user(st0904) is unique

other user, with the length 6, user(ce07 18) has unique signature

Table 4 Web signature for different support values

Different supports (%) 50 60 70 75 80 85 90 95 100

Unique sign number 3002 2970 2840 2695 2551 2511 2443 2399 2326

(%) 86 85 81 77 73 72 70 69 67
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dynamic parts of Web-Signature based on their stability during 150 continuous
days shows that:

• Female users almost had stable Static part even during 150 continues days
whereas for male users this period was 120 continues days. Further, female users
had almost up to 135 continue day’s stability on dynamic part of Web-
Signature, whereas stability of male users’ dynamic part of Signature is shown
maximum up to 105 days. There-fore, if the signature is computed on the basis
of records of 15 days, it can be used for entire semester of 14 weeks.

Since we have included only those Web sites which are having support more
than 50 in their signature, there would be a sub-set of Web sites which are more
likely to change over a period of time. For example, a Web site having support
value equal to 50 would be less stable in compare with Web sites with support value
of 90 or 100. Table 5 gives the average percentage of the visited Web sites with
different support ranges for total Web sites which are part of Web-Signature of
students.

From this table it is evident that 66 % (80 <= Support <= 100) of the Web sites
for all Web-Signatures are responsible for static-part of Web-Signature and
remaining 44 % (support < 50) contribute to dynamic-part of Web-Signature.

3.2 How Many Days Need for Making Stable Signature?

The other challenge regarding identifying signature would be assigning the mini-
mum number of days for detecting signature for each user. Our analysis shows the
best number of connection days would be 15–25 continues days.

Whenever we define a signature for each individual user, the main requirement
of this signature would be uniqueness on that Signature for each user. Therefore we
have to be able to design a domain for the length of signature which would be
making us able to define uniquely identification for each user.

Table 5 Average distribution
of websites based on their
support values

Support Gender

Female (%) Male (%) Total (%)

50 <= Support < 60 10 8 9

60 <= Support < 70 5 6 6

70 <= Support < 75 10 10 10

75 <= Support < 80 10 9 9

80 <= Support < 85 5 5 5

85 <= Support < 90 10 10 10

90 <= Support < 95 10 10 10

95 <= Support <= 100 40 42 41
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3.3 Web-Signature Updating

It is clear from previous section that our extracted Web-Signatures are stable for a
period of 100 days on an average. These Web-Signatures may be updated again
with repeating the process studied earlier. We explored the possibility of obtaining
the Web-Signature only by partial updating of only dynamic-part as static-part is
unlikely to change.

This investigation compared the Web-Signature computed after expiry of
100 days based on access log files for 5, 10 and 15 days for few students. The
update period concerned 5, 10 and 15 days. The results show, the update would be
complete after 10 days. Further, these results indicate that there are many changes in
the dynamic-part of Web-Signatures compare to the static-part. From these analyses
we conclude that Web-Signature needs to be recomputed by identifying only
dynamic part of the Web-Signature and replacing this new dynamic-part in Web-
Signature would be obtain new Web-Signature of each individual user.

For similarity detecting and identifying the users with unique Web-Signature, we
proposed Algorithm 2.

4 Clustering Based on Signature

Different clusters based on length of signatures and total time spent and total visited
websites by each user are made. k-means and DBSCAN [31] clustering methods are
used for modeling different clusters based on their signatures length, time spent and
academic performance of users. One of the main advantages of this clustering
would be help for identifying and analyzing outliers in different aspects.
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4.1 Relationship Between Web-Signature and Average Time
Spent

This research work, analyzed the relationship between Web-Signature length and
average time spent on Internet and number of visited Web sites per day. These
results show that, maximum number of users had Web-Signature length in the range
of (10–30). Further, the minimum number of users had Web-Signature length >50.

Figure 3 shows relationship between average times spent on Internet per day by
both female and male users and their Web-Signature length. Vertical axis shows the
average time spent in minutes and horizontal axis shows the Web-Signature length.

Based on the results of Fig. 3, it is evident that minimum time spent on Internet
belongs to users with Web Signature length of “1” and maximum time spent
belongs to users with the length of Web Signature more than 55. Our analysis
shows that, there is a strong correlation between Web-Signature length and average
time spent per day on Internet. Table 6 shows gender based correlation between
time-spent on Internet with Web Signature length.

Fig. 3 Average time spent versus signatures’ length

Table 6 Correlation between
the lengths versus average
time spent on internet

Correlation between web-signaturelength versus average time
spent on internet

Total-users 0.81

Female 0.83

Male 0.80
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In the other words, Web-Signature length can be a good indicator for relative
measure of time spent on Internet. Further, outliers in terms of Signatures length are
also outliers in terms of average time spent on Internet.

Analyzing the distribution of the Web sites which are part of Web-Signature of
students in terms of their category shows that when the Web-signature length
increase, the percentage of Websites belonging to curricular category decrease and
the category of Websites belonging to co-curricular and ex-curricular increase. In
other words, the users having Web-signature length less than 5 visit Internet more
for academic purposes compare to those users which are having the Web-Signature
length of 40.

4.2 Relationship Between Web-Signature Length
and Academic Performance

Academic performance of students in terms of cumulative performance index
(CPI) can be varied and affected based on their social interactions or Internet usages.
We explored for all Regular users the academic performance (CPI) relation-ships
with their Web Signature length and average time spent on Internet per a day. The
results of analyzing distributions of users based on their CPI are:

• Majority of users in both female and male students had CPI in the range of
7.5 = < CPI < 9.

• Both female and male academically weak students with CPI < 5 had minimum
average Web Signature length. Whereas, in male users, in and average the
maximum Web Signature length belongs to academically excellent students
with the CPI in the range of more than or equal to 9 (9 <= CPI). However, this is
not true for female users. Since in female users maximum average Web
Signature length belongs to students with the CPI ranges 6.5 < CPI < 7.

5 One Application of Extracted Web Signature

One of the main problems in educational environments is searching for useful
resources through the Internet for helping students for solving problems or learning
some difficult tasks. But unfortunately this is not an easy task to find expert per-son
who can help or who is interested to help for solving problems. For solving this
problem we proposed a model which is extension of our previous proposed model
[32].

Our proposed modeling scheme has the following steps:

• Extract the categorization of Websites based on our specified Website’s cate-
gorization scheme [33] from Web signature. Based on this scheme, all visited
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Websites categorized under two categories based on content and structure of
those Websites.

• Make different clusters of users based on similarity of Websites’ categories in
their Web Signature.

• Make a database for recording those users’ Information including their user
name and email-id.

• Finally start to create online community or social network within the users in
each cluster.

• Send an invitation for all users in same cluster by attaching other users’ email id
from the created data-base.

• If a user is interested for communication, s/he can send an email to other user
and start for discussion about any interested solutions for solving problems.

With this approach, two individual users possibly may get several invitations
based on similarity of visited Websites in their Web Signature, from each other. For
example, different users are having similar Websites in their Web Signature such as
Ja-va.com and ieee.org, so academically exchanging knowledge or data within
these users would be desirable and helpful for beginners or fresher students
whenever it is possible to make easily a social network group with all seniors or
professors for solving problems or discussing about solutions.

The primary focus in this research work was to detect communities based on
their academic related category of Websites visiting behaviors. We used invitation
sending method for privacy and security issues. Extracting community can be done
on offline or online model. In the form of offline, access log files are used and
invitation to join the network would be sent. For example, an invitation would be
sent every 12 h. In online method, whenever a user opened a website, her/his
in-formation would be saved in our server’s database and invitation will be sent
immediately for all visitors of that Website in same time. Our future work will be
considered on establishing dynamic social network among students of different
colleges and other environments.

6 Conclusion

This research work attempt to explore the feasibility of creating a unique Web
Signature for each Internet user with analyzing access log files. We proposed an
algorithm for extracting unique Web-Signature. The main challenge which occurred
during this analysis was: What is the average length (cardinality) of Signature? And
how long our extracted Web-Signature would be stable? Our results declared that
cardinality of Web-signatures were 1 to 188 and the extracted Web-Signatures were
stable in an average for 3 months.

In another step, we used k-means and DBSCAN clustering methods for grouping
users based on their Web-Signature length, time spent on Internet and CPI. We used
the results of these clustering for creating groups of users with similarity of their
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Internet usage behaviors especially in academic environments for communicating
between professors or senior students with fresher students based on their similarity
of interests.
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Privacy Preserving Data Mining Survey
of Classifications

Mahdi Aghasi and Rozita Jamili Oskouei

Abstract With the rapid progress of data mining, protecting sensitive information
is a critical issue before sharing to outside parties. Association rules become a
powerful tool in discovering hidden sensitive information among parties, whereas
some of them try to protect their own sensitive information by blocking inference
channels. For instance, two parties are selling same products in different markets.
After sharing their sale information to each other, one tries to analyze the adversary
sale information (that we call it data mining). So, after analyzing and accessing to
adversary’s beneficial information, the party changes the arrangement of his
products in his market since it helps the customers to access products more easily
and quickly. However the rate of selling in his market will increase, the other party
is analyzing the information which has been censored (that what we call it privacy
preserving in data mining). The methods that the parties has been trying to hide
before sharing sensitive information and the characteristics of the algorithms have
been discussed in this paper.
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Motivation—Protecting sensitive mined data has become an important issue in privacy
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1 Introduction

The advancement of information technology leads us to protect information before
sharing it. Understanding the limitations of accessing to the amount of data is the
most important part of Privacy Preserving in Data Mining; that means who should
access to how much of the data.

In this paper, it has been tried to focus on data-mining background in advance,
while the important part of the paper has been focusing on introduction of different
approaches of data-mining and algorithms of data mining privacy preserving for
sanitizing sensitive knowledge in context of mining association rules or item sets
with brief descriptions. It has been tried to concentrate on different classifications of
data mining privacy preserving approaches.

2 Basic Concepts

2.1 Data Mining Concepts

Data Mining classification based on activities and algorithms [1–3]. The practice of
examining large databases in order to generate new or useful information or pattern
is Data Mining.

2.2 Privacy Preserving Data Mining Concepts

Today as the usage of data mining technology has been increasing, the importance
of securing information against disclosure of unauthorized access is one of the most
important issues in securing of privacy of data mining [4]. The state or condition of
being isolated from the view or presence of others is privacy [5] which is associated
with data mining so that we are able to conceal sensitive information from reve-
lation to public [4]. Therefore to protect the sensitive rule from unauthorized
publishing, privacy preserving data mining (PPDM) has focused on data mining
and database security field [6].

Support and Confidence Let I ¼ i1; i2; . . .; imf g be a set of items and let D is the
dataset of transactions that the goal of sanitization is its modification in order to no
sensitive rule disclosed. Any X � I is an item set. Each item set which contains k
items called k-item set. Let D ¼ T1; T2; . . .; Tnf g be a set of transactions. The
well-known measure in frequent item set mining is support of item set. The support
measure of an item X � I in database D, is the count of transactions contain X and
denoted as Support count (X). An item set X has supported measures in dataset D if
s% of transactions support X in dataset D. Support measure of X is denoted as
Support (X):
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SupportðXÞ ¼ Support countðXÞ
n

� 100 ð1Þ

where n is the number of transactions in dataset D.
Item set X is a frequent item set when Support Xð Þ � MST where MST is

Minimum Support Threshold that is predefined threshold. After mining frequent
item sets, the association rule is an implication of the form X ! Y , where X, Y � I,
and X \ Y ¼ ;. The Confidence measure for rule X ! Y in dataset D is defined:

Confidence X ! Yð Þ ¼ Support XYð Þ
Support Xð Þ � 100 ð2Þ

Note while the support is a measure of the frequency of a rule, the confidence is
a measure of the strength of the relation between set of items. Association rule
mining algorithms scan the database of transactions and calculate the support and
confidence of the candidate rules to determine if they are considerable or not. A rule
is considerable if its support and confidence is higher than the user specified
minimum support and minimum confidence threshold [7].

Set of metrics In this part, we preface the set of metrics to evaluate not only how
much sensitive knowledge has been disclosed, but also to quantify the effectiveness
of the suggested algorithms in terms of information loss and in terms of
non-sensitive rules removed as a side effect of the translation procedure. We
classify these metrics into two major groups: Data sharing-based metrics and
Pattern sharing-based metrics.

Data sharing-based metrics As it is presented in Fig. 1, R is denoted as all
association rules in the database D, as well as SR for the sensitive rules, the none
sensitive rules � SR, discovered rules R0 in sanitized database D0. The circles with
the numbers of 1, 2, and 3 are possible problems that respectively represent the
sensitive association rules that were failed to be censored, the legitimate rules
accidentally missed, and the artificial association rules created by the sanitization
process.

Fig. 1 Data sharing-based
metrics
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• Problem No. 1 occurs when some sensitive rules in sanitized database are
discovered, which is denoted as Hiding Failure (HF) and it is measured in terms
of the percentage of sensitive association rules that are discovered from D0. In
the best case, HF should be 0% and it calculates as follows:

HF ¼ #SRðD0Þ
#SRðDÞ ð3Þ

where # SR Xð Þ denoted as the number of sensitive association rules discovered
from the database X.

• Problem No. 2 happens when some legitimate association rules are hidden as a
side effect of the sanitization process. This occurs when some non-sensitive
association rules support decrease in the database due to the sanitization process.
We call this problem misses cost (MC), and it is measured in terms of the
percentage of legitimate association rules that are not discovered from D0. In the
ideal condition it should be 0%. The misses cost is calculated as follows:

MC ¼ #� SRðDÞ �#� SRðD0Þ
#SRðDÞ ð4Þ

where # � SR Xð Þ represents the number of non-sensitive association rules
discovered from the database X.

• Problem No. 3 happens when some artificial rules are generated in database D′
as a product of sanitizing process, which is called as artifactual patterns or
artificial patterns (AP). It is measured in terms of the percentage of the dis-
covered association rules that are artifacts, i.e., rules that are not present in the
original database. AP is measured as follows:

AP ¼ jR0j � jR\R0j
jR0j ð5Þ

where Xj j denotes the cardinality of X.

Dissimilarity could be measured by the difference of the original and sanitized
databases by computing the difference between their sizes in bytes. However,
dissimilarity should be measured by comparing their contents instead of their sizes
[5, 8–11].

Pattern sharing-based metrics As it is presented in Fig. 2, � SR conveys the
non-sensitive rules which are removed as a side effect of the sanitization process
(RSE), which is known as Side Effect (Problem No. 1). It is related to the misses
cost problem in data sanitization (Data sharing-based metrics). Problem
No. 2 occurs in an adversary try to recover some sensitive by using some
non-sensitive through inference channels. We refer to such a problem as Recovery
Factor.
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• Side effect factor (SEF) measures the number of non-sensitive association rules
that are removed as a side effect of the sanitization process. The measure is
calculated as follows:

SEF ¼ ðjRj � ðjR0j þ jSRjÞÞ
ðjRj � jSRjÞ ð6Þ

where R, R0, and SR represent the set of rules mined from a database, the set of
sanitized rules, and the set of sensitive rules, respectively, and Sj j is the size of
the set S.

• Recovery factor (RF) expresses the possibility of an adversary recovering a
sensitive rule based on non-sensitive ones. In the case that, all the subset of
sensitive association rules could be mined from the database the recovery factor
will assign to 1, otherwise it will assign to 0. However, the recovery factor is
never certain, i.e., an adversary may not learn an item set even with its subsets
[5, 8–10].

3 Different Approaches Sin PPDM

Many approaches have been proposed in PPDM in order to censor sensitive
knowledge or sensitive association rules. In this paper two classifications in existing
sanitizing algorithm of PPDM have been mentioned.

3.1 Classification 1

In this classification there are two techniques that the findings are discussed in detail
as follow:

• Protecting sensitive information (data-sharing techniques).
• Protecting sensitive rules which contain sensitive information (pattern-sharing

techniques) [10].

Fig. 2 Pattern sharing-based metrics
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In data-sharing technique, without analyzing or any statistical techniques, data
will be communicated between parties. In this approach, the algorithms suppose
change database by producing distorted data in the data base. In pattern-sharing
technique, the algorithm tries to sanitize the rules which are mined from the data set
[5] (Fig. 3).

Data-Sharing techniques

• Item Restriction-Based: in this approach the methods reduce the support or
confidence, below the given disclosure threshold (ψ) by deleting items or
transaction from a database in order to hide the sensitive data that can be
disclosure to public [5, 9]. Disclosure threshold basically shows how relaxed the
privacy preserving mechanism should be. In the case of ψ = 0 %, no sensitive
association rule should be discovered. In the case of ψ = 100 %, there is no
restriction on discovering sensitive association rules [8].

• Item Addition-Based: unlike the previous algorithm, this approach modifies
transactions by adding some items which are not presented in transactions. The
addition process affects items in an antecedent part of rule, which the confidence
reduction will be resulted. This issue produces some new and fake rules in
sharing knowledge [5, 8, 12].

• Item Obfuscation-Based: in this approach sensitive rule will be hidden by
replacing “?” (Unknown) in items of transaction with sensitive rules instead of
deleting them. Opposite the Item Addition-Based there is no false rule to share
between the parties [5, 8, 12].

Pattern-Sharing technique

• Rule Restriction-Based: in this technique the algorithms try to censor the mined
rule from the database instead of the data itself. In these approaches the algo-
rithm tries to sanitize either all sensitive rules which make no party to access to
sensitive rules or sanitize no rule which no party is able to identify or learn
anything about the owner of sensitive rules [5, 8, 13].

Fig. 3 Sanitizing algorithm
based on sharing method
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3.2 Classification 2

In this class there are five approaches that the findings are discussed in detail as
follow (Fig. 4):

Heuristic Base Approach

• Data distortion techniques: In this technique the algorithm tries to sanitize
sensitive rule by increasing or decreasing the support or confidence of the rule.
In these algorithms, it operates by changing 0s to 1s or vice versa in selected
transactions from database, although undesirable side effects will be produced in
the new database which introduces some optional solution of algorithm’s effi-
ciency [6, 11, 13, 14]. Atallah et al. first proposed the heuristic algorithm [15].
Some of heuristic-based data distortion techniques sanitization strategies include
Algo1a, Algo1b, Algo2a [16], Algo2b, Algo2c [17], Naïve, MinFIA, MaxFIA,
IGA [10, 12], RRA, RA [18], and SWA [10, 19].

• Data blocking techniques: in this technique, the 0’s and 1’s will be replaced by
“?”(Unknown) in sensitive items of selected transaction instead of inserting or
deleting them [6, 11]. Saygin et al. were the first proposed blocking based
techniques for sensitive rule hiding. Also the safety margin introduced to show
how much below the minimum threshold new support and confidence it should
be [20]. Verykios et al. accept that the user decide how much the safety zone
should be [14].

Border Based Approach In this approach by the concepts of borders, the algo-
rithm tries to preprocess the sensitive rules, so the minimum number of them will be
censored. Afterward, Database quality will maintain as well while side effects will
be minimized [4, 6, 13].

Exact Approach In this approach it tries to formulate the hiding problem to a
constraint satisfactory problem (CSP). The solution of CSP will provide the min-
imum number of transactions that have to be sanitized from the original database.
Then solve it by helping binary integer programming (BIP), such as ILOG CPLEX,

Fig. 4 Sanitizing algorithm
based on operation
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GNU GLPK or XPRESS-MP [6, 13]. Although this approach presents a better
solution among other approaches, high time complexity to CSP is a major problem.
Gkoulalas and Verykios proposed an approach in finding an optimal solution for
rule hiding problems [21].

Reconstruction Based Approach In this approach the algorithm generates a data-
base which is reconstructed from the sanitized knowledge base which is extracted
from the original data. Side effects in database is lesser than heuristic approaches [6,
11, 13]. Chen et al. were the first who proposed this approach [11, 22].

Cryptography Based Approaches This approach will be used in multiparty
computation. If the database is distributed between several sites in an organization,
securing computation is vital. So, it tries to encrypt database (with an input privacy)
instead of distortion for sharing [4, 6, 10]. Although this technique minimize shared
information, there is a little overhead on minimize tasks [12].

4 Related Works

Atallah et al. [15], tried to deal with the problem of limiting disclosure of sensitive
rules. They attempt to selectively hide some frequent item sets from large databases
with as little as possible impact on other, non-sensitive frequent item sets. They tried to
hide sensitive rules by modifying given database so that the support of a given set of
sensitive rules,mined from the database, decreases below theminimum support value.

Oliveira and Zaiane [18] tried to develop a mechanism that will enable data
owners to select an appropriate balance between privacy and precision in discov-
ering association rules. By use of Round Robin and Random algorithms, they tried
to hide information by reducing support of some items. That makes a smaller
impact on database with less generation of artifact rules.

Lee et al. [24] presented a new algorithm that provides a sanitized database by
multiplying the original data base by sanitization matrix which has been produced
by observing the relationship between sensitive patterns and non-sensitive patterns.
They tried to prove that their algorithm (HPCME) by the introduction of the new
factor (restoration probability) is more efficient and accurate in comparison with the
former algorithms (NHF and HF).

Oliveira et al. [8] presented a framework to protect sensitive knowledge before
sharing association rules. The framework includes (a) a sanitizing algorithm called
downright sanitizing algorithm (DSA) which sanitizes sensitive rules while blocks
some inference channels, (b) a set of metrics to evaluate attacks against sensitive
knowledge and the impact of sanitization. Inference channels are the ways that
adversary tries to reconstruct sensitive hidden rules by non-sensitive ones which
called as forward-interface attack and backward-interface attack.

Jafari and Wang [23] proposed an algorithm that modifies the transaction in the
database in order to hide sensitive association rules by reducing the confidence of
them. They proposed two algorithms named ISL and DSR. The first algorithm tries
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to increase the support of left hand side of the rule, while the second one tries to
decrease the support of the right hand side of the rule.

Natwichai et al. [24] focus the problem of classification rules privacy preser-
vation or classification rules hiding. They proposed a new algorithm to hide sen-
sitive classification rules for categorical data sets. By using the more extracted
characteristics information from the dataset with regard to classification issue, they
improved decision tree building, and make the reconstruction process better.

Amiri [25] proposed three approaches in sanitizing algorithm. (a) The Aggregate
approach tries to decrease the support of sensitive item set greedily below the
support threshold; (b) The Disaggregate approach opposite to the pervious algo-
rithm, instead of deleting item set from data base, it tries to modify the sensitive
transactions in data base individually by deleting some items to reduce the support
of sensitive item below the support threshold; (c) The combination of former
approaches that called The Hybrid approach tries to identify sensitive item set as in
Aggregate approach in advance, and then instead of deleting the whole item set, it
tries to delete some items of item set as in Disaggregate approach.

Guo [11] proposed a framework with three phases: mining frequent set, per-
forming sanitation algorithm over frequent item sets, and generate released database
by using FP-tree-based inverse frequent set mining.

Duraiswamy et al. [26] proposed an algorithm named SRH that modifies the
database transaction. So the confidence of association rules will be reduced. They
proposed that the efficiency of their algorithm will be analyzed and improved by
reducing the side effects.

Weng et al. [27] proposed that their algorithm (FHSAR) hides sensitive asso-
ciation rules by scanning database once and the side effects generated are mini-
mized. FHSAR scans database one time while collects information about the
correlation between each transaction and sensitive rules.

Moustakides and Verykios [28] presented max–min algorithm which hides sen-
sitive item sets and minimizes the impact of hiding process to non-sensitive infor-
mation. The aim of max–min is the optimization criterion as this is applied to the
hiding sensitive item sets by reducing the support of sensitive item sets while at the
same time it tries to maintain the support of non-sensitive item sets intact, if possible.

Duraiswamy [29] proposed an algorithm called ISSRH which is based on
modifying database transactions so that the confidence of the association rules can
be reduced. ISSRH after indexing database, identify sensitive items and generate
sensitive rules, after clustering rules the hiding process perform.

Dehkordi et al. [7] have introduced a novel method for concealing sensitive
association rules, the algorithm which implements the distortion technique based on
the Genetic Algorithm approach.

Chandrakar et al. [30] proposed a hybrid algorithm based on modifying the data-
base transactions which it tries to decrease not only its support below the support
threshold, but also its confidence smaller than a pre-specified minimum confidence.

Hong et al. [31] proposed a greed-based approach for inserting newly transac-
tions into the database. So it can easily make good trade-offs between privacy
preserving and execution time.
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Jain et al. [4] proposed two algorithms called increase support of left hand side
(ISL) and decrease support of right hand side (DSR) to hide useful association rule
from transaction data. In ISL method, confidence of a rule is decreased by
increasing the support value of left hand side (L.H.S.) of the rule, so the items from
L.H.S. of a rule are chosen for modification. In DSR method, confidence of a rule is
decreased by decreasing the support value of right hand side (R.H.S.) of a rule, so
items from R.H.S. of a rule are chosen for modification. Their algorithm prunes
number of hidden rules with the same number of transactions scanned, less CPU
time and modification.

Jain et al. [32] proposed an algorithm based on data distortion technique, where
the position of the sensitive items change, but its support and the size of database
remain the same as before. This approach results in a significant reduction of the
number of rules generated. The proposed heuristics use the idea of representative
rules to prune the rules first and then hides the sensible rules.

Radadiya [6] proposed an algorithm called ADSRRC which tried to improve
DSRRC algorithm. DSRRC could not hide association rules with multiple items in
the antecedent (L.H.S) and consequent (R.H.S.), so it uses a count of items in
consequence of the sensible rules and also modifies the minimum number of
transactions to hide maximum sensitive rules and maintain data quality.

5 Proposed Solution and Algorithm

The proposed algorithm in this paper hides sensitive rules based on infrequent
insensitive rules which is called censorship based on infrequent insensitive rules
(CBIIR). This algorithm tries to identify the right item (victim item) in selected
transactions, in advance, and then it hides the victim items in order to minimize the
side effects of hiding process. CBIIR decreases support of sensitive rules by
removing the victim items from selected transactions.

In Step 1, for each sensitive rule which includes k-items, it tries to find similar
k + 1 items’ infrequent insensitive rules. Being similar means having the same items
in the antecedent (LHS) as all items in the antecedent of victim roles and same
items in consequent (RHS) of victim rules’ in addition of some different items in
rules consequent. Then CBIIR focuses on finding different item.

In Step 2, CBIIR focuses on finding all infrequent k − 1 item rules which
Different item exists in LHS or RHS in order to find Known items. Different item is
the one that exists in similar rule, but it doesn’t exist in sensitive rule. (Imagine,
X → Y, Y is different item which doesn’t exist in sensitive rule and X is known item
as exists in sensitive rule). Then it tries to extract victim item, so it tries to find all
k − 1 items frequent rules except X → Y and then sorts them in ascending order.
The LHS first item of the first rule in sorted list known as victim item.

In Step 3, it tries to remove victim item in transactions which X (the known item)
exists and Y (the different item) doesn’t exists.
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6 Conclusion and Future Work

In this paper, we presented to classifications of different methods and approaches of
privacy preserving data mining. First classification focuses on techniques of pro-
tecting either data or pattern after mining the data, whereas the second classification
describes several approaches that are used in different fields of working. While the
algorithm of hiding sensitive rules is different, it has been tried to overview each
algorithm briefly.

Eventually, after evaluating several approaches in privacy preserving data
mining it will be concluded that Heuristic Base Approach and Reconstruction
Based Approach are the most authentic and efficient approaches that have been
proposed.

In some practical field which data is sensitive and vital part of human life, like
medical background and information about a patient, data blocking techniques
won’t be used, due to the changes that the algorithm does on data or the false rules
that it might produce to hide the mined rules.

Although some other algorithms have been focusing on removing the selection
of victim items without any concern on side effects, CBIIR tries to accentuate
deleting the right victim item among nominated victims. So, theoretically we are on
the verge of decreasing side effects of hiding operation, especially decreasing
production of artificial patterns. The aim of this paper is to improve preserving
privacy precisely based on a new proposed algorithm to protect it from disclosure.

In this work there is need to implement the provided algorithm in advance and
then compare it with a well-known algorithm with similar operation like
item-grouping algorithm (IGA) in order to illustrate the differences of hiding pro-
cess on graphs.
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A Formal Analysis for RSA Attacks
by Term Rewriting Systems

Mohammad Kadkhoda, Anis Vosoogh and Reza Nourmandi-Pour

Abstract The high security for RSA cryptosystem depends on the less power of
attacks broken it. This subject can be reduced to find the prim numbers and integer
factors. Any attack besides the brute force attack, may succeed and obtain plaintext
or private key. So, it is necessary to keep the RSA cryptosystem security against
attacks. In this paper, we proposed a formal cryptanalysis for RSA cryptosystem, by
term rewriting systems (TRS) and termination proving. We have embedded one
RSA attack in a TRS model, such that attack has been successes on the RSA
cryptosystem if and only if its TRS model has been terminated. Since the automated
termination proving of TRSs has been grown in the last years, our work will
promise.

Keywords RSA cryptosystem � Attack analysis � Formal verification � Term
rewriting system � Termination proving

1 Introduction

The RSA cryptosystem [1] is one of the mathematical public key encryption. By
some algebraic assumptions such as prime number and integer factoring compu-
tation, which are important in RSA cryptosystem, any attack ways are faced with
hard problem and high complexity of computation [2]. When security of RSA tied
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with factoring modulus n, i.e., finding prime numbers p and q when multiple of
them equal to n, it is not surely impossible and may find an effective attack to break
it. On the other hand many attacks are developed where are based on careless in
RSA implementation and supported by high processing computers. Therefore, we
need to analyze RSA attacks that increase RSA resistant when tackle with them.

An attack uses the variation analysis during cryptographic operation to get the
information about message or secret key [3]. It can also use a difference of the
operations execution time [4] and may mathematical analysis of RSA. It can be
vulnerable to analyze RSA and prevent of attacks.

In this paper, we proposed a formal analysis of RSA attacks. First, we transform
the algorithm of RSA attack to a term rewriting system (TRS) as a formal language
on functional terms of first-order logic. This transform consists of a special com-
putation on ciphertext or public key to a TRS, where decoding the message or
private key is tied with termination of this TRS. Therefore, we have an attack
algorithm that is embedded in a TRS such that the security analysis of the RSA
attack is replaced with termination proving of its TRS. Since we know there are
many automated termination proving tools, this transform is supported attack
analysis for keep secure of RSA cryptosystems. In other words, in our work success
of RSA attack has redefined by termination, where RSA is not secure or attack is
successful, if correspond TRS for it terminated. This helps us to increase security of
RSA cryptosystems by attack analysis and avoid when it is happened.

The remainder of this paper is organized as follows: in Sect. 2, we review
previous analysis methods for RSA attacks. Next in Sect. 3, we review the RSA
cryptosystem and some of its variants. In Sect. 4, we present some basic notations
and facts on rewriting system. In Sect. 5, we discuss the attack analysis by term
rewriting system and present one example. Section 6 consists of the result of our
work and comments on some future works.

2 Related Works

The analysis and the verification security of cryptosystem in the some research have
recently received more attention [3, 5]. Number of methods has been applied
specifications of RSA to formally prove various properties of variant attacks,
because they can deal with them [6].

There are many attacks against brute force that are developed successfully. In [4]
OAEP is proposed as an appropriate padding scheme. It required ensuring the
security of the cryptosystem and when a cryptographic algorithm is secure from a
theoretical point of view, we cannot guarantee that it is also secure when it is
implemented.

At RSA cryptosystem, the private key is always mathematically linked to the
public key [3]. This linked operation is easier to do in one direction and its converse
is very difficult when we do not have additional information; although it is possible
that a mathematical attack broke it by driving the private key [7]. Especially, by
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factoring the modulus into their prime numbers, the private key is detected and
hence, the security of the cryptosystem is broken.

A new algorithm for RSA deals with two opposite problems, data security
degree and computing processes speed. If the RSA key size grows increase, running
their algorithms needs lots of time and memory. Practically, we should balance the
key size and security degree. When an attack faces to key size grow, it may be
weekend. However in application it may not occur strongly [8]. The comparison of
time for broken and length of private key in the original RSA cryptosystem has
been shown in Table 1.

A fast variant of RSA is considered by getting public or private key significantly
smaller than φ(n) that create RSA-small-e or RSA-small-d, respectively. In
RSA-small-e the encryption costs can be reduced and in RSA-small-d the
decryption costs can be reduced [9]. While the encryption costs are reduced in
RSA-small-e, the decryption costs remain the same as original RSA. It is similar for
RSA-small-d because public and private key are inverse in the other modulo φ(n).
Unlike the small public exponent scenario RSA-Small-e, it is not safe to use very
small private exponents. Boneh and Durfee [10] have shown that any private
exponent d < n 0:292 should be considered unsafe.

Factoring is a hard computation problem. Pomerance [11] has an interesting
introduction into what clever methods can do. May or may not an attack can be
conducted in a reasonable amount of time on a correctly implemented RSA.
However, there are many attacks on poor or naïve implementations. Peter Shor [12]
has shown that a quantum computer has a polynomial time algorithm for factoring
integers. Nevertheless, engineering a quantum computer has still a way to go, so
RSA is safe for now.

3 RSA Cryptosystem

The reader referred to [13] for the basics of RSA cryptosystem and some of its
variants that recently come in [3]. However, we review main points of RSAmethods.

The cryptography by RSA has three algorithms for key generation, encryption,
and decryption. First, we select two distinct prime numbers p and q randomly, then

Table 1 Comparison of time
for broken and length of
private key

Time of broken Length of key (Bit)

Fast 256

Fast, for especial state 384

Fast, with full equipment 512

For short-term 768

The near future 1024

For several days 2048

For several years 4096
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compute their multiply n and select integer e that is relatively prime to φ(n) where
φ(.) is Euler’s phi function, and finally obtain integer d by e and φ(n) such that
ed ≡ 1 (mod φ(n)). The pair (e, n) is our public key and (d, n) is our private key.
Second, a plaintext M 2 ℤn is encrypted by eth power modulo n to ciphertext
C = Me mod n 2 ℤn. Third, a ciphertext C 2 ℤn is decrypted by dth power modulo
n. It follows from Lagrange’s theorem that:

Cd mod n ¼ Med mod n ¼ M mod n ¼ M:

From the key relation, it follows that there exists a unique positive integer k sat-
isfying ed = 1 + k φ(n). We call this RSA key equation or simply the key equation.

4 Term Rewriting System

The definitions and symbols of TRS are somewhat coherent as [14]. Let F be a
finite signature where each symbol f 2 F has a nonnegative integer, r > 0 as arity.
The set of symbols in F having arity r is denoted by F(r). F(0) contains at least one
member. The set of terms over F and the enumerable set of variables V, where F \
V = ∅, is denoted by T(F, V). A term containing no variables is closed, and T(F) is
the set of closed terms. The symbol or variable u occurs |s|u times in the term s, and |
s|, the size of s, is the sum of all |s|u. Fun(t) denotes the set of all function symbols
occurring in the term t and Var(t) is set of its variables. In this paper, TRS is defined
as a pair (F, R), where R is a finite set of rewrite rules on the signature F. The
rewrite relation induced by R, is denoted by → R, its transitive closure is !þR, and
its transitive and reflexive closure is!�R. D(R) is one or the set of defined symbols
R where f 2 R if f = root (l) where l → r 2 R. A strict order > is not reflexive and
transitive binary relation and a partial order ≥, is reflexive, transitive, and asym-
metric binary relation. A quasi-order ≥, is transitive and reflexive binary relation.
A subterm ordering on T(F, V) define s D t, when there is a context P where s = P[t].

A partial order on a set A is well founded if the infinite descending sequence a1,
a2,… of elements of A does not exist. A rewrite relation which is also a partial order
is called a rewrite order. A well-founded rewrite order is called reduction order.
A TRS R is compatible with partial order > if R � ≥. A TRS R is terminates if it is
compatible with a reduction order ≥. Otherwise, TRS (F, R) is terminating if there
is no infinite rewrite sequence for one term t 2 T(F, V).

4.1 Termination Property

Termination is important property in theory of rewriting. This property is preserved
when computation process has been finished for all start terms. For example, let us
consider the following TRS with seven rewrite rules:
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This system calculates that the given number x is odd or not. To prove the
termination of this system we need to define a well-found order. For example, the
weight function for operations and constants helps us to compare terms of system
and confirm whether it is terminated or not. For this, we require the determination
of each of the following maps:

W : odd; if ; g; s; p; true; false; 0f g ! N

s : odd; if ; g; s; p; true; false; 0f g ! null; identity; min; maxf g

A possible solution for W and τ of the above TRS is as follows:
(W, w0 = 1) odd → 3, if → 2, g → 2, s → 2, p → 2, true → 1, false → 1,

0 → 1
τ : odd → identity, if → max, g → null, s → null, p → null, true → null,

false → null, 0 → null.
So, the following inequalities must be used to preserve the condition of termi-

nation of these rewriting rules.

Wg [ 1; Wodd þ 2[ 1; Wp [ 1;

Wodd þ iþ 1[Wif þ max a; iþ 1; i� 1ð Þ;
Wif þ max a; iþ 1; i� 1ð Þ[Wodd þ i� 1

Wif þ max 0; iþ 1; i� 1ð Þ[ i

The set of these constraints are satisfied. This subject can be shown by Torpa [15],
a tool of automated termination proving or any automated SAT solver tools. In this
paper, we have focused on termination property as a technique for attack analysis and
verify security of RSA cryptosystem that is one of general cryptography methods.

5 Attack Analysis by Termination of Rewrite System

New methods of attacks other than RSA brute force attack and factoring modulus
have been establishing to recede of exponential hope. So, we need an effective
analysis method for ensuring to able or unable of the attack to obtain plaintext or
private key. In this section, RSA algorithm is analyzed to find its weaknesses about
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attacks. This work is done by termination analysis on attack rewrite system. In the
following we define a RSA attack and its structure for broken key.

5.1 Attacks against RSA

The RSA function which is defined at section, is an example of a one-way function,
in role play, entity A (sender) may wish to send entity B (recipient) encrypted
information C that malicious attacker entity T (enemy) will try to attack, as bellow:

It is not known as an invertible without the d. General attacks on RSA involve
trying to compute d, or some other ways to get to M. Entity T may know only <e,
n>, or C and <e, n>. The decryption key can assign an M that only the encryption
key can be verified. Knowing <e, n>, if entity T can factor n then d can be
computed in a reasonable time interval. Likewise, knowing e, d and n then entity T
can factor n. These two known properties will be used to show some unsafe RSA
implementations. So we have three main attacks: brute force, factoring n, com-
puting eth root modulo n.

If entity T has access to C, then e and n can do a brute force search to find
M. But factoring n involves a much smaller search space and thus, more efficient to
do. Security of RSA depends on the computation of factoring of n and the eth roots
modulo n. The first is fairly well researched, and its complexity is understood.
However, the second is an open question. It has not yet been proven that taking the
eth roots modulo n is at least as hard as factoring n. This means RSA security has
not been proven to be at least as hard as factoring. But it has a large amount of
research, which encourages that it will stay secure well into the future.

RSA will be shown to hold up to all known attacks. We write a list of variant of
RSA attacks; however summaries of new research findings are not complete
(Table 2). We divide RSA attacks in three groups: blind attacks, math-based
attacks, and run-based attacks.

Table 2 List of RSA attacks

Group Attack Against

Blind attacks • Brute force
• Random method

Search space
Near of M or d

Math-based attacks • Factoring n,
• Root modulo n
• Find d directly

Small-d (Wiener)
Small-e (Coppersmith)
Plaintext M

Run-based attacks • Timing and error
message
• Interactive

Running time of cryptographic operation
(Kocher)
Chosen ciphertext (Bleichenbacher, Manger)
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Now, instead of reviewing the several attacks where has been come in the many
old researches [2, 6], a major and known attacks is selected among them.

5.2 Transform RSA Attacks to a TRS

We define original RSA cryptosystem with triple (K, E, D) where K is key gen-
eration process, E is encryption structure on <e, M> and D is decryption structure
on <d, C> for message M.

For an RSA = (K, E, D), the RSA attacks can be treated as a rule-based system.
Since term rewriting system is a nondeterministic computation model, so it is
equipped for embedding any complex computing as well as attack algorithms.
Follow, we proposed a new formal description for RSA schema by TRS model.

Definition 1 Transform RSA attack to a TRS start with defining the set of signatures
F and T(F, V) set of terms where V consist of variables x, y, z, and set of rules R for
coverage all process in computing attacks. Now, TRS (F, R) is defined as:

F ¼ Attack :ð Þ; EncryptðÞ; DecryptðÞ; PublicðÞ; Pr ivateðÞ; NewðÞ; e; d; . . .f g

and,

where, three dots consist of other process of attacks for broken private key d or
obtained message M.

Initial term Attack(x, a) has been successful if and only if (F, R) is terminated
and we access to M the encoded message or d key of decryption. An elementary
definition of Encrypt(e, M) and Decrypt(d, C) is e ⊕ M and d ⊕ C, respectively,
where ⊕ is power function. Now, we can show (F, R) is terminated when attack
process has been finished in the sufficient time.

Theorem 1 Let consider entity T is a RSA attack when A and B are receiver and
sender entities, respectively. If TRS (F, R) has defined as well as Definition 1, with
three set of rewrite rules based on RSA = (K, E, D), then termination of (F, R) is
equals attack occurred.

Proof (Sketch) An attack is successful if their process has been completed in the
optimal time, absolutely. When attack is tackled with M and C as a data and K, E,
and D as cryptosystem protocols, it is finally stopped and presents their result.
When all of these processes are embedded in a rewrite rules, our result is present as
a term where it has data or structure either or both. These facts prove RSA is
successful and can be considered while their (F, R) is terminated.
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Next, an example of this transform is presented. We ensure attack occurs hen
termination test is to be approved.

5.3 Attack other than factoring n

In the following, we select the attack algorithm in [5] as attack other than factoring
n. We propose a new presentation of this attack in terms of rewriting system and
prove its termination by Torpa, a termination tool. We show that security of RSA
can be broken by this attack.

Table 3 Transform the attack to a TRS

Table 4 Verify termination for RSA attack
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Let entity A be public key <e, n> = <2621, 8927> where entity A private key
d = 5, p = 113 and q = 79. Then entity B encrypts the message M so the ciphertext
C = 6948 can be sent it to entity A. Suppose the attack entity T obtain the
encrypted message C = 6948. By using the following algorithm entity T will
recover the original message M. The term rewriting model is (Table 3).

Obviously, this attack has encouraged computational work for computing the
private key or plain text. This TRS description of attack helps us to detect that
the process is finished or not. So, we applied Torpa, a termination tool for detecting
the resistance RSA cryptosystem. Result of termination test for this attack is shown
below (Table 4).

The ongoing research that might bring in new security issues and challenges to
RSA will be referred to in our proposal that uses termination tools as Torpa for
attack analysis and enhances the degree of security of RSA cryptosystems by
preventing them.

6 Conclusion

Our aim in this paper is to develop powerful termination analysis of the term
rewriting systems and to prove security of RSA cryptosystem against attacks except
brute force attack. Due to increased attacks especially run-based attacks on RSA we
need to make sure whether they are able or not, to obtain plaintext or private key.

We defined a transform of RSA attack to a term rewriting system, and termi-
nation proving tools verify relevant TRS is terminated or not. While we have
embedded algorithm of RSA attacks in a rewriting system, these attacks are suc-
cessful if and only if their rewrite system is been terminated. Any attack that
occurred referred to keep termination and to stop attack computation. However, this
is not considered a great success, because proof termination method for TRSs is
relatively difficult. But, some termination proof tools may be suitable for automated
attack analysis and this embedding will be promising. Our result shows that ter-
mination analysis can be used for this cryptanalysis problem. This idea is first
introduced and needs more study for many protocols and encryption ways.
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Heuristic Optimization of Wireless Sensor
Networks Using Social Network Analysis

Alexandru Iovanovici, Alexandru Topirceanu, Cristian Cosariu,
Mihai Udrescu, Lucian Prodan and Mircea Vladutiu

Abstract A rapidly rising number of civilian and military real-world applications
require deployments of large sensor networks. However, problems like limited
energy supply, tough environments, data latency, and integrity cause adverse effects
on large topologies of sensors. This paper presents a novel approach in designing
the placement of relay nodes in a sensor network. By using concepts from the area
of social network analysis and mapping them to the already classical field of sensor
networks we succeed to add improvements to the costs implied with deploying the
infrastructure. By socializing the topology with the concepts of centrality and
community structure, our research is focused around a flexible design space
exploration algorithm that we have devised, which offers a balance between the
performance and cost of deploying relays in a sensor network. As a result, our WSN
design achieves a relevant improvement over the state of the art solutions.

Keywords Wireless sensor network topology � Social network analysis � Design
space exploration algorithm
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1 Introduction

The recent years were the witness of an almost explosive development in the area of
sensor networks in general, and wireless sensor networks in particular, in the
civilian fields [1]. Much because of the miniaturization and integration of the
hardware, combined with the low cost associated, more applications are devised
which employ some kind of networked sensors. These applications—such as
disaster management, forest fire detection, plant automation—require the deploy-
ment of an array of nodes which have to operate unattended for long time, on
limited power supply. Major deployments consist of hundreds of nodes intercon-
nected at a logical level, in accordance to topologies, and also at a physi-cal level,
wirelessly. One of the major issues that can be identified is the depletion of the
battery’s energy [2–4]. Such situations can cause issues with the network’s topol-
ogy because some of the relaying nodes are not able to forward data causing
partitioning of the network and disruption of the services [5].

Applying social network analysis principles in order to analyze and optimize
sensor networks is nothing but natural as the social perspective provides an inno-
vative means of analyzing the structure of entities with a social-like structure [6].
Thus, we can detect influential nodes, patterns of communication and also study
dynamics inside the network. This strongly relates to wireless sensor networks as it
is important to disseminate the sensor nodes that are critical for the data throughput,
which are more central so that relays can be placed at those positions, and also
model growth as the network coverage spreads in time.

Much of the research in the field of sensor networks was oriented in the recent
years to maximize what is called “functional requirements,” such as data latency
[7], real time-ness and “non-functional requirements” such as data integrity [7].
Minimizing energy requirements is often the top priority, but most of the sensor
network deployment is in tough and adverse environments where there are many
more hazards than just energy loss [3].

In our discussion, we are going to differentiate between regular nodes respon-
sible for gathering data and/or acting upon received commands and relay nodes
which collect data from the nodes in the direct area of coverage and send them
upstream to the network sink. The scope of this paper is to propose an optimization
solution for choosing the number of required relays and their optimal position so
that we maximize the performance of the network while keeping the overhead at a
minimum.

In the design of a WSN, the practitioner has to balance the costs involved with
the solution, with the performance, and one of the key performance metrics is the
average delay from node to sink. Our research is part of a larger endeavor of
designing and deploying a near real-time sensor network for monitoring and
reporting data regarding road traffic conditions and consequently dynamically adapt
the state of the traffic lights.
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2 State of the Art Sensor Deployment

2.1 Background

Mostly dependent on the task of the network there are two major strategies in placing
the nodes of a sensor network: deterministic and random. The first one can ensure
great coverage with careful placement [8], but due to the adverse conditions on the
field there are situations in which the distribution has to be done in a random manner,
with adverse effects on the network metrics [7]. Rich literature exists on the topic of
optimal node placement [8], which is considered an NP-hard problem [9] and some
nondeterministic approaches were proposed, which provide suboptimal results.

One interesting approach, which is also the starting point of our investigations, is
the one presented by Xu et al. in [8]. The authors take into consideration a
two-tiered topology in which nodes are clustered around relaying nodes which
further communicate directly with the sink. Further, they discuss a multiple-hop
hierarchy of relay nodes, connected in a tree manner to the sink. One of the issues
identified is that the random distribution can leave some parts of the network
disjoint, actually partitioning the network.

Another practical application is the exploration of the issues arising while
scaling the network. From an economic perspective, much of the sensor network
deployments consist of incremental stages with more nodes being added. Related to
the issue of low-power operation, there is a growing interest in the area of network
connectivity [9]. Early work has considered the coverage as being the paramount of
the research [8], but because modern sensor nodes are running at the threshold of
the energy requirements their coverage is largely diminished. Flat 2D sensor net-
works usually consider relay nodes to be simply another node, but with higher
transmission power and/or energy autonomy. The problem is getting interesting in
two-and multi-tier sensor networks where sensors are usually clustered in what can
be called subnets, as presented by Chen et al. in [10].

2.2 Social Network Approach

The novelty introduced in this paper is the usage of social network analysis
(SNA) principles to enhance the properties of a wireless sensor’s network topology.
Through measurements performed over raw state of the art sensor networks, our
goal is to propose an optimal coverage of physically-linked relays over any given
network so that we maximize the throughput and reliability and minimize the
number of relays and cost of cable. We have measured the basic network metrics:
network size (nodes and edges), average path length, clustering coefficient, average
degree, network diameter, density and modularity, and also the distributions of the
degrees, betweenness, closeness, and (eigenvector) centrality [11]. After performing
social network analysis, we have concluded that an optimal way to leverage the
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relay placement is through community detection and centrality algorithms. We
define the basic set of SNA principles further used in this paper. The average path
length of a network is the mean distance between two nodes, averaged over all pairs
of nodes [11]. The degree of a node is defined as the total number of its (outgoing)
edges. Thus, the average value of the degrees, measured over all nodes, is called the
average degree of the network. Modularity is a measure that shows the strength of
the division of a network into communities [12]. High-modularity means a strong
presence of well-delimited communities. Similar to the Pagerank algorithm,
(Eigenvector) centrality measures the influence a node has in the network.

3 Methodology

In order to generate our input data, we use a WSN topology generator which
produces a topology of nodes (sensors) with 2D geographical data. We convert the
information into gdf file format which can be imported in Gephi [13], a leading tool
in large graph data visualization. Any layout of sensors in a geographic space can
be processed by our algorithm by importing it in Gephi, where our developed
plugin can be used from. Further, our enhancement algorithm, called SIDeWISE,
processes the topological data. The result is the initial sensor network with an
additional overlapping layer of optimally placed relays which are all connected to a
sink through a heuristically obtained minimum cost spanning.

We further present the SIDeWISE (SocIally enhanceD WIreless Sensor
nEtwork) algorithm step by step. We start with a topology of given sensors |V|
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which all have positional data attached. Also, a wireless coverage range r is given,
and a resolution parameter which controls the density of required relays to be
placed. A graph G = {We start with a topology of given, E} is formed by con-
necting each of the two sensors that are within each other’s coverage range r. Once
the graph is obtained, the Eigenvector centrality algorithm is run on G [14]. The
Eigenvector centrality was chosen as it is considered a well predictor of a node’s
influence in a network [11, 15]. The centrality algorithm is defined in such a way
that only one node—the most central—has a centrality of 1.0. All other nodes have
their centralities between 0 and 1. Consequently, we define node s with maximal
centrality as the sink for G. Next, a community detection algorithm is run on G, a
graph measure which is designed to measure the strength of division of a network
into communities. This is achieved using the modularity algorithm [16] with a
corresponding default resolution of 1.0 [17]. Depending on the input resolution one
can decide to detect few larger communities (resolution > 1), or multiple smaller
ones (resolution < 1). This affects the total number of placed relays. For efficiency
purposes, all resulting communities with a population less than λ (5 %) than the
total population are discarded, being considered irrelevant for throughput. On the
remaining (significant) communities, comi, centrality is measured again indepen-
dently, and the nodes with centrality 1 are chosen as the local relays ri. The relays ri
and the sink s are organized into a fully connected graph GR = {R, ER} with
point-to-point links between all relays. Further, graph GR is filtered using Kruskal’s
algorithm and a minimum spanning graph MST GR is obtained. It consists of all
relays and the sink, connected by a minimum cost tree.

At this point we have a cost-optimal overlapping tree of relays and MST GR, but
from a throughput perspective it may result as highly latent. This problem is
depicted in Fig. 1. The next optimization tries to heuristically lower the average

Fig. 1 Heuristic optimization of the MST to increase throughput of relays (red nodes). a A relay
network connected with an MST. b The same MST but with additional two edges so that the sink
(bigger red node) becomes the central node of the network
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number of hops required for relays to reach the sink. As such, an iterative process of
maximizing the sink’s centrality is proposed. Even though the ideal result would be
to connect all relays with the sink directly, this would alter the cost-optimality.
Thus, a trade-off solution like the one depicted in Fig. 1b is preferred. Most relays
now have a distance of one or two hops with the addition of only two edges to the
MST. The algorithm tries to add another edge to the MST, measures the sink’s new
resulting centrality and keeps this as a fitness for the added edge. It does this for all
candidates. After one iteration, the edge with the best fitness is kept in the MST.
This is repeated until the centrality of the sink becomes 1.

4 Simulations and Results

The started research comprises multiple stages of parameter analysis and optimization
using real-world validation, and in this paper we exemplify the functionality of
SIDeWISE on realistic networks by explaining how the algorithm’s parameters affect
the results. The previously described topology depends on two ad hoc parameters: the
resolution of the modularity, and the wireless coverage radius. We highlight the
impact of these two parameters in regard to the number of assigned relays.

Setting the resolution is equivalent to finding an ideal trade-off between the
number of terms in a sum and the value of each individual term. The experimental
results depicted in Fig. 2 show that as the resolution increases from the default
value, (i.e., 1.0) the total number of detected communities (red) decreases slowly
and converges toward a minimal value. In the chosen example, a 1000 node net-
work can be divided into not less than nine communities, regardless of how much
the resolution is increased. As the resolution is decreased from 1 toward 0, the
number of detected communities increases exponentially, but their actual size
decreases steadily. Because the SIDeWISE algorithm neglects communities smaller

Fig. 2 a The impact of using a custom resolution (OX-axis) for the community detection
algorithm, expressed in number of representative (blue) versus total (red) communities (OY-axis).
The default value for the resolution is 1. b The ratio between relevant (size > § %) and total
detected communities on a network based on resolution. A low resolution yields poor mapping
results (<50 % relevance), and high-resolutions all converge toward the same result (*90 %
relvance)
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than λ % (5 %) of the total population, the number of relevant communities (blue)
decreases to a state in which not a single community is considered relevant to have
its own relay. Figure 2a shows the numerical values of the relevant versus total
number of communities depending on the resolution, and Fig. 2b shows the
increasing ratio of the two numbers. As a conclusion to this experiment, we con-
sider that applying SIDeWISE requires understanding the impact a custom set
resolution has on the overall structure of relays. If the real-world conditions require
sparse relay placement, one can consider lowering the resolution, so that only the
truly most relevant communities of sensors receive a relay in their vicinity. Based
on the observation, we suggest working with resolutions between 0.5 and 1.25.

Measurements confirm the fact that the number of required relays does not grow
linearly with the number of nodes, but logarithmically. Our proposal has the same
property as the small-world network described by Watts and Strogatz [11]. This is a
very important feature of the SIDeWISE algorithm because it manages to keep the
number of relays relatively low, thus the cost remains low, as the overall network
propagation delay is rapidly decreased. Making an analogy with the small-world
property that represents an ideal balance between the characteristics of a regular
network and a random network [11], Fig. 3 suggest the same principle: the socially
enhanced wireless sensor networks lie at the ideal crossroads between cost and
performance. One the left side is a network with just one sink and no relays. While
being cost-optimal (1r), it offers the worst performance as the propagation delay is
maximal (6.98τ). On the right side is a network fully covered by relays. In this case,
the delay is optimal (1τ) but the cost is maximized (100r). As the graphics of the
delay and cost show, there is a window in which we can create a network with the
best possible trade-off: a relatively low delay, (i.e., high performance) and a low
cost. This is the type of enhancement which the SIDeWISE algorithm facilitates.
Experimentally we prove that our proposed solution has a cost of 7r with a delay of
only 3.62τ. This yields a 92 % performance improvement over (a) and only uses
7 % of the relays required for (b).

Fig. 3 The SIDeWISE algorithm balances cost and propagation delay by optimizing the
placement of the relays in a WSN. The two extreme cases are represented by a single-sink network
(a) and a network fully covered by relays (b)
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5 Conclusions and Future Work

To the best of our knowledge, our work represents a novel approach in designing
the placement of relay nodes in a sensor network. By using concepts from the area
of network analysis and mapping to ad hoc sensor networks, we succeed to add
improvements to the costs implied with deploying the infrastructure. Our research is
focused around the algorithm we have devised, called SIDeWISE.

We consider our research as a framework for a much in depth analysis involving
detailed physical characteristics of the network. The logarithmic behavior of
SIDeWISE is of particular importance for the demanding applications of modern
day sensor network with large number of nodes and still growing. Taking two
classical reference examples, (single central relay/sink and a regular mesh of sinks)
we have shown the location of our algorithm in the design space. In regard to the
central sink placement SIDeWISE provides an improvement of 92 % in terms of
performance while using only 7 % of the cost required for the mesh placement.

Our future work is focused toward real-world testing of the algorithm and a more
insightful analysis of the functional requirements of the network with proven
simulation tools.
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Interactive Applications for Studying
Mathematics with the Use
of an Autostereoscopic Display

Monica Ciobanu, Antoanela Naaji, Ioan Virag and Ioan Dascal

Abstract The abstract character of mathematical concepts can often discourage
students who need to assimilate new materials. In order to help them overcome this
problem, we developed a set of interactive teaching tool packages (ITTPs) consisting
of theoretical modules and applications. A pseudo-holographic display was used for
visualizing 3D objects and the outcome of modifications of the parameters inside
mathematical formulas. One of the starting ideas was to develop the software using
open-source libraries capable of manipulating 3D models like Java 3D. We extended
the concept to work inside a web browser as well, in order to make the applications
available on mobile devices and eliminate the need to install any other software.

Keywords Autostereoscopic display � Teaching tools � Pseudo-holographic images

1 Introduction

In today’s scientific world, the use of holographic-like images for developing
applications in various fields such as medical imaging, industry, military applica-
tions, entertainment, advertising, or computer game development represents a
cutting-edge technological approach.

The main goal of our research was to use this technology to improve the quality of
education by developing new visual-interactive methods for teaching mathematics.

Our team further developed an idea started by Wolfgang Schlaak from the
Fraunhofer Institute for Telecommunications, Heinrich Hertz Institute [1]. In their
research, they built an application that allowed physicians to study the patients’ CT
scans by visualizing them in 3D, with the possibility of rotating the image by means
of hand gestures (called noncontact image control). The display they used was an
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autostereoscopic multiview display, which involved tracking the user’s eyes by
means of a set of cameras mounted on top of the display and adjusting the image
accordingly, to produce a sensation of depth.

In our research, we used the latest technology in the field of image visualization
consisting of HoloVision aerial image display, produced by the Provision company
[2]. This new type of autostereoscopic display does not require any cameras for
tracking the viewers’ eyes, being based on Pepper’s Ghost technique, and allows a
larger number of persons to visualize the projected 3D models without the use of
special glasses.

For the time being, the HoloVision display was only used for marketing pur-
poses; to our knowledge, we are the first scientific team that used the aerial image
display for educational purposes.

The main differences between the two technologies is that the monitor we used
does not have the 3D image attached to the display, but rather exhibits similarity to
an actual hologram. The monitor uses a special mirror in order to focus and display
the pseudo-3D holographic image.

Another key objective was to use available open-source libraries in order to
allow other teams to further develop the applications or to adapt the existing ones to
different fields of study.

The applications were developed to run on both classical computer architecture
and holographic display for an enhanced user experience.

In Fig. 1, we can see that the user interface developed for the 2D monitors is
different from the one developed to display the images on the autostereoscopic

Fig. 1 Interfaces developed for laptop and holographic display
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device. It was necessary to create two types of interfaces because, the HoloVision
display is optimized to render 3D models focusing the image outside of the display
area, providing the illusion that the image floats in midair in front of the monitor.
The 3D image cannot be rendered in the same way on a 2D monitor, but the 3D
model keeps its details on the HoloVision display even if it is scaled.

The two versions of the software were needed for individual study on a 2D
monitor and for presenting the subjects to a group of students using the 3D display,
as the viewing angle and distance allow this. The HoloVision holographic display
that we used is able to display a 30 cm image focused at approximately 90 cm in
front of the monitor, viewable at a 60-degree angle from the center and does not
require the user to wear any kind of special glasses.

2 The Software Developed for Interactive Teaching Tool
Packages Using Open-Source Libraries

The autostereoscopic display was used for ITTPs related to linear algebra and
analytical geometry. We developed the programs based on Java 3D API and
JavaScript because of their open-source nature. This was necessary in order to allow
others to contribute with similar applications for different fields of study where
visualization plays an important role such as architecture or medicine.

2.1 The Applications Developed by Using Java 3D API

The Java 3D API is an application programming interface used for creating portable
3D applications and applets. It provides a library for creating and manipulating 3D
models and for constructing the structures used in rendering the scene. A scene
graph is used to construct the scene, which is structured as a tree that contains the
elements necessary to display the 3D objects. Developers can easily describe very
large virtual worlds using this approach. Java 3D delivers Java’s famous “write
once, run anywhere” benefit to developers. Reference [3] presents a very detailed
description regarding the mathematical concepts used behind the scenes in Java 3D.

Using Java 3D API, we developed applications for vectorial spaces, straight
lines, and planes in three-dimensional Euclidean space, sphere and circle in space
and conics in Euclidian plane.

The first application refers to the calculus of the expression of a vector with the
help of its coordinates with respect to a base, solved using elements of matrix
calculation. The graphical interface of the developed software can be seen in Fig. 2.

The second application solves problems related to elements of vector calculation
and implement basic algebraic operations such as scalar multiplication, vector
addition, and vector product. The created program allows the representation and
rotation around axis of the vectors obtained by the addition of vectors using the
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parallelogram or the triangle rule, by multiplication of vectors by scalars, or by
vector product calculation (Fig. 3).

Other applications are used to determine the intersection between two lines, two
planes, a plane and a line, a line and a sphere, and a plane and a sphere (Fig. 4).
They allow the calculus of the angle between lines and planes, the power of a point
with respect to a sphere and draw the radical plane of two spheres, the radical axis
of three spheres, and the radical center of four spheres.

Fig. 2 Interface for the calculus of coordinates of a vector

Fig. 3 Interface for vector calculus
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In Fig. 4 is shown the circle obtained as the intersection of a sphere and a plane.
The application also can illustrate the circle as intersection of two spheres and
analyze all possible situations regarding the distance between the centers of the two
spheres or from the sphere to the plane.

Another application draws conics starting from their general equation (Fig. 5).
For the graphic representation of the nondegenerate conic, with or without center,
the canonical equation of the conic, the center of the conic, and the axis of sym-
metry are determined. Thus, the invariant orthogonals are calculated and, based on
their values, different types of conics are represented (ellipses, hyperbolas, parab-
olas as well as degenerate conics), along with complete solutions.

2.2 The Applications Developed by Using JavaScript

For the visualization part of the conic sections, we decided to use a
JavaScript-based solution [4]. This approach, besides the fact that can be run inside
any up to date browser, will also allow, if there is needed, to extend the applications
to be run on mobile devices.

Using JavaScript, we developed applications for representations of conics as
intersection of a cone surface and a plane. The user interface is a simple one and
allows the movement of the plane on the Ox and Oy axes or the rotation of it around
the Ox axis. It is also possible to rotate the whole 3D model for viewing the
intersection of the plane with the cones from different angles (Figs. 6 and 7).

Conic sections, as the circle, ellipsis, parabola, or hyperbola, can be viewed in
real time by adjusting the cursors.

Fig. 4 Interface for visualizing the intersection between a sphere and a plane
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The source code for all the applications is based on standards like HTML5, CSS,
the jQuery API [5] for the user interface, the Raphael library [6] for working with
vector graphics, and the conics3D JavaScript extension written by Lodewijk
Bogaards [7] for the visualization of the conic sections.

It is also possible to deactivate the real-time update of the image if the appli-
cation runs on older browsers.

The applications also have a help section where the different options are
explained to the user.

Fig. 5 Interface for the representation of conics in euclidian plane

Fig. 6 Interface for visualizing a parabola
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3 Conclusions

The ITTPs designed with the help of software are an illustration of the ability to
study, research, and develop, facilitating the learning of mathematical subjects.

The interactive applications conceived for the topics of ITTPs facilitate the
understanding of abstract notions, following the perception gained by the student
from direct interaction with the three-dimensional geometric object. The programs
created within our research provide the possibility to regard this object from dif-
ferent angles.

The use of autostereoscopic display provides a new approach, both from the
technical point of view and teaching methods.
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Determining the Similarity of Two Web
Applications Using the Edit Distance

Doru Anastasiu Popescu and Dragoș Nicolae

Abstract This paper presents a method for measuring the similarity of two web
applications using the algorithm for determining the Levenshtein distance. The web
pages used in the measurement of similarity have the source code made of tags. After
presenting the algorithm for determining the similarity of two web applications, we
present the results obtained with its implementation in Java using various websites.
The final part of the paper presents the definition of fuzzy sets, using the degree of
similarity of a web page with a web application as a membership function.

Keywords HTML � XML � Tags � Similarity � Measurement

1 Introduction

The problem of determining the similarity between different concepts is current. At
the moment, there are many papers each using different formulas, algorithms, and
mathematical concepts depending on the particular domain. The notion of similarity
appeared lately, related to documents written using different languages: HTML,
XML, Latex, or images. To measure the similarity there are used various mathe-
matical formulas that rely on processing algorithms, particularly using strings. In [1–
3], there are shown ways to measure the similarity for HTML files, in [4, 5] for XML
documents, in [6] formathematical documents, and in [7] forfiles that contain images.

In this paper, we present a new way of defining the similarity of web pages in
HTML format, using the edit distance (also called Levenshtein distance) together
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with the algorithm that calculates the degree of similarity. For this algorithm, the
results obtained for various sites and set of tags used to define this notion are
presented. In the last part, there are explained some results using fuzzy sets.

2 Edit Distance

The edit distance, also called Levenshtein distance, refers to the two strings s1 of
m characters and s2 of n characters and the way by which one can turn into the other
using three possible operations

i. deletion of a single character
ii. insertion of a single character
iii. substitution of a single character with a different one

The minimum number of operations i–iii to convert the string s1 to s2 is called
the edit distance of s1 and s2. The determination of this distance can be achieved by
an algorithm of complexity O(m · n) that uses dynamic programming, [8]. Let d(i,
j) be the edit distance of the string consisting of the first XXXI characters from s1
and the string formed with the first j characters of s2. The edit distance of s1 and s2
will be d(m, n) and it is determined using the following recurrence formulas:

• d(i, 0) = i, i = 0, m
• d(0, j) = j, j = 1, n

• dði; jÞ ¼
dði� 1; j� 1Þ; if s1ðiÞ ¼ s2ðjÞ

min
dði� 1; jÞ þ 1
dði; j� 1Þ þ 1

dði� 1; j� 1Þ þ 1
if s1ðiÞ 6¼ s2ðjÞ

8<
:

8>><
>>:

; i ¼ 1; m j = 1, n

The algorithm is as follows:
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3 Defining the Degree of Similarity of Two Web
Applications

Below, we present a definition of similarity of a web page with another web page
using Levenshtein distance; afterwards we define the degree of similarity between a
web page and a web application and then the degree of similarity between two web
applications. In calculating the degree of similarity, there are used only web pages
that are generated by HTML files. We mention that the results in this section remain
valid for other types of files using tags in the source code.

We consider two web applications, WA1 and WA2, that contain the web pages
p1, p2, …, pm, respectively, q1, q2, …, qn and a set of HTML tags denoted with TG.
The code source of the web pages consists of HTML tags.

For a web page pi, consisting of HTML tags, from WA1 we note with T1i the
sequence of tags of pi, which are not found in the set TG. The same for the WA2’s
qj page: we denote with T2j the sequence of tags of qj, which are not found in the
set TG.

Definition 1 For two sequences of tags T1i and T2j, we define the degree of
similarity as the Levenshtein distance between the strings of tags T1i and T2j,
denoted by DL (T1i, T2j).

Example For T1i=<BR><B><I> and T2j=<BR><U>, we have DL (T1i, T2j)=2.
From the first string, we delete the tag <I> and substitute <B> with <U>, thereby
we made two operations.

Definition 2 For two web pages pi of WA1 and qj of WA2, we define the degree of
similarity between pi and qi as being the number denoted by d(pi, qj) and given by
the relation

d(pi, qj)= 1 − DL(T1i, T2j)/max(len1, len2) where len1 and len2 represent the
number of tags from T1i, respectively, from T2j.

Definition 3 Let pi be a web page from WA2. We define the degree of similarity
between pi and the web application WA2 as being the number denoted by d(pi,
WA2), calculated as follows:

d pi;WA2ð Þ ¼ max d pi; qj
� �

; j ¼ 1; n
� �

Definition 4 The degree of similarity between the web applications WA1 and WA2
is denoted by d(WA1, WA2) and we define it using the relation

dðWA1;WA2Þ ¼
Xm
i¼1

dðpi;WA2Þ=m

The algorithm’s steps to determine the number d(WA1, WA2) is described
below.
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Input data

• the paths of the web applications
• the path of the TG file
• a sub unitary value, eps, used to group the web pages in pairs where d(pi,

qj) < eps

Output data

• the similarity degree for pair of web pages (pi, qj)
• the similarity degree for every page pi from WA1 with WA2
• the similarity degree of WA1 and WA2
• pairs of pages (pi, qj) with the property that d(pi, qj) < eps

Steps

• recursively determine the HTML files of each web application
• determine the sequence of tags for each page by eliminating the argument tags

and the tags that are in the TG set
• calculate DL(T1i, T2j) using the Levenshtein distance, determine d(pi, qj), and

find the pairs (pi, qj) with d(pi, qj) < eps, i = 1, m and j = 1, n
• calculate d(pi, WA2), i = 1, m
• calculate d(WA1, WA2)

Example Let us consider two web applications WA1 and WA2 consisting of three,
respectively, two web pages.
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Let TG be, {<HTML>,</HTML>,<HEAD>,</HEAD>,<BODY>,</BODY>}.
We obtain
T11 ¼ \U[\=U[\B[\=B[\BR[\I[\=I[\BR[
T12 ¼ \B[\=B[\BR[\I[\=I[\BR[
T13 ¼ \U[\=U[\B[\=B[\BR[
T21 ¼ \I[\=I[\BR[\BR[\U[\=U[\BR[\I[\=I[\BR[
T22 ¼ \U[\B[\=B[\=U[\B[\=B[\BR[
DL T11;T21ð Þ ¼ 6; DL(T11,T22) = 4; DL(T12,T21) = 6; DL(T12,T22) = 4;
DL(T13,T21) = 7; DL(T13,T22) = 2;
dðp1; q1Þ ¼ 0:4; dðp1; q2Þ ¼ 0:5; dðp2; q1Þ ¼ 0:4; dðp2; q2Þ ¼ 0:4286; dðp3; q1Þ ¼ 0:3;
dðp3; q2Þ ¼ 0:7143;
dðp1;WA2Þ ¼ 0:5; dðp2;WA2Þ ¼ 0:4286; dðp1;WA2Þ ¼ 0:7143;
dðWA1;WA2Þ ¼ 0:5476:

4 Implementation and Results

Using the algorithm from Sect. 2, we realized an implementation in Java. The
program generates a window like the one in Fig. 1, which allows us to introduce the
data described above as input data.

For testing the program, there were used various web applications. For the
websites of SOFA conferences from previous editions, we have obtained the results
in Table 1.
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Fig. 1 Similarity degree program

Table 1 Results obtained with the Levenshhein distance

2005 2007 2009 2010 2012

2005 1 0.641023 0.639442 0.625897 0.623278

2007 0.598694 1 0.851363 0.817743 0.815373

2009 0.622923 0.894149 1 0.897198 0.883024

2010 0.656366 0.903183 0.924772 1 0.92688

2012 0.619693 0.857521 0.879404 0.894534 1
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In [2], it is presented another way of defining the degree of similarity between
two web applications based on the maximum length of a common subsequence of
tags. An implementation using Java, for the same input, leads to the results in
Table 2.

The graphs that show the comparison between the two ways of calculating the
degree of similarity is shown in Figs. 2 and 3. The first graph, from Fig. 2, contains
the results of the method presented in this paper, while the second one (Fig. 3)
illustrates the results of the method described in [2].

5 Defining the Fuzzy Sets Using the Web Pages of a Web
Application and the Degree of Membership

The notion of similarity degree is very suitable to measure as to what extent a web
page is similar to the web pages of a web application. For this, we use fuzzy sets.

Further, we denote by X the set the web pages created using tags, WA1 and
WA2 two web applications as in the previous sections, but considered as sets of the
web pages created only using tags, thus WA1 and WA2 are subsets of X.

Table 2 Results obtained with the maximum length of a common subsequence

2005 2007 2009 2010 2012

2005 1 0.790159 0.814117 0.796022 0.824284

2007 0.777402 1 0.935187 0.925461 0.938187

2009 0.797082 0.928973 1 0.947101 0.953915

2010 0.840778 0.970579 0.982854 1 0.99105

2012 0.791578 0.914627 0.929161 0.935078 1

Fig. 2 Results obtained with the Levenshtein distance
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The membership function is defined as follows:
fWA2: X → [0, 1], fWA2(p) = d(p, WA2), where p is from X
The fuzzy set associated to WA1 is M1 = {(pi, fWA2 (pi)), i = 1, m}.
We can achieve a classification of the web pages according to the degree of

similarity as follows:

1. For any i = 1, m, pi is similar to the web pages from WA2, if the degree of
similarity is greater than or equal to 0.75;

2. For any i = 1, m, pi is nearly similar to the web pages from WA2, if the degree
of similarity is greater than or equal to 0.5 and less than 0.75;

3. For any i = 1, m, pi is slightly similar to the web pages from WA2, if the degree
of similarity is greater than or equal to 0.25 and less than 0.5;

4. For any i = 1, m, pi is not similar to the web pages from WA2, if the degree of
similarity is less than 0.25.

6 The Similarity Using the Discrete Cosine Transform

Another method to check the similarity of two web applications is to use notions of
converting tag sequences in frequencies. Below, we present a way of representing
the tag sequences from T1i, respectively, T2j from Sect. 2, for the web pages pi in
WA1 and qj in WA2, i = 1, 2, …, m, j = 1, 2, …, n, based on the discrete cosine
transform (DCT).

Fig. 3 Results obtained with the maximum length of a common subsequence
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Having a sequence of tags T consisting of the characters t0, t1, …, tr-1, we divide
it into sequences of eight characters and determine their conversions, using [9], with
the following formulas for the DCT coefficients:

gi ¼ 1
2
ci
X7
k¼0

xi cos
ð2k þ 1Þip

16

� �

where

ci ¼
1ffiffi
2

p ; i ¼ 0
1; i[ 0

	
;where i ¼ 0; 1; . . .; 7

and xi, from the set {0, 1, …, 255}, is the ASCII code of the character ti.
The reverse operation of getting the numbers xi, [9] (and thus the characters ti) is

defined by the formulas

xk ¼ 1
2

X7
i¼0

cigi cos
ð2k þ 1Þip

16

� �
; where k ¼ 0; 1; . . .; 7

After obtaining the coefficients with the indices 0, 1, …, 7, for each group of
eight characters from T, we reconstitute the indices with values 0, 1, …, r − 1,
obtaining the DCT coefficients: g0, g1, …, gr-1.

The method for measuring the similarity of images represented by the discrete
cosine transform [10] can be used in the case of web pages using

• Manhattan Distance
• Euclidean Distance
• Cosine Similarity

7 Conclusions

Nowadays, an important issue is related to the comparison of two objects, appli-
cations, files, etc. depending on the elements used in their construction. In this class
of problems is also situated the similarity of web pages and documents which use
tags in the description. The method to measure the similarity can be achieved using
algorithms that compare different source code for files that generate the web pages,
documents, or images. This paper presents such an algorithm in addition to the
existing ones [1, 4, 6, 7]. Besides the testing done on the web applications pre-
sented in the paper, we wish to conduct a study on a sample of more complex
applications in order to highlight the Java implementation of the algorithm pre-
sented in Sect. 2.
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In the following period, we wish to take over some concepts used in the images
and signals processing to obtain new ways of measuring the similarity of web
applications and to compare them with the existing ones.
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Generative Learning Object Assessment
Items for a Set of Computer Science
Disciplines

Ciprian-Bogdan Chirila

Abstract Learning objects with static content are good for learning and practice,
but not much recommended for assessment. The main problem is with content
repetition which enables mechanical answer memorization by the student and
replication of answers from class neighbors which is considered as an examination
fraud. The generative learning object (GLO) is an evolved concept of learning
objects (LO) based on reusing the learning patterns. Enhancing GLOs with dynamic
content could increase their reusability even more.

Keywords Blended learning � Generative learning objects � Generative techniques

1 Introduction

Generative learning objects [5] are learning objects with dynamic content, where
the learning pattern can be easily reused [4]. Learning objects usually contain
content items, practice items, and assessment items. In this paper, we will present
the main principles in the implementation of experimental GLO assessment mod-
ules created for different computer science disciplines like: (i) data structures and
algorithms (DSA); (ii) fundamentals of programming languages (FPL); (iii) com-
piling techniques (CT); (iv) operating systems (OS).

The first discipline contains two modules DSA1 and DSA2, where the following
are handled: (i) search algorithms, sorting algorithms, linked lists, and hash tables in
the former; (ii) trees and graphs in the latter, using random data sets. The second
discipline contains one module FPL that deals with basic functional programming
concepts, namely list exercises based on generative trees. The third discipline
contains one module named CT, which basically deals with the generation of
grammars with lexical rules and syntactical rules. The fourth discipline has one OS
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named module, which facilitates the learning of Unix commands. All the GLO
items presented can be used for both practice and assessment purposes.

The motivations behind our approach are multiple: (i) students tend to use more
gadgets like smartphones, tablets, tablet PCs, and laptops thus becoming “digital
students” [3]; (ii) the IT industry nowadays is more expending so that computer
science disciplines are more important in this context; (iii) the number of students
delivered by universities for the IT industry is quite low, especially in
eastern-European countries, loosing contracts, thus affecting the national economy.

The objective of this paper is to present an experimental set of assessment items
with dynamic content based on several generative models, and to try to extend it to
a higher level of generalization for the learning of computer programming.

This paper is structured as follows: Section 2 presents a set of assessment items
for the Data Structures disciplines. In Sect. 3, we will show how basic commands
can be assessed in the context of Unix [13] operating system. In Sect. 4, we will
analyze several types of generative learning items applied on the Fundamentals of
Programming Languages discipline. Section 5 presents a generative pattern for
grammar generation. In Sect. 6, we will describe the prototype implementation. In
Sect. 7, we will present related works. Section 8 concludes and sets the future work.

2 Assessment Items for Data Structures
and Algorithms Discipline

In this section, we will present the DSA1 [10] and DSA2 [15] modules containing
GLO items. For starters, we decided to address the data structure discipline because
we consider that it has a decent level of complexity, higher than computer pro-
gramming disciplines and also lower than compiler techniques or other more
complex computer science disciplines.

We will consider the following general data structures and their accompanying
algorithms: (i) searching algorithms on arrays; (ii) sorting algorithms on arrays;
(iii) linked lists; (iv) general and binary trees; (v) graphs, representations, and
related algorithms.

Firstly, we will present the DSA1 module where the student must write the steps
of the some proposed algorithms. For each step, the student has to detail: index
values, comparisons with their result, array value exchanges, and matches.

The first exercise proposes a search in a generated integer array of the middle
element. The search algorithm is randomly selected from a list of three algorithms:
(i) linear search; (ii) binary search; (iii) interpolation search. For the first search, the
array can be unsorted but for the second and the third searches they cannot. The
variability in this item consists of: (i) the size of the array; (ii) the sorting order of
the array with the constraint that for linear search is unsorted while for binary and
interpolation is sorted; (iii) the position of the searched element.
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For this parameter, several interesting particular cases from the learning point of
view can be considered: (i) the middle position when the array size is odd; (ii) the
two middle positions when the array size is even and when there is not only one
middle position; (iii) the first position; (iv) the last position; (v) the second position;
(vi) the penultimate position.

The second exercise is about writing the steps of sorting by insertion algorithm.
The variability of this item consists of: (i) the size of the array; (ii) the order of the
array elements (ordered, random, and reversely ordered); (iii) the direction of
sorting (ascending or descending); (iv) the use of linear insertion or binary search
insertion as subcomponent of the algorithm.

The third exercise deals with sorting by selection and shares the same variability
as the second exercise except for the (iv) which is replaced by using simple
implementation or performance implementation. The two choices are just two
algorithm variants which are presented in the face-to-face lecture by the discipline
tutor.

The fourth exercise is about bubble sort and shaker sort which are related sorting
algorithms and where we keep the same variability as in the last sorting algorithm.

The fifth exercise is about merge sorting algorithms applied on files. The vari-
ability is completed with different variants: (i) 3 files merge; (ii) 4 files merge;
(iii) natural merge; (iv) the size of the array (8–12); (v) the integer range of each
element (from 0 to 1000).

The sixth exercise is direct substring search. The variability items are: (i) the
alphabet used for the characters (small or big caps, from A to Z); (ii) the size of the
string (usually 10–16 characters); (iii) the size of the model (5–8 characters).

The seventh exercise is substring search based on several algorithms:
(i) Knuth-Morris; (ii) Knuth-Morris-Pratt; (iii) Boyer-Moore. This exercise is based
on random generation of a string and the identification of a substring model inside
it. The variability items in this case are the following: (i) the alphabet used for the
characters (small or big caps, from A to Z); (ii) the size of the string (usually 10–16
characters); (iii) the size of the model (5–8 characters); (iv) the position of the
searched model; (v) with or without overflow on the searched string.

Secondly, we will present the DSA2 module dealing with trees and graphs,
where we started another set of generic exercises.

The first one deals with the general tree representation based on parent index
array. A parent index array is generated randomly and the student has to draw the
equivalent diagrammatic tree representation and to write the first-descendant and
right-sibling arrays. The generation of the array is based on taking one parent index
and to replicate it in the parent array starting at an index higher than the parent
index. Thus, no circular references are created between the tree nodes. Of course,
the first node will have no parent since it is the root node. The variable parameters
are: (i) the size of the array “n”, which we limited to a maximum of 18 nodes;
(ii) the name of the nodes, which are continuous letters from A to Z; (iii) the index
values in the parent array; (iv) the maximum number of consecutive equal parents
in the array, which will reflect the tree degree, limited to a maximum of n/3.
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The second generic exercise is about inserting keys in a binary tree. We need to
generate a set of random integer keys, which will allow the creation of a balanced
binary tree. In order to achieve this goal, one simple solution is to define three
integer partitions from where equal number of keys will be selected. The variable
parameters are: (i) the number of keys in the tree, which we limit to a maximum of
12; (ii) the extent of the partitions, where we set the value of 30. Thus, the keys will
be provided from 0 to 29, 30 to 59, and from 60 to 89; (iii) the three extraction
probabilities from the partitions, which we consider to be equal to 1/3 with the
constraint so that the first key should be from the second partition. As an
improvement to this exercise, we could consider that the keys could be selected
from a word file repository where all words are sorted alphabetically.

The third generic exercise deals with drawing a graphical diagram based on a
randomly generated adjacency matrix. The variable parameters are: (i) the size of
the adjacency matrix having six rows and six columns; (ii) the elements which can
be 0 or 1, except the main diagonal which is all 0; (iii) the grade of the graph;
(iv) the name of the nodes which are random alphabets, big capital letters. After the
graph diagram is drawn, then the grade of the graph is asked. Two answers can be
easily verified in an automatic manner when the assessment is performed on a
computer. The graphical diagram can be created using a diagram editor, and the
node names help us to check the correct links between the nodes. The graph grade
is calculable out of the generated adjacency matrix.

The fourth generic exercise deals with node graph searches: (i) depth-first search
and (ii) breadth-first search. The matrix generation algorithm is the same. The
variable parameter is the starting node for both searches.

The fifth generic exercise is about determining the minimum coverage of tree in
a weighted graph. The graph generation algorithm is the same as the previous one,
except the values which are not only 0 or 1 but from 0 to 100. In order to have a
balanced number distribution, the values are generated with the formula

rand()\%2? 0 : rand()\%100.

3 Assessment Items for Operating Systems Discipline

The proposed exercises will test the writing of some Unix [13] commands: (i) to
create three directories with different random names; (ii) to enter one of the three
directories; (iii) to create and edit a few files by writing some lines in them; (iv) to
copy a randomly selected file in some random target directory; (v) to move some
files with a random extension specification into a random target directory; (vi) to
assess the size of a file with a random name; (vii) to change the access rights of an
existing random file with a random set of given rights; (viii) to delete recursively a
given folder. These assessment items can be automatically evaluated by a simple
parsing for white space eliminations. The presented assessment items can also be
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reused in the context of system calls where the student must write programs to
fulfill the generated tasks. The answer program checking involves a more complex
parsing and pattern recognition.

4 Assessment Items for Fundamentals of Programming
Languages Discipline

For the Fundamentals of Programming Languages discipline, we created four
assessment items dedicated to its Lisp [11, 16] laboratory. The first exercise item
generates a multilevel list based on random dictionary words where the student has
to apply the CAR and CDR primitives in order to extract the first occurrence of a
certain letter from that word. The variable parameters in this assessment item are:
(i) the word selected randomly from a dictionary, which has a certain length; (ii) the
extracted letter which will be selected randomly from the second half of the word.
This exercise is more complex since we have to generate a tree where the inner
nodes are nonimportant, marked by stars * and the leaf nodes must contain, in
order, the word letters. Such a generated result is presented in Fig. 1.

A different assessment item was designed in order to stimulate student creativity.
The exercise generates randomly a multilevel list and the student has to write a Lisp
expression creating that list and using three primitives (i) append; (ii) list;
(iii) reverse. The word proposed for the exercise is (A B) expressed as a list. The
variant parameters are: (i) the word used in the exercise; (ii) the number of nodes in
the tree—equivalent with the multilevel list; (iii) the degree of the tree; (iv) the
height of the tree. In Fig. 2, we present an example of the generated multilevel list
based on the word (A B). Unless the word is not a palindrome the response
expression is unique for each tree and thus can be assessed automatically.

In Fig. 3, we can see a generated simple expression based on a binary tree
containing arithmetic operators and one letter identifier operands, implemented by
an array with left child at 2 * i and right child at 2 * i + 1 if the parent is at index
i. These expressions must be implemented as Lisp functions by students. The
variable parameters are: (i) the number of operators that we set between four and
six; (ii) the name of the identifier operands.

Fig. 1 Generated multilevel list

Fig. 2 Generated multilevel word list

Generative Learning Object Assessment Items … 695



For the complex expression, we use the same generation idea but the number of
operators will be between seven and 12. In Fig. 4, we can see a generated complex
expression.

5 Assessment Items for Compiling Techniques Discipline

For the compiling techniques [2] discipline, we designed one complex exercise
which has the goal of generating randomly a variable grammar made of a lexical
analyzer and a syntactic analyzer having a limited difficulty level. We designed a
generic program structure described by a grammar having a lexical analyzer which
contains: (i) the identifier rule with different set of letters, digits, and name;
(ii) keywords for starting and ending program blocks having fixed semantics, but
variant synonym names; (iii) separators selectable randomly from a given set;
(iv) operators selectable randomly from a given list; (v) delimiters selectable ran-
domly from a given set; (vi) integer constants in different forms; (vii) real constants
in different forms (Fig. 5).

In the syntactical analyzer rule set, we created: (i) left-recursive expressions with
randomly selected operators and operands, the operands can randomly be identifiers
or integer constants or real constants; (ii) instruction lists; (iii) different instructions
like assignments, calls, etc.; (iv) starting grammar rule built with random keywords.
An example of a generated set of syntactic rules is presented in Fig. 6.

Fig. 3 Generated simple expressions

Fig. 4 Generated complex expressions

Fig. 5 Generated lexical
rules
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The skeleton of our compiler is quite simple, but following these ideas we can
build a larger compiler skeleton. Briefly, the variable parameters are: (i) the names
for the lexical and syntactical rules; (ii) the right-hand side of the lexical rules with
variations for each token class; (iii) the randomly included subtrees in the
right-hand side of syntactical rules.

6 Prototype Implementation

The prototype is implemented in C and has two versions: (i) the first one generating
HTML code so that the components behave as CGIs; (ii) the second one generating
LaTex code for transforming into PDF format, ready to print. The former result is
good for online posting of free exercises, while the latter is good for written exams.
Regarding the balance between the server and client side, we can mention that the
current implementation based on CGIs runs on the server side. We consider that is
not a difficult task to translate the code into JavaScript [12] or Flash ActionScript
[1], which runs on the client side in order to enable a better graphical representation.

The action results can be memorized into the learning record store (LRS) using
the Experience API (xAPI) [14].

7 Related Works

According to [6], a GLO is “an articulated and executable learning design that
produces a class of learning objects.” Our approach adheres fully to these ideas.

In [4] are presented the design principles for creating dynamic and reusable LOs.
The principles are based on a set of distilled ideas from pedagogy and software
engineering. The case study is made on a Java learning discipline. With our
approach we showed that GLOs can be used for several other computer science
disciplines to a certain extent.

In [5] are presented design and development tools for the GLOs as second
generation learning objects underpinning pedagogical patters. In our approach we
reuse pedagogical patterns in a competence-oriented learning and assessment.

Fig. 6 Generated syntactic rules
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In [7] they consider that GLOs are generic and reusable LOs from which specific
content can be generated on demand. GLOs are characterized by variability which
can be modeled using feature diagrams and they also need specification languages,
parameterization languages, metaprogramming techniques for generation. In our
approach the parameters are expressed through program variables, their values are
set by random values within a certain range, so LO instantiation is automatic.

In [8] GLO generated LO sequences by metaprogramming are expressed using
sequence feature diagrams. In our approach the metamodel is not explicit but it is
embedded into the prototype modules code.

8 Conclusions and Future Work

In this paper, we presented five modules containing generic learning assessment
items dedicated to a set of disciplines that we consider belonging the core for
computer programming. In our approach, we identified a number of problems that
must be considered as challenges for future work.

The assessment items test only the good understanding of the data structure or
algorithm functioning which are essential for programming, but not programming
itself with that data structure. The generative assessment items seem to cover only a
small part of the content that a student must know. The part which is not covered
involves the application of the data structures and algorithms in industrial strength
programs.

Regarding the operating system discipline, we consider the following chal-
lenges: (i) to generate script specifications to work with files and processes, and to
combine safely the possible operations; (ii) to assess automatically the correctness
of the written scripts. Using repeatedly the same generative assessment items, it
may transform the evaluation into a tedious activity.

The items are quite complex in creation and implementation, because they
require programming knowledge for the values generation so that the authors must
have programming skills. Another challenge derived from this idea is to simplify
the implementation of such GLO items by using specialized templates or generative
wizards constructing the output step–by-step.

As future work, we consider integrating the designed GLOs into a Learning
Management System like Moodle [9]. Thus, the GLOs will be available to a larger
number of tutors and implicitly students.

For the motivational part, we can think of integration with social networks. Thus,
the learning activity result can be posted online and get support and approval by the
other members of the community. They may try themselves some interesting
e-learning topics.

Another future work is related to gamification, namely to use gaming mechanics
to transform some GLOs into games. DSA modules are more likely to be able to be
gamified, since it involves lots of diagrams and interactions between nodes.
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In order to support learning and training together with evaluation, some
assessment items could be equipped with assistance and feedback in order to be
reused as training items.
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Performance Metrics for Persistent
Routing

S.N. Orzen

Abstract The work presented in this paper is focused on the persistent routing
feature of real-time data communications that form logical understanding of how
the computer network’s function is designed with performance measurement tools
and their respective characteristics. The tools which have the most essential impact
on network performances are represented in section two of this paper, as having a
concise representation of their composing elements through simulation. While
section two introduces the understanding of the elements that form the routing
problem, its representation in performance modeling of organization structures is
exemplified in section three as imposing a random network workload, and utili-
zation generation, having a good degree of realism equivalent to real-world sce-
narios and cases, is concluded in section four.

Keywords Definition � Design � Metric � Performance � Persistent � Routing

1 Introduction

The performance of routing technology in computer networks and communication
mediums are widely researched on various cases and contexts [1]. Techniques for
communicating data correctly are designed in network protocols as a strategy that is
adopted from an administration possibility point of view, but in certain levels of
utilization and load magnitude the strategy poses a problem.

Methodical solutions that are presented throughout this paper are tightly linked
with the communication problem representation as a phenomenon, being mostly
corrections to a design negative facet that has existed in networks for two centuries,
namely the distributed workload in end-to-end communication. The following

S.N. Orzen (&)
“Politehnica” University of Timisoara, Timisoara, Romania
e-mail: niko.orzen@cs.upt.ro

© Springer International Publishing Switzerland 2016
V.E. Balas et al. (eds.), Soft Computing Applications,
Advances in Intelligent Systems and Computing 356,
DOI 10.1007/978-3-319-18296-4_55

701



paragraphs, present the problem description and the methods that solve it, with a
good degree of usefulness.

Logically transmitting data from one end to another, in a given criteria of time, is
solved in a correctly functioning environment, but in an overloaded system, delays
appear in the communication process which can disturb the overall protocol per-
formance and lead to an interrupted transmission [1].

The solution to the time criteria based transmission problem is to constrain
routers to synchronize their internal clocks on a time-to-transmit level and agree to
re-route data if overloaded links appear. Feasibility is a consideration which is met
only in the case when an established path fails, and there are neighboring routers
that can handle the transmission load, continuing the communication process. Most
network routers have performance measurements attached to them, and there is no
need to interrupt a process if a link fails, because neighboring routers have the
mandatory protocol agreement tools available.

The overall functioning medium is currently suppressed to establish a path and
carry only on that path the persistent route, as long as it is needed by the com-
munication process.

Tools such as time to live for transmitted packets between links, synchronized
internal clocks in UTC, checksums for packet integrity, hamming code for data
reconstruction on failure, priority flags for types of services, data fragmentation
units for transmission capacity and timely distributed information, fall into the
category of queuing theory design and permit an instant failure tolerance that is
described in the next sections.

In order to make the problem observable, the persistent routing mechanized
process is presented in the following points:

(a) Fragment data and attach to it a given time limit to be received;
(b) Transmit data and verify its time stamp throughout the network (traceroute

achieves a similar performance track);
(c) Re-assemble data and present it to the recipient.

For a correct understanding of the problem in itself, I have to mention that its
focus is on transmitting data in a specific time interval which is dynamically agreed
upon, while the performance of the routing protocol is handled by its speed of
computing the algorithm in the hardware–software medium.

In dynamic routing agreement, there is always the minimum level of resources
available, but having online conversation and video chat as examples, there is the
problem of disrupting data frames communication, even if some data packets arrive
earlier at the system [2].
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2 The Persistent Routing Problem Elements Analysis

Persistent routing is the path which is chosen for the communication between two
communicating parties (Fig. 1). As data is fragmented into packets each being
allowed to take alternate network segments along the transmission lines, its logical
existence can be viewed as a performance constraint for the data packets to reach
their destination [2].

Most technologies that need streaming and bi-directional flows of data are
dependent of opened connections and their duration, a need that in the presence of
overloads is a difficulty or sometimes even impossible.

Most conditions that hold streaming services for real-time communication are
developed partially in technologies that must obey shortest paths rules and designed
intermediate systems crossing policies. The most consistent technologies that
capture fault-tolerance efforts and are able to maintain connections are enumerated
as follows:

(a) Label Switching: a method which is designed to contain multipaths for mul-
tiprotocols (three highest levels of the OSI model stack), taking the data
packets into its own capability. The MPLS protocol is designed to minimize
the dynamics of the internet and reduce the routing facet by making routers
respondent to its need in order to establish the path first [3]. MPLS paths aren’t
subjected to packet collisions and re-routing given router algorithm decisions,
because once a path is chosen, it can only be replaced by backup paths that
tolerate the appeared flaws;

(b) IS–IS: a communication agreement for rules that have the sole purpose of
making existent systems interconnected, having in mind that even though
hardware and software components forming them might differ [4]. As a
communication protocol it is focused on requirements that should be made

Fig. 1 End-to-end communication with transparent transportation
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available for each system that should be traversed, on the first three layers of
the OSI model;

(c) BGP: a networking interconnection protocol, focused on systems that trans-
port large volumes of data. Being a network border forwarding protocol, it has
the control on choosing which paths to use for communication between
defined networks [5].

These enumerations have presented the most essential technologies that sustain
persistent routes and give their usefulness. As for real-time sessions its
time-to-transmit feature is dependent on the performances which sustain accuracy
and effectiveness.

The problem can be described from queuing theory as measuring arrival rates
throughput for completed jobs.

The tool used to present the problem is the Java Modelling Tools that allows the
observation of delay intervals and successful task completions. The elements that
form a real-time communication session are seen in this work as having the fol-
lowing notions:

(a) Arrival Rates: the measure of requests which are received by servers handling
the real-time communication sessions;

(b) Queue Time: the measure of waiting intervals at server’s stations for solicited
tasks;

(c) Residence Time: the actual time that is necessary to process requests one by
one;

(d) Response Time: the measure of responsiveness on considering tasks and
routing decisions;

(e) Throughput: how many requests are successfully processed;
(f) Utilization: the workload level of nodes, components and subsystems of the

designed network;
(g) Drop Rate: the amount of unsuccessful jobs that were registered in the net-

work, but were not solved.

Persistence of connections is a routing feature that needs an actual view of how
the performances between components comply with one another, in order to give a
reliable route as a result.

Being based on measurement of delays, the computed persistent routes are based
on system arrivals completions, having Little’s Law as a focus for modeling per-
formance [6].

The above illustration (Fig. 2) has the following elements forming its logical
expression for routing:

(a) n(t): the number of request in the system at time t;
(b) T: a period of time;
(c) A(T): the area under the curve n(t) over the time interval T;
(d) N(T): the number of arrivals in the time period T.
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As it is known, the performance laws of computing design the new generations
of technologies, and the Amdahl parallelization and Gunther scalability laws make
medium performances manageable.

Focusing on the distribution of the data packets transportation throughout the
networking environment, it brings the following characteristics into attention,
because the analysis of the system is viewable only when packets are doped and
processes fail to execute.

Persistent routing model analysis of characteristics:

(a) Drop Rate: the view of the conditions in which the system has failed, given the
fact that overload represents the cause and bottlenecks can be identified;

(b) Residence Time: the view of wait time for requests needing to be processed,
having the purpose to allow the view of the distribution’s behavior and its
variation given the element response time tuning.

Persistent routing device and algorithm analysis:

(a) Device analysis: an analysis of the routing devices behavior, knowing that
capabilities such as reconstruction of network data in case of failure are
available and also that path choices are made given the graph decisions (the
distributed graph vertex coloring being a method for helping to shape the
workload available);

(b) Algorithm analysis: an analysis of the actual routing in time fashioned dis-
tributions. Algorithms that implement persistent routing have the
decision-making process as a central feature, whether they probabilistically
compute the forward depth of the network, or learn from past experience
looking backwards at initial performances obtained.

Finalizing this section, is the remark that data packets’ time to transmit suc-
cessfully given the time criterion’s, has many elements with various functionalities

Fig. 2 Little’s law request representation in a queuing system [6]
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for given network designs. As a concise explanation of the problem is only
available aside with its solution, section three describes the problem given the
analysis characteristics for performances of elements degrading the stability of the
communication processes.

3 Experimental Results

The experimental results presented throughout this section have the purpose of
representing an insight through tests developed in the Java Modelling Tools system
for the persistent routing aspect of real-time communication sessions.

Persistence of paths can be seen as a service residing on a server that has a
scalable rate of signaling its traffic (Fig. 3). The previous illustration presents the
basic reduction of the problem to its functioning elements, having the source to
destination, as the elements forming an end-to-end communication process, while
the problem is reduced to the queue time of the server which creates the traffic
volume.

Being a simplistic model, the values present the available analysis tool, con-
sidering that the actual flow of data may vary given intermediate system
performances.

The tuning of a system for performance is an availability of parameters facet. As
described in the work of [6], Little’s Law can make a third parameter to be cal-
culated, given that two parameters are measured from three as a whole(the number
of items in a system, the average waiting time in the system for an item known as
the data flow and the average arrival rates of items to the system).

An expanded model was chosen (Fig. 4) to capture the effect of performance
metrics that help in adapting a distribution’s flow and the variable behavior it can

Fig. 3 Problem reduction to
functioning elements
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have. The model consists of two classes that generate jobs for the system and
contain performance variability. In the following figures the focused class is the
source of requests which necessitate accurate requirements while the second class is
used to act on the system’s overall performance affecting a behavior which
otherwise would be idealistic, not reflecting real-world situations and dynamics.

The utilization law that is illustrated next, designs flows for data traffic, being a
result of calculating the product between throughput and service times.

The throughput and utilization laws are expressed in the following enumeration,
as being variable parameters with measures fluctuation given workload volume and
system stability, having also a comparable description in the work of [7].

(a) Throughput: X = N/R, where X is the throughput notation, N represents the
number of jobs and R stands for the response time;

(b) Utilization: U = X ∙ S, where U is the utilization notation, X is the throughput
and S represents the service time of the station.

A context worth noting in this section is that if routers carrying on their tasks
would fail, the drop rate of the system could increase and allow the identification of
an initial design flow from the elements presented in section two. Depicted in the
following diagram is the captured drop rate of the expanded model, having an
almost even measure during the simulation time.

Having the distribution generated randomly, the residence time and response
time of server 1 and server 2, respectively, are presenting an availability feature that

Fig. 4 Performance metrics
with intermediate capacity
networks
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is varying given the overall system workload composed of the two classes which
generate requests.

The experiment presented through this section was focused on helping a design
perspective to be viewable for persistent routing, making an assumption of how
realistic scenarios of network distributions as described in the work of [8] perform
with accurate functioning implemented equipment.

While the model is constructed from subsystems and intermediate nodes, the
exemplified experiment has been concentrated on the routing behavior bringing
insight of the process itself, not being fixed on proxy constraining methods which
limit the routing functionality.

Modeling the performances of computer networks is a task carrying with itself
more than a software–hardware correlated design. Being the most effective way of
viewing the problem, the modeled metrics can be compared with CAIDA perfor-
mance data, that logs network utilizations from around the world (Figs. 5, 6, and 7).

Fig. 5 Utilizations from servers 1 and 2 from the expanded model

Fig. 6 Drop rate fluctuation

708 S.N. Orzen



The following graphs (Fig. 8), present the utilizations of existing network
infrastructures, all having percentages at per protocol basis attached, and at four
time scales, namely daily, weekly, monthly and yearly.

CAIDA has as a data analysis organization the focus of making accurate esti-
mations on yearly, quarterly, monthly and daily basis for network information
volumes. As the process of reliability is made to ensure proper analysis, perfor-
mance modeling through the metrics presented has a framework-ed flow, which can
be introduced to CAIDA datasets on future work.

All the metrics presented throughout sections two and three, have applicability in
sustaining features such as dependability, fault-tolerance, and systems
interconnection.

The session layer of the OSI model deals with helping the design of high
requirement protocols and the future work for session communication has guidance
from information such as the protocol utilization graphs presented below.

Long-term designs, as mentioned in the simulated experiment, can help shaping
the internet functioning space and its capacity for transmitting information securely,
as seen in the work of [9], a technical measurement of communication respon-
siveness and transmission delay.

Fig. 7 Residence time (left graph) and response time (right graph)
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4 Conclusions

The work presented in this article has as central focus the engineering aspect
requirements necessary to make persistent routes dependable.

Research on persistent routing is defined by quality of service and priority
services, features that are mostly created through planning and speed of execution.
As the delays offer the view of limits from data transmissions, the experiment
created in this paper offers the queuing theory tools necessary to design reliable
systems which can be scalable and functional, having high mean times between
failures.

Fig. 8 CAIDA network utilizations
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As a last mention, the affirmation that the aim toward achieving persistent
real-time route administration is made possible through queuing theory, which
makes the dynamic routing through Internet simplified and expressible.
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Parity-based Concurrent Error-detection
Architecture Applied to the IDEA NXT
Crypto-algorithm

Andreea Bozesan, Flavius Opritoiu and Mircea Vladutiu

Abstract This paper presents a hardware architecture for online self-test in the
context of the IDEA NXT crypto-algorithm. From the many techniques and solu-
tions presented in the literature for increasing built-in self-test (BIST) capabilities,
after a careful analysis of these approaches, we decided to focus our attention
towards solutions based on parity-based error-detection. In this sense we designed
and implemented a complete parity-based test architecture for IDEA NXT. The
solution we propose doesn’t interfere in any way with the algorithm’s structure, as
there is a complete separation between the functional and testing channels. The
proposed solution is the first of this kind for the IDEA NXT crypto-algorithm. We
evaluated the performance of the proposed test strategy with different redundancy
levels and, formulated recommendations for the concurrent detection strategy based
on the obtained experimental results.

Keywords Cryptography � IDEA NXT � Crypto-algorithm � LFSR �
Concurrent-testing � Parity-based verification

1 Introduction

The Cryptographic domain is continuously trying to find ways for strengthening the
means for obtaining the security of sensitive information. More and more attacks
showing the weaknesses of existing algorithms were published in the past with
most of the attacks on block cipher algorithms operated with just simple key
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programmers and algebraic substitution boxes, so these crypto-algorithms’ structure
constituted merely an aid for algebraic attacks. The new trend in cryptographic
algorithms is a family of symmetric encryption algorithms, flexible and scalable,
called IDEA NXT, which was theoretically proven to combine the speed of IDEA
and security of AES crypto-algorithms [1].

The IDEA NXT family is composed of two block ciphers (NXT64, NXT128)
which essentially have the same algebraic structure but differ in block sizes, key
lengths and number of rounds.

The NXT crypto-algorithms can be generalized by implementing a common
version with variable parameters.

2 Mathematical Structure of IDEA NXT

The IDEA NXT algorithm, which takes an input block of 64 or 128 bits and a key
of 128, 192 or 256 bits, depending on the chosen algorithm version, is based on a
Lay-Massey scheme combined with two orthomorphisms. The round functions are
of type substitution-permutation networks based on the Feistel scheme [1]. As
stated in [1], “the orthomorphism represents a Feistel scheme on a single round
which has the identity function as a round function. IDEA NXT consists of ‘n − 1’
iterations of a round function called lmor64, followed by applying a slightly
modified function called lmid64, which is the same as lmor64 just without the
orthomorphism. The decryption process is similar to the encryption one, the only
difference is that lmio64 is used instead of lmor64”. In this paper we focused our
effort towards the 64-bit version of IDEA NXT.

Function f32 stays at the base of lmor64 and also constitutes the foundation of
the entire encryption algorithm. It is composed of three parts: substitution, diffusion
and a round key addition part, as can be observed from Fig. 1. The substitution part
uses a substitution box (sbox) which essentially is a look-up table filled with
predefined values. The diffusive part mu32 is a linear multipermutation defined over
the Galois Field GF(28) associated with the IDEA NXT [2].

The key is processed by a key scheduler module which performs a four-layer encryption of
its own before providing obtained round the key to the data encryption process itself. This
process represents the very core of IDEA NXT, which gives the algorithm its security
strength [1].

The key scheduler’s constituting parts are: padding, mixing, diversification and
the non-linear part called NL64.

The non-linear step is made of multiple parts: substitution (which uses four
parallel sigma4 processes that are each composed of four substitution boxes oper-
ating in parallel), diffusion, composed of four mu4 functions (each being a linear
(4,4) multipermutation defined over algorithm’s GF(28) field) followed by suc-
cessive layers of addition in the Galois Field of the algorithm, complementation and
a final layer of substitution whose result drives the final, successive, layers of
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lmor64 and lmid64. The initial, diversification, part of the key scheduler takes as
inputs the encryption’s input key block having ek bits length, and adds to it,
repeatedly, the content of six 24-bit linear feedback shift registers (LFSR). In our
implementation, the six LFSR components were specifically designed to generate
the next sequence each new clock cycle, unlike the algorithm definition form the
standard [2], in order to achieve a higher throughput.

3 Concurrent Error-detection Architectures

After an encryption algorithm is starting to be used in the field, integrated in a chip
or used as a dedicated security core, it has to be checked periodically for correct
functioning [3]. The possible reasons for its malfunction are varied: from system
faults to intruder attacks on the implementation. As has already been proved in
various papers [4–7], there are many different types of attacks that can compromise
the encryption process for hardware implementations of cryptographic algorithms
[8]. Attackers can inject faults into crypto-chips and cryptographic cores [9], which
can lead to permanent faults by modifying the underlying semiconductor layer [10,

Fig. 1 The f32 function,
main component of lmor64
[2]
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11]. With respect to these observations, we can mention both linear and differential
cryptanalysis as well as the fault attacks [12–16].

In order to check for existing errors and faults during cryptographic system’s
normal operation, a dedicated testing architecture is constructed, according to the
algorithm’s structure, allowing the verification for correct functioning at every stage
of the algorithm. With respect to the normal operation of the design under test
(DUT), there are two types of error-detection principles: offline and
concurrent-testing. In the first case, the testing process is performed when the
system is in a dedicated test mode of operation, whereas in the second case testing
is done while the system is in normal operating mode.

Concurrent checking schemes are designed to detect a high percentage of all the
possible errors that can occur during DUT’s normal operation, which can be of
various types: single errors, double errors, unidirectional errors, transient defects.
Typically, faults are modelled at the logic level by means of stuck-at defects since
the failure (effect of fault activation and propagation) can be easily detected in terms
of logic levels, unlike path delay defects that affect the propagation latency of the
signals through the DUT. Moreover, a single fault can cause different types of
errors to occur [17] and therefore, the designer is expected to design the test
architecture as general as possible.

To the best of our knowledge no verification mechanisms have been imple-
mented for the IDEA NXT crypto-algorithms family, nor offline or concurrent. Our
goal was to increase the reliability of crypto-systems in which this algorithm is
used, by creating a class of concurrent, self-testing architectures.

The fault detection principle we used is the non-intrusive concurrent
error-detection mechanism from [19] based on the output’s parity prediction.
A parity detection mechanism is constructed around a DUT’s module for which the
output parity is checked against a predicted parity bit for that respective unit. The
mechanism is similar to the one used in the AES algorithm [20] in [3]. In our
implementations, as revealed in the experimental results chapter, we evaluated
different levels of redundancy with respect to the number of parity bits. The two
extreme cases for the number of parity bits are single-bit parity and duplication. In
single-bit parity, all output bits of the circuit are protected collectively by a single
parity line. Duplication leaves the original circuit intact, incurring the additional
cost of circuit’s duplication for verifying the correctness of the original copy. In this
context, the single-bit parity case is relatively inexpensive, as no redundancy is
introduced. We used a reduced number of parity bits for our parity-checking
architecture, analysed in three distinct scenarios: 1 bit of parity associated with 4
bytes of the data processed by all units of the algorithm, 1 bit of parity protecting 2
bytes from the unit and 1 bit of parity associated with each byte.

The output parity prediction for a particular module consists of a mechanism for
anticipating the parity of the output based solely on the module’s input. By veri-
fying the equality between the predicted parity and the actual parity of the output
the architecture will detect any odd number of errors affecting the result of the
protected module, while remaining completely independent from the DUT. This
type of error detection fits well with the notion of integrated circuits that are

716 A. Bozesan et al.



designed to be totally self-checking with respect to a set of faults, as we can verify
each stage and component of a cryptographic algorithm in the proposed manner.

As mentioned before, we constructed two concurrent architectures—for the
datapath and the key scheduler of the IDEA NXT algorithm in order for the whole
algorithm to be checked for possible errors. The error-detection mechanism will be
described in detail in the following section.

4 Proposed Concurrent Architectures

4.1 Error-Detection Mechanism for IDEA NXT’s Datapath

As already described in the second chapter of the paper, IDEA NXT’s datapath
implement the (r− 1) iterations of the round function denoted as lmor64, followed by
the application of a slightly modified version of it called lmid64. The concurrent
architecture for the datapath’s lmid64 is shown in Fig. 2. Both the IDEANXTdatapath
and the key schedule unit are designed to incorporate parity prediction modules.
Ideally, the parity prediction channel would be completely decoupled from
the modules it protects. In this manner, based only on input parity, the predictor is

xl
2323

32

32

32

32

32

32
4xSbox

mu4

4xSbox

rk0
32

r
k1p

32
xp

verifier

verifier

verifier

4xSbox 
Parity

mu4 
Predictor

4xSbox 
Parity

r
k0px

r

r k1

error 1

error 2

error 3

y yl

r

32

32

Fig. 2 Parity-based test architecture for IDEA NXT’s lmid64, part of datapath and key scheduler

Parity-based Concurrent Error-detection Architecture … 717



capable of anticipating the output parity. However, the completely decoupled solution
is not always achievable as a reasonable tradeoff between error detection and com-
plexity. The concurrent-testing scheme was constructed by adding two parity bits to
the data block, denoted xlp and xrp each associated to the two 32-bit halves of the data
block (denoted xl and xr in the diagram). Similarly, two parity bits were added to the
64-bit round keys used in the encryption process, denoted by rk0p and rk1p.

The difficulty of predicting the output parity appears in the case of the more
complex operations, like sigma4, which consists of substitution boxes, and mu4,
respectively, which uses complex operations in the GF(28). Regarding the parity
prediction for the sbox instances, this is a complex problem due to operation’s
non-linearity. The same observation is valid also for the orthomorphism (ortho)
used in the lmor64 function of the encryption as well as the inverse orthomorphism
used by the lmio64 function of the decryption process.

For these complex operations we created a series of parity prediction modules
which re-compute the value of the parity bits after operation’s execution. A custom
solution, tailored to the operation’s specific implementation needed to be built for
each of the prediction modules and will be presented in the following paragraphs.
The prediction units are represented with dashed lines in Figs. 2 and 4 and their
purpose pertains to generating the parity bits after execution of an operation for
which the output parity cannot be predicted from the input parity. In such a case, we
are investigating the input of the respective module for predicting the output parity.
However, we are to assure that no error occurred along the datapath affecting the
input to the respective module, and thus, we are to verify module’s input correct-
ness using the parallel parity channel. For this reason are added verifier modules
whose error indicator are combined together for allowing to signal any discrepancy
between the data lines and their associated parity bits.

As can be seen in Fig. 2, we created a testing scheme which operates in parallel
with the algorithm’s structure. The parity channel follows the exact same operations
of the protected architecture as long as the output parity can be predicted from the
input parity. It is the case for the XOR modules.

The parity prediction of the sigma4 module and of the sbox unit introduces
irregularity into the parity-based verification architecture. Sigma4 is composed of
four sbox-es, taking as inputs 8 bits of data, and in consequence, for the case of
using one parity bit associated to 4 bytes of data, calculating the parity of the
operation reduces to calculating the parity of each substitution box. Due to trans-
formation’s non-linearity, the output parity bit cannot be expressed in terms of sbox
input bits and thus is realized by embedding an additional look-up table inside the
module. The sigma4 output parity bit is obtained by summing up all the individual
parity outputs. Since the parity bit is generated by predictors, as already explained,
the sigma4 inputs are to be checked against errors by means of a verifier unit. Inside
verifier, sigma4 input parity is computed by operating all 32 bits with an XOR tree,
obtaining a single parity bit which is then checked against the predicted parity bit
run through the parity channel. After sigma4 execution, the parity bits must be
re-computed from the current state in order for them to be reinserted into the parity
channel.
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The prediction for mu4 requires a dedicated output parity prediction unit as it is
an irregular operation. However, since the transformation can be described in terms
of the linear XOR operators, unlike the case for sbox, the output parity of the mu4
module can be expressed mathematically in terms of the input bits, based on
function’s internal transformations. The calculation of its parity bit was obtained by
XOR-ing the bits from the four 8-bit-length outputs operation takes four 8-bit
inputs. The scheme of the parity predictor we constructed is shown in Fig. 3. The
xalpha unit multiplies the degree-8 polynomial associated with its input i, by the
monomial x, operation performed modulo P(x), where P(x) is

P xð Þ ¼ x8 þ x7 þ x6 þ x5 þ x4 þ x3 þ 1 ð1Þ

The xc unit is similar to xalpha, the only difference is that it is using a different
polynomial for multiplication, multiplication performed modulo P(x) from Eq. (1):

c xð Þ ¼ x7 þ x6 þ x5 þ x4 þ x3 þ x2 þ 1 ð2Þ

Another parity prediction module was implemented for the orthomorphism. The
irregularity of this operation is visible in its defining equation from [2]:

yð64Þ ¼ lmor64 xlð32Þjjxrð64Þ
� �

¼ OR ðxlð32ÞXOR f32 xlð32Þ XOR xrð32Þ; rkð64Þ
� �jjðxrð32Þ XOR f32 xlð32Þ XOR xrð32Þ; rkð64Þ

� �
ð3Þ

When employing one parity bit or more for each half of the ortho input, the
output parity can be predicted right from the input parity due to operation’s simple
linear expression. Nevertheless, if using a single parity bit for the units input, the
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parity of the output cannot be predicted from input parity, requiring a dedicated
predictor that generates the parity of the output using the input bits. If there were no
XOR operation or if an XOR were applied symmetrically to the two halves, the
parity of the outputs would be straightforward, but because of the XOR operation, a
module for parity calculation was needed. If we denote ar and al the two halves of
the input to the orthomorphism and bl and br the respective output halves, then the
parity bit of this operation, denoted ap, can be calculated as

ap ¼ Parity ORTHO al; arð Þð Þ ¼ Parity ar XOR ar XOR alð Þð ÞÞ
¼ Parity arð ÞXORParity alð ÞXORParity arð Þ ¼ Parity alð Þ ð4Þ

4.2 Error-Detection Mechanism for the Key Scheduler

IDEA NXT’s key scheduler is mostly composed of the same operations as the data-
path, this is why the general testing architecture is very similar to the one we con-
structed for the datapath, as can be seen by analysing comparatively Figs. 2 and 4.
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When using one parity bit for each for bytes we will associate two parity bits for the
round key, rk0p and rk1p, and only one parity bit for the data, denoted xp, where xp = Ʃxi
(xl, xr denoting the two input halves for the Key Scheduler). The first parity bit of the
error-detection scheme is calculated by doing an XOR between the two halves of the
input data bytes and summing up the results of this for each round

xp ¼ Ra ¼ R xl XOR xrð Þ ð5Þ

The output is furthered XOR-ed with rk0 and so the new intermediate parity bit
will be the sum of these results

Rb ¼ RaXORRrk0p ¼ xp XOR rk0p ð6Þ

For the sigma4 and mu4 operations we can use the sbox and mu4 parity pre-
dictors which we already developed for the dapatah error-detection scheme. After a
parity bit is calculated for each of them, we must check for correctness with a
verifier module to see if the parity data is correct. Three verifiers are used in the
scheme. For the complementation operation, which takes place during key gener-
ation process, the parity bit doesn’t change its value.

An element which appears in the key scheduler but not in the datapath is the
LFSR. Calculating the parity for the series of pseudo-random number generators is
not a trivial task, and in consequence also a parity predictor has to be constructed.
A parity bit is generated for each group of 8 bits generated by each of the six 24-bit
LFSRs and they are combined correspondingly to assure the necessary parity data
bits. Mention should be made that only 8 bits of the final LFSR are used. For the
case of one parity bit associated to 32 data bits, out of all 128 bits generated through
LFSRs, four parity bits are generated whereas for a redundancy level of one parity
bit associated to one data byte, 16 parity bits are generated for the LFSR output.

5 Experimental Results

This chapter presents the experimental results obtained by synthesizing the pro-
posed on-line test architecture designed for the IDEA-NXT64 algorithm. Apart
from the parity-based error-detection approach that associates one parity bit to each
group of 4 bytes of the encryption process, we also evaluated the performance of
the constructed architecture when using more redundancy bits. More precisely, we
investigated the effect of using one parity bytes for each pair of 2 bytes as well as
using one parity bit associated with each byte of the datapath and key scheduler.

Besides the increased error-detection capability associated with higher redun-
dancy levels, because of the particular aspects of the IDEA-NXT64 algorithm as
well as of the concurrent error-detection architecture, the higher the redundancy
level of the architectures the faster it performs, at the expense of a larger design, as
the experimental results reveal.
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The architecture employing 1 bit of parity for each group of 4 bytes has the
largest critical path compared with the solution employing 4 bits of parity for the
same data size, as evident from Table 1. The reason for the degradation of device’s
performance with reduction in the redundancy level is partly due to the complexity
associated with the verifier modules, and for the case of one parity bit, because of
the parity prediction for the ortho module, depicted in Fig. 7. More precisely, for all
implementations involving more than one parity bit associated to the 32 bits pro-
cessed by ortho, as evident from Eq. (1), the parity of module’s output can be
directly predicted based solely on input’s parity. In consequence, the implemen-
tations using 2 and 4 bits of parity for the 32 bits processed by the ortho module,
the final verifier unit checking the correctness of parity bits is not required.

Apart from this, the higher the number of parity bits, the smaller the height of the
XOR tree used inside the verifier module and thus the faster the parity verification.
More precisely, when using a single bit of parity for a group of 32 bits, the verifier
unit contains an XOR tree of height 5, whereas when a parity bit is associated with
a byte, the XOR tree has a height of only three logic levels. The latency associated
with the verifier modules justify also the faster performance of the four parity bit
design compared to the two parity bit solution.

As can be seen from Table 1, the effect of increasing the redundancy level over
the area of the design is consistent. With respect to the combined metric
throughput/area, the two parity bit and four parity bit architectures have similar
scores, also higher than the score for single parity bit design. This is the reason that
IDEA-NXT64 is better verified concurrently for errors by employing either two or
four parity bits associated with each group of 4 bytes processed by the algorithm.

6 Conclusions

In this paper we have addressed the problem of including error-detection capabil-
ities into a crypto-chip hardware implementation for the new family of
crypto-algorithms, IDEA NXT. To the best of our knowledge little work has been
done in the field of concurrent error-detection mechanisms for IDEA NXT so far. In
this sense we designed a parity-based testing architecture, which is completely
independent from the algorithm itself, and which works for all versions of the
algorithm, independent of the key and text length. It mainly consists of generating

Table 1 IDEA-NXT64 parity-based architectures synthesis results

IDEA-NXT
architecture

Max frequency
(MHz)

Area
(slices)

Throughput
(Mbps)

Throughput/area
(Mbps/slices)

Base 37.517 5189 150.068 0.029
Parity checked 1 bit 34.732 6045 138.928 0.023
Parity checked 2 bit 37.368 6064 149.472 0.025
Parity checked 4 bit 37.474 6070 149.896 0.025
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and processing a series of parity bits for the datapath and the key scheduler and
checking their value at every step of the algorithm, by verifying the outputs of the
parity-predictor modules (built for complex operations where the output parity
cannot be determined based on module’s input parity) against a checker scheme—if
the parity bit was incorrect, an error had been introduced at that stage.

After constructing the design, we proceeded to verifying and synthesizing the
error-detection architecture for three different redundancy levels, and demonstrated
the efficiency of the proposed solution.
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