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(...) the information and communication revolution—
perhaps the most pervasive and global technological
revolution in recent human history

Nagy H. Hanna (2010)

Abstract

This chapter presents the general purposes and aims of the book. It briefly
discusses the conceptual and theoretical background, explains the major targets
of the presented theoretical and empirical analysis. It also explains the structure
of the book and the contents of its consecutive chapters.

Keywords
ICT » Technology diffusion « Critical mass ¢ Technological takeoff

1.1 Background

For the last few decades, the world has witnessed unprecedented growth and
diffusion of Information and Communication Technologies (ICT) in terms of
speed and geographic coverage. It is difficult to determine the exact time when
these tremendous changes began; however, many claim that the year 1971 was the
turning point when the Technological (Information) Revolution emerged, giving
rise to the new techno-economic paradigm (Dosi 1982; Freeman and Louca 2001;
Perez 2009). Therefore, from 1971 onward, ICT has been gradually reshaping
social and economic landscapes. As claimed by Hanna (2003), the ICT Revolution
‘is so profound and pervasive that it challenges many traditional economic
concepts that are rooted in incrementalist thinking’ (Hanna 2003).

Undeniably, technology and innovation have triggered in-depth transformation
of societies throughout history, allowing for advances in overall well-being. Today,
however, the ongoing Information Revolution is transforming socioeconomic
systems more quickly and profoundly than any technological revolution has ever
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2 1 Introduction

done before, hence generating special attention and interest. The following example
speaks for itself. In 1876, Graham Bell patented the analogue telephone, but in 2012
(after 136 years), a huge share of world society still lacked access to this form of
communications. According to ITU (2013) statistics, the world average fixed
telephony penetration rate was at approximately 21.2 per 100 inhabitants'). In
contrast, mobile telephony over that 41-year period (between 1971 and 2012)
diffused so rapidly that in 2012 it was accessible by nearly 100 % of the world’s
population?; this exhibits the unprecedented ability of ICT to spread at a high pace
worldwide.

The Information Revolution introduced technological solutions, which are
quickly distributable throughout societies, that overcome geographical, infrastruc-
tural and—to a point—financial constraints. Moreover, Information and Commu-
nication Technologies may be easily accessed and used, even by low-income and
low-skilled people, regardless of their physical location, freeing them from mental,
informational, technological and geographical isolation, and offering instead
unlimited opportunities to benefit from global information and knowledge flows.
Thus, technological peripheries are gradually disappearing from the world map.

To some extent, economically backward countries have been omitted from
previous technological revolutions. This is not to say, however, that no type of
technological progress has ever reached them; however, the spread and access to
use of various technologies was extremely limited (see, e.g., low electrification
rates or negligible access to railway networks). Today, economically backward
countries, which ‘traditionally’ lag behind in terms of technology adoption, are
rapidly heading towards broad deployment of ICT. This is, undoubtedly, the
revolutionary, and one of the most striking facts in the development ‘history’ of
economically backward countries.

1.2  The Story

This book tells a story about Information and Communication Technologies’
diffusion in 46 economically backward countries® between 2000 and 2012, offering
to the reader a fresh perspective on the issues discussed. It examines the spread of
ICT from four broadly defined perspectives that highlight the major aims and scope
of this work. These perspectives are:

< Explaining the ICTs diffusion patterns and the dynamics of the process itself;
¢ Detecting technological substitution;
« Examining technological convergence;

! Author’s calculations.
2 Tbid.

*To avoid varying terminologies, we use alternatively the term ‘developing countries’.



1.3 Structure and Content 3

¢ Identifying the ‘critical conditions’ that enhanced the emergence of the ‘techno-
logical take-off.’

By convention, the central focus of this book is on developing countries,
although this group of economies is extremely heterogeneous, and examining
them is a challenging task. Per capita income varies significantly across the
group; however, these countries also differ with respect to level of social develop-
ment, economic performance, political regimes, dominant religion and, for exam-
ple, population density. These differences matter, not only because they shape a
country’s individual features but also because they heavily predetermine a
country’s ability to develop in various ways and—as in our case—to assimilated
ICT. Additionally, we argue that treating all 46 countries within the scope of this
book as an aggregate may be misleading. Hence, we deliberately disaggregated the
evidence and analysed each country individually. Such an approach allows the
unveiling of significant differences among and unique characteristics of examined
economies. Treating the countries as one homogeneous group would have resulted
in a loss of information and an inability to present the above-mentioned differences
and characteristics.

Why is it important to ask whether developing countries are gaining access to
ICT? The key point is that ICT enables unbounded flows of information and
knowledge that will undeniably have far-reaching consequences for reshaping
social and economic systems. ICT as General Purpose Technologies pervasively
affect societies (Bresnahan and Trajtenberg 1995; Helpman 1998; David and
Wright 1999), accelerating economic growth and development, although the posi-
tive effects of ICT deployment may be visible in national accounts only on a long-
term horizon, as technological change does not necessarily induce productivity
shifts immediately following its arrival (David 1990). Arguably, ICT brings
opportunities to accelerate economic growth and development, also inducing
advances in human development, and opening the ‘Opportunity Windows’ for
economically backward countries.

1.3 Structure and Content

This book comprises six logically structured chapters. The first chapter is introduc-
tion. Chapters 2 and 3 provide theoretical background and analytical framework for
further analysis. Chapters 4 and 5 address the empirical objectives of the book and
present major findings of the analysis. Finally, Chap. 6 contains conclusions and
recommendations.

The following briefly explains the major issues and contents of each part of
this book.

Chapter 1 constitutes the Introduction itself.

Chapter 2 addresses basic ideas and concepts related to technology, technologi-
cal progress and technological revolutions. It is intended to explain why technolog-
ical changes constitute prerequisites enabling advancements along the
socioeconomic development pattern. Moreover, it introduces the terms Information
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Revolution and information and communication technologies (ICT), placing them
in a broad historical perspective. The chapter explains why information and com-
munication technologies are labelled as general purpose technologies,
demonstrating four major aspects underlying the advantage of ICT compared
with other, ‘old’ technologies’. Along these lines, this chapter exhibits the special
relevance of information and communication technologies when implemented in
developing countries. Finally, it briefly discusses the potential channels through
which information and communication technologies may contribute to socioeco-
nomic development in economically backward countries.

Chapter 3 introduces the theoretical outline of technology diffusion, which is
defined as a dynamic and time-attributed process involving the transfer of informa-
tion, knowledge and innovations, and standing for a continuous and gradual spread
of new ideas throughout large-scale and heterogeneous societies. First, it exten-
sively discusses theoretical technology diffusion concepts and models, explaining
the technology diffusion trajectories by the use of S-shaped curves. Second, it
presents the fundamental ideas and models standing behind the idea of technologi-
cal substitution. Third, there is demonstrated a novel methodological approach to
identification of the ‘technological take-off” interval and the ‘critical mass’ with
respect to the dynamics of the technology diffusion process and its prerequisites.
Finally, based on theoretical frameworks derived from economic growth theories, it
shows conceptualizations of technology convergence and technology convergence
clubs.

Chapter 4 portrays country-specific ICT diffusion patterns in 17 low-income and
29 lower-middle-income economies during the period 2000-2012. We propose
using six ICT indicators extracted exclusively from the World Telecommunica-
tion/ICT Indicators database 2013 (17th Edition). These indicators include the
following: Fixed telephone lines per 100 inhabitants, Mobile cellular telephone
subscriptions per 100 inhabitants, Fixed Internet* subscriptions per 100 inhabitants,
Fixed broadband Internet subscriptions per 100 inhabitants, Wireless-broadband
subscriptions per 100 inhabitants, and number of Internet users. In this part, the
concept of an S-shaped curve is adopted to examine the ICT diffusion trajectories.
This enables learning about the dynamics of the process and distinguishing its
characteristic phases. Additionally, the chapter refers to arguments raised by
Landes (2003), who claims that ‘each innovation seems to have a life span of its
own, comprising periods of tentative youth, vigorous maturity, and declining old
age. As its technological possibilities are realized, its marginal yield diminishes
and it gives way to newer, more advantageous techniques’ (Landes 2003, p. 3).
Along these lines, the chapter examines technology substitution effects regarding
fixed-telephone lines versus mobile cellular telephony, and fixed-internet networks
versus wireless-broadband networks. The final sections of this chapter report on
technology convergence and trace technology club formation among 46 developing
and 67 developed economies over the period 2000-2012. At this point, the focus

4 Refers to narrowband network.
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shifts to answer the prominent question of whether countries exhibit growing
cohesion (decreasing digital gaps) in terms of their level of adoption and use of
ICT. Put another way, we discover whether rapid diffusion of ICT is accompanied
by the process of technology convergence worldwide or, instead, by a gradual
technology divergence or even dual-divergence leading to emergence of specific
technology convergence clubs.

The targets of Chap. 5 are twofold. First, adopting a newly developed approach,
it traces the country-specific ‘technological take-off intervals and the ‘critical
mass’ regarding ICT diffusion (Mobile Cellular Telephony and Internet) in 17 -
low-income countries and 29 lower-middle-income countries over the period 2000—
2012. To this end, it identifies ‘critical penetration rate of new technology’ and
country-specific conditions during the ‘technological take-off intervals. This
approach provides a broad perspective on seminal factors that influence ICT
diffusion in economically backward countries. Second, the chapter provides addi-
tional evidence on ICT diffusion determinants in low-income and lower-middle-
income countries during the analogous period. It empirically traces the potential
effect of selected socioeconomic factors on ICT spread. The analysis covers
10 indicators, which are used to explain level of mobile cellular telephony penetra-
tion rates, and 9 indicators to explain the level of usage of Internet by individuals.
Moreover, we have selected another 8 indicators to demonstrate general socioeco-
nomic and infrastructural features of examined countries. All data used in the
analysis were extracted from the World Telecommunication/ICT Indicators data-
base 2013 (17th Edition) (International Telecommunication Union), World Devel-
opment Indicators 2013 (World Bank), Human Development Reports 2005-2013
(United Nation Development Program) and Measuring the Information Society
reports 2009-2013 (International Telecommunication Union). Additional data
were derived from the CIA World Factbook 2014, Freedom House 2014, The
Heritage Foundation 2014 and national telecommunication agencies.

Chapter 6 comprehensively describes major empirical findings that are men-
tioned throughout the book. It shows major ICT diffusion trends, demonstrates the
main features of the technological substitution process, and shows the technological
convergence dynamics. It also provides insight into seminal factors that accelerate—
or, conversely, hinder—rapid ICT diffusion in the countries under discussion.
Moreover, it briefly discusses ICT policies that aim to foster ICT deployment in
economically backward countries. Finally, it sheds light on the potential role of ICT
in boosting growth and development economically backward countries.

I am fully aware that the main findings of this broad study may differ slightly
from what the reader might have initially expected. Above all, however, I have
intended to separate facts from suppositions. The unconventional approach for
identification ‘technological take-off and ‘critical mass’, although conclusive
and interpretive, may well not be the best way to analyse the problem. Finally,
this trial approach may yield further modifications and adjustments. I am also
convinced that the numerical results of the examined ICT diffusion process and
ICT diffusion determinants are at best rough approximations, as extreme variability
in the dynamics of technological progress accounts for a mountain of different
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factors that are not always easy to capture and isolate. All of these shall be borne in
mind when drawing conclusions and formulating recommendations.
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‘ICT has been the fastest technological change in history’
Nagy K. Hanna (2003)

Abstract

This chapter is intended to provide basic ideas and concepts related to techno-
logy, technological progress and technological revolutions. It is designed to
explain why technological changes constitute prerequisites enabling advance-
ments along the socioeconomic development pattern. Moreover, it introduces
the terms Information Revolution and information and communication techno-
logies (ICT), placing them in a broad historical perspective. The chapter explains
why information and communication technologies are labelled as general pur-
pose technologies, demonstrating four major aspects underlying the advantage
of ICT compared with other, ‘old’ technologies’. Along these lines, it exhibits
the special relevance of information and communication technologies when
implemented in developing countries. Finally, it briefly discusses the potential
channels through which information and communication technologies may
contribute to socioeconomic development in developing countries.

Keywords
Technology ¢ Technological revolution ¢ ICT ¢ Developing countries

2.1 Introduction

Before the Industrial Revolution, economies were characterised by negligible rates
of economic growth and development (Cipolla 1994) and were thus relatively
stagnant. Similarly, Deane (1979) claims that although growth occurs in stagnant
economies, that growth ‘is either painfully slow or spasmodic, or is readily revers-
ible’ (Deane 1979, p. 11). Moreover, Granato et al. (1996) argue that pre-industrial
economies were the zero-sum systems ‘characterized by little or no economic
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growth which implies that upward social mobility only comes at expense of some-
one else’ (Granato et al. 1996, p. 609).

Still, prior to the 1750s, medieval European societies made ‘path-breaking
inventions’ (Mokyr 2005) and produced a multitude of goods and services. Those
pre-industrial societies adopted a number of seminal inventions, such as paper and
wind power; regardless, the impact of those inventions on long-term growth and
development was barely detectable. This is not to say that those inventions were
unimportant, but rather that knowledge of how and why those technologies worked
was not widespread. Put in another way, one could argue that people in pre-1750s
societies knew too little and were too poorly educated to ensure the intellectual
foundations for the expansion of technology. Therefore, the dynamic spread of
knowledge of how technologies work and how they can be used to generate benefits
has emerged as a critical factor in fostering long-term technology-driven socio-
economic development.

In his influential book ‘A farewell to alms: a brief economic history of the
world’, Gregory Clark (2008) writes: ‘(...) the average person in the world of
1800 was no better off that the average person of 100,000 BC’. Fortunately, the
1750s brought the Industrial Revolution, which radically transformed social and
economic life in Europe, shifting individuals from material subsistence as personal
incomes began to grow (Landau and Rosenberg 1986). It is claimed that the
Industrial Revolution enabled today’s developed countries to escape from the
Malthusian trap (Galor and Weil 2000), mainly due to enormous gains from
increasing productivity fostered by the spread of technological progress.

The remainder of this chapter briefly outlines major themes associated with
‘technology’ and ‘technological progress’ broadly defined, intending to highlight
their pervasive role in shifting and transforming socio-economic life. The latter
term is at the core of many theoretical and empirical debates seeking to capture and
understand the socio-economic interpretation of overwhelming technological
change (Dosi 1997; Comin, Hobijn, et al. 2006). It is undeniable that technology
and innovation have transformed the way we live and brought about changes in
civilisation throughout history, but today, the information revolution is
transforming socio-economic systems faster than any technological revolution has
ever done before and thus commands special attention and interest.

2.2 Technology: Ideas and Concepts

The basic notion of technology has been systematically transforming over the last
200 years. It has always been difficult to rigidly define the term ‘technology’ due to
its complexity, and its contemporaneous definitions largely depend on the adopted
frame of reference. Singer and Williams (1954) provide a coherent definition of the
term technology, defining it as ‘how things are commonly made or done’ (Singer
and Williams (1954), I:vii). Technology may also be defined as ‘a manner of
accomplishing a task especially using technical processes, methods and knowledge’
(Comin et al. 2006). Fagerberg et al. (2010) label technology as a unique subset of
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knowledge on how to produce and distribute goods and services. As proposed by
Wilson and Heeks, technology is ‘a purposeful, practical activity that involves the
application of knowledge by organizations of human beings and their interaction
with hardware’ (Wilson and Heeks in: p. 403). These perceptions of the technology
encompass four different dimensions: purposeful activity, human-machine inter-
action, knowledge, and organisational issues. Stoneman (2002) understands techno-
logy as the means deployed to produce goods and services at the firm, industry or
national level, while Gomulka (2006) argues that in a narrow sense, technology
may be defined as a set of available techniques to produce goods. He further states
that technology may be equivalent to the state of knowledge necessary to produc-
tion processes. Following this approach, Gomulka (2006) claims that technological
change may be perceived as the enlargement of existing technologies (available
techniques). Similarly, Fagerberg et al. (2010) emphasize that technology consti-
tutes a subset of knowledge on how to produce and distribute goods, a definition
that opens a new conceptual window. Layton (1974) views technology in a tradi-
tional way, and treats it as ‘systematic knowledge’. In the same vein, Mokyr in his
seminal book ‘The gifts of Athena: historical origins of knowledge economy’
(2002) claims that ‘technology is knowledge, even if not all knowledge is techno-
logical’ (Mokyr 2002, p. 2). He also states that knowledge is a non-rivalrous good
that is instantaneously transmitted and shared among society members so that
each individual can make effective use of it. Following the conceptual framework
provided in the works of Law (1991) and Bijker and Law (1992), we may also say
that technology encompasses various heterogeneous elements originating from
human skills and knowledge. They also claim that these heterogeneous elements
create networks among society members, leading to the construction of more
complex socio-technological systems. The concept of technological progress
defined as knowledge may also be traced in works of Solow (1956, 1957), and
hereafter is cited by Fagerberg (1994).

Finally, the literature recognises a concept of technology that seems to combine
these two approaches. Dosi (1982) underlines that the economic literature defines
the term technology rather narrowly, as a set of factors, whose combinations
contribute to overall productivity. At the same time, Dosi (1982) suggests that
technology should be viewed more broadly and proposes defining it as a ‘set of
pieces of knowledge, know-how, methods, procedures, experience of successes and
failures, and also, of course, physical devices and equipment’ (Dosi 1982, p. 151).
Following Arrow (1962), Dosi (1988) claims that technology may be perceived as
information that is applicable and perhaps easily reproduced by economic actors.
Furthermore, Pavitt (1999) underlines that technology is ‘specific, complex, partly
tacit, and cumulative in its development’ (Pavitt 1999, p. 3).

Technology as such is intimately related to technological change. In 1943,
Schumpeter claimed that technology and technological progress transform ways
of doing things (Schumpeter 1934). Developing the Schumpeterian idea, Rosenberg
(1976) argues that technological change covers a wide array of human activities and
constitutes an important element of complex socio-economic systems whose effects
usually appear over the long run. Moreover, technological change and the stock of
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scientific knowledge are inseparable (Rosenberg 1974); that is to say, technological
change is a consequence of knowledge, and vice versa. Perez and Soete (1988)
perceive technological change as a long-term disruptive process that alters social
and economic structures. They also state that technological change is a ‘more or
less continuous process’ (Perez and Soete 1988, p. 460) that emerges globally.

The conceptualisation proposed by Mokyr (2002) and Mokyr and Scherer (1990)
yields the claim that, technology may be broadly defined as knowledge. This
interpretation of term technology has far reaching implications. On the one hand,
technology is a consequence, an outcome and a product of human thought and
embodies human knowledge; on the other hand, technology serves as a tool to
transmitting knowledge among individuals. Recently emerged Information and
Communication Technologies (ICTs hereafter) are prominent examples of
technologies that may be perceived as a product of human activity and knowledge
that simultaneously constitute a channel of dissemination of all types of knowledge
and information among society members.

Broadly defined, ICTs may be understood as an extension of Information
Technologies (IT); however when referring to ICTs, the primary focus is on
media enabling communication. According to the World Bank (2014)", ICTs
encompass hardware, software, networks and media for the collection, storage,
processing, transmission and presentation of information (e.g., voice or data) and
related services. Put another way, ICTs stand for a unique set of activities that
enable storage, processing, transmitting and displaying all types of information and
knowledge by electronic means (Rodriguez and Wilson 2000). UNESCO (2002)
provides a slightly different definition of ICTs, claiming that information and
communication technologies are a combination of informatics technology with
other related technologies, especially communication; while informatics techno-
logy is defined as a society’s technological applications (artifacts) (UNESCO 2002).
Hargittai (1999) defines the ICTs mainly through the lens of the Internet, arguing
that it is worldwide network of both computers and the people who use them. He
also argues that ICTs enable people to acquire vast amounts of information. In the
same vein, Kiiski and Pohjola (2002) emphasize that ICTs provide unbounded
possibilities for delivering information and interacting with other people (network
building), and also constitute a type of ‘virtual’ market place to buy and sell goods
and services.

In a broad sense, ICTs refer to technologies that use electronic means to serve
people by sharing, distributing and stocking all sorts of information and knowledge.
Regardless of whether the term ICT refers to devices or applications, there is always
significant emphasis on its role in supporting various spheres of socio-economic
activities. The concept of ICTs encompasses all arrangements that foster flows of
information and knowledge and facilitate different forms of communication.

'See the ICT Glossary Guide (100 ICT Concepts) at http://web.worldbank.org (accessed:
September 2014).
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Henceforth, ICTs are designed to serve people and are thus often perceived through
the lens of their functionalities, applicability and usability.

As suggested by Bresnahan and Trajtenberg (1995) and Jovanovic and Rousseau
(2005), ICTs may be classified as General Purpose Technologies. The term General
Purpose Technologies (GPTs hereafter), initially proposed by Bresnahan and
Trajtenberg (1995) signifies the technologies that deeply affects both societies
and economies at the national and global level. It is widely agreed that GPTs
have the potential to dramatically transform social structures, norms and attitudes,
and their implementation exhibits far reaching consequences for economic growth
and development. Jovanovic and Rousseau (2005) conclude that the major effects
of the extensive use of general purpose technologies are exhibited through their
impact on economic growth, the transformation of ways of doing business and
shifting social structures. Bresnahan and Trajtenberg (1995; Bresnahan 2003) claim
that general purpose (or generic) technologies have three major characteristics:
pervasiveness, which means that they may be implemented in all sectors of the
economy; technological dynamism, which shows their inherent potential to con-
stant improvements and lowering use costs; and innovation spawning, which
explains increases in sectorial productivity as GPTs contribute to ease of inventing
new goods and products. In this line, Helpman (1998), David and Wright (1999)
and Lipsey et al. (2005) write that GPTs have the potential to generate innovations
across industries and that they induce discontinuities in the long-term development
of technologies due to their pervasiveness. The importance of adopting GPTs has
also been underlined by Helpman and Trajtenberg (1996), who state that ‘both
historical evidence and theoretical analysis have brought forth the notion that
general purpose technologies may play a key role in economic growth’ (Helpman
and Trajtenberg 1996, p. 1). Jovanovic and Rousseau (2005) go one step further and
conclude that both electricity and information technology are the most important
general purpose technologies ever invented.

2.3 Technology: A Timeless Value

(...) in a fundamental sense, the history of technological progress is inseparable from the
history of civilization itself, dealing as it does with human efforts to raise productivity
under an extremely divers range of environmental conditions

Nathan Rosenberg (1982)

(...) the Industrial Revolution marked a major turning point in man’s history
David Landes (2003)

Technology has always been at the centre of human interest because technology
makes human advancement possible. Technology, the economy and society are
intimately interrelated and fundamentally inseparable (Rosenberg 1982).
Kindleberger (1995) argued that socio-economic systems and technological prog-
ress are interdependent in a way that may be either positively or negatively
influential. Moreover, the relationships between society, the economy and
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technology are linked by two-way causality. On the one hand, technological
progress induces social and economic changes, but on the other, the speed and
adoption of technologies is predetermined by socio-economic capabilities and
performance. Technology and technological change are deeply rooted in broad
social and economic contexts (Mokyr 1990; Fox 1996), and each society faces
certain technological facts that have far reaching consequences for its dynamic
performance (Bresnahan and Trajtenberg 1995). Mokyr argues that throughout the
ages technology has ‘revolutionized the structure of firms and households, it altered
the way people look and feel, how long they live, how many children they have, and
how they spend their time’ (Mokyr 2002, p. 2). Technological changes are often
revolutionary in nature; that is to say, they are disruptive, continuous, and some-
times abrupt, causing deep and long-term changes in the social and economic status
quo and becoming the primary engine of economic growth and development
(Landes 2003). Similarly, Fagerberg and Verspagen (2002) restate that ‘technology
is a key factor shaping economic growth’ (Fagerberg and Verspagen 2002, p. 1294).

Thorstein Veblen (1915) was one of the first to examine the role of technological
changes in economic development and the catch-up process. He argued that due to
cross-country technology transfers, poor countries should inevitably enter a sus-
tainable growth path and catch up with the developed economies. Early neoclassi-
cal models and concepts, e.g., those proposed by Solow (1956), treat technological
advancement exogenously and highlight its seminal role in fostering long-run
economic growth and development. A similar approach to the role of technology
in shaping economic performance of countries may be traced in works of
Schumpeter (1934, 1947) and Kaldor (1957), to name just two examples. Other
significant theoretical and empirical contributions recognizing the links between
technology and economic development were made by, infer alia, Uzawa (1965),
Nelson and Phelps (1966) and Shell (1967). All the authors mentioned above
stressed the importance of technological change and the permanent growth of
technology as determinants of significant shifts in labour force skills and abilities
that should influence positively national income growth rates. In addition to the
previously cited authors, a remarkable literature has emerged that is concerned
strictly with endogenous growth models. Examples include the works of Lucas
(1988), Romer (1990), Grossman and Helpman (1991) and Aghion and Howitt
(1992), in which role of technologies in fostering economic growth was highly
emphasised. In line with the literature explaining technology as a factor of eco-
nomic growth, another subset of work emerged in economic theory that combines
the previous ideas with the hypothesis of catching-up in reference to developing
countries. The idea of implementing technology in broad development theories in
this sense was undertaken in works of Gerschenkron (1962), Findlay (1978) and
Abramovitz (1986), to name a few. Gerschenkron claimed that developing
countries mainly operate below the world technology (innovation) frontier, and
by coping (imitating) the developed technologies gain the opportunity to converge
(catch-up) with developed countries in terms of economic development. ‘Techno-
logical congruence’, meaning a lack of appropriate technology to enter the devel-
opment path, has also been stressed in the works of Abramovitz (1994).
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Gerschenkron (1962) writes that ‘borrowed technology, so much and rightly
stressed by Veblen (1915), was one of the primary factors assuring a high speed
of development in a backward country’. Technology and innovation will foster the
catch-up process of low-income countries mainly by enabling improvements in
education, the diffusion of knowledge and shifts in labour productivity. The
concepts cited above have also been extensively studied in empirical works by
Castellacci (2006, 2008, 2011) and Ben-David (1998). Apart from the works cited
above, there is a voluminous body of contemporary theoretical and empirical
literature concentrating on identifying technology’s role in economic growth and
development. Evidence of this is traced in contributive and influential works by,
inter alia, Romer (1990, 1993, 1994), Hewitt and Wield (1992), Mankiw
et al. (1995), Savvides and Zachariadis (2005), Antonelli (2011), Nelson (2011)
and Fukuda-Parr and Lopes (2013).

The positive outcomes of technological change may differ substantially across
countries, as technological progress will only generate economic gains when it is
accepted and assimilated by societies. Arguably, the process of adopting new
technologies and their contribution to growth and development is far from auto-
matic, and the pervasiveness and acceptance of new technology, as well as the
speed at which technology diffuses, are attributed to complex social, institutional
and economic forces. As underlined by Keller (1996) and Kostopoulos et al. (2011),
the emergence of sustained benefits from extensive technology adoption is
preconditioned by societies’ absorptive capacities and their ability to deploy and
use technology. Whether societies are able to rapidly adopt emerging technologies
is essentially preconditioned by institutional environment, social attitudes, norms
and values, and a wide array of economic or institutional incentives (Rosenberg
1982, 1994; Rosenberg et al. 2008). Certain societies may be endowed with poor
education, low quality human capital, cultural constraints, an unfavourable insti-
tutional and legal environment, or simply geography, any of which may heavily
impede the possibility of deploying new technologies. Similar arguments are
raised by Soete and Verspagen (1993), who claim that societies assimilate new
technologies by relying on their ‘intellectual capital’, namely, institutional and
cultural prerequisites. On the contrary, better educated societies that exhibit little
risk-aversion and a high propensity to adopt novelties, assimilate new technologies
relatively easily and quickly. Put another way, the rate of diffusion and deployment
of technologies depends on the absorptive capacities of the respective societies (see
e.g., Baumol 1986; Perez and Soete 1988; Cohen and Levinthal 1990; Verspagen
1991; Criscuolo and Narula 2008). Some empirical evidence shows that the most
prominent factors in a country’s ability to adopt and effectively use new
technologies are the education level and skills of its labour force (Baumol 1989;
Benhabib and Spiegel 2005). Countries experiencing significant gaps in these areas
may never be able to utilise the full potential of technological change. Various
aspects of how societies progress technologically and are able to exploit the full
potential of newly emerging technologies for economic benefit are discussed in
works of, inter alia, Kim and Lee (2004) and Jensen et al. (2007), who write about
the technological capabilities of societies. Others writing on this topic include
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Lundvall (2010), Lall (1992) and Nelson (1993), who underline the role of
innovations systems in technology adoption.

The key to a better understanding of the long-term impact of technological
change on socio-economic development is to examine the issue from a wider
historical perspective. A brief look at the last 200 years of economic development
and technological progress sheds more light on their interdependency, and shows
that technological revolutions are excellent examples of how technological change
may shape societies and impact long-term economic growth and development. As
stated by Dosi (1997) and Mowery and Rosenberg (1991), looking backward, long-
term socio-economic development was essentially influenced by technological
changes, which are especially well pronounced in disruptive technological
revolutions. Landes (2003) perceives the technological revolution in terms of the
First Industrial Revolution and claims that technological revolution may be
regarded as technological innovations, which ‘by substituting machines for
human skills and inanimate power for human and animal force, brings about a
shift from handicraft to manufacture and, so doing, gives birth to a modern
economy’ (Landes 2003, p. 1). Perez (2009) offers a more general definition of
technological revolution, defining it as a set of radical breakthroughs that give rise
to set of new interrelated technologies. In the same work, Perez argues that techno-
logical revolutions have two main characteristics: newly emerged technologies are
strongly interconnected and interdependent, and the technological revolution
deeply transforms society and the economy. In the same vein, Hanna (2010) claims
that technological revolutions may be defined as a cluster of newly emerged
technologies that which dynamically diffuse across new industries and products
and, when combined with infrastructural shifts, induce upswings in total producti-
vity and hence economic development. Perceived broadly, the concept of techno-
logical revolution closely relates technological changes to socio-economic
development. Arguably, due to the vast deployment of innovation and infra-
structural and organisational improvements, technological revolution provides a
solid background for increases in productivity, which, in turn, brings about a
dramatic surge in economic performance and society’s wealth.

From a historical perspective and especially in terms of the depth and pervasive-
ness of influence on society and the economy, the Industrial Revolution was the
event that brought the most remarkable changes. In his influential book The
Unbound Prometeus’, Landes (2003) emphasises the great importance of the First
Industrial Revolution, stating that ‘the technological changes that we denote as the
‘Industrial Revolution’ implied a far more drastic break with the past that anything
since the invention of the wheel’ (Landes 2003, p. 42). Moreover, he concludes that
this revolution brought disruptive changes on the entrepreneurial side, enhanced
shifts in investments, induced fundamental changes in the occupational role of the
labour force, generated strong incentives for further re-organisations and
restructuring in manufacturing and forced entrepreneurs to accept change by
inducing them to increase their tolerance for risk in the hope of future gains. As
an example of radical changes caused by the Industrial Revolution, Landes (2003)
writes that in 1760, the British consumption of cotton was at approximately 2.5
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million pounds, while most of labour associated with cotton production was done
by hand mainly in workers’ homes. Twenty-seven years later in 1787, cotton
consumption had grown to 22 million pounds, and the cotton industry was second
only to wool in Great Britain in terms of number of persons employed. After
another 50-year period, the cotton industry was Britain’s most important industry
in terms of employment, invested capital and the value of the product, advances that
were accompanied by a dramatic drop in the price of yarn. Similar claims regarding
the Industrial Revolution may be traced in work of Ashton (1970). He argues that
the intensity of the impact of technology and technological changes on society and
the economy was helped by the dramatic changes that brought about the Industrial
Revolution, which completely reshaped and profoundly transformed the socio-
economic landscape (Ashton 1970). In the same line, Mokyr (1993) claims that
‘in the past two centuries (. . .) output per capita have increased dramatically and in
sustained manner, in a way they have never done before. It seems by now a
consensus to term the start of this phenomenon ‘the Industrial Revolution’ although
it is somewhat in dispute what precisely is meant by that term’. The Industrial
Revolution has undoubtedly had an essential impact in countries where it took
place. Unquestionably, the Industrial Revolution has generated radical increases in
per capita income across countries (Mokyr 2005); however, it is worth noting that
‘(...) though the conventional date for the onset of the Industrial Revolution in
Britain is given as the 1760s there is little sign of rapid growth of income per person
until the decade of the 1860s’ (Clark 2008, p. 194). Mokyr (2002) makes similar
claims, writing that ‘It has become a consensus a view that economic growth as
normally defined (...) was very slow during the Industrial Revolution, and that
living standards barely nudged upward until the mid-1840s. (...). Yet it is also
recognized that there are considerable time lags between the adoption of major
technological breakthroughs (. . .) and their macroeconomic effects’ (Mokyr 2002,
p. 30).

The Industrial Revolution and the systematic and continuous technological
changes that it brought impacted not only economies but also societies (Deane
1979; Galor and Weil 2000). Increasing per capita output induced deep social
changes (Deane 1979) that had far reaching consequences. The key point is that
technological changes opened up a window of opportunities for entrepreneurs, who
began trading successfully and investing in new companies, which dramatically
shifted their incomes. The modernisation of production required improved skills
from workers while newly emerging firms still demanded a workforce, which
enhanced rural to urban migration. It is important to note that due to the growing
demand for labour, women and children began actively participating in the labour
market, which is, inter alia, interpreted as one of the causes of further declines in
total fertility rates and the demographic revolution. An even more dramatic social
and economic transformation occurred in the wake of the Second Industrial Revo-
lution (approx. 18705—19082) (see below this Sect. 2.4) when mass production

20r 1914—according to various sources.
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became common, which tremendously increased the degree of urbanisation and
population growth® (due to improving access to healthcare and the agricultural
revolution). On the other hand, during the epoch of rapid industrialisation, visible
social inequalities emerged in the form of the burgeoning middle class, whose
members were relatively better off than the working class, who lived in dramati-
cally worse conditions. Even so, the Industrial Revolutions brought about radical
improvements in living standards across the board. People had access to better
products at lower prices, began building increased education and skills, and experi-
enced lowering death rates. Over the long-run, there are various rational reasons to
believe that technological change undeniably forces steady increases in medical,
social and economic outcomes.

Regarding the positive gains enhanced by technological change, it is important
to note that the real impact of technology on either the economy or society is not
always clearly demonstrated in the immediate aftermath of technological change.
Roughly speaking, gains in quality of life brought by technological progress will
not be fully apparent until a significant amount of time has passed. As noted by
Mokyr (2005), the Industrial Revolution itself was not a period of rapid economic
growth. Moreover, benefits from technological changes were not revealed immedi-
ately after the emergence of the Industrial Revolution, and early industrialised
societies waited almost 100 years for economic growth to speed up. In support of
Mokyr’s supposition, Clark (2008) underlined that in Britain from the 1760s to the
1860s, the signs of rapid growth in per capita income were scarcely noted. Today,
the phenomenon of substantial time lags in reaping the gains from technological
progress throughout national accounts and in terms of per capita income growth is
recognised as ‘Solow’s productivity paradox’, an idea that was introduced to the
economic literature by Solow himself in 1987. Through his famous claim that ‘you
can see the computer age everywhere but in the productivity statistics’, Solow
explains that rapid technological changes demonstrate slow gains in total produc-
tivity (David 1990). According to our intuition, this observed ‘productivity para-
dox’ may be at least partially explained by the dynamics to which the process of the
diffusion, adoption and deployment of technological changes across a socio-
economic system are attributed. Technological changes are being gradually
installed and embodied within society and economy, moving through two charac-
teristic phases (periods) (see Perez 1985, 2002; Cvetanovi¢ et al. 2012). The first
period is recognised as the installation period, and the second as the deployment
period. During the installation period, technological change spreads over society
and the economy. Although diffusion is initially slow, once a critical mass of
adopters emerges, diffusion accelerates and technological changes spread widely.
The installation phase is critical, as it preconditions wide deployment and society’s
adaptation to technological change, which, in turn, induces structural shifts and
economy-wide re-organisations. When leaving the installation phase and entering
the deployment period, technological changes are adopted by a vast majority of

3 According to Clark (2008), the English population tripled between 1770 and 1860.
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society and are disruptive enough to induce shifts in productivity. By the end of the
deployment period the positive gains from technological changes are gradually
unveiled in growth statistics.”

24 From Industrial to Information Revolution

It is widely recognised that historically, technological revolutions typically occur
every 40-60 years (Hanna 2010) and that each technological revolution is
associated with radical changes in the techno-economic paradigm (regime). The
concept of the techno-economic paradigm was originally proposed by Pérez (1986)
and has since been adjusted and augmented in the works of Freeman and Perez
(1986, 1988) and Perez (2002, 2003, 2009). Relying on conceptual foundations
developed by Kuhn® (1962), Dosi (1982), Dosi® et al. (1988) and Freeman and
Soete (1997), Pérez (1986) proposed the incorporating the term techno-economic
paradigm into the broad analysis of technological revolutions. She also argued that
each technological revolution induces its own techno-economic paradigm (regime)
that constitutes a newly emerged technical and institutional best-practice frontier.
The new institutional ‘frontier’ is perceived as a necessary organisational transfor-
mation that fosters shifts in sectorial productivity enabled by technological change.
Freeman and Perez (1986, 1988) define the techno-economic paradigm as a set of
technical and economic features of emerged technological solutions that are gradu-
ally incorporated into economic systems, eventually becoming integral. As
redefined by Hanna (2010), ‘a techno-economic paradigm articulates the technical
and organisational model for taking the best advantage of the technological
revolution and results in the rejuvenation of the whole productive structure’
(Hanna 2010, p. 31).

In this vein, we briefly discuss the major technological breakthroughs that have
occurred over the last 200 years.” The First Industrial Revolution began around the
1770s in Britain and enabled the mechanisation of cotton industry, improvements in

“To a certain extent, this view coincides with the Kondratiev’s concept of long-waves and its
Schumpeterian interpretation regarding the role of technological progress in long-term growth.
Both Kondratiev and Schumpeter attribute the emergence of long business cycles (approximately
50-60 years long) to the diffusion of technological progress. As successive technologies diffuse
along logistic patterns, they gradually unveil their potential growth in productivity. The full
potential of newly emerged technological changes, however, is exhibited once they are broadly
adopted by society, which allows for the generation of gains such as growth in per capita income.
A similar approach can be also found the work of Goransson and Soderberg (2005).

SKuhn (1962) used the term paradigm to explain shifts in the theoretical perspectives in the
development of sciences from historical perspective (Cvetanovic et al. 2012).

% Dosi (1982) and Dosi et al. (1988) offered the definition of technological paradigm and state that
it is a sphere of technology that hosts the search for innovations and is placed in a certain historical
context. They also argue that it is a useful tool for analysing the role of technological change in the
production of goods and services.

7We follow Freeman and Soete (1997), Perez (2002), Landes (2003) and Hanna (2010).
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the water wheel (and thus more effective use of water energy) and the refinement of
turnpike roads and canals. During the First Technological (also labelled Industrial
Revolution), industry was organised mainly around small firms and individual
entrepreneurs to which the rise of incomes and wealth was generally subjected.
The period from 1829 onward is the time of Second Technological Revolution. This
period is sometimes labelled as the ‘Age of Stream and Railways’, as further
development was enabled by steam engines and steam-powered railways. The
Second Technological Revolution is marked by the growing significance of
railways, postal and telegraph services, ports and international sailing ships. More-
over, in those times, growing market competition and the emergence of large
companies is observed. It is generally considered that the development of railways,
postal and telegraph services gave rise to the increasing importance of networks and
communication in economic development and social change. The period from 1875
to 1908 accounts for the Third Technological Revolution, which was the age of
steel and electricity. The later perpetuated the further development of global
railways and telegraph services, gave rise to analog telephony services and heavy
and electrical engineering, and also saw the use of electricity for industrial purposes
become common. The Third Technological Revolution was also marked by the
emergence of giant companies, trusts and cartels, which, in turn, induced a growing
number of legal anti-trust regulations. In 1908 the Fourth Technological Revolution
began. This was the age of oil, mass production, and the dynamic development of
roads, automobiles (Ford plants), ports and airports. Electricity was gradually
deployed in a growing number of homes, which created electrical networks. The
Fourth Technological Revolution was also a period of the global spread of analog
modes of telecommunication (telephone, telegraph and cablegram). These changes
mandated the further development of various types of networks, which began to
constitute the prime engines of economic development while simultaneously
deeply transforming social structures, norms and attitudes. Finally, beginning in
the 1970s, the world has witnessed the Fifth Technological Revolution, broadly
recognised as the age of information and telecommunications and encompassing
microelectronics, software, computers and different forms of digital communi-
cations, including the Internet (Perez 2002; Freeman and Louca 2001). The Fifth
Technological Revolution started with the introduction of the microprocessor to the
public in 1971, the first personal computer in 1973 (by Intel) and mobile telephony
by Motorola in the same year. Since then, both PCs and mobile telephony have
diffused worldwide, profoundly reshaping societies and economic systems.
According to Freeman and Louca (2001), Perez (2002) and Conceicdo and Heitor
(2003), the development of information and communication technologies (ICTs)
constitutes a newly emerged techno-economic paradigm, which has also been
labelled the digital (ICT) paradigm. It is evident that in many ways, the Information
Revolution is different from those in the past. The prime element and the most
essential is that revolutionary changes are much faster and more pervasive com-
pared to those generated by the previous revolutions, and, moreover, technological
changes today are broadly embodied in various goods and services offered to the
mass-market.



2.4 From Industrial to Information Revolution 19

As has been argued in Sect. 2.3, information and communication technologies
are recognised as contemporary general purpose technologies. ICTs are ‘enabling
technologies’ that offer unbounded opportunities through their adoption and imple-
mentation on multiple social, institutional and economic grounds. The impact of
ICTs on reshaping social and economic development is thought to be pervasive, and
in the long-term perspective, likely to induce structural and organisational changes
that lead to essential shifts in productivity. Hanna (2010) claims that the informa-
tion and communication revolution is probably the most pervasive in recent human
history, and has also argued that the timing of the Fifth Technological Revolution is
mainly due to decentralisation and integration, network structures, adaptability,
knowledge as capital and economies of scope (see Hanna 2010, p. 32).

There are at least four major aspects underlying the major advantages and
importance of ICT compared to other ‘old’ technologies. First ICTs, like electricity
or railways, create different types of networks (Shapiro and Varian 1999, 2013;
Valente 1995, 1996; Castells et al. 2009; van den Berg et al. 2013). In late 1990s,
Shapiro and Varian (1999) claimed that the major difference between the old and
the new economies is crucial in that the old economies were predominantly driven
by economies of scale, while the new economies are driven by economies of
networks. Similarly, Servon (2008) argued that ICT has fundamentally reshaped
societies and shifted many countries from the ‘industrial age to a network age’.
Following Katz and Shapiro (1985) and Economides (1996), network effects reveal
the increasing utility derived from using a given good or service when accompanied
by an increasing number of users of analogous goods or services. The revelation of
the ‘network effects’ explains the value of potential connectivity, which tends to
grow exponentially in heterogeneous societies. On the ground of the economy, it
means that the growing number of links is potentially translated into real revenues
(e.g., increasing GDP per capita). Second, the ease of creating different forms of
networks through ICT adoption relies on the very nature of these technologies.
Currently, ICT offers a wide array of services that are based on wireless solutions,
which enables connectivity, data and voice transfer from any location. ICTs may be
thus perceived as technologies that free people from geographic isolation and
virtual marginalisation, shifting different activities to remote regions. Societies
can use ICT regardless of their geographical location, so that the physical distance
itself does not hinder the possibility of accessing ICT and thus accessing the ability
to communicate and acquire information. Bearing the latter in mind, ICT may be
defined as inclusive technologies that enable the ‘death of distance’ (Cairncross
2001). Similar arguments have been raised in works of Quah (2001), Venables
(2001), Redding and Venables (2002) and Wresch and Fraser (2012), who
emphasised the special role of information and communication technologies in
various aspects of socio-economic development. Third, ICT enables and enhances
massive flows of information across both individuals and entire societies. What is
seminal here is that both information and knowledge sharing occurs rapidly and at a
negligible cost, and thus becomes available even in low-income societies that have
been traditionally left behind in terms of access to and use of various forms of
technology. To a point, the widespread deployment of ICT allows for the gradual
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eradication of various forms of exclusion from access to knowledge and informa-
tion. From a broader perspective, unbounded flows of knowledge and information
have broad implications for socio-economic development and fostering growth.
The key is that ICT provides a solid background for making knowledge work, thus
helping knowledge to be transformed into long-term economic and social gains.
Fourth, ICTs are recognised as general purpose technologies, and their key feature
is therefore generality of purpose (Bresnahan and Trajtenberg 1995). For this
reason, ICTs’ influence on society and the economy is pervasive; they affects
wide range of economic sectors, social structures and institutions, creating new
frameworks within which all actors operate and interact. Many authors claim that at
present, the deployment of ICT is sufficiently extensive that that no individual
remains unaffected by the information revolution.

2,5 ICT: Opportunity Window for Developing Countries?

(...) the biggest beneficiary of the Industrial Revolution has so far been the unskilled
Gregory Clark (2008)

People living in economically backward countries have, to a certain extent, been
omitted by previous technological revolutions. This is not to say that no type of
technological progress has ever reached them, because certainly it has; however,
the spread and access to use of that technological progress was extremely limited
(e.g., low electrification rates or negligible access to railway networks). Many
developing countries have never had any opportunity to adopt and effectively use
the blessings of previous technological revolutions, and they ‘traditionally’ lag
behind in terms of ‘modern’ technology adoption. This lag has obviously hindered
their ability to develop rapidly or advance in overall well-being. Permanent inabi-
lity to access and benefit from technological progress has resulted in major barriers
to development having never been broken but instead persisting over time. In a
way, societies in economically backward countries have never had an opportunity
to ‘consume’ the technological changes that emerged over the last 200 years.
Of particular importance, such societies have been unable to use technological
progress as a driving force for socioeconomic development. Such an unfavourable
situation was determined by, first, the potential to exploit past technological
revolutions, which required essential financial resources and relatively well-
developed hard infrastructure to be installed and used countrywide, and, second,
that this potential required much more knowledge, skills and absorptive capacities
to be deployed and then used effectively to induce scalable and long-term economic
benefits. In short, economically backward countries have never been the real
beneficiaries of past technological revolutions.

Luckily, in the early 1970s, the Information Revolution emerged, giving rise to
new opportunities. Arguably, the contemporary Information Revolution is critical
regarding the technological progress it induced because that progress can be
accessed and adopted worldwide. This was not the case with previous revolutions.
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Following Hanna (2010), it is correct to state that for low-income and slowly
growing economies, the Information Revolution is more like ‘a tsunami rather
than a new technological wave’ (Hanna 2010, p. 32). This irresistibility is clearly
the great advantage of the newly emerged Information Revolution.

Recently, much attention has been paid to recognition of the opportunities that
ICT offers for developing economies, emphasizing their high relevance when
deployed in low-income societies. With regard to that relevance, two seminal
questions arise. The first question is, why would ICT exhibit high relevance when
installed and adopted in economically backward countries. The second question is,
what are the Opportunity Windows® through which ICT might affect economically
backward countries? Identifying these Opportunity Windows may show channels
through which ICT potentially affects societies and economies.

Question 1

Why would ICT exhibit high relevance when installed and adopted in economi-
cally backward countries?

There are several aspects to be discussed. First—ICT are installable relatively
easily in permanently underserved, remote, rural and geographically isolated
regions where the degree of development of backbone hard infrastructure is poor.
This allows perceiving ICT as technological solutions that, to a point, go ‘beyond
geography’, overcoming physical distances and infrastructure shortages. Regarding
economically backward countries, this ICT feature is critical if they are to be
deployed and adopted by low-income societies. Moreover, opportunities offered
by the newest wireless networks yield special relevance in this respect, as they
connect previously unconnected people with the outside world. Second—ICT may
be bought at relatively low prices, essentially increasing their affordability even by
low-income people. In economically backward countries, a vast majority of society
usually permanently suffers from poverty and material deprivation; hence, a low
price becomes a prerequisite for ICT to be afforded and adopted. The low price of
ICT is especially relevant with regard to mobile cellular services, which are usually
offered in pre-paid systems, allowing people with no regular income to use this type
of communication. Third—ICT may be easily adopted and used even by
low-educated, low-skilled or even illiterate people. This makes these technologies
really ‘for all’. ICT do not require much knowledge from the final consumer to
deliver benefits. Fourth—ICT are often adopted by traditional societies that, until
now, have been left in social, cultural and economic isolation. It seems that ICT are
acquired regardless of existing social norms and attitudes, and thus break commu-
nication barriers and enhance growing social cohesion and interactivity. Fifth—ICT
are easily imitable and deliverable, which ensures historically unprecedented rapid
diffusion to individuals and throughout societies. Sixth—the marginal cost of an
additional user of ICT is negligible (even close to zero). Some ICT, especially the

8 The term ‘windows of opportunity’ was introduced to the literature by Carlota Perez (see, e.g.,
Perez and Soete 1988).
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Internet, are recognized as non-rivalrous goods; thus, their usage and consumption
do not occur at the expense of any other individual.

All of the elements listed above are decisive to open wide Opportunity Windows
and allow treating ICT as a highly favourable techno-economic paradigm compared
with paradigms that emerged during previous technological revolutions, parti-
cularly with regard to the special characteristics of economically backward
countries and the multiple constraints they face.

Question 2

What are the Opportunity Windows® through which ICT might affect economi-
cally backward countries?

The prime attribute of ICT is that they enable widespread communication and
rapid and easy access to information and knowledge, which are critical prerequi-
sites to providing solid foundations for long-term socioeconomic development.
Indeed, all of the opportunities that ICT offer are closely related to the unbounded
flows of information and knowledge that they foster (Hanna et al. 1995).

ICT may directly affect socioeconomic development through resource mobil-
izing and enforcing market activities. A crucial point is that ICT offer opportunities
for greater involvement of resources in market activities. Through better access to
financial markets (e.g., e-finance and mobile-finance solutions), ICT foster mobili-
zation of savings and provide opportunities to convert them into investments, which
has long-term positive consequences for market activity and economic growth. On
the other hand, ICT enhance greater mobilization of the labour force, which has
multidimensional consequences. First, growing participation in formal labour
markets provides a solid fundament for obtaining regular income. This shifts people
from subsistence, allows for gradual alleviation of poverty, reducing their vulner-
ability and risk exposure to external shocks. Undoubtedly, improving engagement
in labour markets, both through growing employment or establishing new small
firms, creates economic gains and allows for gradual eradication of various forms of
socioeconomic deprivation. Most likely, increasing labour force engagement
constitutes the first and the most important step through which the ICT potential
may be exploited and exhibited in developing countries. Importantly, the appli-
cation of ICT enables timely access to information, which facilitates removal of one
of the fundamental barriers to the effective functioning of the market: information
asymmetries. These two elements—shifting labour force participation and remov-
ing constraints to information access—if combined appropriately, force increases in
number of transactions, enable participation in global trading markets, force drops
in transaction costs and ensure worldwide visibility, which—in turn—from a long-
term perspective, offer good prospects for economic growth and development.

° The term ‘windows of opportunity’ was introduced to the literature by Carlota Perez (see, e.g.,
Perez and Soete 1988).
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Indirectly, ICT may affect socioeconomic development though improved access
to education and knowledge, improved and more effective functioning of
healthcare systems (mainly e-health and telemedicine applications) or the
so-called e-government solution. All of these significantly foster increases in
human capital and skills, contribute to social cohesion, enhance empowerment of
all social groups (e.g., endogenous people), and ensure transparency and political
inclusion. Obviously, the effect of ICT on, for example, educational or healthcare
systems is qualitative in nature; the real gains are gradually demonstrated by
advancements in social and economic aspects.

In summary, ICT allow for opening the Opportunity Windows by breaking
barriers that have deprived societies of various social and economic activities,
and offering instead all of these previously denied opportunities. That is the
potential of ICT from the perspective of economically backward countries.

Obviously, ICT adoption and channels that affect socioeconomic systems are not
limited to what was presented above, especially with respect to highly developed
countries. Evidently, ICT applications, modes of usage and channels of effect are
dramatically different in developing countries compared with those in highly
developed economies. However, if economically backwards countries are consi-
dered, ICT are initially adapted to rather ‘basic’ activities that do not require
knowledge and financial resources, before moving to more sophisticated
applications and channels affecting socioeconomic systems.

These Opportunity Windows are not opened unconditionally, and the full
exploitation of ICT potential is far from automatic. Favourable legal and insti-
tutional environments and a degree of telecommunication market competition all
are obviously critical for adoption and usage of ICT. Many prerequisites emerge
that help or hinder widespread implementation of ICT. Some claim that
basic infrastructure must be assured, legal reforms are needed to allow for market
competition in the telecommunication market and inflows of direct foreign
investments are needed. On the other hand, effective ICT deployment requires
continuous learning and growing social capabilities so that the ICT potential can
be realized. ICT need to be promoted and supported to ease their economical
implementation and adoption in society. If and only if fundamental preconditions
enabling ICT spread and acquisition are ensured, ICT should diffuse and be
gradually implemented in multiple fields, generate future social and economic
gains, and convert societies ‘information poor’ into ‘information rich’.
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(...) diffusion concerns issues that are among the more
difficult to analyze adequately. Time is involved. Uncertainty
is inherent. Change is the major topic. Imperfect markets
abound

Paul Stoneman (2002)

Abstract

This chapter provides a theoretical framework of technology diffusion, which is
defined as a dynamic and time-attributed process involving the transfer of infor-
mation, knowledge and innovations, and standing for a continuous and gradual
spread of new ideas throughout large-scale and heterogeneous societies. First, it
extensively discusses theoretical technology diffusion concepts and models,
explaining the technology diffusion trajectories by the use of S-shaped curves.
Second, it presents the fundamental ideas and models standing behind the idea of
technological substitution. Third, there is demonstrated a novel approach to
identification of the ‘technological take-off’ and ‘critical mass’ effects with respect
to the dynamics of the technology diffusion process and its prerequisites. Finally,
based on theoretical frameworks derived from economic growth theories, it shows
conceptualizations of technology convergence and technology convergence clubs.

Keywords

Technology diffusion ¢ S-curve ¢ Technological substitution ¢ Technology
convergence * Technology convergence clubs ¢ Critical mass ¢ Technological
takeoff

3.1 Technology Diffusion: Theoretical Framework

The term ‘diffusion’ originates from the Latin nouns ‘diffusio’ and ‘diffusionis’, and
the verb ‘diffundere’. By definition, it refers to the process of spread, expansion,
dissemination, propagation or generalization.
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Diffusion is a dynamic and time-related process, involving the transfer of infor-
mation, knowledge and innovations. It stands for a continuous and gradual spread
of new ideas and concepts, over large-scale and heterogeneous societies (Gray
1973). Therefore, from the socio-economic perspective, the diffusion of inno-
vations, new technologies and new ideas is of seminal importance, as it provokes
profound changes in society and economy, impacting shifts in productivity and
education, and transforming markets and organizations, among other things.

The concept of diffusion of innovation developed by Everett Rogers (2010),
and extensively described in his touchstone book ‘Diffusion of innovation’',
constitutes a starting point for a great variety of discussions on technology diffu-
sion. Rogers (2010) defines technology diffusion as ‘the process by which an
innovation is communicated through certain channels over time among members
of a social system’. Mansfield (1961, 1968, 1971), following Rogers, emphasizes
the unique role of ‘two-step’ communication in diffusion processes, which enables
the exchange of knowledge between ‘users’ and ‘non-users’ about the advantages
of new technologies.

Gray (1973) calls the process of diffusion the spread of innovations, which
depends on the effectiveness of communication channels and social attitudes.
Davies (1979) defines technology diffusion in a strict economic sense, claiming
that the process can be seen as passing from an equilibrium state, determined by the
use of ‘old’ technology, to another equilibrium where the whole society adopts the
‘new’ technology. This approach suggests that shifting from one technology to
another, over a diffusion time path, implies that the process is marked by constantly
emerging disequilibria. Nathan Rosenberg (1982) in his seminal book ‘Inside the
black box: technology and economics’, underlines that diffusion introduces
inventions into economy and society, and thus is perceived as being of
seminal importance for further development. On the same lines, Mansfield (1986)
recognizes diffusion as a process of transfer of innovation which hugely affects
national economies. Following Rogers’s concept, Mahajan and Peterson (1985)
claim that technology diffusion stands for the spread of ideas over time among
society members. Paul David (1986) argues that through diffusion channels new
technologies randomly reach new users; however, considering the socio-economic
environment, the process is less hazardous as agents are driven by the anticipated
profitability of new technologies. A broader perspective on the perception of
diffusion was proposed by John S. Metcalfe (1997), who considers diffusion as
flows of a multitude of technological improvements which—despite the fact that
they spread instantaneously—bring crucial changes to technological, social and
economic progress. Stoneman (1995) argues that the process of diffusion involves
increases in the number of adopters of new technologies, which results in a growing
number of users, while Sarkar (1998) states that ‘technological diffusion can be

"In his work ‘Diffusion of Innovation’, E. Rogers presents 508 different case studies explaining
the diffusion of different innovations adopted by both companies and individuals in rural areas (see
Rogers and Havens 1962).
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defined as a mechanism that spreads ‘successful’ varieties of products and pro-
cesses through an economic structure and displaces wholly or partly the existing
‘inferior’ varieties’. Stoneman (2002) also suggests that the process of diffusion of
innovation explains the constant expansion of newly emerging technologies which
are being gradually adopted and used by individuals and/or companies”. Following
the logic of Metcalfe, Saviotti (2002) argues that technology diffusion brings a wide
array of new products to markets, and thus is perceived by societies as highly
desirable. Apart from the contributions mentioned above, there exists a substantial
body of literature discussing conceptual issues associated with technology diffu-
sion. Various aspects of technology diffusion are studied in the works of
Kindleberger (1995), Bell and Pavitt (1995, 1997), Geroski (1990, 2000),
Reinganum (1981a, 1989), Castellacci (2006b, 2007), Helpman (1998), Findlay
(1978a, b), Battisti (2008), Stoneman and Battisti (2010), Ireland and Stoneman
(1986), Karshenas and Stoneman (1993, 1995), Fagerberg and Verspagen (2002),
Kapur (1995, 2001), Gomulka (2006), Kubielas (2009), Antonelli (1986, 1991),
Dosi and Nelson (1994), Dosi (1991), Soete and Turner (1984), Comin and
Hobijn (2006).

The contemporary qualitative and quantitative conceptualization of technology
diffusion is deeply rooted in the evolutionary paradigm of Charles Darwin (1968)
and his pioneering work on natural growth and the spatial diffusion of species; but it
also refers to the theories of natural selection developed by Fisher (1930). Darwin
(1968) predicted the unique ability of species to multiply at exponential growth rates,
and to compete for survival in the environment in which they live. This concept was
then gradually adjusted for multipurpose use in the economic sciences, rigidly
assuming that ‘species’ are various variables (e.g. national income, technology or
products) which tend to grow over time. Today, technology diffusion theories are
designed to explain the spread of new ideas, innovations and technologies within
societies. Thus the process itself is strongly related to time and its speed depends on
the unique characteristics of people (Rogers and Shoemaker 1971; Metcalfe 1997).
Moreover, technology diffusion theories allow for detecting patterns in the spread of
new ideas, discovering regularities that the process depends upon, and identifying
factors stimulating or impeding it. Difficulties associated with the elaboration of
diffusion trajectories of newly emerging technologies reflect the heterogeneity of the
social and economic environment (Rosenberg 1972). People rarely make their
decisions interdependently (Geroski 2000), their cognitive capacities are limited,
and various reference points are referred to before accepting or rejecting new
technology (Dosi 1991). People’s behaviour is driven by customs, culture, traditions
and moral attitudes (Simon 1972; Silverberg 1994). Moreover, an individual’s
decision on the adoption of a new technology is made under uncertainty (Keller
2004; Ward and Pede 2013) and through cost-benefit analysis. Risk-averse people
will adopt innovations once they notice that a ‘new’ one brings relatively greater

2 Agents.
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advantages compared to the ‘old’ one, and consequently the ‘old’ is replaced by the
‘new’ and better technology (Hall and Khan 2003). However, it is important to note
that diverse personal characteristics determine the diffusion time path, illuminating
the strength of the ‘domino effect’” which perpetuates the spread of new ideas. Rogers
(2010) claims that the diffusion process encompasses four major elements:
(1) innovation; (2) communication channels; (3) time; (4) a social system. He defines
an innovation as a new idea (i.e. product) which is desirably adopted by market
agents, and the process happens over time. As diffusion is time-related, the rate of
diffusion®—explaining the speed at which individuals in heterogeneous societies
adopt new ideas—is recognized as its most prominent feature. The speed of diffusion
is, however, heavily conditioned by social system absorptive and learning
capabilities, as well as by the propensity and ability to adopt novelties (Cohen and
Levinthal 1990; Keller 1996; Castellacci and Natera 2013; Lall 1992). This implies
that existing communication channels (means and forms of communication and
information dissemination) and social systems (defined as sets of social norms,
formal and informal institutions) precondition both diffusion itself and its speed
(Rogers 1976).

Despite potential disruptions, discontinuities and permanent uncertainty
(Ehrnberg 1995), the phenomenon of rises and falls of new technologies is well
described by simple logistic growth models and S-shaped curves that are generated
by plotting the technology’s behaviour over time, as this unique shape allows for a
straightforward explanation of the characteristic phases of the diffusion process.
Simply plotting the total number of adopters of new technology versus time
generates the sigmoid curve, and the special shape of this sigmoid pattern® explains
the characteristic phases of the diffusion process. It is slow initially, then it
accelerates (the ‘domino effect’ is revealed), and finally slows down, heading for
the stabilization phase as the population approaches full saturation regarding the
new technology (Jaber 2011). Rogers (2010) uses a derivative of the sigmoid
curve—the bell-shaped curve (Nakicenovic 1991; Van den Bulte and Stremersch
2004)—to show five types of adopters: (1) innovators, (2) early adopters, (3) the
early majority, (4) the late majority and (5) laggards. The group of ‘innovators’
introduces new technologies to societies, while the ‘early adopters’ are those who
acquire novelties quickly and demonstrate little risk-aversion. The ‘early majority’
group follows the ‘early adopters’ and, prior to decisions made by the ‘early
majority’ decide to adopt the new technologies expecting benefits. The last two
groups—the ‘late majority’ and the ‘laggards’—are those who are generally
uncomfortable with new technologies and lag behind in their broad adoption”.

3 The rate of diffusion is additionally associated with the concept of critical mass’ and it reveals
‘network effects’—explained in Sect. 3.3.

*The unique characteristics and basic mathematics related to sigmoid curves are explained in
Sect. 3.2.

5 Goeffrey Moore, in his book ‘Crossing the Chasm’ (1991), proposes a modified version of
Roger’s bell-curve. He emphasizes the role of ‘disruptive innovations’ that generate the chasm
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Fig. 3.1 Diffusion and innovation expansion curves. Theoretical specification

Figure 3.1 presents the cumulative sigmoid curve, approximating the new techno-
logy diffusion time path, and its derivative—the bell-curve.

The bell curve explains knowledge accumulation (or expansion of innovation)
that is generated by the gradual diffusion of new technology through society. The
slope of the bell curve decreases systematically as the cumulative number of
adopters grows, and its maximum coincides with the inflection point of the
S-shaped pattern.

The logic and basic mathematics used to formalize the phenomenon of the
diffusion of technologies and the process of shifting from ‘old’ to ‘new’ ones is
explained by technology diffusion and technological substitution models, discussed
in the following Sect. 3.2.

3.2 Technology Diffusion and Technological Substitution

Models are abstractions and simplifications of reality. Useful models capture the essence of
reality in a way that enhances the understanding of phenomena
Frank M. Bass (2004)

The technology diffusion process is formalized in a wide array of ‘technology
diffusion models’ describing how novel emerging technologies tend to spread
through societies. Most of these models are well grounded in mathematics, which
allows ex-post diffusion trajectories to be approximated; and, relying on rigid
assumptions, future development scenarios and forecasts to be draw up.

(gap, discontinuities) between the group of innovators and the early adopters and the group of the
early majority, the late majority and the laggards.
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3.2.1 Technology Diffusion. Concepts and models

For people who attempt to forecast the future, there is a continuing need for simple models
that describe the course of unfolding events. Each such model should be based upon easily
understood assumptions that are not susceptible to unconscious or invisible tampering by
the forecaster in his efforts to make the future what he wants it to be. The model should be
easy to apply to a wide variety of circumstances, and should be easy to interpret

Fisher and Pry (1972)

As clarified in Sect. 3.1, the term ‘diffusion’ has multiple meanings. However,
despite the diversity, it refers to the process of the physical spread of ideas, products
and many other things in the human environment. Time plays a central role in most
empirical studies that concern technology diffusion, as regardless of the source of
an innovation, its type and the cost of acquiring it, it is always a time-consuming
process for innovations to spread through societies and to be fully adopted and used.
A great part of the theoretical and empirical literature on technology diffusion is
mainly concerned with first the identification of factors that determine (enhance or
hinder) the diffusion process, and second tracing causal links between the techno-
logy diffusion dynamics and its determinants. Put another way, diffusion models
allow projections of how fast the technology will expand, and when (or if) the total
population will be saturated with the new technology.

As discussed in Karshenas and Stoneman (1993), theories of technology diffu-
sion can be classified into four general categories: epidemic models, rank (probit)
models, order models, and stock models. The theoretical specifications falling
within each of the four categories exclusively analyze technology diffusion from
the demand-side perspective, and refer to stand-alone technologies, assuming that
uncertainty does not emerge. In this book, to meet the general goals of our empirical
analysis, we concentrate on technology diffusion models originating from ‘epi-
demic models’, as they well suit the major aims of our research, although the other
theories and models are briefly discussed in this section.

Theoretically, technology diffusion process is analogous to the spread of infor-
mation over society. Thus, the growing ‘mass’ of those who get the information
depends on intensity and the number of contacts that facilitate further information
spread and acquisition. In a broad sense, this assumption yields the adoption of
‘epidemic models’ to explain technology diffusion dynamics and trajectories, while
the adjustment of ‘epidemic models’ to the needs of the formal analysis of technol-
ogy diffusion leads to incorporating the concept of the logistic growth curve,’
which allows for approximating diffusion trajectories.

Originally, the concept of ‘epidemic models’ was derived from an analogy
between the spread of contagious diseases and that of technological innovation
(Sarkar 1998; Kumar and Krishnan 2002). The general logic behind the epidemic
model is following. Suppose we have an area where a population of hypothetical
agents (adopters, users) lives that tends to acquire new technologies as they emerge.

S The concepts and mathematics underlying logistic growth are explained in Sect. 3.2.2.
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Moreover, the number of these potential adopters is constant over time. Initially, the
groups of ‘users’ and ‘non-users’ coexist, but the ‘non-users’ imitate those who
already use new technologies and are gradually ‘contaminated’. Hence, the ‘con-
tamination effect’ arises (Gray 1973) as agents are involved in personal contacts,
which perpetuate the process of further diffusion. It is assumed that the probability
of ‘contamination’ is time invariant and ‘non-users’ convert into ‘users’ once the
two get in touch; thus, the ‘adopters’ (‘users’) influence social systems in such a
way that the total number of ‘adopters’ increases. In systems where innovation
spreads, information and interpersonal contacts are perceived as significant driving
forces of diffusion processes, which inevitably leads to a growing number of ‘users’
(Stoneman 2002). The concept of epidemics, adjusted to the needs of technology
diffusion analysis, can be formalized as follows. Suppose that N denotes the total
number of potential users of a new technology, and n(¢) stands for the actual number
of those who have already adopted the new technology at time 7. We assume that
new adopters arrive as they get information on newly emerging technologies, and
the process of transmitting information is not disrupted by any external factor. ¢
represents the probability of getting ‘contaminated’ and acquiring new technology,
so that the total number of users at a certain point in time ¢is expressed as (Stoneman
2002):

dn(t)  7-n(r)
a NN —n(®)’ (3-1)

where 7= ¢ - 9, and 9 stands for the probability that the contact between a ‘user’ and
‘non-user’ will be effective and lead to the adoption of the new technology. If
Eq. (3.1) is a class of first-order differential equations, its solution can be formally
written as:

N
(1 +exp{—p —at})

In Eq. (3.2),zfrom Eq. (3.1), is replaced by a. Equation (3.2) is the classical formula
for a logistic curve with imposed growth limits (N), where 8 denotes the initial year
of diffusion, and « is the rate (speed) of diffusion.

Starting from the late 1950s, many contributions in the field of technology
diffusion studies were made. Extensive empirical analyses of technological diffu-
sion both within and between countries were conducted (see, e.g., the works of
Griliches 1957; Mansfield 1961, 1968), which resulted in the elaboration of diffu-
sion models that provided theoretical frameworks for more sophisticated formal
analysis of technology diffusion. The oldest and probably the most influential
model of technology diffusion, strictly basing itself on the concept of ‘epidemics’,
was proposed by Edwin Mansfield (1961). His pioneering works gave a solid
background for future studies of technology diffusion and its economic
consequences (Metcalfe 2004). In his works, Mansfield, strongly incorporates
evolutionary ideas (Darwin 1968; Fisher 1930) into technology diffusion theories,

n(t) =

(3.2)
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which inter alia, induced a broad adoption of logistic curves into the analysis of the
dynamics of innovation spread. The idea of incorporating logistic laws of evolution
(Darwin 1968; Fisher 1930) into formalized concepts of technology diffusion was
provoked by the analogies observed between the evolutionary paths of natural and
social systems. The dynamics of evolving populations is significantly driven by a
competitive selection process (Dosi and Nelson 1994; Silverberg and Verspagen
1995; Metcalfe 2004) that is often reported in economic processes. Social systems
or market structures tend to evolve along time paths, and logistic laws can success-
fully approximate the dynamics of the evolutionary process. In the literature,
Mansfield’s prime technology diffusion model is classified as an evolutionary
disequilibrium model (Srivastava and Rao 1990). It relies on four fundamental
assumptions (Mahajan and Peterson 1985; Sarkar 1998): (1) adopters are rational;
(2) adopters do not necessarily head for profit maximization that would be poten-
tially obtained from new technology acquisition; (3) technology diffusion is self-
perpetuating, and thus endogenous; and (4) the technology diffusion process might
not be continuous and is disequilibrating in its nature. Even if it is assumed that the
equilibrium is represented by N (in Eq. (3.2)), the level of use of the technology at
time t(—>n(t)) is always below N. Diffusion trajectories can, however, be explained
as processes of constant adjustment of the level of n(¢), which is approaching N. To
capture the process of new technology spread, Mansfield suggests adopting a
logistic growth equation to explain the phenomenon. Additionally, he introduces
the ‘word of mouth’ effect (Geroski 2000; Lee et al. 2010) to the formal model. This
emerges once potential adopters of the new technology tend to communicate among
themselves, which transmits knowledge of the advantages of new technologies’.
Put another way, Mansfield’s model assumes that the technology diffusion process
is pre-determined by previous users, as they are the main source of information
about new technologies.

Equation (3.3), below, summarizes Mansfield’s technology diffusion concept.
Assume that each ‘user’ of a new technology freely contacts a ‘non-user’, which
leads to the adoption of the new technology by the latter, and the probability of an
‘effective’ contact is denoted as 9. If the total number of ‘users’ increases by At, and
At — 0, the time path for technology diffusion yields:

n(t)=N/(1+9 exp[—m])fl7 (3.3)
or alternatively:

N

" 5 g el >

where n(t) is the number of ‘users’ at time ¢, and N the potential number of total
‘users’. Following Geroski (2000), for Egs. (3.3 and 3.4) we assume that u = 9N and

" “Word of mouth® models are also labelled ‘contact’ or ‘disease’ models.
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9= (N —n(0))/(n(0)), where n(0) stands for the number of ‘users’ in the initial
year of technology diffusion. Mansfield’s model of technology diffusion explains
the process as long as it is purely imitative. Thus, it explains the diffusion exclu-
sively by the internal influence (Turk and Trkman 2012) of earlier adopters who,
due to the ‘word of mouth’ effect, transmit information to later adopters. However,
if we relax the assumption of strictly endogenous determinants of technology
diffusion among ‘non-users’, and incorporate exogenous (external) factors which
influence the diffusion process (Lee et al. 2010), Eq. (3.3) can be expressed in an
adjusted form. Frank Bass (1969, 1974, 1980, 2004; Bass and Parsons 1969) in the
late 1960s developed an extended version of the Mansfield model by incorporating
a new ‘innovator perspective’. The Bass model relies on the assumption that
technology diffusion is determined not only by ‘imitators’ but also by ‘innovators’
(those who intend to try new technologies), who massively influence the decisions
made by their peers (Satoh 2001). The Bass specification is also recognized as a
‘mixed-information-source’ model, as it assumes that ‘users’ of new technology
differentiate their decision ‘to adopt or not’ according to information obtained from
various sources. In the Bass diffusion model, it is assumed that the speed (rate) of
diffusion is shaped by imitation and innovation determinants. If this is true, then,
following the logic of the Bass model, we can propose that the final outcome of new
technology diffusion can be easily decomposed into an ‘innovation effect’ and an
‘imitation effect’. The basic linear specification of the Bass formula (1969) is as
follows:

S0 = p+ 2w, (3.5)

where S(f) specifies the likelihood of adoption of the new technology by a
‘non-user’ at time ¢, p is the imitation coefficient, ¢ is the innovation coefficient,
and N(r) is the cumulative adoption of the new technology (product) at time .
By differentiating Eq. (3.5), we obtain (Satoh 2001):

dN(r)

—t= (p+ %N(t)) % (k — N(1)). (3.6)

In Eq. (3.6), p and q are parameters, N(¢) explains the same as in Eq. (3.5), while k is
the total potential number of users of the new technology (product). Imposing that
F(¢) is the fraction of potential ‘users’ who have adopted the new technology at time
t, so that F(r) = "(1),, we rewrite Eq. (3.6) as:

dF (1)

S = (p+aF() x (1= F@). (3.7)

The time path for new technology diffusion following the Bass specification is:
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1 — e (PTa)
N =%\ T Ta ) (3.8)
with notation analogous to that in Eqs. (3.5-3.7). Estimation of Eq. (3.8) returns

predictions on the growth in the number of users of the new technology (product).
The inflection point in the diffusion time path is at:

N(t) :KG— ﬁ), (3.9)

2q

if = —ﬁlng, and under the condition that N(r = o = 0) = 0.

Today, the Bass model is broadly applied in marketing, mainly in predictions of
the dynamics of purchases of new products by consumers, or in forecasting
potential scenarios for future market exploitation.

Undoubtedly, the theoretical approaches to technology diffusion analysis
have certain shortcomings and limitations. ‘Epidemic models’ have been widely
criticized for their oversimplifying assumptions and weak theoretical background.
The approach is ‘blind’ to societal, demographic, cultural, educational and insti-
tutional prerequisites which condition the rate of adoption of a product and its
effective use. Additionally, in systems in which the spread of technologies is
supposed to be highly homogenous, agents acquire perfect information on new
technologies through interpersonal contacts, and the process of diffusion stops only
in the case that all the members of society use the new technology. Moreover, as is
stressed by Karshenas and Stoneman (1993), the ‘epidemic model’ assumes that
agents’ decisions on acquiring—or not—new technology are free of risk. However,
omitting risk can be misleading, especially when predicting the development of
future technologies, and risk should definitely not be ignored in the long-term
perspective. Applying an explicit or implicit ‘epidemic’ analogy to the theoretical
concepts explaining the technology diffusion process, to a point, was criticized by
the next two prominent authors, Paul David (1969) and Stephen Davies (1979), who
made significant contributions to the theory of technology diffusion. Davies (1979)
points out that ‘blind’ acceptance of the assumption that the diffusion process is
well approximated by logistic growth equations leads to another unrealistic
assumption—of a constant diffusion rate. If we relax the assumption of a time-in-
variant diffusion rate, the logistic pattern is not generated. In addition, many authors
claim (see Griliches 1957; Mansfield 1968; Romeo 1977; Davies 1979; Metcalfe
1987; Karshenas and Stoneman 1995; Stoneman 2001; Stoneman and Battisti 2005)
that these models fully and correctly explain the process of the systematic adoption
of new technologies by societies.

However, despite obvious limitations of the theoretical approaches to techno-
logy diffusion, their contribution to diffusion analysis is pervasive and unquestion-
able. As claimed and proved in multiple empirical studies, this approach, despite its
drawbacks, approximates time diffusion paths and the dynamics of the process
relatively well. Systems, despite being attributed to various features, tend to
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develop in a similar way. S-shaped curves (logistics growth patterns), which are
what are ‘generated’ from the Mansfield and Bass models, allow for broad intuitive
interpretations, describing and forecasting the growth of various technologies
(products) (Bass 2004). As growth trajectories have generally similar features,
classical S-time path analysis creates the possibility of ‘guessing by analogy’
(Bass 2004) with the growth histories of past technologies. ‘Epidemic models’
are simple, clearly describe and explain the diffusion trajectories of new
technologies, and allow the prediction with little uncertainty of future development
paths.

The next paragraphs briefly discuses alternative approaches to the conceptuali-
zation of technology diffusion: probit (rank), stock and order models. The probit
(or rank) approach, mostly developed and explained by Paul A. David (1969) and
Stephen Davies (1979), is based on two major assumptions: the behaviour of agents
(individuals or firms) is rational; and they head toward utility maximization. This
specification contains elements of rational choice theory (e.g. Rawls 1999; Foley
2009). In the probit approach, it is assumed that technology diffusion is attributed to
unique features of agents (in the case of companies, these can be the size, geo-
graphical location and production profile of firms), risk aversion to new
technologies, or just the opposite—risk acceptance, the relative prices of alternative
technologies to be potentially acquired, and the variety of substitutes for the
technology (product) in question. In other words, the rank approach relies on a
supposition that technologies spread in heterogeneous societies, and potential users
of new technology condition their decisions on cost/benefit analysis (Davies 1979;
Stoneman 2002). If the cost of technology acquisition at time 7 is defined as C(z),
while the benefits® generated from effective use of it are B(r), then an individual
decides to buy the technology only if B(r) > C(¢) is satisfied. The model, however,
although more sophisticated than simple ‘epidemic’ models, includes multiple
latent factors (e.g. consumer expectations) that determine agents’ final decisions
on new technology acquisition, and which heavily disrupt quantitative specifica-
tion. The rank models of technology diffusion fall into the equilibrium model
category. The equilibrium, referring to the actual numbers of users of a particular
technology, can be established along the diffusion path for each period of time.
Once, due to some external (exogenous) factors, the number of users changes, so
the equilibrium is disrupted and the system heads toward another equilibrium state.

The stock” models include three main approaches to technology diffusion: those
of Reinganum (1981b) and Schumpeter (1984) and a last stream which is based on
an evolutionary approach. Both Reinganum (1981b) and Schumpeter’s (1984)
specifications may be classified as equilibrium class models. Both concepts are

8 The benefits from the adoption of new technology are mainly associated with introducing
‘process innovation’ that underlies company performance. This can be conditioned, inter alia,
by prospective profitability, expected risk, organizational structure and other factors which may
impact outcomes for a company.

°The models, are labelled ‘stock’, as diffusion in time (t+1) depends on the stock (number) of
given technology users in period ‘t’.



40 3 Technology Diffusion

deeply rooted in neoclassical theories. Thus, the technology diffusion path is
characterized by a sequence of equilibria in each time period. The consecutive
equilibria are generated as agents, driven by infinite rationality and having access to
full information, make decisions on new technology acquisition. The Reinganum
approach assumes that firms tend to buy new technology when they expect a
reduction in cost, so that the cost generated by the ‘old technology’ Co(?), is
greater than C,,,(¢) in a given time period. If C,i(#) > Cpew(t), then positive
externalities, accounted as increases in profits, are expected. The Schumpeterian
approach is similar in its logic to Reinganum’s. However, the Schumpeterian
concept (Soete and Turner 1984; Aghion et al. 2013) of technology diffusion is
conceptually placed in a broader macroeconomic perspective, and it accounts for
spillovers as new technologies expand and are gradually acquired by new users.
Finally, the evolutionary approach offers a similar explanation of the technology
diffusion process to the two just discussed. However, the main difference between
the Reinganum and Schumpeterian explanations of technology diffusion and the
approach argued by the evolutionary school lies in the basic assumptions that the
models rely on. Evolutionary concepts reject assumptions on perfect information
and perfect market competition, as is the case in the Reinganum and Schumpeterian
models, and they relax the assumption on profit maximization and the infinite
rationality of agents. To a point, evolutionary models are similar to those based
on ‘epidemic’ concepts, as they claim that technology diffusion is not a self-
equilibrating process. In evolutionary models, the process of technology diffusion
is also defined as self-perpetuating, and the individual features of agents are
assumed to be endogenous. If companies (individuals) get profits from newly
acquired technologies, i.e. if B(¢) > C(r), then new users arrive and the diffusion
proceeds. Generally, models developed under evolutionary economics are
recognized as being more open-ended and more real-world-oriented, providing a
more suitable insight into the nature and dynamics of the process. Following Allen
(1988a, b), Sarkar (1998) argues that ‘(...) diffusion (...) of innovations and
technological changes has been considered in neoclassical economics, abstracted
from history, culture, social structure (...). (...) such abstraction may have ren-
dered equilibrium models simpler, (...) but having very low economic plausibility
of [their] assumptions, thereby making it difficult to test these models rigorously for
falsification’.

In the late 1980s, ‘order’ models were developed (see, e.g., Fudenberg and
Tirole 1985). Also classified as equilibrium models, these rely on the same
assumptions under which the stock models operate. However, the ‘order’
approaches emphasize that the order of adoption of new technologies matters for
the diffusion process. Order models relax the assumption that each agent (user) gets
equal profit from new technology acquisition, and assume that a user that adopts a
new technology first (first in order) enjoys higher profits compared to those who
acquire new technologies later on. Hence, along the diffusion path B(z;) > B (t<,»+1)) ,
where B(f) explains the profits gained by a user of a new technology.
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3.2.2 Approximating Technology Diffusion Trajectories

A deep insight into the dynamics of technology diffusion was provided in the
influential works of, inter alia, Mansfield (1968), Griliches (1957), and Nelson
(1982), who analyzed the phenomenon adopting the evolutionary dynamics con-
cept. This resulted in the introduction to economic studies of the logistics law,
which is broadly applied in natural science to describe the path dependence of
biological growth (Verhulst 1838; Pearl and Reed 1922). According to the logistic
law of growth, systems tend to grow exponentially. In 1838, inspired by the
Malthusian growth model, the Belgian mathematician Pierre-Francois Verhulst
(1838)'° formalized logistic growth and introduced the logistic function. In a
generic sense, the function that Verhulst proposed is a logistic equation, also
known as a simple sigmoid asymptotic function, and it produces an S-shaped
curve once empirical data on diffusion (growth) is plotted over time. The growth
curve can be divided into two specific parts by the inflection point: first (before the
inflection point), it is a downward powers function; second (after the inflection
point), it is a logarithmic function. The ubiquitous family of S-shaped curves (also
recognized as: S-curves, logistic curves, S-shaped patterns, S-shaped paths,
S-shaped trajectories, S-shaped time paths, Gompertz'' curve, Foster’s curve,
sigmoid curves) allow for the visualization of the logistic growth process and its
intuitive interpretation (Modis 2007). Mathematically, the logistic growth function
originates from the exponential growth model, and if written as an ordinary
differential equation is as follows (Meyer et al. 1999):

= Y (). (3.10)

IfY(¢) denotes the level of variable x, (¢) is time, and a is a constant growth rate, then
Eqg. (3.10) explains the time path of Y (¢). If we introduce ¢'? to Eq. (3.10), it can be
reformulated as:

Y, (1) = pe™, (3.11)
or alternatively:
Y. (t) = aexppt, (3.12)

with notation analogous to Eq. (3.10) and f representing the initial value of x at
t=0.

19The logistic equation is also recognized as the Verhulst-Pearl equation, as Pearl and Reed
(1922), in the early 1920s already adopted similar formulas in the biological sciences.

' Referring to Benjamin Gompertz (1825) and his ‘law of mortality’, which is a mathematical
specification to model time-series (Gompertz model, Gompertz growth).

12 Base of naatural logarithms.
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Fig. 3.2 Exponential versus
logistic (sigmoid) curve
specification. Theoretical
specification
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By convention, the simple growth model is pre-defined as exponential. Thus, if
left to itself x will grow infinitely in geometric progression. But, indiscriminate
extrapolation of Y,(f) generated by an exponential growth model would lead to
unrealistic predictions, as due to various constraints, systems do not grow infinitely
(Stone 1980; Kingsland 1982; Meyer 1994; Coontz 2013). Therefore, it is reason-
able to impose growth boundaries to the original model. To solve the problem of
‘infinite growth’, the ‘resistance’ parameter (Meyer et al. 1999; Banks 1994;
Cramer 2003; Kwasnicki 2013) was added to Eq. (3.10). This modification
introduces an upper ‘limit’ to the exponential growth model, which instead gives
the original exponential growth curve a sigmoid shape (Fig. 3.2).

Formally, the modified version of Eq. (3.10) is the logistic differential function,
defined as:

dl;gt)_aY(t)<1 - Yl(f)) (3.13)

where the parameter k denotes the imposed upper asymptote that arbitrarily limits
the growth of Y. As already mentioned, adding the slowing-down parameter to
exponential growth generates an S-shaped trajectory'® (see Fig. 3.3).

The three-parameter14 logistic differential equation, Eq. (3.13), can be re-written
as a logistic growth function, taking non-negative values throughout its path:

13Following Meyer et al. (1999), we define (1 — @) as a ‘slowing term’ (‘negative feedback’),
which is close to 1 as Y(#) < «, but if Y(f) — « then <1 - M) — 0.

K

!4 For estimates of the asymmetric responses 5-parameter logistic functions (5PL) are applied. A

standard SPL is as follows (Gottschalk and Dunn 2005): y = f(x; p) =d + =D where

[1+]"
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Fig. 3.3 S-shaped time path. Theoretical specification. Note: the logistic function follows the
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Pry 1972) transform yields: ="/, . Thus *fo-n= ”mvﬂ.) transform is applied, the logistic curve can
be plotted linearly.

K

NX<I> = 1 + e,at,/ﬁ

(3.14)

or, alternatively:

" 1+exp(—a(t—p)

where N, () stands for the value of variable x in time period ¢. The parameters in
Eqs. (3.14 and 3.15)" explain the following:

N,(1) (3.15)

e k—upper asymptote, which determines the limit of growth ( N(f) — «), also
labelled ‘carrying capacity’ or ‘saturation’;

p=(a,b,c,d,g), ¢c>0 and g > 0. If we restrict g =1, a 4-parameter logistic function is
generated.

!> The parameters in Egs. (3.14 and 3.15) can be estimated by applying ordinary least squares
(OLS), maximum likelihood (MLE), algebraic estimation (AE), or nonlinear least squares (NLS).
As Satoh and Yamada (2002) suggests, NLS returns the relatively best predictions, as the estimates
of standard errors (of x, 8, o) are more valid than those returned from estimation using other
methods. Adoption of NLS allows avoiding time-interval biases, which are revealed in the case of
OLS estimates (Srinivasan and Mason 1986). However, the main disadvantage of the NLS
procedure is that estimates of the parameters may be sensitive to the initial values in the time-
series adopted.
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* a—growth rate, which determines the speed of diffusion;
e p—midpoint, which determines the exact time (7,,) when the logistic pattern
reaches 0.5«.

The growth rate a additionally determines the ‘steepness’'® of the S-shaped

curve. However to facilitate interpretation'’, it is useful to replace a with a ‘specific
518 In(81)

-
the time needed for x to grow from 10 to 90 % x. The midpoint (/)’) describes the
point in time at which the logistic growth starts to level off. Mathematically,
the midpoint stands for the inflection point of the logistic curve. Incorporating At

and (T,,) into Eq. (3.15), entails:

duration’ ® parameter, defined as At = Having At, it is easy to approximate

(3.16)

A generalized version of the logistic function (Kudryashov 2013) including more
than one explanatory variable of N,(¢), is as follows:

_expZ 1
S l4expZ 1+exp?

N(Z) (3.17)
with Z = x y, where x stands for all covariates and y is the coefficient of x.

Given that different growth processes are decomposable into sub-process, the
model in Eq. (3.15) can easily be transformed into a multiple growth ‘pulses’
model. Assuming we are dealing with just two recognizable ‘pulses’ (sub-processes
of growth), this gives rise to the expression:

N, (t) = Ny (t) + Na(1). (3.18)

Hence, N;(#) and N,(¢) yield: A and -

1+exp (% (,, T, )) 1+exp (l'gzl) (,, Ty ))
respectively. The model defined in Eq. (3.18), is commonly known as a bi-logistic
growth equation. The generalized version of Eq. (3.18) for multiple (—°z’) logistic
growth sub-processes follows the z-component logistic growth model:

16 Also labelled ‘width’.

" The parameter o as such, is not economically interpretable, thus it is exclusively estimated to
calculate the ‘specific duration’.

'8 Also labelled ‘characteristic duration’ or ‘specific time’.
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Fig. 3.4 Component logistic model decomposition into bi-logistic growth. Theoretical
specification

K1 + + K;
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D Vi), (3.19)

N(r)

if:

 Ltexp(—ai(t—py))

The concept formalized in Eq. (3.18) is graphically displayed in Fig. 3.4 (see
below).

The left-hand side of Fig. 3.4, shows a component logistic curve with two clearly
distinguishable growth phases (growth impulse (1) and growth impulse (2)).
The left-hand curve is the approximated sum of two discrete ‘wavelets’ (Meyer
et al. 1999), and can be decomposed into two separate three-parameter logistic
functions. The curves on the right, instead, present the two distinct growth sub-
impulses. Such decomposition allows for detailed analysis of the behaviour of the
relevant technology in each phase of growth.'’

Most technology diffusion models deal with strictly one technology (innovation)
and describe its in-time behaviour. However, if another technology arrives there
emerges a competition between the ‘old’ and ‘new’ technologies. Hence, the
technological substitution process is revealed, which explains the life cycle of
certain technologies, distinguishing certain phases of growth and decline. Here-
after, Sect. 3.2.3 briefly describes technological substitution theories and models.

N,‘(l‘)

(3.20)

1f a Fisher-Pry transform is applied for normalization, then the logistic curves become linear,
which additionally facilitates further analysis of growth sub-phases.



46 3 Technology Diffusion

3.2.3 Technological Substitution

Technologies rise, saturate and finally decline when new and better ones emerge.
The process of continuous replacement of ‘old’ technologies by ‘new’ technologies
is labelled technological substitution, and can easily be encountered in various
systems and under different circumstances (Fisher and Pry 1972). Technological
substitution is evolutionary or revolutionary in its nature. It brings significant
changes to societies (Kucharavy and De Guio 2011), and it may be perceived as a
consequence of technology development marked by a stream of ‘discontinuities’
(Miranda and Lima 2013), and leading to replacements of ‘old’ technologies by
‘new’ ones. Generically, the process of technological replacement resembles com-
petition between the ‘old’ and ‘new’ technology, in which the ‘old’ technology is
initially a dominant competitor in the market and the ‘new’ ‘invading’ one fights for
a growing market share (Morris and Pratt 2003).

By definition, the technological substitution model (also labelled logistic substi-
tution model) explains the competitors’ changing market shares (fractions) along
the competition process, which is attributed to time. Technological replacement is
gradual (Wang and Lan 2007), and, as broadly observed, the time behaviour of
competing technologies follows a logistics trajectory. In a competitive system, each
technology passes through three characteristic phases: a logistic growth phase
(P1)—the prime phase of growth, when initially growth rates are slow, but they
then enter an exponential growth phase (this results in fast diffusion of the technol-
ogy); a saturation phase (P2)—the technology reaches the maximum of its market
share and thus follows a non-logistic pattern; and a logistic decline phase (P3)—the
technology is fading away from the market, its market share is gradually declining
as it is substituted by new technology, which is in the logistic growth phase.

Most contemporary empirical works considering the process of gradual substi-
tution between two competing technologies>” can be traced back to the influential
models proposed by Fisher-Pry (1972), Marchetti and Nakicenovic (1980), and
Nakicenovic (1987). The Fisher-Pry model of technological substitution is based on
three general assumptions (Fisher and Pry 1972; Bhargava 1995; Kumar and Kumar
1992): (1) many technological advances can be considered competitive
substitutions of one method of satisfying a need with another; (2) if a substitution
has progressed as far as a few percent, it will proceed to completion; (3) the rate of
fractional substitution of new for old is proportional to the remaining amount of the
old left to be substituted.

Technically, the technological substitution model explains changing shares of
the market that competitors take over, and it relies on the assumption that the total

20 Conceptually, technological substitution models refer to the seminal works of Alfred Lotka
(1920) and Vito Volterra (1926), who were the first to introduce a generalized version of the
logistic growth equation. They developed a model of competition among different species in
biological systems (Voltera) and chemical chain reactions (Lotka). Today, the Volterra-Lotka
competition equation is widely adopted for qualitative analysis of technological substitution if at
least two competing technologies are involved.
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sum of users of the two competing technologies is fixed.>' Blackman (1971) and
Marchetti and Nakicenovic (1980) formalize the original technological substitution
model developed by Fisher and Pry, and develop a three-parameter logistic substi-
tution model describing the behaviour of two competitors along the time path. The
technological substitution model is based on the following assumptions:

¢ There are n competing technologies;

* Once a ‘new’ technology has invaded the market, it grows at logistic rates;

« The ‘old’ technology fades away also at logistic rates, but the speed of decline is
predominantly affected by the speed of diffusion of the ‘new’ technology*;

» It is possible for only one technology (out of two or more competitors) to be in
the saturation phase at a given point of time;

« A technology in the saturation phase follows a non-logistic pattern.

Let us assume a competitive system and consider the technology substitution
model with two technologies replacing each other. Assume that N is the total
population, where N; represent the users of the two technologies, so that the share of
the population using i-technology at time 7 is:

N[(l)

fi(t) = N

(3.21)

To avoid unrealistic estimates, it is presumed that the number of users is fixed and
each deploys one out of the two available technologies (Morris and Pratt 2003),
which implies an obvious constraint like:

fie) + 1 (0) =1, (3.22)

where i’ and ’j’ are competing technologies. By convention, the technologies
follow a logistic growth trajectory (Kwasnicki 1999) defined as:

2! Relaxing the assumption of a fixed total number of users would allow the system to grow
infinitely, which is not the case in real-data based empirical studies.

22 Theodore Modis (2003) distinguishes six ways that two competitors can affect the growth rate in
a competitive system. These are: (1) pure competition (competitors need to fight to survive in the
same environment, as they use the same resources, which are limited); (2) predator-prey competi-
tion (one competitor is labelled prey and the second the predator—the ‘predator’ population grows
as there are abundant ‘preys’; this kind of competition generates cyclical growths and declines in
populations of ‘predators’ and ‘preys’. Lotka-Volterra equations are applied to describe this kind
of competition; (3) symbiosis (competitors are interrelated as the existence of the first is totally
dependent on the existence of the second); (4) parasitic (the first competitor benefits from the
second, but is does not affect the latter’s existence, also labelled ‘win-impervious’ competition);
(5) symbiotic (the first competitor benefits from the second, but the latter is negatively affected by
the competition but remains indifferent to the loses, also labelled ‘loss-indifferent’); (6) no
competition (the two competitors are not overlapping each other as they use different resources
to survive.
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1
1 4exp(—a— bt)’

fi(0) (3.23)

where value « is defined for the initial year (¢ = 0). To indicate the market share
(y;(2)) possessed by technology i’ (either a declining or growing technology), we

adopt a Fisher-Pry transform (1972) so that Eq. (3.23) yields y;(¢) = ln[ £ ]

1= fi(0)
Respecting the assumption defined in Eq. (3.22), we find that:

yi(t) +y;(t) =1 (3.24)

If Eq. (3.24) is satisfied, the market share of technology ’j’ in the non-logistic
saturation phase (P2) is given by:

Fi=1=3%"_fi0. (3.25)

Thus, the share of the market possessed by technology i’ is strictly subject to the
share of the market possessed by technology ;'

For an economic interpretation of the process of technological substitution, it is
essential to determine the point in time when certain phases of substitution begin or
end. Following Meyer et al. (1999), the estimate of the point in time when the
saturation phase stops is given by:

e oo
0 . (3.26)

Having y; and thus y;, it is possible to estimate the two parameters of the logistic
curve for technology 'i’, which can be mathematically expressed as:

At = (327)

and:

(3.28)

At; is labelled ‘takeover’ (Fisher and Pry 1972) and it indicates the time needed for
technology i’ to increase its market share from y;(f) = 0.1 to y,(t) =0.9. Ty,
explains the specific point in time (e.g. year) when the substitution process between
the competing technologies is half-complete; thus y;(t) = y;(f) = 0.5.
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Fig. 3.5 Technological substitution process. Theoretical specification

Figure 3.5 graphically presents the mechanism of technological substitution,
which combines two substitution curves with deterministic asymptotic behaviour.

Figure 3.5 shows the life cycles of both the ‘predator’ and ‘prey’ technologies,
and three distinct phases are detectable: logistic growth, saturation and logistic
decline. It is easy to note that once the ‘predator’ technology is in its logistic growth
phase, the ‘prey’ technology follows a logistic decline. The intersection point
depicts the specific time (i.e. the year) when the technological substitution process
is half complete. Thus both the ‘predator’ and ‘prey’ control 50 % of the total
market (— y;(t) = y;(t) = 0.5).

3.3 The ‘Critical Mass’: What Stands Behind?
3.3.1 The ‘Critical Mass’. Explaining the Concept

Technology diffusion is strictly attributed to network externalities (network
effects), which emerge as positive feedback from random contacts between society
members, giving rise to exponential growth of the network itself. Carrington
et al. (2005) and Villasis (2008) argue that ‘network’ stands for an interconnected
chain or group, while the ‘social network’ ‘is a social structure made of nodes tied
by one or more types of relations (. ..)’. If social networks give positive feedback,
then network effects (externalities) may emerge, showing the value of potential
connectivity exponentially increasing with the number of users of a new technology
(Economides and Himmelberg 1995a, b; Villasis 2008). Katz and Shapiro (1985)
and Shapiro and Varian (1998) define network effects as an increasing utility of
using the product when the absolute number of users of this product increases.
However, the positive effects of networks may arise only if the social system
achieves a certain ‘critical mass’, ensuring a further sustainable multiplication
of users (Katz and Shapiro 1985, 1986, 1992; Markus 1987; Oliver et al. 1985).
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In other words, a positive re-alimentation schema of revealing network effects is
conditioned on the society reaching a certain ‘critical mass’. The notion of ‘critical
mass’ might be confusing, since it has multiple meanings. It originates from
physics, and in its generic sense denotes the amount of radioactive material
necessary for nuclear fission to take place (Oliver et al. 1985). Mancur Olson
(1965) was the first to introduce the concept of ‘critical mass’ to the social sciences,
and he defines ‘critical mass’ as the critical number of early adopters which is
necessary to lead the rest of the population in collective actions.>* Rephrasing this,
‘critical mass’ theory leads to the critical (threshold) conditions for collective
actions to emerge, and then continue as self-perpetuating® and profitable*
(Marwell and Oliver 1993; Molina et al. 2001; Puumalainen et al. 2011).

To a certain extent, the ‘critical mass’ concept has also been discussed in the
literature on technology diffusion. The process of technology diffusion follows the
third-order (S-shaped) time path, and so the main emphasis in analyzing the
diffusion process is put on estimating the inflection point of the curve. By defini-
tion, the inflection point on an S-shape trajectory denotes the specific time period
when saturation reaches 50 % of the population and the rate of diffusion starts to
slow down. However, when considering the ‘critical mass’ concept in reference to
the diffusion process, it might be relevant to identify the critical (threshold) level of
saturation of a given technology, at which the further process of diffusion becomes
self-perpetuating. Rogers (2010) argues that at the ‘critical mass’ ‘diffusion
becomes self-sustaining’. However, the concept of ‘critical mass’ that Rogers
(2010) uses is based on the assumption that the diffusion process will continue
endogenously at exponential rates, finally reaching the stabilization phase once the
‘critical mass’ of users is achieved (see Fig. 3.6) This therefore relaxes the
assumption that the diffusion process of, e.g., a new product is determined by
changes in relative prices or shifts in quality.

Similar explanations of significance of the ‘critical mass’™ in the continuous
diffusion process characterized by multiple equilibria states are given by Cabral
(1990, 2006), Economides and Himmelberg (1995a, b), and Evans and Schmalensee
(2010). For instance, Economides and Himmelberg (1995a, b) propose that the
‘critical mass’ constitutes the smallest possible (minimal non-zero) equilibrium
assuring the stability of a further diffusion process®’ at an exponential rate, while

26

2 Oliver et al. (1985) recall that the crifical mass effect is also known as the ‘snob and bandwagon
effect’, the ‘free rider problem’ or the ‘tragedy of commons’.

24 Self-sustaining.

2 Many claim (see, e.g. Bonacich et al. 1976; Frohlich et al. 1971; or Hardin 1982) that Olson’s
concept of critical mass was too general and unconditional and so it did not allow for any
mathematical formalization. Additionally, their experiments have proved that Olson’s concepts
was not correct, as in many cases people’s real behaviour does not confirm Olson’s assumptions.
26 The notion of critical mass is also known as ‘installed base’ (Grajek and Kretschmer 2012).

27 In fact, they precondition the value of critical mass on prices, arguing that lower prices require
lower critical mass, to assure sustainability of the diffusion process.
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Evans and Schmalensee (2010) show that the level and diffusion of the ‘critical mass’
are heavily determined by the nature of networks and individual consumer
preferences.

In analyzing the phenomenon of ‘critical mass’ as proposed by Rogers (2010), the
theory of the diffusion of innovation becomes an obvious conceptual background. In
diffusion theory, the very first adopters (innovators) of a new product do so because
they benefit from the new product. Whether the rest of the society members will
follow them or not usually depends on a threshold, defined as the number of people
who have already adopted the new product. The central presumption of diffusion
theory is that the process of diffusion follows a sigmoid pattern. Hence, identification
of the ‘critical mass’ might be strictly related to examining when and at what
saturation level diffusion accelerates and the ‘take-off” emerges. It is thus possible
to state that diffusion accelerates once the ‘critical mass’ is reached (Allen 1988a;
Rogers 2010; Schoder 2000). Cabral (1990, 2006) claims that ‘critical mass’ occurs if
network effects are sufficiently strong and diffusion is endogenously driven. He also
states that the ‘critical mass’ point depicts the ‘catastrophe point’ on the diffusion
time path, which corresponds to low-level equilibrium. Loch and Huberman (1999),
in their work ‘A Punctuated-Equilibrium Model of Technology Diffusion’, propose an
evolutionary model where two competing technologies (old and new) are available.
Assuming that both technologies demonstrate network externalities and generate
benefits from their use, consumers will switch to the new technology only if the
technology diffuses at high speed. They also presume that other factors like, e.g.,
uncertainty, cultural ‘openness’ or personal preferences play a crucial role in the
diffusion process, being strong incentives or barriers for new technologies to reach a
‘critical mass’ and spread throughout society.

The works of Lim et al. (2003) and Kim and Kim (2007) attempt to identify the
‘critical mass’ from the S-shaped diffusion pattern. Implementing the Bass diffu-
sion model,*® they develop the concepts of ‘early take off’ (Kim and Kim 2007) and

28 For the formal specification, see Sect. 3.2.
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‘late take off’ (Lim et al. 2003) with respect to diffusion studies. Adopting the
formal specification of non-cumulative and cumulative adoption curves, they cal-
culate the specific periods of time indicating the beginnings of the ‘early take off’
and ‘late take off’ phases. Assuming that ¢ is time, that (C(¢)) describes the
cumulative curve and (nonC (t)) is the non-cumulative one, then:

1 — e (pta)t
p
and:
2 o~ (ptq)
nonC(t) =« plptq)e 5 (3.30)

(p+ge=(r+ar)

where « is the saturation level, and p and g explain the external and internal
influence respectively. Mathematically (Kim and Kim 2007), the inflection points
of the curves specified in Eqgs. (3.29-3.39) correspond to:

I p
linp(c () = — mlng’ (3.31)
and:
1
Lin filnonC (1)) = o qln[(Z +V3fracpq)). (3.32)

The inflection point defined as in Eq. (3.31) denotes entry into the exponential
growth phase on the S-time path. By convention, by using the value of the inflection
point we can determine the number of adoptions, which refers to #;,4c(). There-
fore, the number of adoptions at #;,4c(;), would presumably determine the level of
the ‘critical mass’. However, as Valente (1996, 2005), Mahler and Rogers (1999),
and Lim et al. (2003) argue, it may be highly controversial whether the point
tinficc(sy Unquestionably denotes the ‘critical mass’. The question is whether, after
passing the #;,4c(») point, the diffusion turns out to be a self-sustaining process or
not. If not, there is no justification for treating #;,4c( as the ‘critical mass’ point.
Thus, the conviction that the ‘critical mass’ is easily detectable might be misleading
and confusing.

Different approaches to the identification of ‘critical mass’ are offered by Grajek
(2003, 2010), Grajek and Kretschmer (2011, 2012), Baraldi (2004, 2012), Arroyo-
Barrigiiete et al. (2010) and Villasis (2008). To quantify ‘critical mass’, Grajek and
Kretschmer (2012) define it as a function of the installed base and price. Following,
e.g., Cabral (1990, 2006), they presume that due to the installed base effect the
diffusion of products should continue even if prices remain unchanged. Conse-
quently, Grajek and Kretschmer (2012) develop a structural model of demand with
installed base effects. To estimate the threshold level of the ‘critical mass’, they
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suggest that diffusion is highly endogenous and the process as such can be identified
as multi-equilibrating. Their seminal findings, examining the case of the global
cellular telephony market over the period 1998-2007,%° suggest that the ‘critical
mass’ can be predominantly attributed to the size of the installed base, prices and
the market size. Strong network effects allow for a lower installed base and higher
prices to assure the sustainability of further diffusion, and the opposite is true in the
case of weak network effects. Additionally, Grajek and Kretschmer (2012) report
that the ‘critical mass’ phenomenon is only revealed in the case of emerging
(pioneering markets). The model they propose for the identification of the ‘critical
mass’ combines an installed base effect, the current installed base and prices. If the
‘critical mass’ occurs under certain threshold conditions, then the diffusion
becomes self-sustaining. In this spirit, they define the ‘critical mass’ point as a
combination of the three factors previously listed. Considering the assumptions in
the Grajek and Kretschmer (2012) model, in certain societies (countries) the
diffusion of innovation will never occur unless the ‘critical mass’ is reached.
This would imply that some societies might be stuck in a ‘low-equilibrium trap’
and unable to ‘take-off’. Baraldi (2012) provides new insights into the estimation of
the size of the ‘critical mass’ rather than concentrating exclusively on its
determinants (recall the works of, e.g., Grajek and Kretschmer 2012). Baraldi
(2012) argues that the size of the ‘critical mass’ is determined by the strength of
network effects. To detect the strength of the network effects, she adopts a concave
demand curve. Hence, the occurrence of the ‘critical mass’ (regardless of the price
of the new product) takes place the sooner the stronger the network effect is and the
opposite otherwise.’

Similar to Baraldi (2012), Arroyo-Barrigiiete et al. (2010) offer a conceptualiza-
tion of the ‘critical mass’. They use a convex demand curve to depict the ‘critical
mass’ point. Arroyo-Barrigiiete et al. (2010) follow Oren et al.’s (1982) concept of
‘critical mass’, arguing that it explains the minimum size of the network that
encourages new users to join the network and adopt the new product. Once the
‘critical mass’ of users is achieved, the process of diffusion is self-perpetuating.
Following Katz and Shapiro (1985), who define the network effects as an increasing

2% Similar evidence on the role of the installed base is offered by Gruber and Verboven (2001),

Koski and Kretschmer (2005), and Grajek (2010).

30 Baraldi (2012) specifies the network effects as: X;, = f {(%> > Pigs 8(Xi 1 )} , where
t

population i

i denotes country, and ¢ the time period. X, is thus the installed base, p; , is price, (—GP—) s
g » population it

GDP per capita, and g(X; ,—1) reveals network externalities in country i at time ¢. To control for
concavity, g(X; 1) includes a squared term for the lagged installed base. To estimate the size of
the critical mass, Baraldi (2012) follows Rohlfs (1974), Katz and Shapiro (1985) and Economides
and Himmelberg (1995a) and formalizes the inverse demand function as
Di, = a+ pibase;, + prIn(base; 1)+ p3Xi + €, where X;, captures control variables. To
assure concavity, f, >0, and f; < 0 must be satisfied. If #, >0 and p, > f,, the network
externalities are revealed and the upward slope of the demand curve emerges. The higher f,, the
sooner the critical mass point is reached.
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utility of using a product as the total number of users grows, Arroyo-Barrigiiete
et al. (2010) suggest that new users will arrive once the utility obtained from the
product is higher than its price.”’ However, Arroyo-Barrigiiete et al. (2010) claim
that direct estimation of the ‘critical mass’ point is hardly possible, as the process of
diffusion of new products is preconditioned by individual choices (not always
rational) and preferences, market structure, legal conditions and other unquantifi-
able effects.

It is worth underlining that despite a relatively well-developed theoretical
framework and conceptual background aiming to explain the ‘critical mass’-like
phenomenon, the number of empirical works seeking a quantitative assessment of it
is very limited. This may be a consequence of the great heterogeneity of the
proposed theoretical specifications without any clear and well-established defini-
tion of ‘critical mass’.

Few empirical works provide quantitative identification of the critical mass in its
generic sense. Some examples are the works of Mahler and Rogers (1999), who
study telecommunication services in 392 German banks, and Cool et al. (1997),
who analyze the diffusion of innovation in an intra-organizational context,
providing evidence on the threshold share of the population that has already
adopted the new product which can ensure the further process of diffusion is self-
sustaining. Mahler and Rogers (1999) suggest that keeping diffusion at very low
levels makes it impossible to reach the ‘critical mass’, which hinders the broad
spread of innovations. Cool et al. (1997) find that the ‘critical mass’ can be reached
in different organizational regimes. They also underline that before reaching the
‘critical mass’ point, diffusion is predominantly driven by supply factors, while
after passing the ‘critical mass’ point further diffusion is mainly pushed by growing
demand.

Most presented concepts of the ‘critical mass’ consider the phenomenon in a
microeconomic rather than a macroeconomic perspective. This is a serious limita-
tion, as reaching a ‘critical mass’ might be strongly affected by social, economic,
institutional, cultural or legal prerequisites.

The following Sect. 3.3.2 is intended to explain a novel conceptualization of the
‘critical mass’ regarding technology diffusion process.

3.3.2 The ‘Technological Take-Off and the ‘Critical Mass’. A Trial
Conceptualisation

As was previously discussed, the ‘critical mass’, may be defined as the minimal
necessary number of user of new technology, which ensure the emergence of the
‘take-off’ period along the diffusion trajectory, at which the further process of
diffusion becomes self-perpetuating (see Fig. 3.3).

31 The condition follows: U = a + b(n¢) > P, where U is the utility function and P is the product
price.
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The term ‘take-off” itself, however has been originally introduced to the eco-
nomic literature by Walt Rostow, who, in his founding paper ‘The take-off into self-
sustaining growth’ (1956), claimed that the process of economic growth is
characterised by discontinuity ‘centering on a relatively brief time interval of two
or three decades when the economy and the society of which it is a part transforms
themselves in such ways that economic growth is, subsequently, more or less
automatic’ (Rostow 1956, p. 1). He labelled this transformation the ‘take-off .
Rostow (1956, 1963, 1990) also wrote that identifying the ‘take-off’ entails seeking
to isolate the specific period (interval) in which ‘the scale of productive activity
reaches a critical level, (...) which leads to a massive and progressive structural
transformation in economic, better viewed as change in kind than a merely in
degree’ (Rostow 1956, p. 16). The concept of the ‘take-off” was then developed and
implemented in the works of, e.g., Hoselitz (1957), Ranis and Fei (1961), Bertram
(1963), Azariadis and Drazen (1990), Becker et al. (1994), Evans (1995), Baldwin
et al. (2001), and Easterly (2006). In most of the cited works, the notion of the ‘take-
off” was, however, combined with Rosenstein-Rodan’s (1943) ‘Big Push’ doctrine,
which was predominantly applied to describing and explaining the stages, patterns
and determinants of economic development and growth.

Similar to economic growth, the process of technology diffusion may well be
approximated by easily distinguishable phases (stages) (see Fig. 3.2). During the
initial phase, the process of diffusion slows, whereas subsequently, under
favourable circumstances, it accelerates and proceeds at an exponential growth
rate, ultimately approaching relative stabilisation (maturity) when the growth rates
gradually diminish.

In Sect. 3.3.2, we propose a novel trial conceptualisation of how to identify the
‘take-off> period and the ‘critical mass’ regarding technology diffusion process.
The presented throughout the Sect. 3.3.2 theoretical framework has been developed
based on the previously run empirical analysis which outcomes are extensively
discussed in Chap. 5 (see also Appendices F and G for detailed calculations).

To meet the objective of this work, we adjust the conceptual background
provided by Rostow (1956, 1990) and develop the term ‘technological take-off
and define it the time interval when the nature of the diffusion process is radically
transformed due to shifting the rate of diffusion and forcing the transition from
condition of stagnation into dynamic and self-sustaining growth (diffusion) of new
technology. In this sense, the emergence of the ‘technological take-off is essential
for ensuring the sustainability of technology diffusion and enabling the widespread
adoption of new technology throughout society. Generally, before the ‘techno-
logical take-off, diffusion proceeds slowly, but once the ‘technological take-off’
is achieved, diffusion proceeds more rapidly and the number of new technology
adopters begins to expand fast, typically at an exponential rate. Finally, in the
maturity phase, the number of new technology users reaches system carrying
capacity (saturation) and stabilises. To remain in line with the previous, the long-
term process of technology diffusion may be arbitrarily divided into four separate
phases (stages). Firstly, the initial (early) phase is when the technology diffusion is
initiated, but the annual growth and penetration rates are typically negligible. In the
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early stage of diffusion, the preconditions for the ‘technological take-off’ are also
established. The second phase constitutes the ‘fechnological take-off’ itself; then, in
the third phase—*‘post technological take-off —the increase in users of the new
technology is self-perpetuating and becomes a normal condition in a given econ-
omy. Finally, the fourth phase occurs when diffusion significantly slows down,
approaching saturation (maturity).

However, the emergence of the ‘technological take-off’ is intimately related to
and preconditioned by achieving the ‘critical mass’, which has yet to be defined.
With this aim, we develop the following terms: the technology replication coeffi-
cient (®;,) (hereafter, the replication coefficient), marginal growth in technology
adoption (£2;,) (hereafter, marginal growth), critical year (Y. ,), and critical
penetration rate (crit/CT;,), where i denotes country and y year.

Assume that for a given country (/) and a given technology (ICT), the term N,
stands for the level of technology (ICT) adoption in y year. By definition, N; , > O,
because negative adoption is not possible, and if N, = 0, the diffusion process is not
reported. Along this line, the technology replication coefficient (®;,) follows:

N;
b\, = —r (3.33)
N(i,yfl)

then:

Niy= D;, [N(i,y%)}v (3.34)

if N;y >0 and N(y_1) >0, and &;, € (0;00). The replication coefficient for
respective technology (ICT) explains the multiplication of technology users that
occurs because of the emerging ‘word of mouth’ effect (Geroski 2000; Lee
et al. 2010). Suppose that for y year, the @, , =3. This shows that in (y — 1) year,
each user of the given technology has ‘generated’ two additional new users of the
new technology. In this sense, the replication is the cornerstone of the diffusion
process itself. Figure 3.7 illustrates how respective values of ®;, determine N, ,
over time.

If @; , > 1, it implies that in each consecutive year, the number of users of new
technology increases, so that N; , > N, ,_;. This indicates that the values of @,
must be higher than 1 to ensure diffusion. If &; ;, = 1, the number of new techno-
logy users is constant over time, and thus N, = N¢;) =...= Ny, and no
diffusion is reported. Finally, @; , < 1 would imply that the number of users of
new technology is decreasing over time, so thatN; ,_; > N, ,. It may be argued that
the replication coefficient (®;,) exhibits the dynamics of the diffusion process
and—to some degree—demonstrates the strength of the network effects that
enhance the spread of new technology over society.

As was already claimed, if &; , > 1, the number of new technology users is
constantly increasing, so that N; , > N, ,_;. Based on the latter, we propose the
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term ‘marginal’ growth in technology adoption (£, ,), which formally may be
expressed as:

;.= N;y,— Ny, (3.35)

under the conditions that N; , > 0 and N; ,_; > 0. The value of £; , expresses the
change in the total number of users’® of new technology over two consecutive
years.

It is easily observed that these two coefficients—®;, and £;,, are closely
interrelated. Assuming that @, > 1, the level of marginal growth in i country and

in y year is:

Qiy= Njy1) [Py — 1], (3.36)

or:

Qiy=—Ngy-1y[l — Pyl (3.37)
Simply transforming Eq. (3.35) yields:

Qi
—— = |D;, —1|. 3.38
Ni,y—l [ > ] ( )

Generally, the £; , depends directly on the strength of the replication process that is
expressed through the &, ;.
Examining the &;, and £, , simultaneously, it is easy to conclude that:

%Tn our case, expressed as number of users per 100 inhabitants.
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1. If (&;,, > 1 then £; , > 0), the replication process is sufficiently strong and the
diffusion proceeds, which is demonstrated in the increasing number of new
technology users (N,-,y < N(,-,y_H));

2. If (&, = 1 then £, , = 0), the diffusion does not proceed, which results in a
constant number of users of new technology (N[,y =N@yi1) = =Ny yin)s

3. If (@, < 1 then £; , < 0), the replication process is so weak that the diffusion
is limited, and there will be a decreasing number of users of new technology
Niy > N yi))-

If the replication coefficient is constant over time (®; , = @; .1 .... = D; y+,,),
then in each consecutive period, the marginal growths in technology adoption are
equal (i, = y;1... =i 4x); and the diffusion proceeds linearly. However,
as was already discussed in Sect. 3.2, the technology diffusion process is far from
linear but rather follows an S-shaped trajectory instead.

In this vein, we intend to examine the behaviour of respective coefficients—@®; ,
and ; —along the sigmoid technology diffusion pattern (for visualisation, see
Fig. 3.8), which allows for determining the critical year (Y. ,,) and critical
penetration rate (crit/CT; ), and finally for identifying the ‘technological take-off’
interval.

In the early (initial) diffusion phase, the replication coefficient tends to be higher
than marginal growth (&; , > £; ), and thus, a gap emerges between @, , and £2; ,.
However, as the diffusion proceeds and the replication process is gains strength
(sothat®; , > land £2; , > 0), the £; , ultimately increases gradually while the @;
decreases in consecutive years, which will inevitably lead to closing the gap
between @;, and €;, (the paths that show the changes in &;, and £;, are
converging; see Fig. 3.8). If the latter is satisfied, the paths that show changes in
D, ,, and £, , finally intersect (the gap between @; ,, and £2; , is closed), so that in the
next years, the replication coefficients are /lower than marginal growth
(‘15,-, y < £ y) , and the paths that show changes in @; ,, and £; , diverge. The specific
time when the gap between @;,, and £, , is closed (theoretically, @; , = £; ,) we
label the critical year (Y, ,); meanwhile, the penetration rate of new technology
in Y, ;, we name the critical penetration rate (crit/CT;,). Technically, the critical
year denotes the specific time period when the dynamic of the diffusion process is
transformed, as the early diffusion phase is left behind and the new technology
begins to diffuse exponentially; the ‘critical penetration rate’ we define as the
threshold that, once passed, provokes the diffusion to become self-perpetuating,
which implies overcoming the ‘resistance to steady growth’ (Rostow 1990). The
‘critical penetration rate’ traces the number of individuals—‘innovators’—who
demonstrate little risk aversion and high propensity to acquire novelties and who
thus are the first new technology adopters and the ones who propagate its further
diffusion throughout society. Finally, we argue that the ‘critical penetration rate’
approximates the ‘critical mass’ of new technology adopters, which preconditions
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Fig. 3.8 Relationships between technology replication coefficient (;,), ‘marginal’ growth in
technology adoption (;,), critical year (¥, ;) along the S-shaped technology diffusion trajectory.
Source: Author’s elaboration

the further spread of technology and forces the emergence of the ‘technological
take-off .

It is important to note that following this procedure would yield rigid identifi-
cation of the exact date when @; , = £, ,. However, to satisfy the latter, daily data
on new technology penetration rates would be required, which for obvious reasons
is scarcely possible. To challenge this obstacle, we choose to treat as the critical
year (Y, ;) the first year when &; , < £, ,, if in the previous year, the &@; ,_| >
£; ,_1 was reported. As was already mentioned, once it passes the Y, ;,, the new
technology begins to diffuse at an exponential rate, which is exhibited in the
increasing values of €2;,. Finally, the process of diffusion slows and inevitably
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approaches the maturity phase when the desired saturation (N, ;) is achieved. The
slow-down and maturity phase @, — 1 and £, — 0 determines the termination of
the diffusion process.

Finally, we propose labelling the 2-year interval right after the Y,;;, as the
‘technological take-off’, which, as was previously defined, denotes the time period
when the nature of the diffusion process is transformed because the diffusion rate
shifts and forces the transition from stagnation to the dynamic and self-sustaining
growth (diffusion) of the new technology.

Presuming that y stands for Y,;;, and to address the assumption that the
‘technological take-off’ is the period during which the rate of diffusion is radically
shifted, we suggest the following formalization of the conditions under which the
‘technological take-off” emerges:

(3.39)

Following Eq. (3.38) we argue that if y stands for Y, ,, the ‘technological take-
off’ interval occurs during the period < y 4+ 15y + 2 >.

If the critical year (Y, ,) is not identified, the conditions specified in Eq. (3.39)
are also not satisfied, and this implies that the emergence of the ‘technological
take-off’ has been restricted. Technically, the previous indicates that during the
initial diffusion phase, the replication lacked the strength to ensure gradual
increases in £2;,, which would allow for closing the gap between &;, and £2;,
(see Fig. 3.9). As result, the paths that show the changes in @;, and £;, diverge
rather than converge, and the critical year does not emerge. If &; , = lor®; , <1,
the situation is similar, and the technology diffusion is impeded. The countries
where the Y¢,;;, has not been identified are those where the process of entering
exponential growth has been restrained and they remained virtually locked in the
‘low-level-technology’ trap, becoming latecomers in this respect.

Finally, we strongly argue that the ‘critical year’, the ‘critical penetration rate’
and the ‘technological take-off’ do not emerge unconditionally or in isolation but
are heavily predetermined by multiple social, economic and instructional
prerequisites. The ‘technological take-off’ is preconditioned and induced by strong
stimuli that are typically well-established in the early diffusion phase. In this vein,
we claim that the analysis of the ‘critical mass’ should be considered in a broad
context that allows for capturing a broad array of factors that could potentially
foster or impede the ‘technological take-off’. We suggest that identifying both the
critical penetration rate and the ‘fechnological take-off interval should be
complemented by broad analysis of the socio-economic and institutional conditions
under which the ‘technological take-off’ emerged. This approach places the purely
numerical analysis in the broad macroeconomic perspective and is essential for
capturing those factors that potentially foster or hinder the emergence of the
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‘technological take-off’; and proposed broadening of the ‘critical mass’ analysis
sheds light on countries’ socio-economic and institutional characteristics and
situates the analysis in a broad macroeconomic perspective. These preconditions
generally combine institutional change, economic performance, political regimes,
social norms and attitudes, and the state of development of any backbone infra-
structure. In a broad sense, the ‘technological take-off” requires that a society and an
economy be prepared to actively respond to newly emerging possibilities (Rostow
1956). If these requirements are not sufficiently fulfilled, the ‘technological take-
off’ will not occur. Our concept of ‘critical mass’ is, to a point, related to what was
stressed in the works of Baumol (1986), Perez and Soete (1988), and Verspagen
(1991), that a country’s ability to adopt new technologies is preconditioned by a
wide array of factors. Societies assess and assimilate technological novelties by
relying upon ‘intellectual’ capital (Soete and Verspagen 1994) and institutional,
governmental and cultural conditions. Some empirical evidence shows that the
most prominent factors in a country’s ability to adopt and effectively use new
technologies are education and the skills of the labour force (Baumol 1986).
Countries that experience significant lacks in these factors will likely never be
able to ensure the widespread use of new technologies and use the full potential of
technological change. As a result, they will never catch up with richer countries and
will continue to lag behind as technologically disadvantaged regions.

3.4 Technology Convergence and Technology Convergence
Clubs

Dynamic technology diffusion, accompanied by fundamental shifts in technology
adoption and use, should inevitably lead to a significant reduction in cross-country
technology gaps and growing cohesion. In other words, if countries experience
growing levels of technology adoption, cross-country convergence should be
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exhibited. In this vein, we define ‘technology convergence’** as a process leading
to the ‘technology gap’ narrowing, and eradicating different forms of exclusion
from access to and use of basic ICTs (Lechman 2012a, b). In this sense, technology
convergence should fundamentally decrease cross-country inequalities in access to
and use of ICTs,** as countries which are initially technologically-poorer shall
exhibit relatively higher average annual growth rates of ICTs adoption, compared to
countries which are initially better off with this respect. We intentionally encourage
technology convergence unconditionally, leaving aside all factors which hypothet-
ically might enhance or hinder the process. Still, our main attention shifts to
providing an analytical framework to answer the prominent question of whether
countries exhibit growing cohesion (decreasing technology gaps) in terms of their
level of adoption and use of ICTs. So far, the approach to technology convergence
analysis that we suggest is not commonly recognized, and the empirical evidence in
the field remains relatively poor. Some evidence can be traced in the works of
Comin and Hobijn (2004, 2011), Comin et al. (2006), Castellacci (2006a, 2008),
Castellacci and Archibugi (2008), Castellacci (2011) and Lechman (2012a, b).
Comin and Hobijn (2004) provide extensive analysis of technology convergence
over the period 1788-2001. Their study covers 20 technologies in 23 different
countries and tests the convergence hypothesis applying beta- and sigma-
convergence procedures. Comin et al. (2006) perform similar exercises to Comin
and Hobijn (2004). They test beta- and sigma-convergence using the CHAT (Cross-
Country Historical Adoption of Technology) dataset, additionally separating
within-technology and across-technologies effects. Castellacci (2006a, 2008) and

33 In the literature discussing ‘technological catching-up’, the term is often confused with ‘tech-
nology convergence’. In effect, it is misleading to use these two terms alternatively. Technological
catching-up is the process through which countries benefit from the stock of knowledge available
in the rest of the developed world, and goes far beyond simple technology convergence (Rogers
2010). The technological catching-up theories instead seek to answer how technologically back-
ward countries may benefit from their underdevelopment and by diminishing the relative gap in
Total Factor Productivity (TFP) experience economic growth (Soete and Turner 1984). The idea of
incorporating different aspects of ‘technology’ into growth models traces back to pioneering
works by Veblen (1915), Nurkse (1955), Gerschenkron (1962), Rostow (1971), Schumpeter
(1984). Nelson and Phelps (1966) were the first to formalize the Veblen-Gerschenkron ‘relative
backwardness’ idea and they introduced the idea of the function of technological catching-up
depending on human capital and its absorptive capabilities (also argued by Abramovitz (1986)):
/A= @(.)(5A), where T stands for the level of the best practice technology, A is the level of
technology in a backward country, and &(.) is the function of absorptive capacities. Recently the
literature treating international technological catching-up, and technology diffusion and transfer as
factors contributing to rapid economic growth is pervasive. The most prominent evidence can be
found in works by, inter alia, Fagerberg (1987, 1994), Perez and Soete (1988), Verspagen (1994),
Dowrick (1992), Ben-David (1993), Coe and Helpman (1995), Barro and Sala-i-Martin (1990),
Keller (1996), Bassanini et al. (2000), Dowrick and Rogers (2002), Castellacci (2002, 2006a, b,
2008, 2011), Liebig (2012), Stokey (2012), Shin (2013) and Serranito (2013).

34 Apart from some empirical evidence on ‘technology convergence’ with respect to ICTs, there

exist numerous studies where an analogous problem is tackled, but is labelled ‘closing the digital
divide’ (see e.g. Servon 2008; James 2003, 2011; Vicente and Lopez 2011).
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Castellacci and Archibugi (2008) detect technology convergence clubs along with
technology convergence testing. Castellacci (2008) reports on technology conver-
gence and technology convergence clubs for 149 countries over the period 1990—
2000. He additionally tests for ‘technological capabilities’ which may enhance or
hinder the process of closing cross-country technology gaps. Additional evidence
on the process of closing technology gaps is also reported by Castellacci (2011).
Castellacci and Archibugi (2008), using data from the ArCo database (Archibugi
and Coco 2004a, b, 2005) provide similar evidence over an analogous time period
but they include 131 countries in their analysis. The empirical analysis found in
works by Lechman (2012a, 2012b) reports on technology convergence exclusively
for Information and Communication Technologies, for 145 countries over the
period 2000-2010, and the technology convergence is tested adopting beta-,
sigma-, and quantile-convergence approaches.

Originally, the concept of ‘convergence’ referred to growing cross-country
cohesion in terms of economic development, approximated by per capita income
level. Thus, the conceptual background for technology convergence analysis is
derived from endogenous growth theories. These are explained in Sects. 3.4.1 and
3.4.2.

3.4.1 Convergence: Theoretical Specification

Following neoclassical growth theory (Solow 1956), countries follow a conver-
gence pattern heading for common equilibrium in per capita income (Barro and
Sala-i-Martin 1990; Barro et al. 1991, 1995). In other words, countries tend to
converge toward a ‘steady-state’ equilibrium, but they experience gradual
decreases in their rate of growth (Kangasharju 1999), however, under the rigid
assumption of identical cross-country growth rates. In other words, the convergence
process implies that initially poorer countries experience a relatively higher average
annual growth rate, and thus catch up with the rich ones. The idea that poor
countries tend to grow faster than rich ones is strictly attributed to Gerschenkron’s™”
pioneering hypothesis of ‘relative backwardness’ (1960, 1962). Gerschenkron
argues that backward economies take advantage of their economic underdevelop-
ment’® and by assimilating technology spillovers into high growth rates they catch
up with the rich countries®’ (Verspagen 1994). Thus, the Veblen-Gerschenkron

» Although in many works Alexander Gerschenkron is cited as the first to introduce the idea of
‘relative backwardness’, the term was also used by Thorsten Veblen (1915) and
Leibenstein (1957).

36 Similarly, Findlay (1978a), Baumol (1986) and Romer (1993) consider relative backwardness to
be a convergence facilitating factor.

37 Gerschenkron’s ‘relative backwardness’ idea (1962) was formalized in a model by Nelson-
Phelps (1966), who argued that the growth of technology in an economically backward country is
proportional to the gap between the backward country and the country using the most advanced
technological solutions (located close to the Technology Frontier Area) (Gomulka 2006).
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hypothesis links economic convergence™® with the initial size of the gap with world
technology frontiers (Stokke 2004)*’; while Abramovitz (1986) points out that
backward countries have a potential for rapid advances, but he also stresses the
importance of social capabilities which can enhance or hinder the catching-up
process (Abramovitz 1989).

Technically speaking, convergence occurs if average annual growth rates are
inversely correlated with initial per capita income. A straightforward implication of
undisturbed convergence is that—in a long-term perspective—cross-country
disparities should inevitably be eradicated. If this is not the case, countries instead
experience divergence and the gap between ‘rich’ and ‘poor’ enlarges. Empirically,
the convergence can be tested using two standard approaches, namely sigma (c)-
convergence and beta (f)-convergence. 6-convergence is exhibited once disparity
in per capita income decreases over time, which is measured by changes in the
standard deviation (absolute approach) or the coefficient of variation (relative
approach).*® The standard deviation for country 7 in country set n and year ¢ is as
follows (Rodrik 2013; Thirlwall 2013):

X 57172
o= |- Zl’;l <log (%)) , (3.40)

if y‘E%Z;;llog(yi), and y stands for per capita income. Over the period
analyzed, the o-convergence hypothesis is verified positively if o;, — 0 is
satisfied.*! This approach to convergence testing, although very interpretive and
simple, has one main disadvantage: the standard deviation reveals a high sensitivity
to the inclusion of outliers in the country set tested, and additionally it does not
allow any causal mechanism provoking economic convergence among countries to
be captured.*?

8 Productivity convergence.

3 Findlay (1978a), however, argues that the gap to the world technology frontier cannot be foo
large, and countries located below a threshold value of the gap will not be able to catch-up
economically.

“OThe coefficient of variation is highly useful in c-convergence testing if two or more country
groups are compared in terms of their internal convergence.

Ayf o-convergence is tested with regard to the coefficient of variation, then the coefficient of

variation is ‘;—j where 6, is the mean of the tested variable over the whole sample.

2 The o-convergence hypothesis was tested, inter-alia, in works by de la Fuente (2003), Canaleta
et al. (2002), Rey and Dev (2006), Young et al. (2008), Egger and Pfaffermayr (2009), Garrido-
Yserte and Mancha-Navarro (2010), Schmitt and Starke (2011), Smetkowski and Wdjcik (2012),
Delgado (2013) and Thirlwall (2013).
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Following the neoclassical growth model (Sala-i-Martin 1995), the conditions
for absolute (unconditional) pB-convergence can be formulated as a regression

43
equation

g =a+bviy, +s, (3.41)

where 7 denotes the country, f, is the initial year in the time span for the conver-
gence test, v;, is the level of per capita income in f#, expressed as its natural
logarithm, and ¢; is a random error term. The coefficient b* in Eq. (3.41) stands for
the convergence coefficient, indicating the speed of the process. Consider that, for
example, b = 1.5, then one unit increase in In (v;,, ) provokes an average annual
growth in per capita income approximately 1.5 % higher in initially poorer
countries. For economic interpretation, the sign—positive or negative—of b is
crucial, since negative b indicates convergence (see Fig. 3.10), but positive
b means divergence, yielding growing disparities between countries. Formally, if
coefficient b = 0, then neither convergence nor divergence is reported and the gaps
between countries are maintained over time.

Using the coefficient b from Eq. (3.41), the speed of convergence can be
estimated. Assume that over the given time period 7 =0...... t, so that:

43 Conventionally, Eq. (3.41) is estimated applying OLS. However, if we relax the assumption that
the variables are normally distributed, the estimated coefficients might be biased and inefficient.
Koenker and Bassett (1978) suggest the adoption of non-parametric quantile regression to avoid
the problem. The quantile regression approach is highly useful when the original variable
distribution is highly skewed (asymmetric). Standard B-convergence estimates allow for assess-
ment of variable behaviour but are based on the conditional mean, while quantile regression
(g-regression, q-convergence) introduces estimates in non-central locations (Koenker 2004; Hao
and Naiman 2007). Using the quantile regression approach, it is possible to determine any number
of quantiles for estimation, which allows modelling of variable behaviour in any pre-defined
location of variable distribution.

4 Also explaining the partial correlation between a variable growth rate and its initial level.



66 3 Technology Diffusion

b=—(1—e"). (3.42)
By extracting f from Eq. (3.42), we obtain:

B = —In(1 + b)/T, (3.43)

where f indicates the rate at which convergence proceeds and countries head
toward a steady state of per capita income. Consequently, we calculate the time
span necessary for actual inter-country disparities to be halved:

HL; = [-In(2)]/B. (3.44)

Suppose that HL; is 10 years. This implies that if the current convergence rate is
maintained over the period the inter-country gaps will be halved within a 10-year
period.

The concept of unconditional convergence (both ¢ and P) is built on the rigid
assumption that the process of convergence is ‘automatic’ and is not
pre-conditioned by any country’s individual characteristics. However, it is reason-
able that the tendency of countries to converge (diverge) toward a steady state is
conditioned by factors unobservable from their absolute convergence (Galor 1996;
Quah 1996; Rodrik 2013). These can be technological development, social capital,
institutional constraints, culture or many others.*> The formalization of conditional
convergence, however, requires that Eq. (3.41), needs to be modified by adding a
vector (V;) explaining a country’s individual features. Thus, the regression is
estimated as:

g =a+bvi, +aV;+ g, (3.45)

with notation as in Eq. (3.41). The economic interpretation of b is analogous to that
in the case of unconditional convergence.

6-, and p-convergence testing (both unconditional and conditional) is based on
econometric procedures with cross-sectional data application (de la Fuente 2000).
However, Bernard and Durlauf (1995) and Bernard and Jones (1996) argue that
convergence is a dynamic process. They suggest an alternative approach to conver-
gence analysis which is based on a time series.*® They claim that economies should
stochastically converge under the assumption that long-term growth forecasts for
each country are close to equal.*’ Assume we have just two countries a and b, and

3 The body of evidence on conditional convergence is massive. Seminal contributions in the field
were made by, inter alia, Dowrick and Nguyen (1989), Barro and Sala-i-Martin (1990); Mankiw
et al. (1992), Quah (1993, 1999), Pritchett (1997), Del Bo et al. (2010), Schmitt and Starke (2011),
Barro (2012), and Yorucu and Mehmet (2014).

46 Also labelled ‘stochastic convergence’ (see i.e. McGuinness and Sheehan 1998).

“7The approach for convergence testing using a time-series has been applied in a multitude of
studies, e.g. using empirical evidence on inter-regional stochastic convergence, by inter alia,
Johnson (2000), Drennan et al. (2004), Alexiadis and Tomkins (2004), Herrerias and Monfort
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for both the long-run GDP per capita forecasts are equal. Thus, the condition for
absolute convergence can be expressed as (Bernard and Durlauf 1995):

Jim E(ln(GDPpc)a’Hk — In(GDPpe),, x /17,) —0, (3.46)

where ¢ denotes time and IT is the stock of information which is available at a given
point in time. The formula in Eq. (3.46), can be easily extended to any number of
countries in the sample for which the absolute convergence hypothesis is to be
tested.*®

3.4.2 Convergence Clubs Hypothesis

Apart from the growing body of theoretical and empirical evidence on the conver-
gence process, the concept of ‘convergence clubs’ has emerged. It was initially
proposed and conceptualized by Baumol (1986) and consequently developed by
Baumol and Wolff (1988), and Baumol et al. (1989). The ‘convergence clubs’
hypothesis assumes that a sub-set of countries (of the full sample) experience
convergence® and head toward a common steady state (Alexiadis and Tomkins
2004; Alexiadis 2013a), while the ‘rest’ of the countries are left outside the ‘club’
and gradually diverge. The general message is that convergence occurs only for a
subset of countries, while the ‘rest’ are excluded from the ‘very exclusive organi-
zation” (Baumol 1986). Alexiadis and Alexandrakis (2008) argue that convergence
clubs arise as some economically backward countries do not satisfy certain initial
conditions and cannot fully realize their potential of catching-up with rich countries
(Easterly et al. 1993; Ocampo et al. 2007). Thus, a group of initially poor countries
grows at lower rates than rich countries, and the gap between the two increases.””

In the literature, there exist two main approaches providing a theoretical frame-
work for the detection of convergence clubs. The first one, proposed by Baumol
(1986), derives from the absolute convergence to ‘steady state’ approach (see, e.g.,
Barro and Sala-i-Martin 1990; Barro et al. 1991, 1995), and the second—developed

(2013), Lin et al. (2013); or inter-country stochastic convergence as in the works of Datta (2003),
Bentzen (2005), and Canarella et al. (2010).

“8 The possibility of applying the formula in Eq. (3.46) to use it for absolute convergence testing,
however, is determined by specific econometric tests. The most commonly used for this purpose is
the Augmented Dickey Fuller test (1979, 1981), which introduces cointegration and unit root
procedures to the empirical analysis of time-series.

49 Generally in terms of B-convergence.

50 Quah (1997, 1999) argues that countries may form ‘coalitions’ and behave non-linearly in their
convergence patterns for three main reasons: countries’ behaviour along their development paths
are heavily preconditioned by other counties (e.g. by trade flows, human labour flows); countries
tend to specialize to boost economies of scale; and human capital, culture, social and absorptive
capabilities matter for development (see also Abramovitz 1989).
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by Chatterji (1992)—is based on ‘convergence in gaps’.5 ! Formally, the test for the
existence of convergence clubs in a set of countries consists in augmenting the
standard procedure for -convergence testing (see Eq. (3.41)) by introducing the
square term of the explanatory variable. Inserting these square terms into Eq. (3.41),
generates the possibility of identifying multiple equilibria (Alexiadis 2013a) as the
convergence path exhibits non-linearities (Desdoigts 1999; Quah 1997, 1999;
Fiaschi and Lavezzi 2007; Artelaris et al. 2011). Following the theoretical specifi-
cation developed by Baumol (1986) and Baumol and Wolff (1988), the basic
condition for convergence club emergence is expressed in a quadratic model:

g =a+bviy, + bzvi[0 + g (3.47)

Equation (3.47) is an augmented version of the standard regression (see Eq. (3.41))
applied for P-convergence testing. The hypothesis on convergence clubs is
supported only in the case that the coefficients b, and b, emerge as negative and
positive respectively. The model defined in Eq. (3.47) has several important
implications. First, it shows that the convergence pattern with respect to a set of
countries might not be linear, and the convergence as such is identified only in a
subset of countries, while the rest are left behind (see Fig. 3.11). The function
defined in Eq. (3.47) reaches its maximum when the first derivative of Eq. (3.48)
reaches zero. Thus:

dg;
=_° . 3.48
Siyv;, 1 dVl" 1o ( )
Extracting v; ,, from Eq. (3.48), gives the level of per capita income corresponding
to the maximum of the function in Eq. (3.47), which can be calculated as:

7})1

2 4
2, (3.49)

Vthreshold =

The per capita income in (#y) calculated applying Eq. (3.49) stands for the ‘thresh-
old value’ (‘threshold condition’) (Alexiadis 2013a) and enables the identification
of convergence club members.

Thus, in the case of countries that initially exceed the ‘threshold value’ of per
capita income (vi,;, — Vareshola > 0) the relationship between the average annual
growth rate and the level of per capita income in (f;) is negative. Hence
B-convergence is confirmed, and they form a convergence club. However, for

5! The evidence on convergence club identification, mainly with respect to per capita income, can
be found in works by, inter alia, Ben-David (1994, 1998), Armstrong (1995, 2002), Dewhurst and
Mutis-Gaitan (1995), Fagerberg and Verspagen (1996), Verspagen (1997), Desdoigts (1999),
Baumont et al. (2003), Durlauf (2003), Su (2003), Canova (2004), Fischer and Stirbock (2006),
Le Gallo and Dall’Erba (2006), Alexiadis (2013b), Lechman (2012c), Song et al. (2013), Brida
et al. (2014) and Fischer and LeSage (2014)
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Fig. 3.11 Convergence
clubs—theoretical
specification. Source: own
elaboration based on Baumol
(1986) and Alexiadis (2013a)
concepts. Note: the figure
refers to ‘technology (ICT)
convergence clubs’

maximum

Countries belonging to
convergence club

Countries outside
convergence club

Annual growth rate of ICT

ICT initial level
ICT threshold

countries that were initially located below the ‘threshold value’ of per capita
income (Vi s — Vinreshola < 0), the relationship between the average annual growth
rate and the level of per capita income in (¢) is positive and p-convergence is not
reported.52 Hence, these are left outside the club.

Following the original concept of technology gaps developed, inter alia, by
Gomulka (1971, 1986), Chatterji (1992) proposed a different approach to conver-
gence club detection. He argues that positive verification of the p-convergence
hypothesis is not sufficient for the reduction of gaps among countries. Cross-
country disparities may grow over time and thus convergence ‘in gaps’ is not
reported. The procedure proposed by Chatterji (1992) for the detection of conver-
gence clubs may be treated as an enriched and more sophisticated version of
o-convergence. Its theoretical specification is the following. Assume we have a
set of countries over the period (¢y ....... T) with a leading economy (L). We
follow the rigid assumption that both in the initial and the terminal year the leading
economies remain unchanged. The gap (divide) between the L-economy and any
other country in the set is defined as (Chatterji and Dewhurst 1996; Kangasharju
1999):

V eader.
Qm=m<ld”> (3.50)
Vi, fo

in the initial year (fy), and in the terminal year (T) it is:

VL’H er
aj:m§Li£) (3.51)
i, T

2tis important to note that Baumol (1986) approach to convergence club identification is heavily
pre-conditioned by the initial level of per capita income.
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Fig. 3.12 Convergence clubs—theoretical specification. Source: own elaboration based on
concepts by Chatterji (1992), Kangasharju (1999) and Alexiadis (2013a). Note: the 45° line
indicates whether G; ,, = G, r, Gi;, > Gi,r or G;,, < G; r. Points below 45° indicate convergence
and above 45° divergence. The figure refers to ‘technology (ICT) convergence clubs’

Following Kangasharju (1999), the condition for the identification of convergence
clubs in a given country set is defined as a three-equilibria model:

Gir =¥ (Gio) + ¥Y2(Gio)* + ¥3 (Gio)’. (3.52)

The third degree polynomial® (Eq. 3.52) yields the existence of three different
equilibrium (see Fig. 3.12) satisfying G; o = G; 7. This also suggests that conver-
gence follows a cubic behaviour, and at every equilibrium the gap between econ-
omy i and economy L is constant.

Following Chatterji (1992) and Alexiadis (2013a), the steady-state values
(G1,, — Equilibrium (1), G, — Equilibrium (2), and G3 ,,— Equilibrium (3))
that determine club membership are defined as:

¥, — \/(5"2)2 — 4¥5(P - 1)
—2¥;

G2,I(J =

(3.53)

G = 2V,

and G ,, is zero by definition.

33 Cubic specification.
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Convergence behaviour and convergence club formation strictly depend on the
value ¥;. If ¥ < 1, then countries with an initial gap lower than G, , exhibit
convergence. Thus for a convergence club the gap between country i and economy
L is gradually decreasing. Conversely, countries with an initial gap between G,
and Gs,, are instead diverging from economy L and are excluded from the club,
increasing their distance to economy L. The most backward economies with an
initial gap above G3 ,, may converge, but only toward the third equilibrium point. If
¥, > 1, the situation is just the opposite. Countries exhibiting convergence
(forming convergence clubs) are those with an initial gap varying from G, , to
G3,4,, while countries with an initial gap below G, ;, instead tend to diverge from
economy L. Again, the poorest countries, with initial gaps above G3 ;,, converge,
but toward the ‘lower’ equilibrium.
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Information and Communication
Technologies Diffusion Patterns

in Developing Countries: Empirical
Evidence

Diffusion is to be faster for simpler technologies where
software knowledge is easily learned and transmitted, for
population which are densely packed and where mixing is
easily, where early users spread the word with enthusiasm,
and in situations where the new technology is clearly
superior to the old one and no major switching cost arise
when moving from one to the other

Paul A. Geroski (2000)

Abstract

The chapter provides a detailed analysis of country-specific ICT diffusion
patterns in 17 low-income and 29 lower-middle-income economies during the
period 2000-2012. We propose using six ICT indicators extracted exclusively
from the World Telecommunication/ICT Indicators database 2013 (17th Edi-
tion). These indicators include the following: Fixed telephone lines per
100 inhabitants, Mobile cellular telephone subscriptions per 100 inhabitants,
Fixed Internet (Refers to narrowband networks.) subscriptions per
100 inhabitants, Fixed broadband Internet subscriptions per 100 inhabitants,
Wireless-broadband subscriptions per 100 inhabitants, and number of Internet
users. Additionally, the chapter examines technology substitution effects regard-
ing fixed-telephone lines versus mobile cellular telephony, and fixed-internet
networks versus wireless-broadband networks. The final parts report on technol-
ogy convergence and trace technology club formation among developing and
developed economies over the period 2000-2012.
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4.1 Introduction

Undeniably, over the last several decades, rapid diffusion of new information and
communication technologies (ICTs) has been shaping and profoundly transforming
the global landscape. Importantly, the ICT revolution has also been pervasive even
in economically backward countries, where since the 1980s, the ICT penetration
rates have been gradually increasing; by 2012, access to the ICT infrastructure had
become ubiquitously available for the vast majority of people. According to ITU
statistics (ITU 2013), the most tremendous changes have been witnessed regarding
shifts in mobile cellular telephony penetration rates, which have resulted in
connecting previously unconnected and underserved, geographically isolated
regions (ITU 2011b). The progress with respect to backbone infrastructure that
enables Internet access is far less spectacular, although a few developing countries
are continuously progressing in this regard. Unfortunately, constrained access to the
Internet services has resulted in negligible usage of the Internet network, especially
in low-income countries.

The remainder of this chapter encompasses six logically structured sections.
Section 4.2, explains data sources and rationale used in consecutive empirical
analysis, while Sect. 4.3 demonstrates preliminary evidence on changes in ICT
deployment. Section 4.4 provides insight into the ICT diffusion trajectories in
selected 17 low-income and 29 lower-middle-income countries over the period
2000-2012. To this aim, we use logistic growth models and develop country-
specific ICTs diffusion patterns, and that allows recognition of the dynamics of
the process and its characteristic stages. Claiming that all of analyzed countries
have been rapidly advancing in deployment of ICT over examined period; hence-
forth we target to discover whether fast diffusion of ICTs was followed by the
technological substitution process resulting in switching from ‘old’ to ‘new’ tech-
nological solutions. Hence, Sect. 4.5 is fully dedicated to identification of the fixed-
to-mobile telephony technological substitution and fixed-to-wireless Internet net-
work technological substitutions. To follow the logic and to stay consistent with the
main findings presented in Sects. 4.4 and 4.5, in Sect. 4.6 we examine the
hypotheses on technology convergence and technology convergence clubs to dis-
cover whether the rapid expansion of ICTs in developing countries has enabled
them to catch up with the developed economies with regard to access to and use of
information and communication technologies. Finally, the last Sect. 4.7 concludes.

4.2 Data Explanation and Rationale

Our analysis concentrates on developing-country-specific ICT diffusion trajectories
in low-income and lower-middle-income countries (hereafter labelled ‘developing
countries’ or ‘economically backward countries’), over the period 2000-2012. The
time coverage is fully subjected to data availability, as for the years between 2000
and 2012, the balanced data set is acquirable for all countries included in the
analysis. However, if longer time-series for particular countries are available, for
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Table 4.1 List of selected low-, and lower-middle-income economies

Low-income economies ($ 1,035 or less) Lower-middle-income economies ($1,036—4,085)

Bangladesh Armenia Morocco
Benin Bolivia Nicaragua
Burkina Faso Congo (Rep.) Nigeria
Cambodia Egypt Pakistan
Comoros El Salvador Paraguay
Eritrea Georgia Philippines
Ethiopia Ghana Senegal
Kenya Guyana Sri Lanka
Madagascar Honduras Swaziland
Malawi India Syria
Myanmar Indonesia Ukraine
Nepal Lao PDR Viet Nam
Niger Mauritania Yemen
Rwanda Moldova Zambia
Togo Mongolia

Uganda

Zimbabwe

Source: Derived from World Bank country classification (accessed: March 2014)

those countries we extend the analysis time-span to demonstrate full ICT diffusion
time-path. By convention, the empirical sample covers 17 low-income (out of
36 classified as such) economies, the low-income group, and 29" lower-middle-
income economies (out of 48 classified as such), the lower-middle-income group.”
All countries included in the study are listed in Table 4.1 below.

The low-income economies are those where annual GNI per capita is 1,035 or
less®; the lower-middle-income economies are those where GNI per capita ranges
from 1,036 to 4,085 in current US$ (adopting the Atlas Method). Analogously, in
2012, the average GNI per capita in the lower-middle-income economies was
roughly US$2346.7, which corresponds to approximately 3,765.08 of GNI per
capita in PPP 2005 constant international dollars). To achieve the empirical
goals, we select a set of variables that approximate each country’s individual
achievements in information and telecommunication technologies access to and
use of. Henceforth, we propose to use six ICT indicators, which are exclusively
extracted from the World Telecommunication/ICT Indicators database 2013 (17th
Edition). They are as follows (i denotes country and y, year):

1Regardless of data availability, we excluded from the sample small island states such as Cape
Verde, Micronesia, Samoa, Sdo Tomé and Principe, Solomon Islands, and Vanuatu.

2We excluded from our sample all countries for which data were incomplete or the existing time
series were too short to ensure reliable estimates.

* According to the World Bank 2013 classification.
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» Fixed telephone lines per 100 inhabitants—refers to the number of fixed tele-
phone lines in a country for each 100 inhabitants (ITU 2010)4—FTLL y

¢ Mobile cellular telephone subscriptions per 100 inhabitants—refers to the num-
ber of mobile cellular subscriptions in a country for each 100 inhabitants (ITU
2010)—MCS;

« Fixed Internet’ subscriptions per 100 inhabitants—refers to the number of fixed
Internet subscriptions in a country for each 100 inhabitants (ITU 2010)—FIS;

¢ Fixed broadband Internet subscriptions per 100 inhabitants—refers to the num-
ber of fixed broadband Internet subscriptions in a country for each
100 inhabitants (ITU 2010)—FBS;

*  Wireless-broadband subscriptions per 100 inhabitants—refers to the number of
wireless-broadband subscriptions in a country for each 100 inhabitants (ITU
2010)—WBS;

¢ Internet users—refers to the ‘proportion of individuals who used Internet from
any location in the last three months’ (ITU 2014b)—IU;

The ICT indicators listed above are considered to be appropriate for the aims and
scopes of our study because they provide broad information on newly emerged ICT
infrastructure, access and usage in developing countries. The first four indicators
are selected from the group of core indicators on ICT infrastructure and access’, and
the last one—Internet users—is derived from the group ‘core indicators on access
to, and use of, ICT by households and individuals’ (ITU 2010). The term
‘subscriptions’ refers to entities that officially subscribe to telephone services and
are obliged to pay for it. In the case of the indicators that explain Internet infra-
structure (FIS; y, FBS; y and WBS; ), the term ‘subscriptions’ refers to entities
who officially subscribe to and pay for Internet access. The distinction between
‘subscriptions’ and ‘users’ will be clearly underlined—*users’ are generally more
numerous than ‘subscriptions’, especially in developing countries. ‘Users’ are those
who use the Internet, not necessarily its legal owners. If the Internet is predomi-
nantly accessed and used by individuals in public places, the number of ‘users’
tends to be far higher than the number of ‘subscriptions’. The two indicators fixed
Internet and fixed broadband Internet subscriptions are closely related; the first
covers access to both dial-up and total fixed broadband subscriptions.® Fixed
broadband Internet defines access to a high-speed network’ by cable modem,
DSL, fibre or any other fixed broadband technology (ITU 2010).

By convention, our analysis covers the period between 2000 and 2012; however,
as mentioned before, owing to better to data availability for particular countries, the
evidence for some countries may be extended to a longer time span. In low-income

* A detailed explanation of core ICT indicators, including technical specifications, is presented in
Appendix A.

5 Refers to narrowband network.
S Accessed by cable modem, DSL or any other line.
7 At least 256 kbit/s.



4.3 Information and Communication Technologies in Developing Countries:. .. 87

economies, the data on fixed telephone lines have been commonly available since
1975, on mobile cellular subscriptions since 1992, and on fixed Internet
subscriptions since 1997. The data on FBS; , and WBS; , are more limited.
Statistics on FBS; , were firstly available in 2001 but only for Zimbabwe. In
2006, the data on FBS; , were already available for 13 countries, and thus we
take 2006 as the initial year for our analysis with regard to low-income economies.
Wireless broadband was firstly introduced in low-income economies in 2009
(initially in 7 countries), so we analyse the WBS; , changes for only a 4-year
period (2009-2012). The data on Internet users have been broadly available since
1996 (in 12 out of 17 countries). Analogous to the low-income economies, in lower-
middle-income countries, the data on fixed telephone line accessibility have been
commonly available since 1975. The data on mobile cellular subscriptions have
been officially available since 1984, the year data on MCS; , were first gathered in
Indonesia. From 1984 onward, data on MCS; , appeared gradually for consecutive
countries and by 2000 were finally available for all 29 lower-middle-income
countries. In the case of fixed Internet subscriptions, the data were firstly available
in 1994 (Sri Lanka) and for fixed broadband subscriptions, in 2000 (Indonesia,
Nicaragua, Paraguay and Zambia). Similar to the low-income economies, data on
WBS; , generally appears in 2009; however, for India and Moldova, data were
available in 2007 and for two more countries, Pakistan and Paraguay, in 2008. Data
on Internet users for some countries (Egypt, Moldova, Nicaragua, Philippines,
Sri Lanka, Ukraine, and Zambia) appear in 1993—1994, but for India and Syria,
they were already available in 1992.

The consecutive sections demonstrate results of the empirical analysis, which
covers preliminary descriptive statistics, development of country-specific ICT
diffusion patterns, identification of technological substitution effects and finally
in examination of technology convergence process along with technology conver-
gence clubs formation.

4.3 Information and Communication Technologies
in Developing Countries: Preliminary Evidence

Section 4.3 aims to explore key trends in the growing access to and use of ICTs in
developing countries. It sheds light on the issues associated with the changing
availability and usage of ICTs in low-income and lower-middle-income countries.
It provides basic descriptive statistics on FTL; ,, MCS; ,, FIS; ,, FBS; ,, WBS;
and IU; , but also report on changes in their distribution. Table 4.2 summarises
the ICT indicator descriptive statistics for low-income countries over the period
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2000-2012; while additional graphical evidence is provided in Fig. 4.1 (density
curvesg) and Fig. 4.2 (Lorenz curvesg).

The results provided in Table 4.2 shed light on the disruptive changes in core
ICT deployment in low-income countries. The changes in adoption of MCS; , were
extraordinary high; while the average levels of MCS; , adoption were 0.45 and 51.8
in 2000 and 2012, respectively. In 2000, the Gini coefficient for MCS; y was 0.57
and in 2012, it was 0.31, highlighting that fast adoption of mobile telephony
resulted in a sharp reduction in the inequalities in access to mobile cellular services.
A similar picture emerges from the elementary analysis of the density functions for
MCS; 2000 and MCS; 5012 (see Fig. 4.1) and the Lorenz curves in analogous years
(see Fig. 4.2). Regarding fixed narrowband (FIS; ) and fixed broadband Internet
subscriptions (FBS; ), the changes are not as prominent as those for mobile cellular
telephony. Although over the period 2000-2012, some positive changes are detect-
able, in 2012, the average adoption of FIS; , and FBS; , remained very low in
low-income countries. The average achievements in the low-income countries in
2000 were FIS; 5000 = 0.058 and FBS; 5906 = 0.007. In 2012, the average FIS; y and
FBS;  levels grew moderately, achieving 0.58 and 0.13, respectively. The picture
emerging from the evidence on wireless broadband access and use is unlike those
for FIS; y and FBS; . Although the period of wireless broadband technology
adoption is short (2009-2012), it spread miraculously in a few low-income
countries. Note that in 2009, the wireless broadband solutions were accessible
exclusively in 7 low-income countries; however, by 2012, the situation had
improved radically; the wireless-broadband technologies were available in all 17 -
low-income economies under discussion. Surprisingly, despite the dynamic

8 The density curves are plotted by adopting non-parametric estimation of the probability density
function: f(x) = % F(x), where F(x) explains the continuous distribution of random variable X.
Kernel density estimator results were useful in this case they allowed for relaxing the restrictive
assumptions on the shape that f{x) should potentially hold; thus, it is flexible. The density curves
that were generated by the kernel density estimator are continuous and show an “empirical’
distribution of variables. To estimate density f(x), we use its discrete derivative, a special case

of the kernel estimator taking a general form: f(x) = 1. ’_n:lk (X'; *'), where k(u) is a kernel

00
function that satisfies J k(u)du = 1. f (x) shows the percentage of observations located near x. If
—00
many observations are located near x, then f'(x) is large, and the opposite otherwise.
°By convention, the Lorenz curve is used for graphical explanations of distributions, e.g., of
income or wealth. Formally, x stands for income and F(x) is its distribution, which explains the
proportion of individuals who have incomes less than or equal to x. The first moment distribution
function may be defined as F;(x), and F'|(x) explains the proportion of total income that was earned
by individuals who have incomes less than or equal to x. If the previous is true, then the Lorenz
curve expresses the relationship between F(x) and F;(x). The area below the Lorenz curve is
widely used to calculate the value of the Gini index (Gini — one minus twice the area below the
Lorenz curve). The generalised Lorenz curves are commonly labelled ‘concentration curves’ and
are broadly used as a tool to consider different aspects of distribution in economic analyses.
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Fig. 4.1 Density representations for FTL; ,, MCS; ,, FIS; ,, FBS; , WBS; , and IU; , in
low-income economies. Solid lines are for 2000 (or 2006 for FBS;  (For FBS; , variable)), density
curve is estimated for 2006 instead of 2000. In the period 20002005 significant lacks of data
disable adoption of kernel density estimator); and 2009 (In low-income economies, wireless-
broadband network was firstly introduced in 2009) for WBS; ), dashes are lines for 2012. Note on
x-axis—logged values of absolute data; kernel = epanechnikov (Source: Author’s elaboration)

changes in Internet usage in low-income countries, related inequalities scarcely
changed over the period 2000-2012 (IUgini 2000 =0.49; IUginiz012 =0.50; for
visual inspection, see Fig. 4.2). In 2000, the average number of Internet users
(per 100 inhabitants) was IU,yerage,2000=0.18, whereas in 2012, it was
IU,yerage,2012 = 7.23. In general, over the period 2000-2012, low-income countries
experienced rapid growth in access to and use of basic ICTs. However, although the
average annual ICT growth rates were high, in many of the analysed countries, ICT
implementation was still low in the terminal year (2012).

Consideration of the cross-country distribution and inequalities with regard to
core ICT indicators (in the years 2000 and 2012)'° highlights significant changes in
this regard. In Fig. 4.1, separate plotted density functions for each core ICT
indicator support the evidence for the significant increase in access to and use of
basic ICTs in low-income countries, although in the case of FIS; ,, FBS;  and
WBS; , cross-country inequalities are revealed to be persistent.

Analogously, Table 4.3 reports summary statistics for the core ICT indicators in
the lower-middle-income countries over the period 2000-2012.

19For FBS: 2006 and 2012; for WBS: 2009 and 2012.
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Similar to what was observed in the low-income economies, the lower-middle-
income countries experienced dynamic changes in the adoption and usage of ICTs.
The average changes in mobile cellular telephony adoption are crucially different
compared with those in FTL; . Over 2000-2012, remarkable increases are
observed; the average adoption of MCS; , in 2000 was 3.28, whereas in 2012, it
was 95.35 (sic/). The Gini coefficient decreased from 0.56 in 2000 to 0.14 in 2012;
thus, cross-country disparities have nearly disappeared (see Fig. 4.4). The changes
in fixed narrowband and fixed broadband Internet network access, are not as strong
as those for MCS; y, although the penetration rates for both FIS; , and FBS;
climbed over the period 2000-2012, the average adoption of fixed narrowband and
fixed broadband Internet connections remained low, achieving, respectively,
FIS verage2012 =2.56 and  FBS,yerage2012 = 2.45.'"" Again, in both cases, the
inequalities in access to fixed narrowband and fixed broadband Internet persisted
over the examined period. Among the lower-middle-income countries in 2007,
wireless broadband technologies were already available in India and Moldova;
subsequently, and finally, in 2012, for each of the 29 examined countries, WBS;
was available; however, its adoption levels varied significantly (see Figs. 4.3 and
4.4). Essential differences in WBS; , adoption, in both 2009 and 2012, were mostly

"' 2012, the world averages for FIS and FBS adoption were, respectively, 13.0 and 11.0 (see ITU
statistics).
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Fig. 4.3 Density representations for FTL; y, MCS; ,, FIS; |, FBS; , WBS; , and IU; , in lower-
middle-income economies. Solid lines are for 2000 (or 2005 for FBS; , (For FBS;  variable,
density curve is estimated for 2006 instead of 2000. In the period 2000-2005 significant lacks of
data disable adoption of kernel density estimator.); and 2009 (In low-income economies, wireless-
broadband network was firstly introduced in 2009.) for WBS; ), the dashes lines for 2012. Note:
on x-axis—Ilogged values of absolute data; kernel = epanechnikov (Source: Author’s elaboration)

influenced by a few outliers that substantially outpaced other countries in this
category. Considering Internet usage, the picture is slightly more promising. The
average level of IU; , rose from 0.89 % in 2000 to 25.1 % in 2012. Growing trends
in the proportion of individuals who used the Internet over the period 2000-2012
were especially significant in Morocco and Georgia, where in 2012, the IU; , levels
were 55.0, 45.5 %, respectively.

Analogous to the changing penetration of mobile telephony, in the lower-
middle-income countries over the period 2000-2012, there were significant
decreases in cross-country inequalities in Internet use. In 2000, the Gini coefficient
was 0.51, whereas in 2012, it fell to 0.29 (see the Lorenz curves in Fig. 4.4),
reflecting significant improvements in diminishing cross-countries disparities in
Internet use on one hand and on the other hand, the growing accessibility of Internet
network infrastructures in the countries under study.

This preliminary evidence on changing ICT deployment, in both low-, and
lower-middle-income countries, demonstrates continuous and rapid growth with
respect to mobile telephony, fixed narrowband Internet, fixed broadband Internet
and wireless broadband penetration rates over the period 2000-2012. Analogous
trends are reported if the ratios of individuals who use the Internet are considered.
The consecutive Sect. 4.3 coherently describes the ICT diffusion process in each of
examined countries individually, shaping country-specific ICT diffusion
trajectories. The evidence demonstrated throughout the next section provides the
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deep in-sight into the dynamics of the ICT diffusion process in respective countries,
unveiling its unique features and characteristics.

4.4  Shaping Country-Specific ICT Diffusion Trajectories

The main value of the following section is that it provides broad knowledge on how
information and communication technologies were expanding in economically
backward countries over the period 2000-2012. It presents a normative view of
ICT diffusion in low- and lower-middle-income economies, and it provides a broad
framework for evaluating country-specific ICT diffusion trajectories. The aim is to
show the basic trends in ICT spread, specifically concentrating on demonstrating
how countries’ ICT profiles were transforming, which in turn gives an conclusive
indication of the nature of ICTs and the process of their diffusion in economically
backward economies. Section 4.4.1 is fully dedicated to explaining the mobile
cellular telephony accessibility; while the consecutive Sect. 4.4.2 exclusively
concentrates on elaboration of fixed-narrowband networks, fixed-broadband
networks and wireless-broadband networks which enable the Internet network
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accessibility. The patterns of Internet usage are additionally demonstrated in this
section.

The empirical evidence exhibited in Sect. 4.4 covers the following core ICT
indicators: mobile cellular subscribers (MCS; ), fixed internet subscribers (FIS; ),
fixed broadband subscribers (FBS; ), wireless broadband subscribers (WBS; )
and Internet users (IU;, ). By convention, we develop technology-specific diffusion
patterns (for each country separately) that give clear pictures of diffusion
trajectories from when the indicator was first introduced until the year 2012. In
this section, we exclude the fixed telephony indicator because it represents the ‘old’
technologies, which are not in the scope of this part of our analysis. To approximate
country-specific ICT diffusion time paths (S-shaped time path) we use a logistic
growth model formalised as:

K

Nicriy(t) = T4 e p’

(4.1)
where N,cr,,(?) specifies the saturation of a given ICT in i country and y year.
The « stands for the upper asymptote (growth limit), which explains the ‘carry-
ing capacity’ of the system (country). The parameter a represents speed of diffu-
sion, and f indicates the midpoint (7},) when the logistic pattern reaches 0.5. The
value of a yields poor economic interpretation; however, it facilitates determining
In(81)

the ‘specific duration’, defined as Ar = = . The value of At approximates time

needed to pass from 10 %x to 90 %x (for broder discussion—see Chap. 3).

4.4.1 Mobile Cellular Telephony Diffusion

No other ICT service has ever had the same kind of impact in terms of subscriptions,
particularly in the developing world, in so little time
Measuring Information Society 2011 (ITU 2011a)

(...) after the invention of the telephone, it took nearly 100 years for wired telephones to
reach a population of one billion people around the world. With the invention of cellular
communications, it took about 20 years to reach the same billion people

Gunasekaran and Harmantzis (2007)

Over the last two decades, in low-income and lower-middle-income countries,
unprecedented speed and geographic coverage growth in mobile telephony was
witnessed. Between 2000 and 2012, the average growth rate in the mobile sector in
low-income countries was approximately 42.2 % per annum, and in lower-middle-
income countries, it was 34.3 % per annum.'? Both companies and individuals were
fast adopting mobile cellular telephony, which was possible mainly owing to its
relatively increasing availability (including rural areas), affordability and limited
requirements for hard infrastructure (ITU 2006). From the 1990s onward, mobile

12 Author’s estimates.
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Fig. 4.5 MCS; , diffusion paths. 17 low-income countries. Note: horizontal long-dash line
corresponds to world average in MCs achievements in 2012 (Source: Author’s elaboration)

telephony began to ‘act globally’, and from its very inception and first introduction
to a worldwide audience, the market was characterised by growing competition.
Continuous development of the prepaid card market contributed significantly to
boosting the number of mobile telephony users because it allowed unqualified
people to acquire their own mobile phones and, for mobile telephony operators, it
reduced the risks of non-payment. The significant growth in mobile penetration was
additionally eased by the gradual reduction in call costs and monthly charges for
telephone usage. The latter was also perpetuated—at least partially—by mobile
cellular market liberalisation in some developing countries, which did not take
place in the case of fixed telephony services (Banerjee and Ros 2004; ITU 2011b).
Figures 4.5 (low-income countries) and 4.6 (lower-middle-income countries) pro-
vide visual summaries of country-specific diffusion trajectories with respect to
mobile cellular telephony. The value of this graphical evidence is enhanced by
the MCS; , logistic growth estimates reported in Tables 4.4 (low-income countries)
and 4.6 (lower-middle-income countries). Considering exclusively low-income
countries, the first observation is that the shifts in mobile cellular telephony
access and adoption are disruptive. The most prominent example is Cambodia,
where in 1993, MCSkym 1993 =0.04, but because of an average annual growth
rate of approximately 40 %, in 2012, the country reached MCSxynm 2012 = 128.5
per 100 inhabitants. Another three countries, namely, Zimbabwe, Benin and
Kenya, managed to grow dramatically in terms of mobile teledensity,'® and in

13 Described as the number of mobile telephony subscribers per 100 inhabitants.



4.4 Shaping Country-Specific ICT Diffusion Trajectories 97

Armenia Bolivia Congo Egypt

mcs
a 2
- 2 8
L
|
|
|
|
|
|
|
Mcs
a 2
o 8 8
MCS
a 2
o 8 8
MCS
o 8 B
.
|
|
|
|
|
|
{
|

1990 2000 2010 1990 2000 2010 1995 2000 2005 2010 1990 2000 2010

Georgia Ghana Guyana Honduras

MCs
o
- 8 8
-
|
|
|
|
|
|
|
McS
a 2
o 8 8
A
|
|
|
|
|
|
|
MCS
a 3
- 8 B
MCS
- 8 8
Hi
|
|
|
|
|
|

1995 2000 2005 2010 1990 2000 2010 1990 2000 2010 1995 2000 2005 2010

India Indonesia Lao PDR Mauritania

MCs
a 2
-
McS
a 2
o 8 B
L
|
|
|
|
|
|
|
MCS
a 2
o 8 3
MCS
o 8 8
L
|
|
|
|
|
|
|

1990 2000 2010 1980 1990 2000 2010 1990 2000 2010 1995 2000 2005 2010

Moldova Mongolia Morocco Nicaragua

Mcs
a 8
o 8 8
L
|
|
|
|
|
|
|

Mcs
g 3
o 8 8
L
|

|

|

|

|

|

|

MCs
a 2
o 8 8
L
|

|

|

|

|

|

|

MCS
> B8 E

1990 2000 2010 1995 2000 2005 2010 1990 2000 2010 1990 2000 2010
Nigeria Pakistan Paraguay Philippines
100 4 100 4 100 4— — — — — — — — 1004 — — — —
8 s g s 8 8
2 2 S 504 2 504
04 0 0 - 0
1990 2000 2010 1990 2000 2010 1990 2000 2010 1990 2000 2010
El Salvador Senegal Sri Lanka Swaziland
100 4 100 100 4
100 4— — — — — — ——
8 8 504 8 504 8 50
S 504 = = =
ot T T ot T T o T T ot T T T
1990 2000 2010 1990 2000 2010 1990 2000 2010 1995 2000 2005 2010
Syria Ukraine Vietnam Yemen
100 4 100 4
100 4— — — — — — ——
g s 8 10— ————— T8 w
= / 2 5 s 54 = J
ot T T T ot T T ot T T ot T T
1995 2000 2005 2010 1990 2000 2010 1990 2000 2010 1990 2000 2010
Zambia
100
8 s
=
o D
1990 2000 2010

Fig. 4.6 MCS; , diffusion paths. 29 lower-middle-income countries. Note: long-dash horizontal
line corresponds to world average in 2012 (Source: Author’s elaboration)

2012, the MCS; , penetration rates reached, respectively, MCSzy. 2012 =91.9,
MCSgen2012 =83.7 and MCSken2012=71.2. The Kenyan and Cambodian
examples deserve special attention and may be cited as a ‘best practice’ in the
early liberalisation of the mobile telephony market, which promoted the rapid
spread of these services. In Kenya in 1992, once mobile telephony services were
introduced to the domestic market, the prices of mobile telecommunication services
was extraordinarily high, and only a small part of the population could afford to buy
them. However, in 1999, the Kenyan government established the Communications
Commission of Kenya,'* which strongly affected the future mobile communication

14 See website: http://www.cck.go.ke/ (accessed May 2014).
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Country K Tm o deltaT R-squared

Bangladesh 73.6 2008.95 0.53 8.24 0.99
(5.6) (0.42) (0.057)

Benin 89.99 2008.3 0.76 5.78 0.99
(2.02) (0.12) (0.051)

Burkina Faso 102.73 2011.2 0.46 9.40 0.99
(102.6) (0.27) (0.016)

Cambodia 909.9* 2016.4 0.4 10.81 0.99
(1151.3) (4.0) (0.03)

Comoros 60.9° 2010.8 0.48 9.38 0.99
(6.34) (0.48) (0.039)

Eritrea Not applicable®

Ethiopia 41.2° 2011.7 0.74 5.87 0.99
9.4) (0.64) (0.078)

Kenya 78.24 2007.8 0.56 7.82 0.99
(1.55) (0.15) (0.025)

Madagascar 40.55° 2000.7 1.01 4.33 0.99
(0.74) (0.11) (0.062)

Malawi 36.18° 2009.4 0.55 7.99 0.99
(1.39) (0.22) (0.02)

Myanmar Not applicable®

Nepal 89.39 2010.7 0.58 7.35 0.99
(11.0) (0.48) (0.07)

Niger 36.03° 2009.9 0.67 6.5 0.99
(0.80) (0.11) (0.029)

Rwanda 58.49° 2009.7 0.71 6.18 0.99
(2.69) (0.18) (0.044)

Togo 54.5° 2008.7 0.52 8.33 0.99
(3.31) 0.28 (0.03)

Uganda 50.73° 2008.2 0.68 6.44 0.99
(4.00) (0.39) (0.08)

Zimbabwe 114.04 2010.2 0.75 5.79 0.99
(14.8) (0.51) (0.12)

Source: Author’s estimates

#Overestimates, statistically not significant. Estimation method—NLS. In parenthesis (robust SE)
Countries that in 2012 were located in exponential growth phase
“Not applicable, countries in initial phase of growth

market in the country, which was a turning point because since then onward, the
telecommunication market has been privatised, and the free competition between
the two biggest market players—Safaricom Limited and Celtel Kenya—facilitated
essential price drops.'” In 2013 in Kenya, there were 4 large prepaid and post-paid
telecom market operators: Safaricom Limited, Airtel Networks Limited

15 Compare ITU World Telecommunication/ICT Indicators database 2013.
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Subscriptions, Essar Telecom Limited and Telkom Kenya (Orange) (CCK 2013).
The latter increased access to and use of mobile telephony in Kenya, which as one
of the world’s poorest countries, in 2012 enjoyed an MCS;  penetration rate much
higher than the world average. In Cambodia, extensive national action was
undertaken to break down the state monopoly in telecommunication services. As
result, until 2011, many internationally supported (e.g., by ASEAN or IDRC)
projects that promoted broader access to ICTs were successfully completed. Special
emphasis was put on broadening access to wireless solutions, which potentially
could have resulted in rural-urban inequalities in access to telecommunication
services. Because of having established advantageous legal conditions and market
regulations that enhanced competition in the telecommunication sector, in 2011,
Cambodia had 4 fixed-telephone'® and 10 mobile telephony'’ operators.

The country-specific charts in Fig. 4.5 suggest that the ‘laggard countries’, in
2012, were still in the early exponential growth phase in MCS;  diffusion. Hence,
the future diffusion of mobile telephony is marked by high uncertainty, and the
estimated respective k; parameters for Comoros, Ethiopia, Madagascar, Malawi,
Niger, Rwanda, Togo and Uganda may suffer from heavy under-, or overestimates.
Eritrea and Myanmar are examples of countries that in 2012 still suffered from very
low access to and usage of mobile cellular telephony. In Myanmar, the first data on
MCS;, , were available for 1993, but over the period 1993-2011, MCS; , penetra-
tion barely climbed, from MCSyy;. 1993 = 0.001 to MCSypn; 2011 = 2.37; finally, in
2012, it increased to MCSpnr2012 = 10.3 subscriptions per 100 inhabitants. In
Eritrea, mobile penetration remained very low over the period 2004-2012,'® and
the country barely improved access to and use of mobile telephony. In 2004, mobile
penetration was MCSg,; 2004 = 0.42, and in 2012, it was MCSgy; 2012 =5.0. Even
keeping in mind that Eritrea and Myanmar, in 2012, were still in the very initial
phase of growth with respect to MCS, the logistic growth estimates are not applied
because the generated parameters might be misleading and inconclusive. The
empirical analysis of diffusion trajectories may be enriched by providing additional
specification of the predicted of mobile telephony diffusion paths.'” Table 4.5
summarises the predicted development of mobile telephony in low-income
countries. The reported predictions are considered under two distinct assumptions:
first, a country approaches k= 100" (per. 100 inhab.), which corresponds to the
world average in MCS penetration in 2012; and second, a country approaches
k=51 (per 100 inhab.), which corresponds to the low-income group average in

16 Telecom Cambodia, Camintel, MFone, Viettel (Cambodia).

17 CamGSM, MFone, CADCOMMS, HELLO, Applifone, Viettel (Cambodia), GT-TELL, Latelz,
Sotelco, KTC.

'8 Eritrea became an independent country in 2001.

19 All predictions are calculated under rigid assumptions that k is fixed, the speed of diffusion (o)
remains unchanged and countries follow the theoretical S-time trajectory. Assuming the previous,
the T,,(midpoint), deltaT and 5-year interval—when a country should hypothetically reach
approximately 100 % of assumed k—are predicted.

2°1n here, x = 100 (per 100 inhab.) may be interpreted k = 100 %.
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MCS;, , penetration in 2012. Not surprisingly, it is demonstrated that countries”!
such as Bangladesh, Benin, Burkina Faso, Kenya, Nepal and Rwanda should
potentially achieve 100 (per 100 inhab.) saturation before the year 2020. Reported
in Table 4.4, parameters T,, and At deserve special attention.> In countries™ such
as Bangladesh, Benin, Burkina Faso, Kenya, Nepal and Zimbabwe, the midpoint
varies from 2007.8 years in Kenya to 2011.2—in Burkina Faso, suggesting that
over the period 2007-2011, each analysed country passed the inflection point and
reached 50 % of predicted saturation (k). The shortest specific duration—
5.7 years—was reported for Benin and Zimbabwe; these countries exhibited the
highest o parameters—(0.76) and (0.75), respectively. This demonstrates that
Benin and Zimbabwe were the two best-performing countries (in the low-income
group) in terms of dynamic mobile cellular telephony diffusion.

In the lower-middle-income countries, the spread of mobile cellular telephony
was as rapid as it was in the low-income economies. Figure 4.6 and Table 4.6
summarise the empirical evidence on country-specific diffusion curves with respect
to mobile telephony. Preliminary graphical inspection of the mobile telephony
diffusion trajectories in the examined countries leads to the conclusion that most
countries followed a diffusion path that resembled an S-shaped curve. Many of
these countries, adopting various strategies and policies, made tremendous progress
in promoting the deployment of mobile telephony at the national level. The
estimated midpoint (7),) for the listed countries ranges from 2005 (Ukraine,
Paraguay) to 2009 (Egypt) reflecting that lower-middle-income countries** man-
aged to achieve the mobile telephony midpoint, on average, 2 years earlier com-
pared with the best-performing low-income countries.”> Special attention should
also be paid to El Salvador and Viet Nam, which did extraordinary well in terms of
rapid mobile telephony diffusion; in 2012, each achieved the highest MCS penetra-
tion rates among lower-middle-income countries, MCSg)y 2012 =137.3 and
MCSvum2012 = 147.6, respectively. If mobile telephony diffusion, in both EIl
Salvador and Viet Nam, follows the S-shaped trajectory, the predicted ‘full’
saturation is 140.3 for El Salvador and 148.5 for Viet Nam (see the estimates
summarised in Table 4.6). In Viet Nam, the telecom market has experienced
pervasive changes since 2002-2003 because the national government has allowed
for competition among telecom operators and Internet providers (Wireless Broad-
band Masterplan Until 2020 for the Socialist Republic of Viet Nam, ITU 2012).
Owing to increasing affordability, the national mobile telephony market steadily

2! For Zimbabwe, the estimates might be slightly misleading because in 2012, the country had
already reached a penetration rate of MCSzy. 2012 =91.9 per 100 inhabitants.

2 As already mentioned, the o parameter has little economic meaning, and thus its values are not
interpreted directly but are used to calculate the ‘specific duration’ (deltaT).

23 The remaining 11 low-income countries are not considered for p and detlaT interpretation
because the latter may be unreliable — countries in the early exponential or initial phase of growth.

24 Refers exclusively to the best-performing countries.
% To remind: refers to the period 2007-2011.
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Table 4.6 MCS; , logistic growth estimates. 29 lower-middle-income countries

Country K Tm o delta T R-squared

Armenia 125.9 2007.7 0.64 6.78 0.96
(13.1) (0.76) (0.18)

Bolivia 132.1 2009.5 0.32 13.5 0.99
(13.2) (0.76) (0.02)

Congo 112.8 2008.1 0.57 7.63 0.99
(7.02) (0.39) (0.06)

Egypt 151.16 2009.2 0.47 9.29 0.99
(2.66) (0.08) (0.01)

El Salvador 140.3 2006.03 0.61 7.12 0.99
(3.53) (0.24) (0.058)

Georgia 134.8 2008.3 0.38 11.3 0.99
(13.06) (0.78) (0.04)

Ghana 115.06 2008.7 0.52 8.46 0.99
(8.17) (0.35) (0.038)

Guyana 69.2* 2004.5 0.71 6.14 0.99
(1.63) (0.21) (0.11)

Honduras 110.02 2006.7 1.13 3.94 0.98
(9.18) (0.22) 0.2)

India 82.01* 2008.6 0.67 6.49 0.99
(7.61) (0.36) (0.07)

Indonesia 142.08 2008.9 0.45 9.58 0.99
(5.62) (0.26) (0.017)

Lao P.D.R. 79.7° 2008.1 0.7 6.19 0.98
(13.6) (0.6) 0.12)

Mauritania 139.3 2009.2 0.37 11.75 0.99
(19.1) 0.9) (0.03)

Moldova 110.02 2007.2 0.48 9.09 0.99
(3.65) (0.17) (0.016)

Mongolia 145.04 2008.5 0.44 9.76 0.99
(7.26) (0.33) (0.03)

Morocco 151.6 2008.03 0.33 13.07 0.99
(9.22) (0.48) (0.026)

Nicaragua 94.3 2007.5 0.47 9.19 0.99
(4.24) (0.32) (0.036)

Nigeria 67.7° 2007.4 0.60 7.28 0.99
(3.73) (0.26) (0.046)

Pakistan 62.5% 2006.6 1.07 4.09 0.99
(2.2) (0.09) (0.08)

Paraguay 114.1 2005.8 0.38 11.4 0.98
(7.69) (0.73) (0.054)

Philippines 119.6 2006.6 0.35 12.22 0.99
(4.15) (0.27) (0.017)

Senegal 99.2 2008.6 0.44 9.83 0.99
(5.87) (0.29) (0.019)

Sri Lanka 97.8 2007.4 0.65 6.72 0.99
(3.00) (0.23) (0.06)

(continued)
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Table 4.6 (continued)

Country K T o delta T R-squared

Swaziland 71.8* 2007.04 0.53 8.2 0.99
(2.43) (0.24) (0.039)

Syria 66.3* 2007.2 0.50 8.73 0.99
(3.46) (0.36) (0.05)

Ukraine 122.8° 2004.8 1.31 3.34 0.99
(2.27) (0.07) (0.11)

Viet Nam 148.5 2007.7 0.88 4.98 0.99
2.4) (0.069) (0.046)

Yemen 67.3% 2008.4 0.5 8.73 0.99
(2.59) 0.2) (0.03)

Zambia 162.4% ¢ 2012.4 0.37 11.63 0.99
(53.2) (1.62) (0.04)

Source: Author’s estimates

“Countries that in 2012 were located in exponential growth phase
®Underestimates. Estimation method—NLS. In parenthesis (robust SE)
“Potential overestimates

followed the growth pattern, and in 2012, the country achieved impressive MCS
penetration rates,”® far exceeding world averages. In El Salvador, from 2000
onward, mobile telephony spread at exponential rates, reaching the midpoint in
2006, and finally saturating in 2012. The unprecedented success of mobile tele-
phony in El Salvador was highly facilitated by liberal telecom market legislation,
ensuring a competitive environment, which encouraged global telecom companies
to invest in the country.?” The market competition provoked significant declines in
the prices of mobile services and the rapid development of prepaid services, which
motivated people to acquire mobile telephony despite their relatively poor eco-
nomic conditions. In contrast with the previously discussed examples of countries
that did extraordinarily well in terms of increasing mobile cellular telephony
penetration rates, across the group of lower-middle-income economies, there exists
a subset of countries that performed relatively worse in this category (15 out of
29 lower-middle-income economies), and these are: Bolivia, Yemen, Syria, Lao P.
D.R., Swaziland, Nigeria, Pakistan, Guyana, India, Zambia, Senegal, Nicaragua,
Sri Lanka, Honduras and Congo. Despite the fact that these economies are rela-
tively lagging in terms of mobile telephony diffusion, it should be noted that in

6 In the case of Viet Nam, there is however a risk that the reported statistics on ICT penetration
rates are—to a point—significantly overestimated (Wireless Broadband Masterplan Until 2020 for
the Socialist Republic of Viet Nam, ITU 2012). In 2011, some ‘corrections’ were introduced by the
government to the national ICT statistics. However, despite the previous, mobile telephony
penetration rates are still reported as remarkably high compared with world averages.

271n 2012 in El Salvador, there were five global telecom operators: Tigo El Salvador, Movistar El
Salvador, CTE Telecom Personal (Claro), Digicel El Salvador, and Intelfon S.A. (RED).
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2012, reached comparable levels of MCS;  penetration are, which are still high.
The other six countries—Bolivia, Senegal, Nicaragua, Sri Lanka, Honduras and
Congo—are rapidly approaching full penetration, k=100 % (MCS; ;=100 per
100 inhabitants). Relying on the predicted further diffusion of mobile telephony
(see Table 4.7), countries such as Bolivia and Honduras should achieve
MCS;, , =100 per 100 inhab. before the year 2015; Congo and Sri Lanka should
achieve this goal before 2018.%® Prospects for the remaining 11 economies are less
promising; however, enormous under-, or overestimates may be the case here. It is
critical to understand that from the long-term perspective, the future development
of telecom markets in developing economies is heavily preconditioned by country-
specific features, policies and regulations, and even social norms. All of the
previous may strongly promote or hinder investments in mobile telephony infra-
structure, shaping access to and use of mobile telephony at national levels.?

4.4.1.1 Final Remarks

The analysis of mobile telephony diffusion patterns in low-, and lower-middle-
income countries, demonstrated dramatic growth with respect to mobile cellular
penetration rates in the great majority of the examined economies. However, the
analysis also revealed the existence of significant differences both among particular
countries and between income groups. Notwithstanding, the success of mobile
telephony’s broad and rapid diffusion in most of the economically backward
countries was preconditioned by multiple factors. First, over the analysed period,
mobile telephony became relatively accessible and affordable for a majority of
inhabitants in low- and lower-middle-income economies (ITU 2011c). The
increased affordability and access were mainly determined by the establishing of
prepaid systems, which eliminates all of the constraints associated with post-paid
systems, e.g., opening a bank account and building the whole infrastructure that
would enable bank payment methods. The broad implementation of prepaid
systems, which are well-tailored for low-income economies, is of critical impor-
tance among low-skilled and relatively economically poor societies (UNCTAD
2007). Additionally, the broad adoption of mobile telephony with well-developed
prepaid systems overcomes one of the basic barriers associated with insufficient and
inadequate hard infrastructure, the slow pace of acquiring a fixed telephone line.
Moreover, mobile cellular services were available to people living in remote and
underserved regions (UNCTAD 2007). Rapid infrastructure development was also
critically affected by growing market liberalisation that enhanced competition,
which contributed to lowering the prices of mobile telephony (World Bank

28 Under the rigid assumption that the diffusion path is approximated by a theoretical sigmoid
curve.

% The country facing the most significant constraints in the broad diffusion of mobile telephony is
Yemen. Classified as one of the most economically backward countries, Yemen must address
severe internal military conflicts, which cause permanent instability and constrain the broad
diffusion of mobile telephony. Although the telecom market was liberalised in 2001, the fixed-
telephony market is still a monopoly (ITU 2014a)
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2006). The latter was possible because certain pro-telecommunication policies were
implemented; thus, the gradual opening of telecommunication markets was
enabled.

4.4.2 Internet Networks Diffusion and Internet Usage

Internet networks that facilitate unrestricted access to knowledge and information
are important prerequisites for overcoming the socio-economic development
obstacles that low-income and lower-middle-income countries are still facing.
Internet access promotes all types of economic activities, enables access to educa-
tion, brings people to new opportunities and broadens their horizons (ITU,
UNESCO 2011). Internet access makes major inroads (ITU 2011a) in broad
knowledge acquisition, providing basic infrastructure for communication and infor-
mation exchange. In developing countries, the significant constraint on rapid and
broad spread of the Internet is poorly developed infrastructure, which impedes the
diffusion of wired (fixed) solutions that offer access to data transfer. One solution
that may help to overcome the barrier of poor infrastructure is the extensive
implementation of wireless technologies, which connect unconnected areas. The
trends observed in the diffusion of fixed versus wireless connections clearly dem-
onstrate that the latter are the best solutions for many countries that routinely face
low penetrations rates with regard to wired connections; universalising wireless
broadband networks is especially challenging in economically backward countries.

Over the period 2000-2012, in many low- and lower-middle-income countries,
much effort was to foster Internet access, facilitated by both fixed and wireless
networks. In addition, access to broadband technologies has been intensively
promoted because high-speed solutions offer more efficient (compared with
low-speed®’) channels for data acquisition. As such, the shifts away from analogue
or primitive digital data transmission channels (e.g., ISDN)*' were substituted by
‘fibre optics’, which offer high-speed connections. However, despite the relatively
high average annual growth rates (over 1997-2012), with respect to FIS; y, FBS;
and WBS; ,, in 2012, the average penetration rates remained low in both low-, and
lower-middle-income countries. Sheds light on and explores major trends in the
diffusion of FIS; y, FBS; , and WBS; , in respective countries. Additionally, the
section provides evidence on the changes in the number of Internet users (IU;, y)
over the analogous period. Toward these aims, we develop diffusion patterns for
fixed (wired) narrowband (FIS; ), fixed broadband Internet (FBS; ) and wireless
broadband (WBS; y) connections.

Figures 4.7 and 4.8 plot country-specific diffusion patterns with respect to
examined indicators in 17 low-income economies. The principal observation of
note is that among the low-income countries, the average penetration of fixed

30 Below 256 kbit/s.
*! Mainly fixed.
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Internet (FIS;, y) and fixed broadband Internet (FBS; ,) changed very little over
examined period and in 2012 remained significantly below 1 per 100 inhabitants.
For FIS; , and FBS; ,, the respective average values in 2012 were reported as
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FIS verage,2012 = (0.59) and FBS,yerage2012 =(0.137). In five countries, Malawi,
Bangladesh, Nepal, Togo and Zimbabwe, the growth of fixed Internet subscribers
importantly differed compared with the remaining 14 economies. The remaining
analysed low-income countries did not demonstrate considerable growth in terms of
fixed Internet (narrowband) subscriptions. The state of fixed broadband network
adoption in low-income countries was similarly poor over the analysed period.
Fixed broadband connections were first available in 2001, in Zimbabwe
(FBSzye 2001 =0.006 per 100 inhabitants), and in consecutive years, it was gradu-
ally implemented in another 16 of the considered countries. However, despite
efforts in this area, in 2012, the average fixed broadband penetration rate was
approximately FBS,crage,2012="0.137. Since 2009, wireless broadband solutions
emerged (see Fig. 4.8). Growth in wireless broadband connections was predomi-
nantly driven by rising awareness of the potential benefits of wireless broadband,
engaging the privet sector, and legal regulations that created ‘friendly’
environments for investments in this type of communication infrastructure. This
is of special importance in economically backward economies because wireless
communication constitutes an important alternative in countries with fairly poorly
developed wired infrastructures. In the absence of a fixed infrastructure, wireless
point-to-point connections may be used effectively to connect people (especially
beneficial for people living in geographically remote areas) if they are affordable. In
2009, wireless broadband connections were initially available in 7 countries
(Bangladesh, Benin, Burkina Faso, Ethiopia, Kenya, Myanmar and Zimbabwe),
but according to ITU statistics (ITU 2013), 4 years later in 2012, wireless broad-
band was observed in each of the considered low-income economies. The group
average, in 2012, was approximately 4.9 per 100 inhabitants, but only four
countries performed above this number: Zimbabwe, Nepal,®® Uganda and
Cambodia. However, still in 2012, the three bottom countries were Eritrea, Burkina
Faso and Myanmar, where WBS; | penetration rates remained considerably low,
respectively, 0.001, 0.004 and 0.027. Enormous cross-country disparities in
wireless-broadband deployment should not be ignored because they fundamentally
shape the general picture of this topic, which suggests that a great majority of
low-income economies still suffer from heavy digital deprivation and have only
highly limited access to the Internet. As countries intensify their efforts toward
higher FIS; , FBS; , and WBS; , deployment, this will increase individual access
to and use of the Internet. Over analyzed period, few low-income countries
accelerated on the diffusion paths with regard to fixed and wireless connections,
which should have promoted more universal use of Internet. Figure 4.9 provides
visual representation of the changes in the numbers of individuals who had Internet
access and used it. The principal observation is that limited access to basic ICT
infrastructure in turn reduced the ability to increase the number of individuals who
used the Internet.

1n the group of low-income countries, Zimbabwe and Nepal may be classified as outliers. Their
WBS; , coverage significantly exceeded the group average in 2012.
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Figure 4.10 provides graphical explanation of the statistical relationship between
FIS; y, FBS; ,, and WBS; , penetration rates and Internet users and suggests
that the two covariates are strongly interrelated—increases in FIS; ,, FBS; , and
WBS;  increase the number of individuals who use the Internet. Although the first
statistical data on number of Internet users trace back to 1996, in this year, the data
were available for only a subset of countries (11 out of the 17 considered). Since
1999, a fully balanced data set on Internet usage in low-income countries has been
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available. Over the period 1999-2012, the average number of Internet users
grew steadily, approximately 31.5 % per annum (IUuyerage,1990=0.11 %,
IUqyerage2012=7.23 %). However, over the analysed period, despite positive
changes in increasing access to and usage of the Internet, visible inequalities
emerged among the considered countries (compare evidence in Sect. 4.2). The
latter allows concluding that a vast majority of low-income countries, in 2012, were
still “virtually locked’, experiencing poor digitalisation. The important implication
of the previous is that reliable estimates of logistics growth model parameters (for
FIS; ,, FBS; ,, WBS; , and IU; ) were disabled, and thus are not reported here.
Table 4.8 summarises two distinct predicted®” scenarios of the future growth of
Internet penetration rates (IU; ) in low-income countries. The first scenario
forecasts IU;  diffusion trajectories under the assumption that the ceiling is set at
IU;, y =42 %, which corresponds to the world average Internet user rate in 201234;
the assumption of the second is Ky, = 8 %, which corresponds to the low-income
group average in 2012. Table 4.8 shows the predicted midpoint (T,,), specific
duration (deltaT) and estimated 5-10-year interval when the xyy=42 % or
kKiu =8 % may potentially be reached. Important to note is that the provided
forecasts might be misleading because most of the examined countries, until
2012, were still in the early growth phase. What must also be remembered is that
we presume that the future IU; , diffusion scenarios are not purely random but
rather are determined to follow the S-shaped trajectory. Thus, the forecasts are
uncertain, and all predictions should be treated with caution, especially given that
all predictions show high sensitivity to the historical data. Special attention should
be focussed on predictions when the ceiling is fixed for kjy =42 % because the
accuracy of the forecast may be questionable and rather inconclusive, especially
with respect to countries that in 2012 did not even surpass the low-income group
average (IUuyerage2012 228 %). Such misleading predictions might be the case for
Eritrea, Togo or Niger. These countries should potentially reach k=42 % in
approximately 2050-2060 (Eritrea and Togo) or 2040-2050 (Niger). Relatively
reasonable predictions (again if the fixed x;y =42 % condition is satisfied) are
reported for Kenya, Nepal, Uganda and Cambodia, and the error may be not as great
as those for the previously discussed countries. The uncertainty of projections is
clearly lower if ki = 8 % is fixed. However, the given forecast (see Table 4.8) of a
5-10-year interval still may be heavily overestimated, especially with respect to
Togo, Madagascar and Niger. These countries may achieve IU; =8 % more
quickly if adequate policies that promote Internet infrastructure development are
implemented, which would enable universal access to Internet connections and
finally accelerate growth in the Internet penetration rate. The picture that emerges

33 The forecasts were prepared under the rigid assumption that each country will follow the
theoretical sigmoid diffusion curve; thus, the estimated equation based on which the forecast is
provided follows Ny (t) = 17o=a (for details, see Chap. 3).

3 Author’s calculations.

35 Author’s calculations.
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from the analogous evidence regarding changes in Internet access and use in lower-
middle-income economies does not essentially differ compared with the
low-income countries. The changes in fixed narrowband Internet (FIS; ), fixed
broadband Internet (FBS; ) and wireless broadband (WBS; ,) penetration rates are
plotted in Figs. 4.11 and 4.13. Additionally, Fig. 4.14 provides visual representation
of the spread of Internet users in lower-middle-income countries. Although the
implementation of fixed narrowband and fixed broadband networks accelerated in
the analysed countries, especially over the period*® 20022012, substantial cross-
country differences were revealed to persist. In 2002, the average adoption of fixed
narrowband Internet was roughly FIS,yerage.2002 = (0.49) per 100 inhabitants and
grew approximately 16.5 % annually, reaching FIS,crage 2012 = 2.56 in 2012. Over
the analogous period, the fixed broadband Internet network penetration rates grew
approximately 56.06 % annually, which resulted in shifts in average FBS; , from
(0.009) in 2001 to 2.45 in 2012.

However, despite the noticeable growth in fixed narrowband and fixed broad-
band Internet penetration rates reported for a few lower-middle-income countries,
by the end of 2012, many of the analysed economies still lagged heavily behind in
this area. In, inter alia, Congo, Zambia, Mauritania or Nigeria, the evolvement of
fixed narrowband and fixed broadband infrastructure was very slow over 2002—
2012, and none of the listed countries reached the threshold of FIS/FBS; 5012 = 1 per
100 inhabitants. Hence, in the countries just mentioned, the fixed narrowband and
fixed broadband Internet networks scarcely existed by the end of 2012. Visual
inspection of the respective FIS; , and FBS;  diffusion curves (see Fig. 4.11)
suggests that each of the lower-middle-income countries, by the end of the terminal
year of analysis (2012) were still in the initial phase of growth. In Armenia, El
Salvador, Georgia, Moldova, Mongolia, Philippines, Sri Lanka and Yemen, the
trajectory of changes in FIS; , and FBS;  is relatively stable, whereas for the
others, the growth trajectory is marked by random ups and downs. In Congo,
Ghana, Lao P.D.R., Mauritania, Nigeria and Senegal, the growth path is mainly
flat, which demonstrates extremely poor progress in fixed narrowband and fixed
broadband infrastructure adoption. Similarly, as in the case of the low-income
group, each of the considered lower-middle-income economies, by the end of
2012, was still ‘locked’ in the early stage of growth, which suggests the inability
to provide reliable estimates of full diffusion curves approximated by logistic
growth models®®; thus, the latter are not reported. Figure 4.13 illustrates the
diffusion process of wireless broadband technologies in lower-middle-income
countries. Before 2007, no wireless broadband solutions are reported to exist in

36 In lower-middle-income countries, the most appropriate time span for the analysis is 20022012
because before 2002, the availability of data on FIS; y and FBS; y indicators is limited.

37 See: ITU ICT Eye — ICT Statistics, International Telecommunication Union 2014. Accessed:
20 May 2014.

3 The theoretical specification of the logistic growth model, for FIS and FBS, would follow:
NFIS/FBS([) = Tyead (for details see Chap 3)
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Fig. 4.12 Fixed broadband
penetration vs. wireless
broadband penetration rates. 15 4
29 lower-middle-income

countries. Year 2012 (Source:
Author’s elaboration)
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any of the analysed countries; therefore, the analysis of WBS; , spread is limited to
the period 2007-2012. As was already highlighted, rapid development of wireless
broadband communication channels is critical for economically backward
countries. The physical infrastructure requirements that precondition broad wireless
broadband diffusion are far less demanding compared with fixed narrowband or
fixed broadband connection modes. Building networks based on wireless
technologies seems to be of great relevance in countries that face permanent
infrastructural shortages and in geographically remote regions with low population
density and few opportunities to connect with the ‘outside’ world because no ‘wired
option’ is available. Thus, special attention should be paid to encouraging the
dynamic deployment of wireless broadband technologies that can serve as backup
solutions for fixed lines. As shown in Fig. 4.12, in 2012, the correlation between
fixed broadband and wireless broadband penetration rates was weak, which
supports the supposition that in countries where infrastructure that supports landline
broadband connections is weak, implementing wireless technologies may be a
favourable alternative. The rapidly increasing demand for wireless broadband in
countries such as Ghana, Indonesia, Egypt and Nigeria is predominantly driven by
poorly developed fixed narrowband and/or fixed broadband infrastructures.
Although some countries successfully implemented wireless broadband, the
country-specific levels of WBS;  still vary greatly in the analysed country set.
Figure 4.13 explains wireless broadband technology diffusion in each country
separately. The principal observation is that in only a few countries did wireless
broadband deployment increase greatly over the analysed period. This was the case
for, as mentioned, Ghana, Indonesia, Armenia and Egypt. However, and not
surprisingly, despite the few examples of countries where the adoption and usage
of wireless broadband technologies flourished, many lower-middle-income
economies still demonstrate significantly low WBS; | penetration rates. At the
end of the spectrum, Guyana, Yemen, Zambia and Pakistan demonstrated WBS; ,,
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in 2012 (Source: Author’s elaboration)

implementation far below 1 per 100 inhab. Aside from the numerical evidence just
presented, the country-specific plots help to understand the differences in wireless
broadband adoption dynamics. Whereas in some countries, the increase in wireless
broadband implementation is evident (see, e.g., the prominent examples of diffu-
sion in Armenia, Ghana, Indonesia or Moldova), for the remaining countries, the
WBS; , development time path is mostly flat.

Increasing access to fixed narrowband, fixed broadband and wireless broadband
networks should increase the number of individuals who access and use the
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Fig. 4.14 Internet users Tnternet users versus Internet penefration rates. 29 lower-middle-income countries. 1992-2012.
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Internet. Figure 4.14 reports on the statistical relationships between the IU;
indicator against FIS; y, FBS; y and WBS;  in 29 lower-middle-income countries
over 2001-2012.%° Combining the listed ICT indicators explains the interdepen-
dency between the universality of access to fixed or wireless technologies that
enable data transfer and the number of individuals who use the Internet. Preliminary
visual inspection suggests the existence of relatively strong and positive
associations between consecutive pairs of variables (IU; /FIS; y; IU; (/FBS; ;
IU;, ,/WBS; ). Nevertheless, to confirm the previous, more formal statistical tests
are reported. Finally, the calculated respective correlation coefficients*® are as
follows: r*(IU;_ ,/FIS; ,) = 0.503, r*(IU; ,/FBS; ,)=0.58 and r*(IU; ,/WBS; ,) =
0.36. Comparing the results, in contrast to what might have been expected, a
relatively weaker relationship is reported between wireless broadband penetration
rates and Internet users. However, these outcomes should be interpreted with
caution. First, the period of analysis is significantly shorter*' than that for 1U;, o/
FIS; y and IU; /FBS; ; second, in the case of WBS;  the data for 2009 are only
available for 15 countries (out of 29), which heavily affected the final results.
Figure 4.15 and Tables 4.9 and 4.10 provide more detailed insight into the
increases in Internet users in 29 lower-middle-income countries. Preliminary anal-
ysis of IU; y development, which is graphically approximated by country-specific
diffusion paths, suggests rather steady and consistent trends over time. The majority
of countries, having passed the initial slow phase of growth, enter the exponential
growth phase, and the number of individuals using Internet booms. Only a few

* For WBS the time period is limited to 2009—2012.
40 Author’s estimates.

41 Additionally, in the case of WBS
29).

i.y» the data for 2009 are only available for 15 countries (out of
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Fig.4.15 IU, , diffusion paths. 29 lower-middle-income countries (Source: Author’s elaboration)

economies in 2012 were still ‘locked’ in the very early phase of growth: Congo,
India, Mauritania, Lao P.D.R., Mongolia, Nicaragua, Pakistan and Zambia. The
most dynamic expansion of Internet usage is reported for Morocco, Georgia, Egypt
and Moldova, where the number of individuals using the Internet progressively
grew, reaching IUMAR,2012 =55 %, IUGEO,ZOIZ =455 %, IUEGY,ZOIZ =44.07 % and
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Table 4.9 1U; , logistic growth estimates. 29 lower-middle-income countries

Country K T o delta T R-squared

Armenia 128.8%° 2014.00 0.39 11.23 0.98
(117.4) 3.77) (0.08)

Bolivia 95.0* 2013.6 0.32 13.6 0.99
(27.5) (1.49) (0.02)

Congo 6.31° 2007.2 0.56 7.7 0.99
(0.23) (0.20) (0.04)

Egypt 80.15% 2011.3 0.31 13.9 0.99
(18.7) (1.5) (0.046)

El Salvador 174.4%° 2018.4 0.27 159 0.99
(122.3) (3.26) 0.014)

Georgia 117.4% 2013.08 0.40 10.9 0.99
(31.5) (1.15) (0.037)

Ghana Estimates unreliable®

Guyana 83.3% P 2014.1 0.17 24.7 0.97
(80.5) 0.7 (0.06)

Honduras 30.76" 2011.08 0.24 17.7 0.98
(12.27) (3.23) (0.048)

India Estimates unreliable

Indonesia 53.0%° 2015.7 0.24 18.02 0.99
(49.51) (5.85) (0.03)

Lao P.D.R. 12.7° 2009.5 0.63 6.9 0.99
(1.02) (0.39) (0.064)

Mauritania 9.87¢ 2011.4 0.40 10.9 0.99
(3.39) (1.78) (0.059)

Moldova 53.6" 2008.4 0.34 12.6 0.99
(6.22) (0.81) (0.037)

Mongolia 21.6" 2009.3 0.32 13.6 0.98
(6.46) (2.09) (0.05)

Morocco 63.1* 2007.7 0.50 8.6 0.99
(3.45) (0.34) (0.05)

Nicaragua 49.5%° 2015.6 0.26 16.3 0.99
(34.4) 4.01) (0.03)

Nigeria 35.9° 2008.7 0.64 6.8 0.99
(1.8) (0.26) (0.05)

Pakistan 8.26° 2003.0 0.64 6.7 0.98
(0.55) 0.41) 0.11)

Paraguay 32.7* 2008.5 0.42 10.4 0.99
(2.13) (0.40) (0.04)

Philippines Estimates unreliable’

Senegal 22.8° 2008.2 0.44 9.8 0.99
(1.26) 0.37) (0.04)

Sri Lanka 32.1% 2011.3 0.43 10.1 0.99
(3.76) (0.55) (0.03)

Swaziland Estimates unreliable®

Syria 28.07* 2007.9 0.45 9.5 0.99
(0.72) (0.15) (0.023)

(continued)
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Table 4.9 (continued)

Country K T o delta T R-squared

Ukraine 49.8* 2010.3 0.48 9.1 0.99
(5.68) (0.54) (0.049)

Viet Nam 41.5* 2007.2 0.45 9.6 0.99
(3.17) (0.46) (0.049)

Yemen 19.6" 2009.04 0.63 6.8 0.99
(1.2) (0.22) (0.07)

Zambia 23.8% 2011.2 0.34 12.6 0.99
(6.38) (1.6) (0.046)

Source: Author’s estimates based on data derived from World Telecommunication/ICT Indicators
database 2013 (17th Edition)

“Countries that in 2012 were still located in exponential growth phase

Over-, or underestimates, statistically not significant.

“Countries in initial phase of growth

“Definite overestimates due abrupt increase in IU;, y- Estimation method—NLS. In parenthesis
(robust SE)

IUmpa 2012 =43.3 %, respectively,42 in 2012. These best-performing economies
were closely followed by Viet Nam, Armenia, The Philippines, Bolivia, Ukraine,
Guyana and Nigeria, where the number of individuals using the Internet, on
average, slightly exceeded 35.5 %. Tables 4.9 and 4.10 exhibit S-shaped trajectories
and projected future diffusion pattern estimates regarding IU;, y.43 As previously
concluded from visual inspection (see Fig. 4.15), in 2012, most of the lower-
middle-income countries were still in the early exponential growth phase (along
the S-shaped path), and the rest were in the very initial growth phase. The latter
substantially impacted the quality of the estimated parameters of country-specific
logistic growth trajectories, which these countries intend to follow.

In five countries, Armenia, El Salvador, Guyana, Indonesia and Nicaragua, the
estimated parameters were statistically insignificant, and the obtained x’s were
revealed to be substantially under- or overestimated. In another four countries,
Ghana, India, The Philippines and Swaziland, the parameters are not reported
because the estimates are heavily unreliable.** For the remaining twenty
economies, the estimated parameters that explain the hypothetical saturation, mid-
point and specific duration may be biased because the uncertainty is great regarding
the future development scenarios for countries that are in either the initial or the
early exponential phase of growth. Table 4.10 summarises two distinct predicted

270 compare, the world average in 2012 was approximately IUworidaverage,2012 =42 %.
“3The forecasts were prepared under the rigid assumption that each country will follow the
theoretical sigmoid diffusion curve; thus, the estimated equation based on which the forecast is

provided follows Ny (f) = T7o=a~ (for details, see Chap. 3).

44 The unreliability of the estimates for Ghana, India, The Philippines and Swaziland, is likely a
consequence of abrupt growth in the IU; , level.
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scenarios of future Internet usage growth in lower-middle-income countries. The
first scenario is designed to forecast when IU;  saturation will reach x;y =42 %,
which corresponds to the world average Internet user rate in 20124 ; the second
forecasts—iyy =25 %,*® which corresponds to the lower-middle-income group
average in 2012. Table 4.10 also reports on predicted midpoint (T,,), specific
duration (deltaT) and the estimated 5—10-year interval when the fixed k=42 %
or kiy = 25 % may be hypothetically achieved. Analogous to what was explained in
accordance with the predictions for low-income economies, the forecasts might be
unclear because most countries as of 2012 were still in the initial or early exponen-
tial growth phase. Special attention should be focused on predictions when the
ceiling is fixed for k;y =42 % because the accuracy of the forecasts may be in
doubt, especially with respect to countries that in 2012 did not even surpass the
low-income group average (IUyyerage2012 = 25%). Misleading predictions might be
the case for Pakistan, Honduras, Congo, Guyana and Mongolia. All of these
countries should potentially reach k =42 % in approximately 2030-2040; thus,
the error may be extremely large in this case. Relatively reasonable predictions are
reported for Nigeria, The Philippines, Ukraine and Viet Nam; they should reach
42 % saturation in 2015-2020.

The uncertainty of projections is clearly lower for k;y =25 %. However, owing
to the rapid rise in wireless broadband technologies, 14 out of the 29 lower-middle-
income economies had already surpassed the group average in terms of Internet
user ratios by 2012. The projections for the remaining 15 countries are promising,
especially for Ghana, Swaziland and Yemen because these countries are projected
to reach k=25 % over the period 2015-2020. Forecasts are less promising for
Pakistan, Congo, and Honduras because these countries seem to be stuck in the
low-usage trap and are unable to take off.

4.4.2.1 Final Remarks

In 2012, the state of development of fixed narrowband, fixed broadband and
wireless broadband architecture, in both low-income and lower-middle-income
countries, reflected the tremendous efforts that had been made toward closing the
digital divides. Beginning in 2001, the FIS; ,, FBS; , and WBS; , penetration rates
tended to increase at a rapid pace. Nevertheless, despite the reported spectacular
achievements, especially in wireless broadband deployment, in 2012, many low-,
and lower-middle-income countries were still greatly deprived of universal access
to ICT devices that enable Internet connections. In the majority of low-, and lower-
middle-income countries, access to broadband is still highly constrained because
remarkably high prices for leasing lines impede its broad access and use; addition-
ally, country-specific barriers such as unfavourable location, poorly developed

45 Author’s calculations based on data retrieved from the World Telecommunication/ICT
Indicators database 2013 (17th Edition).
46 Author’s calculations based on data retrieved from the World Telecommunication/ICT
Indicators database 2013 (17th Edition).
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infrastructure, and permanent power supply problems significantly impede the
broader introduction of fixed and wireless broadband technologies (for detailed
discussion, see Chap. 5).

The evidence in Sect. 4.4 clearly reports that both low-income and lower-
middle-income countries have made enormous progress in boosting ICT adoption.
The latter might have potentially resulted in switching from ‘old’ to ‘new’
technologies; and the henceforth gave rise to the unique process of technological
substitution. To stay in line with the previous, the consecutive part (Sect. 4.5) is
fully dedicated to uncovering whether broad adoption of ICTs has induced the
technological substitution regarding fixed-to-mobile telephony and fixed-to-wire-
less Internet connections.

4,5 Tracing the Technological Substitution

The analysis presented in Sect. 4.4 demonstrates that over the period 2000-2012,
developing countries have experienced significant improvements in the access to
and use of information and communication technologies. A broadly documented
description of the diffusion patterns of mobile cellular telephony and wireless-
broadband technologies raises questions about the extent to which the ‘old’ ICTs,
such as fixed telephone lines, are being gradually substituted by the new mobile
cellular communication. A similar question emerges when the fixed-narrowband
Internet or fixed-broadband Internet lines are considered in relation to wireless-
broadband technologies.

Thus far, the available literature concentrating on the empirical evidence for
technological substitution with regard to fixed-to-mobile telephony and fixed-to-
wireless Internet connections is scattered. Partial evidence on the technological
substitution may be traced in the works of, for example, Gruber (2001), Sung and
Lee (2002), Hamilton (2003), Rodini et al. (2003), Banerjee and Ros (2004),
Garbacz and Thompson (2005, 2007), Gunasekaran and Harmantzis (2007),
Narayana (2010), Briglauer et al. (2011), Caves (2011), Grzybowski (2011),
Ward and Zheng (2012), Srinuan et al. (2012) and Wulf et al. (2013). Gruber
(2001), in his study of 10 Central and Eastern European countries since the initial
year of introduction of mobile telephony in 1998, finds that mobile telephony
diffuses rapidly, surpassing wired telephony. His study confirmed the fixed-to-
mobile substitution hypothesis, and he found that the process was mainly deter-
mined by the rapidly growing consumer demand for mobile telephony. Gruber also
argues that mobile telephony is an adequate alternative for fixed mainlines in rural
and remote areas lacking well-developed copper- or fibre-based telecommunication
infrastructure. Sung and Lee (2002), using panel data at the provisional level, study
the impact of mobile telephony diffusion on fixed telephony penetration rates in
Korea over the period 1991-1998. They confirmed the substitutability between
these two means of voice transmission, as the growing stock of mobile cellular
telephony negatively impacted the wired telephony penetration rates, and the
reverse was the case otherwise. Similar conclusions may be traced in the evidence
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provided by Rodini et al. (2003). They estimated that, due to the relatively higher
prices of fixed as opposed to mobile connections, consumers are more likely to use
mobile cellular telephony in place of wired telephony; thus, the fixed-to-mobile
substitution occurs. Hamilton (2003), in the study for African countries covering
the period 1985-1997, reports that fixed-to-mobile substitution occurs, although he
found that the effects are relatively weak, as wired and mobile telecommunication
services remain rather complementary goods, even in countries where the fixed
telephony penetration rates are negligible. Banerjee and Ros (2004) compare
patterns of diffusion of mobile cellular telephony alongside the wired patterns in
61 countries over the period 1995-2001. They claim that due to the rapid spread of
modern mobile telephony, the fixed mainline penetration rates have dropped.
Additionally, they observed that the process of substitution is dramatically more
dynamic in relatively poorer countries. The evidence for fixed-to-mobile telephony
substitution in low-income countries is formulated in the works of Waverman
et al. (2005). Using the data of 19 low-income economies over the period 1996—
2004, they found that although mobile cellular phones were perceived as ‘luxury’
goods (reported price elasticity was close to 2.0), consumers were more likely to
buy mobile phones instead of installing fixed mainlines, which accounts for a strong
fixed-to-mobile substitution effect. Gunasekaran and Harmantzis (2007) argue that
growing worldwide availability of wireless-based technological solutions, allows
broad promotion of such technologies in developing countries, enabling universal
access to Internet networks and connectivity. They emphasize strongly that, com-
pared to wired technologies, wireless networks may be adopted much faster, as they
require far less initial infrastructure and investment and offer high flexibility and a
similar quality of connectivity. In addition, Gunasekaran and Harmantzis claim that
providing increased access to wireless networks is of special urgency for develop-
ing countries, where the lack of wired (both fibre-based and copper-based) infra-
structure significantly impedes Internet penetration. Thus, for economically
backward countries, wireless technologies are a good substitute for wired
technologies. Garbacz and Thompson (2005, 2007), using the evidence from
53 developing and 32 developed countries over the period 1996-2003, demonstrate
that the effect of the introduction of mobile telephony on fixed telephony penetra-
tion rates may be mixed. They suggest that in developing countries the fixed-to-
mobile substitution is relatively strong; conversely, in developed countries, the
process is relatively weaker and heavily affected by price competition among
telecommunication operators. Narayana (2010), based on the empirical evidence
of fixed-to-mobile telephony substitution in India exclusively, finds that since 1991,
both fixed and mobile telephony are treated as substitutes. Interestingly, Narayana
finds that the strongest fixed-to-mobile substitution is predominantly visible
with regard to low-income people living in underdeveloped and underserved
regions. The evidence suggests that the broad diffusion of mobile telephony
reveals its unique importance in remote rural areas, where the wired-based infra-
structure is hardly accessible. Briglauer et al. (2011), using time-series data for the
Austrian telecommunication market over the period 2002-2007, report strong
fixed-to-mobile substitutability, especially with respect to calls. With respect to
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data access, the substitution is still reported; however, the revealed effects are
weaker and less robust. Caves (2011), adopting the econometric analysis for the
cross-price elasticity of fixed and mobile telecommunication connections for the
period 2001-2007 in the United States, reports on significant substitutability
between fixed and mobile services. Grzybowski (2011) provides evidence on
fixed-to-mobile substitution in the 27 European Union countries over the period
2005-2009. Grzybowski uses panel data on household choices with regard to
telecommunication technologies (2011). He finds the fixed-to-mobile telephony
substitution effect, which is mainly attributed to growing rates of the penetration
of mobile telephony. A similar effect is reported with respect to shifting from
fixed broadband to mobile broadband. Ward and Zheng (2012) address the
fixed-to-mobile telephony substitution effect in 31 Chinese provinces for the period
1998-2007. Applying dynamic panel data analysis, they find that fixed-to-mobile
telephony substitution is relatively weak, as wired connections stubbornly expand
over the Chinese telecommunication market. Srinuan et al. (2012) investigate the
substitutability between fixed broadband and mobile broadband networks. The
analysis is based on 4,000 surveys of individuals in Sweden in 2009. They find
that both fixed and mobile broadband networks are perceived as close substitutes;
however, the consumer choices are predominantly driven by price relations, house-
hold type and location. Wulf et al. (2013), in their study on fixed-to-mobile
broadband network substitution in 34 OECD countries over the period 2001-
2009, use Voltera-Lotka competition equations and demonstrate that in developed
countries, people rather perceive the mobile and fixed broadband as complementary
goods. Hence, the fixed-to-mobile broadband substitution is relatively weak, which
they explain as the performance of the broadband networks—at the time of
analysis—being worse in terms of coverage, availability and data transfer capa-
bility than the fixed-networks.

The current state of development of telecommunication infrastructure in
low-income and lower-middle-income countries that was discussed in Sect. 4.4
indicates the huge progress that developing countries have made towards higher
penetration rates, especially with regard to mobile cellular telephony (ITU 2011b).
According to International Telecommunication Union Statistics ITU 2013), 2003
was the first year that the total number of mobile telephony subscriptions surpassed
the total number of fixed mainline subscriptions. Since this ‘threshold’ year, the
number of mobile telephony subscriptions has continued to grow exponentially in
many countries, while the increase in fixed mainline subscriptions has been signifi-
cantly impeded. In 2005, the total number of FTL; , subscriptions was approxi-
mately 1,243 million, and the number of MCS; , was 2,205 millions, and the values
in 2013 were 1,158 and 6,662 million, respectively (Key ICT indicators for
developed and developing countries and the world; accessed: June 2014). The latter
accounted for global substitution of fixed mainline to mobile telephony and cru-
cially different development patterns with respect to both forms of telecommunica-
tion. Importantly, the explosion in mobile cellular telephony subscriptions was
predominantly observed in developing countries, where the increase in 2005 of
only 1,213 million subscriptions is documented, and in 2012 the number exceeded
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5,171 million; in the developed world, it accounted for only a ‘slight’ jump from
992 in 2005 to 1,490 million in 2013. These tendencies in telecommunication
services invite a detailed analysis of the substitutability of fixed and mobile
services, as both of them are recognized as important means of voice and data
transmission. Factors that contributed to the definite substitution of the ‘old-fash-
ioned’ telephony (Fixed Telephone Lines—FTL) by the newly emerging means of
communication (Hamilton 2003; Albon 2006; Vogelsang 2010; Grzybowski 2011)
are numerous. First, in most economically backward countries (Banerjee and Ros
2004; ITU 2011a), people who never owned a fixed-telephone mainline, went
straight to cellular technologies, which generated the boom in mobile networks,
which started to develop and diffuse ‘in place’ of traditional fixed mainlines
(Banerjee and Ros 2004), rather than alongside them. In the developing world,
fixed and mobile services are not complementary, as is usually the case in high-
income countries, but are rather purely substitutable. The relative ease of the
countrywide deployment of the necessary infrastructure (compared to fixed infra-
structure) for mobile services makes the mobile alternative highly attractive, and
mobile phones are deployed instead of fixed ones (for broader discussion—see
Sect. 4.4).

Moreover, in many low- and lower-middle-income countries, much effort has
been made to foster access to the Internet, facilitated by both fixed (narrowband
and/or broadband) and wireless connections. The analogue or primitive digital data
transmission channels (i.e., ISDN)*’ have been gradually substituted by the fibre-
based networks offering high-speed connections. It is broadly agreed that the fibre-
optic networks are likely a backhaul network solution; however, in many economi-
cally backward economies, the geographical conditions heavily impede country-
wide diffusion of such technologies. Hence, the fibre-optic-based connections
should be intensively complimented by the advantageous wireless solutions, espe-
cially as the latter offer similar performance to wired connections. It is not
surprising that in economically backward countries, the strong emphasis is put on
wide deployment of wireless technologies, in the hope that the adoption of wireless
solutions will provide direct access to the Internet and have the potential to replicate
the successful diffusion of mobile cellular telephony. To move towards universal
access to the international Internet connections, the question on backbone infra-
structure availability arises. Many developing countries experience permanent
shortages in the deployment of basic infrastructure, which preconditions wide-
spread development of cable-based Internet connectivity. Thus, the ‘unlimited’
access to the Internet connections in low- and lower-middle-income countries is
still perceived as a ‘luxury good’, not accessible and affordable for the wide
audience. Thus, it prompts the question of how to accelerate the growth of high-
speed Internet penetration. The special features of wireless broadband technologies
and the uniquely broad spectrum of opportunities that are offered are worth
mentioning, mainly because they help to overcome important infrastructural

47 Mainly fixed.
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barriers that heavily impede the growth of access to and use of the Internet in
economically backward countries. If no fixed infrastructure is available, to enhance
growth in the Internet network coverage and usage, assuring the ubiquitous access
to wireless broadband networks is considered an important target to be achieved
(Warren 2007). As indicated in Sect. 4.4, over the period 2007-2012, in a few low-
and lower-middle-income countries, the fast expansion of wireless broadband
networks was observed, whereas the fixed narrowband and fixed broadband pene-
tration rates remained at extremely low levels. This suggests that wireless broad-
band technologies are an attractive alternative, becoming the main access channel
to the Internet in the place of wired networks and offering connectivity to those
previously unconnected (Gunasekaran and Harmantzis 2007; ITU 2011a). Wireless
networks may be implemented faster, requiring less financial recourse compared to
fixed-network deployment (i.e., installation of fibre or copper cables) (Gunasekaran
and Harmantzis 2007), are more flexible and easily adjustable for local conditions
and requirements. The advantages of shifting from fixed narrowband to wireless
broadband is easily identifiable in remote, isolated and rural regions, as they are
better suited for rough physical conditions and cost-effective solutions for
low-income people (Gagnaire 1997; Galperin 2005; Proenza 2006; Warren 2007).
Pentland et al. (2004) argue that wireless solutions are to be the first vital means of
communication in undeserved and underdeveloped areas. In addition, similar to
what was observed in the case of fixed-to-mobile substitution, in developing
countries, people go straight to wireless broadband networks, rather than using
both simultaneously or gradually switching from fixed to wireless technologies.
Adopting the theoretical framework explained in Chap. 3, the following section
presents the empirical evidence on the dynamics and degree of fixed-to-mobile
substitution®® and fixed-to-wireless Internet connection substitution, which took
place in low-income and lower-middle-income countries over the period 2000—
2012 (as previously explained—in case of availability of longer time-series the
analysis is extended). Figure 4.16 visualizes the technological substitution effects
(both for fixed-to-mobile telephony and fixed-to-wireless Internet connections)
encountered in low-income economies, while Tables 4.11 and 4.12 summarize
the results of the estimated technological substitution models and changing relative
market shares of competing technologies, respectively. The process of switching
from fixed to mobile telephones and from fixed-narrowband Internet-to-wireless
broadband connections can be easily traced in each of the 17 analysed countries (the
exceptions are Eritrea and Nepal, where the data on wireless-broadband was
available exclusively for one year; thus, the substitution is not reported). The
process of fixed-to-mobile substitution is gradual, as ‘prey’ (FTL; ,) and ‘predator’
(MCS;, ) technologies fight to take the market over, and each technology passes
three distinct phase of technological substitution—logistic growth, nonlogistic
saturation and logistic decline. In each consecutive phase, the market share pos-
sessed by FTL; , and MCS; , or FIS; y and WBS; , technologies is different and

“8 The acronym for fixed-to-mobile substitution is ‘FMS’ (see, e.g., Grzybowski 2011).
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Fig. 4.16 Technological substitution: Fixed-to-mobile telephony and fixed-to-wireless Internet
connections substitution patterns. 17 low-income economies. Note: in Nepal and Eritrea—WBS
first available in 2012 — substitution not calculable (Source: Author’s elaboration)

determined by the tempo of substitution. The rise of the MCS; , and WBS;
technologies are echoed by the falls in the FTL; , and FIS; , technologies,
respectively. For the reasons explained previously, the process of invading the
telecommunication market by mobile telephony was relatively easy and fast
progressing. Through the year 2012, in each of the analysed low-income countries,
the fixed mainline penetration rates achieved on average 1.43 persons per
100 inhabitants.** This indicates that since fixed telephony was first introduced in
the group of low-income countries in 1960, the development trend has remained
flat, and no significant periods of growth are reported. It supports the hypothesis that

49 Author’s estimates.
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Table 4.11 Technological substitution estimates: Fixed-to-mobile telephony and fixed-to-wire-
less Internet connections substitution. 17 low-income countries

FTL vs. MCS FIS vs. WBS
Tp dT Tin dT

Bangladesh 2002.27F 7.44 Substitution not reported — since 201 1—paths

diverging

Benin 20017/2000" 9.69 | Substitution not definite

Burkina Faso | 2001%/2002.2" | 8.53 | Substitution not reported

Cambodia 1993.0"F 18.3 20095/2010" 7.8

Comoros 2005.6"F 10.04 [2011"E 7.95

Eritrea 2004.87/2005% | 17.6* | Not calculable”

Ethiopia 2006™E 8.77 |2009.37F 5.06

Kenya 2001.9™E 7.57 |2009.17/2010% 4.49

Madagascar | 2001.27/2000% | 9.72 |2010.2™F 5.51

Malawi 2000%/2001.9" | 11.49 | Substitution not definite

Myanmar 2008.3"F 13.96 | Substitution not definite

Nepal 2006™F 7.69 | Not calculable”

Niger 2002.6"F 7.55  |20117E 0.3°

Rwanda 1999"/2000% 10.83 | 2011"E 1.43

Togo 2000%/2005.57 | 11.83* |2010™F 7.62

Uganda 20007F 10.66  |2000™E 15.1

Zimbabwe 2000%/2002.67 | 11.5* |20097/2010% 3.34

Source: Author’s estimates. Note: Tm—year when the technological substitution is half-complete
("—theoretical year of substitution; *—empirical year of substitution). If only one year for Tm
reported—theoretical and empirical values are equal, or they differ less than 6 months. dT—*take-
over’ time

“Misspecification

"WBS value available only for 2012

“Possible underestimates

due to multiple constraints impeding broad deployment of fixed telephony in
economically backward countries, their inhabitants go straight to mobile cellular
telephony instead of fixed.

Table 4.11 defines Ty, as the period when the technological substitution process
is half-complete; while dT indicates the ‘take-over’ time that designates the number
of years necessary for the invading (‘prey’) technology to gain market share from
10 to 90 %. As the fixed-to-mobile substitution has been visually traced (see
Fig. 4.16) in each of country in the low-income group, the parameters of the
technological substitution model are fully reported. The average ‘take-over’ time
is approximately dTayerage = 10.7°° years, which suggests that in the low-income
countries it required nearly 11 years for the mobile telephony (as ‘prey’ technology)
to achieve a 90 % share of the total telecommunication market. The process of

50 Author’s estimates. Parameters statistically insignificant—excluded from the average.



131

4.5 Tracing the Technological Substitution

JIqe[IeAR ISIY Sem < IS\ UO BIRp USYM IBdk 10,

S[qQEIIBAR IS SEM £ TSN UO BIRp USYM TBA IQ),

suondirosqns

puBqpeOIq SSO[IIM PUE JOUIAIU] PIXY Yjoq Jo Ioquunu [ejo} ur suondirosqns SEA\ JO SoIeys—aIeys S\ "SIOQLIOSqNs pueqpeolq SSI[oIlm pue JouIojuf
Paxy y1oq jo Joquinu [e30) ul suondrrosqns ST Jo areys—areys S “suonduosqns sauoyd 9[Iqow pue paxy 10q Jo Joquunu [e30) ur suondiosqns SHIA JO Areys
—oreys SOIN ‘suonduosqns souoyd o[Iqow pue paxy yjoq Jo rquunu [e1o} ul suondirosqns 1. JO dreys—aIeys I 910N ‘SUOIB[NO[ED S JOYINY :20.108

7’86 8’1 114 6°1¢ L'L6 £7C LIS €8y Lt (L661) €L6 amqequil’z
996 e I'v6 (0100) 6'S 1'86 6'1 €LY L'Te 67| (S661)1°G6 epuesn
EVL L'ST L'Ly (0100) T'TS 7’86 8’1 6'¢cS 1'9% 901 | (L661) ¥'68 030,
6'86 'l €L (0100) L'C8 766 80 6'89 I'ie 91¢| (8661) ¥'89 EpuBMy
L'09 £'6¢ 6'6L (1100 1°0T 7’86 81 €6 L'06 90| (L661) 766 131N
6'96 I'e - - TS6 8Y Le £96 zt| (6661) 8°L6 [edoN
L'Ly £'Cs ey (1102) L'9S L'06 €6 Ly €56 90| (€661) 1'66 Tewue KA
1494 9vS e (0100) 8°LL ¥'56 9'v v'1s 98y T1| (S661) 886 IMe[EN
S8 Y} 4 (0100) 'Ly £'L6 LT v'es 99y 60| (F661) 1'66| TeoseSepey
£'¢6 L9 Iee 699 766 80 ¥'0¢ 9'69 S0 $'66 eAuoy
'S6 8V 8'1¢ (414 £96 Le L 8'C6 vel (6661) 996 erdorpyg
6'S 1'v6 - - 9°¢8 ¥'91 Leg| (002) €99 - - eonuy
I'sL 6'1C ¥'€9 (1100) $9¢ 6 8L Tel| (€007) 898 - - SOIOWOs)
€76 LS L6EL £0°9¢ I'L6 6C 8'08 ol €¢es| (€661) L9y EIpoqurey)
ose,

1 6'L6 LT €'L6 9'86 V'l (43 8'L9 91| (9661) ¥'86 eunpng
9°9v e L'vS £y 86 8’1 8’16 8y 9€| (r661) 1'96 urueg
I'vc 6'GL 'L 6C6 £'66 L60 £9¢ L'€9 0 8'66| usope[Sueg

areys areys areys areys ST areys areys areys oreys I areys oreys 114
Sdm SId Sam SO 114 SO SO
¢l0g q600¢ (41114 000T «C661
SAM snsioa ST SOIA SnSIdA 1

SOLIUNOD dWIOIUI-MO] /|

L

SHM sns1oa £ gL pue X TGO sns1oa £ L] isareys joyIew Suisuey) ZL'p djqel



132 4 Information and Communication Technologies Diffusion Patterns in. ..

fixed-to-mobile telephony substitution proved to be the fastest in Bangladesh,
Kenya, Nepal and Niger, where mobile telephony achieved a 90 % share of the
market in only 7.5 years. The lack of favourable conditions for the development of
fixed telephony infrastructure fostered the deployment of mobile solutions, as
people are likely to deploy mobile cellular telephony as the only existing means
of communication. It might also suggest that the extremely low fixed telephony
penetration rates do not have a direct impact on economic underdevelopment or
permanent lack of financial resources but are rather a negative indication of
different noneconomic factors that hinder deployment of telecommunication infra-
structure. The values of the T,,, parameter vary significantly in the discussed country
set. In Cambodia, the fixed-to-mobile telephony substitution was half-complete in
1993, which coincides with the year when mobile telephony was first introduced to
the national telecommunication market. In the initial year of coexistence of fixed
and mobile telephony in the Cambodian market, the total number of mobile cellular
subscriptions already surpassed the total number of fixed mainlines subscriptions.
However, afterwards, the dynamics of taking over the market by mobile telephony
were relatively low compared to other countries in the group, which finally resulted
in one of the highest dT, equalling 18.3 years. In the remaining countries, the T,
ranges from T,,=2000 in Benin, Madagascar, Rwanda, and Uganda; to
T, =2008.3 in Myanmar. Such disparities prove that the patterns of the fixed-to-
mobile substitution process in the analysed countries are distinct in each case,
although the mechanisms driving the technological substitution are analogous.

To a point, the value of Ty, is predetermined by the year of the mobile telephony
introduction to the market, as this is an initial period when the technological
substitution process sets off. Second, the T, is heavily subjected to the time
when the invading technology takes off, entering the exponential growth phase.
Thus, the speed of diffusion of the ‘predator’ technology is decisive in this case, as
it determines the tempo of the logistic decline of the ‘pray’ technology. The higher
the rate of diffusion of the ‘predator’ technology, the higher is the rate of decline of
the ‘prey’ technology, and the T, occurs earlier. In addition to these ‘technical’
conditions, the tempo of the diffusion of invading technologies is attributed to a
wide array of factors, e.g., market regulations, risk aversion to acquiring
innovations and price affordability, which are either identified or captured in the
technological substitution modelling. However, all ‘unobservable’ factors may
indirectly stimulate or impede the dynamics of process-shaping technological
substitution patterns.

Calculated changing shares of the telecommunication market help to understand
the dynamics and logic standing behind the technological substitution process.
Table 4.12 explains the changing market shares that are simultaneously possessed
by the ‘prey’ (FTL; ) and the ‘predator’ (MCS; ,) technologies. A brief analysis of
the calculations presented in Table 4.12 suggests that in each of the 17 low-income
countries in 2012, the telecommunication market was totally dominated by mobile
cellular telephony.

Compared to the process of shifts from fixed to mobile telephony, the examined
technological substitution of fixed (narrowband) Internet-to-wireless broadband
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solutions are revealed as more dynamic. In case of the ‘predator’ technology
(WBS;, ), the reported logistic growth rates were extremely high, which resulted
in the rapid fading away of the ‘prey’ technology (FIS; y). The average period of the
market ‘take over’, denoted as dT, was approximately 5.8°' years (two times lower
than in the case of the fixed-to-mobile substitution process). The dT = 5.8 proves
that it takes approximately 5.8 years for the WBS; , technology to gain a fraction of
the market at approximately 90 %. The shortest ‘take over’ time is reported for
Rwanda—dT = 1.43 years; conversely, in Uganda the dT is 15.1 years, which
makes the country an outlier in this respect. The phenomenal growth of the number
of wireless broadband subscriptions resulted in a total substitution of fixed narrow-
band Internet connections, as in a very short time the wireless broadband
technologies surpassed—in terms of number of subscribers—the ‘old’ fixed and
narrowband solutions. In seven low-income countries, the fixed (narrowband)
Internet-to-wireless broadband solution technological substitution was reported
over the analysed period. In Burkina Faso, the wireless broadband technologies
were introduced to the market in 2009, but in 2012, the share of the market this
potentially invading technology possessed was only 2.1 % (see Table 4.12), which
indicates extremely poor progress in the diffusion of wireless solutions. In
Bangladesh, Benin, Malawi and Myanmar, the substitution is not definite, as the
‘predator’ technology still is not dominant in the market (see Table 4.12); however,
the respective shares are gradually increasing. In two countries, namely, Eritrea and
Nepal, the parameters of the technological substitution model are not reported, as
the data on WBS have been available since 2012. Figure 4.17 indicates the
technological substitution effects (both for fixed-to-mobile telephony and fixed-
to-wireless Internet connections) encountered in lower-middle-income economies,
while Tables 4.13 and 4.14 summarize the results of the estimated technological
substitution models and the changing relative market shares of the competing
technologies, respectively. As presented in Fig. 4.17, the country-specific techno-
logical substitution patterns demonstrate that all 29 lower-middle-income countries
are fast moving towards high mobile telephony and wireless-broadband penetration
rates.

The fixed-to-mobile substitution is reported in each case, while in some
countries, the process of shifting from the ‘old’ technology to the ‘new’ technology
is more dynamic and the total technological replacement occurs relatively earlier.
As summarized in Table 4.13, the estimated parameters describing the technologi-
cal substitution indicate significant variability in patterns of gradual replacement of
the ‘prey’ (FTL; , or FIS; ) by the ‘predator’ technology (MCS or WBS) that
occurred in lower-middle-income countries over the period 1984-2012.

Surprisingly, the analysis of the fixed-to-mobile substitution process, the aver-
age ‘take over’ time, denoted by dT, equalled 10.9 years; hence, the dT in the
low-income and lower-middle-income group hardly differs. This is an important
and conclusive finding, suggesting that the nature of the mobile cellular

5! Author’s estimates. Parameters statistically insignificant—excluded from the average.
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Fig. 4.17 Technological substitution: Fixed-to-mobile telephony and fixed-to-wireless Internet
connections substitution patterns (Source: Author’s elaboration)

technologies is so invading that a total market takeover is possible within approxi-
mately 10 years, regardless of the country and its unique characteristics. In addition,
the latter may again support the supposition that, in developing countries, the
mobile cellular solutions are perceived as an extremely attractive alternative to
fixed telephony; thus, the spread of mobile phones is continuous and undisrupted by
any external factor.

As indicated in Table 4.14, in 2012, in the majority of lower-middle-income
countries, the national telecommunication markets were strongly dominated by
mobile cellular telephony. It is easily recognized that in Congo, Ghana, India,
Lao P.D.R., Mauritania, Nigeria, the Philippines, Senegal and Zambia, mobile
cellular subscribers accounted for approximately 100 % of total telephony
subscribers. The overwhelming diffusion of mobile telephony in the above-
mentioned countries reconfirms the claim that in economies with poorly developed
‘fixed’ infrastructure and in which, in 2012, the FTL; , penetration rates remained
at extremely low levels, mobile telephony, as the exclusive communication
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Table 4.13 Technological substitution estimates: Fixed-to-mobile telephony and fixed-to-wire-
less Internet connections substitution. 29 lower-middle-income economies

FTL vs. MCS FIS vs. WBS

Th dT To dT
Armenia 2006.5™7F 8.2 2009"E 8.9
Bolivia 20005/2002.6" 11.3 2010™E 5.03
Congo 2000™F 8.2 Not calculable—paths diverging®
Egypt 2005.2™E 10.6 Not calculable—paths diverging®
El Salvador 2000%/2002" 13.0 2011™" 115.8°
Georgia 2003%/2005" 10.2 Not applicable—shares close to equal
Ghana 2000.6"/2002° 9.6 20087/2009" 13.06
Guyana 2003%/2004.77 13.3 Substitution not reported
Honduras 20025/2003.2T 11.3 Not calculable—paths diverging®
India 2004™F 8.8 2010™E 3.09
Indonesia 2002.8™E 14.2 20087/2009" 48
Lao P.DR. 2001.9"/2003" 10.9 201020115 3.02
Mauritania 199572001 16.1° 2008"/2009" 4.8
Moldova 2005%/2006.57 8.2 Substitution not reported
Mongolia 2000%/2002.77 10.7 2010™E 3.4
Morocco 2000%/2002.57 9.4 20077/2009" 11.4°
Nicaragua 2001%/2002.4T 10.4 Substitution not reported
Nigeria 2002"E 7.8 2010"E 1.6
Pakistan 2004"E 9.9 2011"E 7.9
Paraguay 1999%/2000" 12.4 Not calculable—paths diverging®
Philippines 1998.7™E 14.2 20087/2010% 21.8°
Senegal 2000%/2002.5" 8.2 2011 32
Sri Lanka 2002.8™E 16.1 2010"E 6.8
Swaziland 2000.7™E 14.9 2010 3.04
Syria 2007 9.7 Not applicable—shares close to equal
Ukraine 2004%/2005.77 7.3 Substitution not reported
Viet Nam 2005"% 11.8 2007"% 12.6°
Yemen 2004™E 11.8 Substitution not reported
Zambia 2001 8.4 2009"7" 189

Source: Author’s estimates. Note: Tm—year when the technological substitution is half-complete
("—theoretical year of substitution; *—empirical year of substitution). If only one year for Tm
reported—theoretical and empirical values are equal, or they differ less than 6 months. dT—*take

over’ time

Since WBS;, y was introduced (in y-year)—FIS; , and WBS; , diffusion paths diverge — WBS;

>FIS;

Possible overestimates
“Possible misspecification
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channel, is rapidly adopted by inhabitants, regardless of their material status.
Conversely, in countries where the infrastructure allowing for fixed mainline
installation is better developed, the pressure for rapid deployment of mobile cellular
phones is weaker.

Over the period 2007-2012, in lower-middle-income economies, the fixed
Internet-to-wireless broadband connection substitution process has been reported
in only 18 countries (for visual inspection, see Fig. 4.17). In the remaining
11 countries, the respective technological substitution process was not reported
for the cases of Guyana, Moldova, Nicaragua, Ukraine and Yemen; not calculable
due to diverging FIS; y and WBS; , diffusion trajectories for Congo, Egypt,
Honduras and Paraguay; and not applicable, as the shares of the market controlled
by each ‘technology’ were approximately equal (substitution was not definite) in
the cases of Georgia and Syria. In the group of 18 countries where the fixed-to-
wireless broadband Internet connection substitution has been determined, the
average ‘take over’ time (dT) was approximately 4.8 years,’” i.e., more than two
times shorter than the time reported for fixed-to-mobile substitution. The fastest
substitution was demonstrated in Nigeria, where in barely 1.6 years (sic!), wireless
broadband solutions took over 90 % of the respective market. For the sake of
comparison, in Ghana, Lao P.D.R. and Swaziland, in approximately 3 years,
90 % of the market was controlled by wireless broadband providers. However,
the fact that in 2012, the share of wireless broadband subscriptions (as the share of
total number of fixed narrowband Internet subscriptions and wireless broadband
subscriptions) was still below 90 % (to compare, see Table 4.14) is somewhat
confusing. However, the returned dT parameters rather describe the prospected
number of years, which are necessary for the ‘predator’ technology (WBS; ) to
conquer the market.

It has been demonstrated that over the period 2007-2012, the wireless-
broadband technologies have pervasively expanded in the national markets offering
access to Internet. The process of switching from fixed to wireless Internet has been
fast and explosive, especially in countries where the fixed (narrowband) Internet
penetration rates in 2012 remained negligible. It suggests that, analogous to what
was observed in the case of the fixed-to-mobile substitution process, significant
shortages in fixed infrastructure foster the rapid spread of alternative solutions, in
this case, wireless, which may be easily installed and adopted for use in
unfavourable environments. The latter additionally reveals the unique effect,
already identified in the case of fixed-to-mobile substitution that people go straight
to wireless instead of fixed technologies if only the latter are offered to the market.

52 Author’s estimates. Parameters statistically insignificant/overestimates—excluded from the
average.
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4.5.1 Final Remarks

Our empirical evidence has demonstrated that both in low-income and lower-
middle-income countries, the phenomenal process of rapid growth mobile tele-
phony and wireless network (enabling data transmission) penetration rates have
been demonstrated. The empirical analysis indicates that the rapid diffusion of
mobile phones and Internet wireless networks has resulted in strong fixed-to-mobile
telephony and fixed-to-wireless Internet connection substitution effects. In each of
the analysed counties, the ‘old’ (prey) technology, i.e., fixed telephony has been
totally replaced by the ‘new’ (predator) technology, i.e., mobile cellular telephony.
Both in low-income and lower-middle-income countries, the average take over time
has been estimated as approximately 10 years.” The analogous process of techno-
logical substitution has been revealed in terms of fixed-to-wireless Internet
connections; however, in this case, the dynamics of switching from fixed to wireless
connections is twice as high. Importantly, it shall be noted that the nature of the
observed technological substitution effects in low-income and lower-middle-
income countries warrants special attention. By convention, the technological
substitution explains the process whereby ‘old’ technologies are gradually
substituted with the ‘new’ technologies. Thus, the ‘new’ are used in place of the
‘old’ technologies. When the technological substitution effects are discussed with
respect to low- and lower-middle-income countries, the typical technological
substitution process is not observed. Through the year 2012, the state of develop-
ment of the fixed-based solutions, such as fixed telephony, fixed narrowband and
fixed broadband Internet networks, in the countries under consideration remained at
extremely low levels. Thus, the technologies based on tangible grids did not diffuse
widely over societies. However, once the mobile cellular telephony and wireless
broadband networks emerged, the inhabitants in developing countries moved
straight towards new technologies. The process of theoretical technological substi-
tution, which occurred in low- and lower-middle-income countries, captures the
broad idea of technological leapfrogging that accounts for the direct shift to mobile
technologies without having previously deployed the wired (both copper- and fibre-
based) telecommunication networks. We do not observe the process of quitting the
‘fixed” and switching to the ‘wireless’ but rather the process of omitting the ‘fixed
stage’ and going directly towards the ‘wireless stage’. As a result of the previous,
people are becoming completely dependent on mobile telephony. The latter
accounts for the unique technological leapfrogging effect, revealed when countries
do not follow the ‘classical’ technological development pattern but ‘jump’ directly
from the initial stages of development to the advanced stages. The concept of
technological leapfrogging originates from the supposition that heavily underde-
veloped countries may benefit from relative backwardness and not follow the
classical development path, thus omitting certain stages and directly moving
towards the advanced stages of development. Steinmueller (2001) argues that

53 Author’s estimates; estimates statistically insignificant—excluded from the average.
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technological leapfrogging consists of ‘bypassing stages in capacity building or
investment through which countries were previously required to pass during the
process of economic development’. By definition, ‘technology leapfrogging’
explains the process of the successful adoption of the superior (more advanced)
technological solutions, for cases in which the prior versions have never been
adopted by the end users (Sharif 1989; Antonelli 1991; Ausubel 1991; James
2009, 2014). To rephrase the previous, technological leapfrogging consists of the
rapid jump over several development stages, moving directly from the ‘old’ to the
‘new’ technologies. James (2009) argues that in underdeveloped countries where
the fixed infrastructure is poorly developed, the direct transition to newly emerging
technological solutions, especially those offering wireless broadband connections,
technological leapfrogging may occur. The technologies that allow leapfrogging
effects are predominantly those that do not rely on the development of tangible
grids (Lee and Lim 2001; Galperin 2005; Kauffman and Techatassanasoontorn
2005); hence, wireless (especially broadband) technological solutions offer eco-
nomically backward countries sustainable leapfrog-type technological develop-
ment, which leads to breakthrough and revolutionary changes in countries where
basic infrastructure is virtually nonexistent.

The last empirical part of Chap. 4 is designed to unveil, whether both—fast ICT
diffusion (resulting in tremendously growing ICT penetration rates) and technolog-
ical substitution (resulting in switching from the ‘old’ to ‘new’ technologies) have
enabled the catching-up of developing countries with developed ones, regarding the
level of ICT access to and use of. Henceforth, the forthcoming Sect. 4.6 is aimed to
trace the technology convergence process and examine whether countries form
specific technology convergence clubs. The latter is supposed to provide—at least
partial—answer to the question if rapid advancements in ICTs adoption in devel-
oping countries have contributed to growing cross-country cohesion with this
respect.

4.6 Technology Convergence, Divergence or Club
Convergence? The Worldwide Evidence for the Period
2000-2012

The central target of Sect. 4.6 is to verify the hypothesis that impressive increases in
ICT deployment in developing countries resulted in the emergence of the technol-
ogy convergence process worldwide. Put another way, we aim to uncover whether
countries that were initially ‘technologically peripheral’ economies™ managed to
technologically catch up with developed countries, so that the existing gaps were, at
least partially, diminished. To this aim, we define ‘technology convergence’ as the
processes whereby initially technologically poor countries tend to grow (in terms of
average annual growth rates) faster compared to countries that initially were

541n 2000, as the start year of the technology convergence analysis.
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technologically better off. The latter shall inevitably lead to the ‘digital (technol-
ogy) gaps’ narrowing and the gradual eradication of different forms of exclusion
from the access to and use of ICTs (Lechman 2012a, 2012b).55 Additionally, we
target potentially emerging technology convergence clubs to determine whether all
of the analysed countries have been included in the technology convergence
process, or conversely, some of them have been left out of the technology
convergence club.

The approach to technology convergence analysis that we suggest is not very
common, and the empirical evidence in the field remains relatively poor. Some
evidence can be gleaned from the works of Comin and Hobijn (2004), Comin
et al. (2006), Castellacci (2006, 2008), Castellacci and Archibugi (2008),
Castellacci (2011) and Lechman (2012a, 2012b). Comin and Hobijn (2004) provide
extensive analysis of technology convergence over the period 1788-2001. Their
study covers 20 technologies in 23 different countries, and they test the conver-
gence hypothesis applying beta- and sigma-convergence procedures. Comin
et al. (2006) present similar exercises to Comin and Hobijn (2004). They test
beta- and sigma-convergence using a CHAT (Cross-Country Historical Adoption
of Technology) dataset, additionally separating the within-technologies and across-
technologies effects. In addition to technology convergence testing, Castellacci
(2006, 2008), Castellacci and Archibugi (2008) detect technology convergence
clubs. Castellacci (2008) reports on technology convergence and technology con-
vergence clubs for 149 world countries over the period 1990-2000. He additionally
tests for ‘technological capabilities’ that may enhance or hinder the process of
closing the cross-country technology gaps. Additional evidence on the process of
closing technology gaps is also reported by Castellacci (2011). Castellacci and
Archibugi (2008), using data from the ArCo database (Archibugi and Coco 2004a,
2004b, 2005), provide similar evidence over the analogous time period; however,
they include analysis for 131 countries. The empirical analysis found in the works
of Lechman (2012a, 2012b), reports on technology convergence exclusively for
Information and Communication Technologies for 145 countries over the period
2000-2010. Technology convergence is tested by adopting the beta- sigma-, and
quantile-convergence approaches.

4.6.1 Technology Convergence

To meet the major aims of Sect. 4.6.1, we propose the extension of our basic
empirical sample (17 low-income and 29 lower-middle-income countries) and
include an additional 25 upper-middle-income and 42 high-income economies.”®
Hence, our empirical sample encompasses 113 countries, for which the technology

35 For the conceptual framework, see Chap. 3, Sect. 3.4.

56 We base these on the World Bank 2013 country classifications (see: http://data.worldbank.org/
news/new-country-classifications, accessed: May 2014).
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convergence behaviour is explored over the period 2000-2012. For purposes of
clarity in the further research provided in the following Sect. 4.6, we suggest
labelling the group of low-income and lower-middle-income economies as ‘devel-
oping countries’ and the group of upper-middle-income and 42 high-income
economies as ‘developed countries’.

We examine the technology convergence process with respect to 4 different ICT
indicators, namely: Mobile Cellular Subscriptions (MCS; ), Fixed Internet
Subscriptions (FIS; ), Fixed Broadband Subscriptions (FBS; ) and Internet
Users (IUj, y). To check for the technology convergence with respect to MCS; ,
the sample covers 111 countries’’ (Comoros and Eritrea were excluded)ss; with
regard to FIS; y and IU; y, 113 countries; and with regard to FBS; ,, 107 countries
(Honduras, Congo, Swaziland, Eritrea, Togo, and Bangladesh were excluded)sg;
the analysis time period is set for 2005-2012.°" Intentionally, we do not analyse the
technology convergence process regarding change in wireless-broadband
technologies adoption, as the time span for the analysis would have to be limited
to the period 2009-2012, which we claim to be too short to provide reliable
evidence on the convergence process. However, to meet the main targets of
Sect. 4.6 and report on increasing (or decreasing) cohesion among world countries
in terms of WBS; , we perform an alternative analysis that allows the possibility to
detect the emerging worldwide trends in this respect (see the final part of Sect. 4.6).

Table 4.15 displays the overall trends in changes in ICT development over
20002012, both in developing and developed countries (see also Appendix E).
The basic conclusion from the statistics provided in Table 4.15 is that with respect
to each considered technology, the average annual growth dynamics were extraor-
dinarily high, which profoundly reshaped the world landscape with regard to ICT
access and use. Thus, with some exceptions, the ‘technologically poor’ became
‘technologically rich’, which may be empirically supported by the elementary
analysis of the core ICT indicator summary statistics. The most vital changes are
reported in terms of mobile cellular telephony penetration rates. While in 2000, the
average MCS,yerage,2000 18 reported as 20.4 per 100 inhabitants, in 2012, it grew to
106.6 (sic!), which accounts for approximately 18.6 % of the average annual growth
rate. Similar in average annual dynamics are the changes reported for the IU;
indicators, which reveals a tremendous boom in the accessibility of Internet net-
work. In 2000, the average IUgyyerage, 2000 = 9.8 %, while in 2012, it increased to
IUqverage2012=45.6 %. The latter indicates that in 2012, nearly 50 % of the
individuals in the countries within this scope had access to the Internet, regardless
of the type of connection (fixed or wireless, narrowband or broadband). In addition,
in the cases of both MCS;  and IU; , dramatic drops in cross-country inequalities
are reported (see the changes in Gini coefficients in Table 4.15 and Figs. D.1 and

57 All countries are listed in Appendix C.

58 Significant lacks in data time series.

9 Significant lacks in data time series.

0 For Madagascar and Nepal, the data are available beginning with the year 2006.
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D.2 in Appendix D for the Lorenz curves), which might suggest growing cohesion
among the analysed countries in this respect. The growth in both fixed-narrowband
(FIS;, y) and fixed-broadband (FBS; y) network penetration rates was comparable,
and in 2012, the respective averages achieved FIS,yerage2012=12.2 and
FBS,yerage2012 = 12.4. The reported average annual growth rates of FIS; , and
FBS; y are 15.3 % and 23.3 %, respectively. However, the most disruptive changes
in the access to the Internet were brought about by the introduction of wireless-
broadband connections (since 200961), which invaded the telecommunication
markets both in developing and developed countries. The estimated average annual
growth of WBS; y is approximately 38.07 %,%% which accounts for the best result
compared to the remaining four ICT indicators, which might have affected the
cross-country disparities in this respect.

Next, addressing the main scope of Sect. 4.6.1, the attention is brought to the
empirical analysis of the technology beta(p)-convergence and technology sigma
(o)-convergence. We define the technology beta-convergence (f-convergence) as
the process that examines whether initially backward countries reveal higher
average annual growth rates in ICT deployment compared to advanced countries,
and the technology sigma-convergence (c-convergence) is defined as the process
that reports on diminishing cross-country disparities in terms of the access to and
use of ICTs. The technology absolute f-convergence formal specification follows:

g, =a;+byv,, +e, (4.2)

where z denotes ICT indicators, yj is the initial year, v ,, is the level of respective
ICT indicators in yo, and &, is random error term. The b coefficient® in Eq. (4.2)
indicates the technology convergence coefficient that, indirectly, explains the speed
of convergence. If b, <0, the technology absolute -convergence is confirmed, and
divergence occurs otherwise. If b, =0, either convergence or divergence is
reported. The oc-convergence, reporting on changing cross-country disparities,
may be measured by standard deviation or—if we aim to capture the influence of
the mean of the examined population—by the coefficient of variation. Hence, we
deploy these two classical measures of dispersion to verify the technology sigma-
convergence hypothesis. We assume that the standard deviation (dispersion) for
i-country in n-country set and y-year follows:

= [0 @) =

5! The year of introduction of wireless-broadband technologies varies in different countries. In
some regions, this type of network was already available in 2007.

2 Note: the estimate covers only a 3-year period (sic/).
3 Also explaining partial correlation between variable growth rate and its initial level.
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Fig. 4.18 Technology fp-convergence. 113 countries. Note: for visualization—nonparametric
approximation applied. For FBS—estimates since 2005. For MCS—111 countries (Comoros
and Eritrea excluded—significant lacks in data time series). For FBS—107 countries
(Bangladesh, Congo, Honduras, Eritrea, Swaziland and Togo excluded—significant lacks in
data time series); for Madagascar and Nepal—initial values for 2006 (Source: Author’s
elaboration)

if a* = % :;llog(zi) and assuming that z stands for the respective ICT indicator,

the technology c-convergence hypothesis is thus verified positively if 6., — 0 is
satisfied. If the technology o-convergence is tested by use of the coefficient of

o

variation, the coefficient of variation may be expressed as cv; , = 7>*, where 0., is
- y

0.
the mean of the tested variable over the whole sample.

Figure 4.18 displays the scatterplot for the average annual growth rates of
respective ICTs against the initial level of ICT deployment (in 2000-y,). To
confirm the hypothesis on technology -convergence, we expect to determine that
countries with initially lower levels of ICT development, by taking advantage of
their relative technological backwardness (Gerschenkron 1962; Abramovitz 1986),
perform better in terms of average annual growth compared to the technologically
advanced countries in yy. The graphical inspection provided in Fig. 4.18 suggests
that, in the analysed country sample, the presence of technology p-convergence is
unambiguous with respect to all four ICT indicators. Although the tendencies for
absolute technology convergence are easily detectable in Fig. 4.18, the
relationships for the respective ICT indicators call for closer examination by
means of a more formal test. To this end, we adopt Eq. 4.2 and estimate the
regression coefficients, assuming that b, <0 indicates the existence of
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Table 4.16 Technology B-convergence. 113 countries

MCS; , FIS; FBS; IU;,
OLS estimates
b, coefficient -7.31 —2.65 —4.91 —4.93
Robust SE 0.21 0.373 0.492 0.239
Ramsey test 1.09 0.82 5.8 2.53
(prob > F) (0.358) (0.482) (0.0011) (0.06)
R-squared 0.96 0.323 0.562 0.83
p. parameter 17.6 % 10.7 % 253 % 14.8 %
HL;cr(# of years) 3.92 6.42 2.73 4.67
# of time periods 12 12 7 12
Robust regression estimates
b. coefficient —7.61 —2.52 —5.17 —54
SE 0.11 0.283 0.301 0.136
prob >F 0.000 0.000 0.000 0.000

Source: Author’s estimates. Note: all estimates for significance at 95 %. For robust regression—
biweight iteration = 7 (set as default). Constant included—not reported. For MCS—111 countries
(Comoros and Eritrea excluded—significant lacks in data time series). For FBS—107 countries
(Bangladesh, Congo, Honduras, Eritrea, Swaziland and Togo excluded—significant lacks in data
time series; for Madagascar and Nepal—initial values of FBS for 2006); estimates for the period—
2005-2012

unconditional technology p-convergence over the analysed sample. We run the
regression analysis using the OLS estimation. However, bearing in mind that the
OLS estimation might be sensitive to the influence of outliers, we additionally
adopt the robust regression approach (Hirdle 1984; Rousseeuw and Leroy 2005).
Table 4.16 summarizes regression analysis outcomes, providing cross-country
evidence on unconditional technology p-convergence. The results in Table 4.16
indicate that the hypothesis on technology p-convergence may be positively
verified, as in the case of each ICT indicator, the regression coefficients hold a
negative sign and are statistically significant at the 95 % level of significance.
Estimates generated from the robust regressions are very close in value to those
obtained from OLS estimates, which confirms the validity of the previous
estimates. The highest b, coefficient—bycs = (—7.31) is reported for the technol-
ogy convergence with respect to mobile cellular telephony (thereafter labelled as
MCS-B-convergence). It indicates that the speed of MCS-p-convergence is the
highest compared to the remaining three ICTs. Given the value of estimated
byics, we conclude that the MCS-f-convergence proceeds at the annual rate of
17.6 %, which indicated that the cross-country disparities in mobile telephony
penetration rates may be halved within 3.92 years.** The MCS-p-convergence

54 The regression coefficients generated from the robust regression are at a very comparable level
to those obtained from the OLS estimates. Hence, we do not calculate the speed of convergence
and the specific half-times considering the robust regression coefficients, as they would suggest the
analogous qualitative conclusions as with those derived from the simple OLS analysis.
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results strongly reflect the worldwide tendency for initially technologically back-
ward countries to grow faster than advanced economies; hence, the catching-up
process emerges (Baumol 1986), and the technology gaps between ‘technology
poor’ and ‘technology rich’ are gradually eradicated (James 2009). Similar in terms
of strength and statistical significance, technology p-convergence is reported in the
case of ICT indicators explaining the use of Internet network—IUj . The regres-
sion coefficient resulted with by = (—4.93) and is statistically significant at the
95 %. The speed of IU-B-convergence is approximately 14.8 %, indicating that the
cross-country inequalities with respect to IU; , shall be halved within 4.67 years.
The observed countries’ technology p-convergence behaviour with regard to the
FIS; y and FBS;  indicators slightly differs from the what was reported in the case
of MCS; , and IU; . The estimated regression coefficient for FIS; , is
bris = (—2.65), which still confirms the existence of convergence (in this case
labeled as FIS-p-convergence); however, the R-squared of the model is only 0.32,
which suggests that the model has little explanatory power, and the variability of
the explanatory variable—the level of fixed-narrowband network penetration rate
in 2000—in barely 32 % of cases explains the countries’ average annual growth
rates.

As the ;g = 10.7%, the specific half-time accounts for 6.42 years, which yields
the longest time period necessary for the cross-country disparities to be halved in
this respect, compared to the MCS-p-convergence and [U-p-convergence. Finally,
the estimates for the FBS; , explaining whether cross-country disparities are
diminishing with regard to fixed broadband Internet penetration rates, might sug-
gest that the speed of FBS-p-convergence is substantially higher if compared to the
reported speed of FIS-B-convergence. Important to note is that the number of time
periods considered for the analysis of FBS-f-convergence is only 7 (the years
2005-2012), while in the remaining cases, it is 12 time periods (the years 2000—
2012). The latter heavily affects the calculations of the rate of FBS-p-convergence
and consequently the number of years required to halve the cross-country
disparities in this regard.

The analysis of technology p-convergence provides a general and intuitively
interpreted idea of the respective ICT indicator growth behaviour of the average of
the distribution but is not very informative with respect to the changes in the
distribution over the analysed time period. Hence, we claim that considering the
convergence analysis a modified approach might be adequate, especially when the
empirical distribution of examined ICT variables are highly skewed (thus, are not
normally distributed—compare Appendix E), the OLS estimates may be biased and
inefficient. To address this problem, Koenker and Bassett (1978) suggest the
adoption of nonparametric quantile regression. The quantile regression approach
is highly useful when original variable distribution is highly skewed (asymmetric).
Standard P-convergence estimates allow for variable behaviour assessment but
based on the conditional mean, while the quantile regression (q-regression)
introduced estimates in noncentral locations (Koenker 2000, 2004, 2005; Hao and
Naiman 2007; Laurini 2007). Using the quantile regression approach, it is possible
to determine any number of quantiles for estimations, which allows the modelling
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of variable behaviours in any pre-defined location of variable distribution (includ-
ing the tails of the distribution), and surpass the regression to the mean problem
(Koenker 2000). Hence, with respect to the examined ICT variables, we formulate
the following regression to report on the technology quantile (Q)-convergence
(Castellacci 2006; Lechman 2012a, 2012b):

g j=a:+b v,y + & (4.4)
where j denotes the j,;, quantile of z-ICT indicator. Under the assumption that
technology convergence is unconditional, we estimate the cross-country
regressions reflecting the convergence process with respect to consecutive ICT
indicators at different quantiles of the respective ICT variable distribution, which
broadens the general view of the examined technology -convergence. Arbitrarily,
we estimate the b, ;, which corresponds to consecutive quantiles—the 20th, 40th,
60th and 80th—of each ICT variable distribution. The results of the technology
Q-convergence estimates are displayed in Table 4.17.

The brief analysis of regression coefficients b. ; reported for different quantiles
of each ICT variable distribution suggests that the speed of convergence is greater
at the upper quantiles and the opposite otherwise. In the case of MCS-Q-conver-
gence, there are relatively low differences between the bycs 204 and byscs sorm» only
0.64 in absolute terms, and the reported pseudo-R? are also similar in the lower and
upper quantiles. However, despite the observed differences among the regression
coefficients for each quantile, the bycs 20m = (—7.02), which implicates the
initially heavily backward countries with respect to mobile telephony adoption,
dynamically catches up with the advanced economies. The coefficients that are
estimated for the IU-Q-convergence may be similarly interpreted as in the case of
bucs,j; however, in absolute terms, greater disparities between the 20th and 80th
quantiles are revealed. Accordingly, the pseudo-R? is significantly lower for the
20th quantile than for the 80th quantile. The latter may imply that the technology
convergence with regard to IU; , indicator is much weaker among technologically
poorer countries, while the convergence tendencies become stronger over the upper
quantiles. However, leaving aside the differences in coefficients for the 20th and
80th, for example, there is still no doubt that even countries that in the year 2000
performed poorly in terms of Internet penetration rates rapidly improved in this
regard over the period 2000-2012, reaching parity with technologically richer
economies. The cross-quantile analysis of estimated bgyso0m,> Pris.aoms Pris.com
and bgg g0, demonstrates that the weakest and the slowest Q-convergence occurs
in the two lower quantiles (20th and 40th). This is unquestionably caused by the low
dynamics of fixed narrowband network adoption in the poorer countries, which did
not make significant progress in this regard, being stuck in the low-penetration trap.
The situation dramatically changes in the 80th quantile, where the strong and
dynamic technology convergence is reported. Similarly, as in the standard technol-
ogy P-convergence, the estimated coefficients revealing the high rate of conver-
gence for FBS;  should be carefully interpreted, as the analysis covers exclusively
7 time periods, instead of 12 (see discussion on the technology FIB-f-convergence).
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Table 4.17 Technology Q-convergence. 113 countries

MCS; FIS; FBS; , 1U;
20_quantile
b. 20 -7.02 -1.72 —3.56 —4.19
0.22) 0.37) 0.51) (0.32)
pseudo-R? 0.78 0.125 0.355 0.55
40_quantile
b. a0 —7.42 —2.28 —4.91 -5.27
(0.19) (0.32) (0.39) 0.17)
pseudo-R? 0.82 0.22 0.44 0.63
60_quantile
b. somn —7.63 —3.25 —6.28 -5.6
0.22) (0.44) (0.71) (0.29)
pseudo-R? 0.84 0.28 0.46 0.66
80_quantile
b. som —7.66 —4.29 -7.93 —6.39
(0.15) (0.75) (1.03) (0.32)
pseudo-R> 0.85 0.32 0.45 0.71
# of time periods 12 12 7 12

Source: Author’s estimations. Note: bootstrapped quantile regression run for 100 replications. All
results for significance at 95 %. In parenthesis—SE reported. For MCS—111 countries (Comoros
and Eritrea excluded—significant lacks in data time series). For FBS—107 countries (Bangladesh,
Congo, Honduras, Eritrea, Swaziland and Togo excluded—significant lacks in data time series; for
Madagascar and Nepal—initial values of FBS for 2006); estimates for the period—2005-2012

Presumably, if we had a longer data series, the conclusion on the rate of
FBS-p-convergence would hardly differ from the results obtained for
FIS-B-convergence. What warrants special attention is that the estimated
Q-convergence regression parameters are negative regardless of the quantile,
which may indicate that no technology convergence clubs are formed and the
technology divergence does not occur (for the detailed technology-club empirical
evidence).

Following Barro and Sala-i-Martin (1992), Quah (1993) and Friedman (1992),
we argue that the presence of the B-type convergence is necessary but not a
sufficient condition for the c-convergence. The positive verification of the beta-
convergence hypothesis does not mean that cross-country inequalities will auto-
matically fall. As o-convergence allows the ability to conclude directly on the
changing distribution of variables (Young et al. 2008) over the sample, we decide to
use this approach as complementary analysis to the pf-convergence. Some argue
(see, e.g., Quah 1993) that the use of the sigma-convergence approach is more
conclusive compared to beta-convergence, as it directly reports on the decreasing
(or increasing) cross-country disparities in a given dimension. Figure 4.19 provides
preliminary evidence on technology o-convergence, measured by standard
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Fig. 4.19 Technology o-convergence. 113 countries. Note: dispersion expressed as standard
deviation (left chart) and coefficient of variation (right chart) (Source: Author’s elaboration)

deviation (0.,) and, alternatively, by the coefficient of variation (cv.,); and
Table 4.17 displays detailed technology c-convergence results. The time and
country coverage are analogous to those applied in the technology B-convergence
analysis.

Based on the charts included in Fig. 4.19, the conclusion may be drawn that over
the analysed period, the results of technology o-convergence are ambiguous. The
previous conclusion is strongly supported by the numerical evidence summarized in
Table 4.18. Over the examined period, the steadily increasing standard deviation
(the upward trends) would suggest the rejection of the hypothesis on the technology
c-convergence (with respect to all four ICT indicators—MCS;_,, FIS; , FBS; , and
IU; ). Considering the changes in 6,,¢s,, since 2009, the standard deviation slightly
decreases; however, in the terminal year (2012), it was still significantly higher than
in 2000, which accounts for the growing cross-country absolute disparities with
respect to the mobile cellular telephony penetration rates. The examination of the
trends of standard variations of FIS; ,, FBS; , and IU; , over the period 2000-2012
also yields the conclusion on the absence of technology c-convergence.

Conversely, as pictured on the right chart in Fig. 4.19, there is a sharp decline in
the coefficients of variation (cv.,) with respect to all four ICT indicators. The
downward trends of (cvpcs,y), (CVErsy), (CVEgs,y) and (cvyy,,) would allow confir-
mation of the hypothesis on the presence of technology c-convergence, as exhibited
significant drops in (cv.,) coincide with the strong ups of (o, y). The reasonable
explanation of the divergent outcomes may be that we face two parallel processes
generated by fast ICT diffusion worldwide. First, we observe growing cross-
country heterogeneity with respect to the level of access to and use of basic ICTs;
in absolute terms, the technology gaps have widened (to compare, see statistics in
Table 4.15 and the changes in ICT variable distributions in Appendix E). Hence, the
calculated standard deviations demonstrate the upward trend over the period
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2000-2012. However, as recognized, the mean values of MCS; ,, FIS; , FBS; ,,
and IU; , have dramatically increased (to compare, see statistics in Table 4.15);
hence, the coefficients of variation fell. The in-depth examination of the technology
o-convergence process, however, brings another possible explanation of the mixed
results. It is possible that the countries that were initially relatively poorer due to the
rapid diffusion of ICTs finally, in 2012, performed better compared to advanced
countries with respect to, e.g., mobile cellular telephony penetration rates. The later
would suggest the emergence of the unique ‘technological leapfrogging’ effect that
consists of bypassing stages on the development path (Steinmueller 2001; James
2012) and fosters rapid catching-up with the advanced countries. Hobday (1995)
argues that the rapid catching-up process potentially leads to the ‘leapfrog’ of the
developed countries by the developing countries, so that initially poor countries in
the terminal year of analysis perform better compared to developed countries in the
selected dimension. Such an ‘effect’ is actually reported in the case of mobile
cellular telephony penetration rates. For example, countries such as Viet Nam,
Ukraine, Cambodia, El Salvador, Egypt and Mauritius in 2012 reached MCS;
penetration rates far exceeding many of those of the developed countries
(to compare, see Appendix B).

4.6.2 Technology Convergence Clubs

In Sect. 4.6.1, the in-depth insight into technology beta and sigma convergence was
provided. We have found strong evidence for technology beta-convergence (addi-
tionally supported by the Q-convergence specification) and technology sigma-
convergence but only if the dispersion is expressed as the coefficient of variation.
For a more detailed investigation of the technology convergence behaviour of the
countries in focus, we aim to test the convergence clubs hypothesis (Baumol 1986).
Reformulating the Baumol (1986) definition of the convergence club, we claim that
the technology convergence club is the group of countries that demonstrate strong
convergence tendencies regarding the access to and use of ICTs. To check the
presence of the convergence clubs, we use two formal approaches. The first,
proposed by Baumol and Wolff (1988), formulates a prerequisite for the existence
of convergence clubs by using the augmented version of the traditional Sala-i-
Martin (1995) convergence equation. Hence, to test the technology convergence
club hypothesis, we estimate the following regression:

ger = a+bvicr.y, + bavier, y, T €t (4.5)

If b > 0 and b, < O are satisfied, the convergence clubs may emerge. Countries
potentially belonging to the “club’ are those that have ‘passed’ the specific thresh-
old, accounting for the critical value of the initial level of technological develop-
ment. The threshold value is defined as the maximum of the function expressed in
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Eq. (4.5), which is vier pax = ;szl This approach suggests that countries belonging
to ‘the clubs’ exhibit technology convergence, while countries ‘outside ‘the club’
rather tend to diverge from each other. Chatterji (1992), Chatterji and Dewhurst
(1996) proposed an alternative approach to test the convergence hypothesis.
Chatterji and Dewhurst (1996) presume that convergence clubs can emerge only
if, initially, significant gaps among leading regions and the rest of countries are
reported. Their approach to convergence club identification encompasses the anal-
ysis of changes in relative gaps between countries. However, a significant drawback
of their concept lies in the rigid assumption that, both in initial and terminal year,
the leading country does not change, which is not realistic. The Chatterji and
Dewhurst (1996) formal specification of the convergence club hypothesis yields
the following equation:

2 3
G = (G ) + 92 (GIT )+ (61T ) + T, (46)

LYo

where G{_‘;T explains the technology gap between countries in terminal year (y) with
respect to certain ICT, the G{Cy€ -technology gap®’ between two countries in initial
year (yo) with respect to the same technology, and ¥, _ 3 stands for the regression
coefficients.®

Therefore, to challenge the target of this section, we verify the technology
convergence club hypothesis by adopting the Baumol and Wolff (1988) formal
specification. First, we test for nonlinearities to check whether the 2° polynomials
might belong to the technology p-convergence model. To this aim, we perform the
Wald test for consecutive ICT variables MCS; , FIS; , FBS; , and IU; . The
results are summarized in Table 4.19.

The null hypothesis that the regressions are linear is rejected at the 5 % signifi-
cance level in the case of MCS; , FIS; y and IU; . The Wald test results suggest
that only in the FBS-B-convergence equation is nonlinearity possibly the case.
Afterwards, we deploy the refined Baumol and Wolff (1988) specification and

i, y» i, y»

Table 4.19 Test for nonlinearities in technology PB-convergence model. Baumol and Wolff
specification (1988)

MCS; , FIS; FBS; , IU;
Wald test 0.36 221 13.88 0.62
Prob >F 0.548 0.139 0.0003 0.43
Need for polynomial in the model no no yes no

Source: Author’s estimations

. ICTvalueier.
5 The technology gap is calculated as: G{C}T =In <M>

ICTvaluey y)

56 For more theoretical details, see Chap. 3.
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Table 4.20 Technology MCS; FIS
Ly

i FBSl IUl
club convergence. 113 - - -

countries. Baumol and by —4.8 —2.95 —6.9 —4.12

Wolffs (1988) (1.21) 0.87) | (1.26) 0.51)

specification (2SLS b, —0.83 —0.20 —0.82 —0.42

estimates) (0.40) 095 | (0.43) (0.39)
ICT threshold —-1.92 —-0.29 —-2.8 —0.86
Ramsey test 1.44 0.12 1.32 2.35
(Prob > F) (0.24) 0.94) | (0.27) 0.07)
R-squared 0.87 0.32 0.57 0.73
# of countries 111 113 107 113

Source: Author’s estimations. Note: 2SLS estimates (instruments—
1-year lagged vicr,y, and lagged VIZCT‘ Y ); in parenthesis—robust
SE. All estimates for significance at 95 %. For MCS—111 countries
(Comoros and FEritrea excluded—significant lacks in data time
series). For FBS—107 countries (Bangladesh, Congo, Honduras,
Eritrea, Swaziland and Togo excluded—significant lacks in data
time series; for Madagascar and Nepal—initial values of FBS;
for 2006); estimates for the period—2005-2012

estimate the ICT-specific regressions defined in Eq. (4.5), to verify the hypothesis
on the presence of the technology convergence clubs. To control for possible
collinearity, which might have emerged due to the inclusion of the squared terms
of the explanatory variable, we use the Two-Stages Least Squares (2SLS) approach,
using lagged values of explanatory variables as instruments. Table 4.20 summarizes
the regression outcomes, and Fig. 4.20 provides additional graphical support to the
results of the econometric analysis.

The existence of technology convergence clubs requires thatb; > Oand b, < O,
and both coefficients are statistically significant. If the condition is satisfied, the
maximum of the Eq. (4.5) may be calculated, which specifies the ICT threshold
value. The ICT threshold indicates the critical value of initial ICT deployment that
allows for the division of the whole sample into two groups: countries that demon-
strate convergences tendencies and hence form the technology convergence club
and countries that are excluded from the ‘club’ and instead diverge from the others.
Countries that may be classified as technology convergence club members are those
that, in the initial year (yo), achieved the ICT threshold. The countries that did not
manage to reach the ICT threshold in (yo) and so converge with advanced countries
are those where technology development was so low that the ability to take
advantage of the relative backwardness and catch up was impeded. As can be
concluded from Table 4.20, in each case, the regression coefficients—b; and b,—
are negative, which suggests that no technology convergence clubs emerge with
respect to any of analysed ICT indicators. As both regression coefficients hold
negative signs, the calculated ICT thresholds also resulted in negative values. Thus,
the empirical evidence clearly demonstrates that, using the approach proposed by
Baumol and Wolff (1988), no technology convergence clubs have been identified;
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Fig 4.20 Technology convergence clubs. Notes: Long-dash line—linear prediction; short-dash-
line—quadratic prediction; long-dash-dot line—cubic prediction; dots—empirical observations
(Source: Author’s elaboration)

hence, no divergence tendencies emerge and no countries are excluded from the
convergence process. The evidence again supports the supposition that the fast and
dynamic diffusion of basic ICTs in developing countries over the period 2000-2012
had a strong positive impact on diminishing cross-country disparities in this respect.
The ‘technologically poor’ countries managed to catch up rapidly with
‘technologically rich’ countries, as overall inequalities fell (to compare, see
Table 4.15), and no countries were left behind.

As demonstrated using the Baumol and Wolff (1988) approach, the hypothesis
on the existence of technology convergence clubs was rejected. To re-examine the
technology convergence club, we consequently adopt the alternative approach
formalized by Chatterji (1992). As Chatterji defines convergence as the process
of cross-country gaps narrowing in the selected dimension, our identification of
technology convergence clubs suggests solving the Eq. (4.6) with respect to the
selected ICT indicators—MCS; y, FIS; , FBS; , and IU; ,. Adopting the Chatterji
(1992) specification, we seek to answer the question whether, over the period
2000-2012, we observe cross-country technology gaps narrowing or widening
and if these results are consistent with the previous ones. First, using the Wald
test, we check whether the 3° polynomials should belong to Eq. (4.6). The results
are displayed in Table 4.20 and suggest that with the exception of the FIS;
variable, the cubic specification might be appropriate to solve Eq. (4.6). To control
for the multicollinearity that may arise due to the inclusion of different powers of
the regressor in the model, we use the Two-Stage Least Squares (2SLS) approach.
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Table 4.21 Test for nonlinearities in technology convergence clubs model (Chatterji specifica-
tion 1992)

MCS; , FIS; FBS; IU;
Wald test 11.22 1.22 6.93 3.64
Prob >F 0.000 0.29 0.001 0.029
Need for polynomial in the model yes no yes yes

Source: Author’s estimations

Table 4.22 Technology club convergence. 113 countries. Chatterji and Dewhurst specification

(1996) (2SLS estimation)

MCS; FIS;, FBS;, IU;,
¥, —2.59 —0.20 —1.05 0.15
(6.79) (2.1) (6.41) (0.47)
¥, 1.06 0.05 0.35 0.02
(2.79) (0.05) (1.61) (0.12)
Ys —0.10 0.008 —0.01 0.002
0.27) (0.04) (0.10) (0.009)
G2 24.25 —81.25 misspecification misspecification
returned returned
G3 —13.6 18.75 misspecification misspecification
returned returned
Ramsey test 0.35 0.07 1.49 0.41
(Prob >F) (0.79) 0.97) 0.22) (0.76)
R-squared 0.54 0.33 0.75 0.31
# of countries 111 113 107 113

Source: Author’s estimations. Note: 2SLS estimates; instruments—Ilagged values of explanatory
variables; in parenthesis—robust SE at 95 % significance. All results are statistically insignifi-
cant. Leaders in 2000: MCS—Iceland; FIS—Netherlands; FBS (for 2005)—Sweden; IU—
Norway

The results of the empirical analysis are summarized in Table 4.21 and supported
by graphical inspection in Fig. 4.22. To verify the technology convergence hypoth-
esis, we estimate the ICT-specific cubic regression models, and afterwards, we
calculate the equilibrium points®’ (G, v ) and (Gs,y, ), which enable identification of
the technology convergence club members.

To satisfy the condition of technology convergence club existence, the two
equilibria points (G, ,,) and (Gs3,,, ) would have to be indicated. However, as
displayed in Table 4.22, all estimated regression coefficients are statistically insig-
nificant at the 95 % level of significance, and the calculated equilibrium points,
which potentially should indicate the technology club members, are mis-specified.
The latter also indicates that no internal equilibria emerge, and none of the analysed

57 See Chap. 3 for technical details.
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countries was identified as locked in the low-equilibrium trap, unable to catch-up
with the technologically advanced economies.

The visual inspection of the technology convergence clubs supports the statisti-
cally insignificant estimates of ICT-specific regression. The fitted curves do not
actually cut the 45° theoretical line® (the 45° theoretical line is cut at the very
low—close to zero—Ilevel of the initial technology gaps), which may suggest the
existence of internal equilibria points. Based on the graphical evidence, it may be
concluded that over the period 2000-2012, with respect to four analysed ICT
indicators (MCS; , FIS; ,, FBS; , and IU; ,) significant drops in technology
gaps between each i-country and the leading country are observed. The most
prominent ‘gaps closing’ is revealed in the case of mobile cellular telephony and
Internet users. The location of both fitted curves (the MCS-curve and IU-curve)
suggests that all countries were rapidly converging toward the leading economy,
regardless of the size of the gaps in y,. The average® MCS-gap’® in 2000 was at
approximately G)o" ., 2000 = 2.6, while in the terminal year, Gic? ., 21, = -008.
The analogous averages’' with respect to the TU were Gﬁi’rage,ZOOO =3.2 and
Gé\(/]L)rag(),ZOIZ = 1.1. What is worth noting is that with regard to both MCS; , and
IU;, y, none of the analysed countries experienced growth in the respective technol-
ogy gap (see Fig. 4.21 to compare) but rather significant increases in terms of the
latter. Such a conclusion may be easily drawn based on visual inspection of
Fig. 4.21. Countries located below the 45° theoretical line are those where the
decreases in gaps with respect to the technology in question are reported and the
reverse otherwise. In case of the MCS;  and IU; , no country is located above the
45° line; hence, the technology gaps decreased in general. With respect to the
consecutive ICT indicators indicating the access to fixed narrowband (FIS; ) and
fixed broadband (FBS; ) networks, drops in technology gaps are also reported;
however, the empirical evidence has demonstrated that the changes in the size of
the gaps are less pervasive if compared to the MCS; y and IU; . The average FIS
gap72 in ya000 Was ngl’gl‘age,ZOOO =3.9; in yy912, Gg\{fmge,ZOIZ = 2.2. The respective

73 FBS _ FBS —
values'” for FBS; y were G400, 2005 = 4-1 and G 00 2012 = 2.2. In the case of

the FIS-gaps, there were four (out of 113) countries where slight growth in gaps was
noted, namely, Eritrea, Swaziland, Madagascar and Brunei Darussalam.

%8 To be specific, the 45° line is cut by the fitted curves at the very low—close to zero—level of the
initial technology gaps.

% Author’s estimates.

"0 The gap is expressed as GIIC)T =In <%%)
7! Author’s estimates.
72 Author’s estimates.
73 Author’s estimates.
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4.6.3 Brief Evidence on How Wireless Broadband Networks
Expanded Worldwide Over the Period 2010-2012

The main purpose of Sect. 4.6.3 is to unveil the main tendencies of wireless-
broadband solution adoption worldwide and to provide in-depth comparison of
the developing and developed countries in this respect. As the wireless-broadband
networks yield to a relatively new technological solution, the first data on wireless
broadband subscriptions (WBS; ) are available beginning with the year 20077 —
hence, the time series are claimed to be too short to return reliable and conclusive
estimates of the conventional convergence models. The evidence below explores
the major tendencies in wireless broadband network penetration rates over the
period 2009-2012 in 72 countries and additionally over the period 2010-2012 in
102 countries (for detailed statistics, see Appendix B), reporting on the growing
cross-country cohesion in this respect. The rapid growth of WBS;  penetration
rates is observed both in developing and developed countries, and over the period
2010-2012, the average annual growth rate was approximately 38.07 % (see

7 According to ITU 2014 ICT Eye.
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Fig. 4.22 Technology convergence—Wireless Broadband Subscriptions. Note: evidence for
2009-2012—72 countries; evidence for 2010-2012—102 countries. For visualization—nonpara-
metric approximation applied. WBS; , values—absolute values (Source: Author’s elaboration)

Table 4.15). Over the period 2010-2012, the most prominent growth of WBS; , was
reported for Rwanda—230 %, Botswana—194 %, Ethiopia—175 %, Nigeria—
171 %, Swaziland—170 %, Lao P.D.R—157 %, Senegal—147 % and Kenya—
129 %. However, if we observe the bottom of the ranking, sharp differences in the
WBS; , annual growth rate are noted. Among the countries that revealed the
slowest progress with respect to growth in WBS; , penetration rates are countries
such as Israel, Korea, Norway, Singapore and Japan. As expected, it indicates the
general tendency of relatively more backward countries to grow faster than the
advanced economies; hence, the convergence process occurs, and the developing
countries shall rapidly catch-up with the developed countries with respect to
wireless broadband penetration rates. Figure 4.22 plots the WBS;  average growth
rates against the WBS;  penetration rates in the initial year (see upper charts) and
the WBS; , penetration rates in 2012 against the WBS; , penetration rates in the
initial year (see lower charts). The general picture arising from the charts in
Fig. 4.22 suggests strong technology convergence with respect to wireless broad-
band penetration rates, both for the period 2009-2012 and 2010-2012. The ele-
mentary econometric evidence on the WBS-convergence over the period 2009—
2012 indicates that the speed of convergence is approximately 92 % so that the
cross-country disparities shall be halved in 0.75 years (approximately nine
months—sic/),”” and over the period 2010-2012, the values yield 135 % and

75 The regression (OLS with robust SE) coefficient was (—14.96) and statistically significant at the
95 % level of significance. The R-squared of the model was 0.47.
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0.51 years, respectively (approximately 6 months—sic!).’® However, it is important
to note that these results report on observed technology convergence behaviour of
countries over an extremely short time period, so they probably lack robustness, and
the results generated from the convergence model coefficients might be heavily
overestimated.

Additional evidence may be reported by observing the cross-country averages
and inequalities in wireless broadband network adoption measured by the Gini
coefficient. In 2009, the WBS,erage 2000 = 14.1 per 100 inhab., while in 2012, the
WBS.verage,2000 = 30.1 per 100 inhabitants; thus, the number has doubled over the
4-year period. However, despite the reported prominent growth in WBS;  penetra-
tion rates, the inequalities in access to wireless broadband are slowly diminishing.
In 2009, the Gini coefficient was 0.69 (the estimate for 72 countries); in 2012, 0.54
(the estimate for 102 countries). Hence, although the cross-country inequalities are
gradually decreasing, significant gaps persist (see Appendix D), and quite a number
of developing countries significantly lag behind in wireless broadband diffusion.
Despite strong convergence tendencies and rapid expansion of wireless broadband
networks that may be identified due to the extraordinary pace of growth, the average
WBS; , penetration rates both in low-income and lower-middle-income economies
are still relatively low. In 2012, the average’’ WBS; , penetration rate was
approximately 4.00 per 100 inhabitants in low-income economies; in lower-middle-
income economies, 9.6. Compared to the values of 20.6 and 59.4 in upper-middle-
income and high-income countries, respectively, these are relatively poor results
and clearly demonstrate the differences in access to wireless broadband networks
among various income groups.

4.6.3.1 Final Remarks

The primary goal of Sect. 4.6 was to verify the hypothesis on technology conver-
gence (beta and sigma) and to test whether countries in the scope of the study form
specific technology convergence clubs. Regardless of the method applied, our
empirical evidence supports the supposition on strong technology convergence
tendencies among world countries over the period 2000-2012. Furthermore,
detailed analysis of country technology convergence behaviour did not confirm
the technology convergence club hypothesis. In other words, we have demonstrated
that with respect to basic ICT deployment, countries dynamically converge, and as
no technology convergence clubs were identified, no technology divergence
tendencies were recognized. The success of economically backward economies in
rapidly catching up with the developed world in terms of ICT adoption was
predominantly driven by long-term, continuous growth patterns undisrupted by
sudden ups and downs with respect to increasing access to and use of basic ICTs.
The latter is of unique importance, as it demonstrates that, with regard to ICTs, the

7 The regression (OLS with robust SE) coefficient was (—14.09) and statistically significant at the
95 % level of significance. The R-squared of the model was 0.39.

77 Author’s calculations.
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‘Great Escape’ (Deaton 2013) is possible, that even the most technologically
backward countries were able to shift rapidly from ‘technologically poor’ to
‘technologically rich’, and that hardly any of the analysed countries suffered from
the ‘low technology trap’. The convergence process additionally resulted in signifi-
cant drops in cross-country disparities in terms of access to and use of basic ICTs;
hence, the technology gaps diminished worldwide. What calls for special attention
is that the technology convergence was discovered although the countries in focus
are highly heterogeneous, perform differently in terms of socioeconomic
achievements and have various noneconomic characteristics.

4.7 Summary

The chapter was designed to demonstrate a detailed analysis of country-specific
ICT diffusion patterns, detect technological substitution, and examine the process
of technology convergence and technology convergence clubs formation. The
sample covered 17 low-income and 29 lower-middle-income economies over the
period 2000-2012. Throughout our study we have unveiled that during analyzed
period, a vast majority of economically backward countries had made enormous
progress in terms of average mobile cellular telephony adoption. Regarding
low-income economies, in 2000 the average MCS; , was at around 0.45 per
100 inhab., while until 2012 it increased reaching almost MCS; =52 per
100 inhab. In lower-middle-income countries the boost in mobile cellular telephony
was even more spectacular, as in 2012 the average accessibility of this form of
communication was at about MCS; , =95 per 100 inhab. The latter was predomi-
nantly enhanced by broad development of pre-paid systems, telecommunication
market liberalization, which allowed for gradual drops in prices. Among 2000—
2012, the state of development of fixed narrowband, fixed broadband and wireless
broadband architecture, in both income groups, reflected the significant efforts
toward achieving high penetration rates. Nevertheless, despite the reported spec-
tacular achievements, especially in wireless broadband deployment, in 2012, many
low-, and lower-middle-income countries were still heavily deprived of universal
access to ICT devices that enable Internet connections. This was extremely limited
due to high prices for leasing lines; and additionally, country-specific barriers such
as unfavourable location, poorly developed infrastructure, and permanent power
supply problems significantly impede the broader introduction of fixed and wireless
broadband technologies. As a consequence the unbound access to Internet network
is still a ‘luxury good’ in economically backward countries. Our empirical evidence
has also demonstrated that the phenomenal process of rapid growth mobile tele-
phony and wireless network penetration rates have resulted in strong fixed-to-
mobile telephony and fixed-to-wireless Internet connection substitution effects.
However, importantly to note that although the results of numerical analysis clearly
demonstrate the technological substitution effects, the latter shall be interpreted
carefully. It might be arguable to claim that with respect to low- and lower-middle-
income countries, the typical technological substitution process is actually not
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observed. Notably once the mobile cellular telephony and wireless broadband
networks emerged across analyzed economies, people moved straight towards
new technologies, having never adopted any form of ‘old” ICT. The latter shows
the technological leapfrogging process consisting of the rapid jump over several
development stages, moving directly from the ‘old’ to the ‘new’ technologies.
Finally, we have examined the technology convergence and intended to identify
technology convergence clubs. Notably, regardless of the method applied, our
evidence supports the supposition on fast technology convergence tendencies
among world countries over the period 2000-2012. Furthermore, the examination
of country technology convergence behaviour did not confirm the technology
convergence club hypothesis, which shows that with respect to basic ICT deploy-
ment no technology divergence tendencies were recognized.
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Diffusion process will be impeded if the innovation requires
new kinds of knowledge on the part of the user, new types of
behavior, and the coordinated efforts of a number of
organizations. If an invention requires few changes in socio-
cultural values and behavior patterns, it is likely to spread
more rapidly

Edwin Mansfield (1986)

Abstract

The major targets of the following chapter are twofold. First, adopting a newly
developed approach, it traces ‘critical mass’ effects with regard to ICT diffusion
(Mobile Cellular Telephony and Internet) in 17 low-income countries and
29 lower-middle-income countries over the period 2000-2012. To this end, it
identifies respective critical penetration rates and a ‘technological take-off’
interval, which is defined as the period during which ICT diffusion enters an
exponential growth phase along an S-shaped trajectory. Along these lines, we
demonstrate country-specific socioeconomic and institutional conditions during
the ‘technological take-off’ interval. Second, the chapter provides additional
evidence on ICT diffusion determinants in low-income and lower-middle-
income countries during the analogous period. It empirically traces the potential
effect of selected factors on ICT spread. The analysis covers ten indicators,
which are used to explain the level of mobile cellular telephony penetration
rates, and nine indicators used to explain the level of Internet usage by
individuals. Moreover, we have selected another eight indicators to demonstrate
general socioeconomic and infrastructural features of examined countries.
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168 5 What Matters for ICT Diffusion?

5.1 Introduction

During the last decade of the twentieth century and the first decade of the twenty-
first century, the world has witnessed the unprecedentedly dynamic diffusion of
new ICTs across even the most undeveloped countries. The empirical evidence
reported in Chap. 4 revealed that many of the analysed countries experienced rapid
and dynamic diffusion of ICTs, which resulted in extremely high penetration rates,
especially with regard to access to and usage of mobile cellular telephony; other
countries failed in this regard and remained stuck in a ‘low-level trap’ of not being
able to actuate the diffusion process. The reasons for this might be traced by
running country-specific analyses, which would provide extensive knowledge
regarding why some countries succeeded, and others failed, in the complex process
of broad ICT deployment. The following Chap. 5 is designed to understand, at least
partially, why certain countries succeeded while others failed at ICT adoption and
this challenging task requires context-specific thinking and a country-wise
approach.

The Chap. 5 is made up of two major parts—Sects. 5.2 and 5.3, that present the
results of the empirical analysis. Section 5.2 is aimed to trace the ‘technological
take-off” and the ‘critical mass’ effects, which allow for concluding on the critical
penetration rates that fostered entering the exponential growth phase along the ICT
diffusion path; and—explore country-specific social, economic and institutional
conditions during the ‘technological take-off’ interval. The latter analysis is
complemented and enriched by the evidence demonstrated in Sect. 5.3
encompassing panel regression analysis that aims to identify which factors have
positively affected—or conversely, impeded the ICT diffusion across analyzed
countries. Finally, short Sect. 5.4 contains major conclusions.

5.2  Tracing the ‘Technological Take-Off and the ‘Critical Mass’
Effects

As highlighted in Chap. 4, over the period 2000-2012, most developing countries
experienced significant shifts in access to mobile cellular telephony and use of
Internet connections. In contrast, except for a few countries,' progress in the
deployment of fixed-narrowband, fixed-broadband or wireless-broadband networks
remained negligible over the analogous period. Thus, our continuing efforts are
directed toward evaluating the ‘technological take-off’ intervals and the ‘critical
mass’ effects regarding increases in access to and use of mobile cellular telephony
(MCS; ) and Internet networks (IU; y).

'For details, see Chap. 4.
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5.2.1 The Data

To meet the main targets of Sect. 5.2, we have arbitrary selected a bundle of factors
that may help to explain the process of ICT diffusion in developing economies. The
defined dataset covers ten indicators, which are used to explain level of mobile
cellular telephony penetration rates, and nine to explain individual Internet usage
levels. Moreover, we have selected another eight indicators® to demonstrate the
general socio-economic and infrastructural features of the examined countries. The
data were derived from various sources; however, most of the statistics were
extracted from the World Telecommunication/ICT Indicators database 2013 (17th
Edition) (International Telecommunication Union), World Development Indicators
2013 (World Bank 2014), Human Development Reports 2005-2013 (United Nation
Development Program) and Measuring the Information Society reports 2009-2013
(International Telecommunication Union). Additional data were derived from the
CIA World Factbook 2014, Freedom House 2013-2014, The Heritage Foundation
2014 and national telecommunication agencies.® All indicators used in the analysis
are listed and explained in Table 5.1. The forthcoming Sect. 5.2.2 demonstrates the
analysis outcomes, where the variables discussed in Table 5.1 are used.

5.2.2 Ready for the ‘Technological Take-Off'?

Section 5.2.2 aims to challenge the identification of the ‘critical mass’ and the
‘technological take-off’ interval that emerged during the process of gradual ICT
diffusion in low-income and lower-middle-income countries over the period 2000—
2012.4 Henceforth, it identifies the ‘critical year’, ‘critical penetration rate’, the
‘technological take-off’ interval that follows right after, along with the bundle of
country-specific conditions during the first year of ‘technological take-off’ interval.
To meet the main aims of this analysis, first, we designate ICT marginal growths
(Lucs,i,y and £y ;. ), and the ICT replication coefficients (Dycs,;,y and Dyy ;. ) for
each country separately. Figures 5.1, 5.2, 5.3, and 5.4 outline country-specific
patterns of Qwics.iy» L.y, Pucs,i,y and Py ; , (for detailed estimations, see

2We intentionally chose not to use any multidimensional ICT indicators, such as the Network
Readiness Index (developed by the World Economic Forum) or the ICT Development Index
(developed by the International Telecommunication Union). These measures, despite their sim-
plicity and ability to show a country’s overall performance in terms of ICT adoption and readiness
to adopt and use the technologies, are not very informative for achieving the main goals of our
analysis. The methodologies used to calculate the multidimensional indices are often modified,
and hence, their values are lack comparability across time and conclusions drawn on that basis are
limited and simplified.

3In some countries, the gaps in data coverage are significant, and the available statistics are poor
with regard to completeness and time series. Henceforth, in the case of missing data, we provide
the statistics for the most recent year for which reliable information was available.

* As explained in Chap. 4—if possible the period of analysis is extended for selected countries.
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Table 5.1 Determinants of mobile cellular telephony and Internet users penetration rate

Determinants of mobile cellular telephony
penetration rates

» Mobile-cellular postpaid connection charge
(in USD)—initial, one-time charge for a
new postpaid subscription (source: ITU
2013)

» Mobile-cellular prepaid connection charge
(in USD)—initial, one-time charge for a
new postpaid subscription (source: ITU
2013)

* Number of mobile cellular prepaid

connections charge per monthly GNI per

capita (source: author’s calculations)

Mobile-cellular prepaid—price of a 1-min

local call (peak, on-net) (in USD)—the price

per minute of call from a mobile cellular
telephony to another of the same network®

(source: ITU 2013)

» Number of 1-min local calls (peak, on-net)

per monthly GNI per capita (source:

author’s calculations)

Mobile-cellular prepaid—price of SMS

(on-net) (in USD)—the price of sending one

Short Message Service (SMS) message

from mobile handset (source: ITU 2013)

* Number of SMS (on-net) per monthly GNI

per capita (source: author’s calculations)

Mobile Cellular Sub-Basket—price of a

standard basket of mobile usage per month,

including 30 outgoing calls and 100 SMS in
arbitrary determined ratios, expressed as
percentage on monthly GNI per capitab

(source: Measuring Information Society

2009, 2010, 2011, 2012, 2013)

Fixed telephony penetration rate—fixed

telephony subscriptions (per 100 inhab.)

(source: ITU 2013)

» Type of competition on mobile
telecommunication market—monopoly,
partial competition or competition (source:
ITU 2013)

Determinants of Internet users penetration
rates

Fixed-narrowband subscriptions® (per

100 inhab.) (source: ITU 2013)
Fixed-broadband subscriptions® (per

100 inhab.) (source: ITU 2013)
Wireless-broadband subscriptions® (per

100 inhab.) (source: ITU 2013)

Fixed (wired)-broadband connection charge
(in USD)—initial, one-time charge for new
fixed-broadband Internet connection’
(source: ITU 2013)

Fixed (wired)-broadband monthly
subscription charge (in USD)—monthly
subscription charge for fixed-broadband
Internet service (source: ITU 2013)
Number of fixed-broadband monthly
subscription charges per monthly GNI per
capita (source: author’s calculations)
Fixed-Broadband Sub-Basket—price of
monthly subscription to an entry-level fixed-
broadband plan expressed as percentage of
monthly GNI per capita® (source:
Measuring Information Society 2009, 2010,
2011, 2012, 2013)

Type of competition on Internet
telecommunication market—monopoly,
partial competition or competition (source:
ITU 2013)

Internet Freedom—status (free, partly free
or not free) of freedom of Internet and
digital media; 0-100 points; encompasses
three sub-indices: Obstacles to Access
(infrastructural and economic barriers to
access, legal and ownership control over
internet service providers, and
independence of regulatory bodies)—0-25
points; Limits on Content (legal regulations
on content, technical filtering and blocking
of websites, self-censorship, the diversity of
online news media, and the use of ICTs for
civic mobilization)—0-35 points;
Violations of Users Right (surveillance,
privacy, and repercussions for online
activity)—0-40 points (source: Freedom
House 2011, 2012, 2013)

Determinants of both mobile cellular telephony and Internet users penetration rates

« Liberalization of Telecommunication market—type of competition on the telecommunication
market (full competition/partial competition/monopoly) (various sources)
*» Gross Domestic Product per capita in PPP—in constant 2011 international US dollars (source:

WDI 2013)

(continued)
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Table 5.1 (continued)

Determinants of mobile cellular telephony Determinants of Internet users penetration
penetration rates rates

« Economic Freedom Index—status of economic freedom measured in 4 major areas"; scores—

0-100 (if 100—the country is fully free) (source: Heritage Foundation 2013)

Democracy (Political Freedom)—status of the political regime: democracy’ (score: 2);

democracy with no alternation (score: 1); non-democracy (score: 0) (source: HDR 2010)

» Country Freedom—status (free, partly free or not free) of country freedom with regard to
political rights’ and civil liberties* (Freedom House 2014)

 School Enrollment, primary—gross enrollment in primary education regardless of age (%)

(source: WDI 2013)

Rural/urban population—proportion of country’s total population living in rural/urban areas

(source: WDI 2013)

 Population density—people per square kilometer of land area (source: WDI 2013)

Source: Author’s compilation

“Refers to the prepaid tariffs

®For detailed description of the methodology used to calculate Mobile Cellular Sub-Basket—see
Annex 2 in Measuring Information Society 2011 (ITU 2011)

For details—see Chap. 4

9For details—see Chap. 4

°For details—see Chap. 4

'Refers to the cheapest available tariff

For detailed description of the methodology used to calculate Fixed-Broadband Sub-Basket—see
Annex 2 in Measuring Information Society 2011 (ITU 2011)

"Rule of Law, Government Size, Regulatory Efficiency and Market Openness

The regime may be considered ‘democracy’ under the following major conditions: the chief
executive must be chosen in free popular elections, the legislature shall be popularly elected,
and—in free elections more than one political party shall compete and (Cheibub et al. 2010)
JRefers to electoral process, political pluralism and participation, functioning of government
Refers to freedom of expression and belief, associational and organizational rights, rule of law,
personal autonomy and individual rights

Appendices F and G), which allows for identifying those countries where the
‘technological take-off’ was observed. The first thing to note is that the calculated
values of Qucs,i, v, Crv i,y Pucs,i,y and @yy ;, y substantially differ across countries.
However, despite essential differences, the majority of the economies included in
the empirical sample meet the criteria defined in Eq. (3.39).5 Thus, both Y ¢ pcs
and ‘technological take-off’ are observed with respect to MCS;  and IU; . Taking
a closer look at the empirical evidence displayed in Fig. 5.1, we conclude that
regarding mobile cellular telephony diffusion, the critical years (Y ¢, mcs) that were
followed by the characteristic ‘technological take-off’ are reported for 16 (out of
17 analysed) low-income countries. The only exception, where neither ¥ ¢, ycs nor
‘technological take-off was found was Eritrea; the paths that demonstrated
Qucs,ert,y and Pycs err,y in 2012 (the terminal year of the analysis) were still
converging toward the intersection point. The in-depth analysis reveals that the

5In Chap. 3.
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levels of both £ycs,;,y and @y, i,y vary significantly across countries. Over the
period 2005-201 2.5 the highest average Qucs, i,2004 — 2012 are identified in Cambodia
(15.2 per 100 inhab.), whereas the lowest are found in Eritrea (0.5 per 100 inhab.).
Consequently, the countries that performed the best in terms of average Qcs, i,y
enjoyed the highest dynamics of MCS;  diffusion, which resulted in their achiev-
ing highest MCS; , penetration rates in 2012. In contrast, the countries that
performed the worst in terms of £ycs,; y, in 2012 were still considerably lagging
behind with respect MCS; , penetration rates. Finally, we see that during the 4-year
period 2004-2007 that the vast majority of the analysed low-income countries
(except Ethiopia and Myanmar) experienced the Y¢,i mcs, Which, shortly after,
was followed by the ‘technological take-off.”’ The comprehensive study of Quiy
and Py ; y (see Fig. 5.2), still in the group of low-income economies, documents
that the results with respect to IU; , diffusion are far less satisfactory compared with
the evidence for MCS; . The Y¢,;, s is registered exclusively in seven countries; in
the remaining ten economies,8 meanwhile, the critical year did not occur,9 and thus,
no ‘technological take-off was observed. Although in Bangladesh, Cambodia,
Kenya, Nepal, Rwanda and Uganda, the ‘IU-technological take-off’ potentially
emerges, the paths that display the changes in £,y ;, and @y, are unstable (for
Nepal, Rwanda and Uganda), and only in two countries is the initiation of ‘/U-
technological take-off’ signalled in 2012 (Bangladesh and Cambodia). Figures 5.3
and 5.4 display the evidence on Ycispmcs, Yerieivs Luics,iys Pucs,iy» Liv,iy and @py
in lower-middle-income countries during the period 2000-2012. Analysing the
empirical results with respect to MCS; , it is evident that irrespective of the
strong variations in the £yc¢s;, and @ucs;, paths, each of the analysed countries
experienced ‘MCS-technological take-off that was preceded by the country-
specific Ycimcs (see Fig. 5.3). More detailed analysis reveals that Bolivia is
the country where the Y¢,;mcs registered the earliest, in 1999. During the
consecutive period 2000-2005, Y, mcs Was identified in the remaining
28 economies.'® The results of Yeriivs 21,y and @y, in lower-middle-income
countries are plotted in Fig. 5.4. The evidence shows that across 26 countries (out
of 29 in the scope), the Y,y occurred and was followed by immediate ‘/U-
technological take-off’ on the IU; . diffusion pattern. Unfortunately, in Congo,
Mauritania and Pakistan, the process of entering the exponential growth phase

S The year 2005 is identified as the first year for the ‘technological take-off’ in analyzed countries;
see later in this section.

"When the paths that explain the relationship between Qycs.;.y and @ycs,; , are not stable, the
‘technological take-off’ period may be different from that in the two consecutive years after the
Ycrie, mcs. In the low-income countries, this is the case for Benin, Cambodia, Myanmar and Nepal.
8 In Comoros, in 2010, the value of Q1u,com.2010 €xceeds Dy, com,2010; however in 2 consecutive
years, £, com,y<Pju,com,y again; thus, we argue that the ‘take-off’ is not reported.

9 No intersection points between ‘lines’ displaying changes in Q;y,; y and @y, ; , are identified.
1018 2000, two countries; in 2001 and 2003, six countries in each year; in 2002, three countries; in
2004, eight countries; and in 2005, three countries).
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along the IU; , diffusion trajectory was delayed. As a result, in 2012, those
countries were still virtually locked in the ‘low-level’ trap, unable to speed up the
ICT diffusion process. From the empirical evidence presented above, a few
seminal findings emerge. The analysis of country-wise £2;c7;, and Djer;y
demonstrates that in the early diffusion phase, the ICT replication coefficients
are significantly higher compared with ICT marginal growth (Qjcr,i,y < Picr,y)-
As diffusion continues, the paths that display the changes in £;cr;, and D;cr;y
gradually converge, so that eventually Qjcr.;y > Picriy- If ic7,i,y = Picriy 18
satisfied, both Yc.ycr and the ‘technological-take-off” are reported, which
suggests that ‘resistance to steady growth’ was overcome (Rostow 1990) and
that it fostered exponential growth along the S-shaped diffusion pattern.

As countries experience the ‘technological-take-off’, the diffusion process
speeds up, and ICT marginal growths are higher than ICT replication coefficients
(&cr,i,y > Pieriy). Conversely, if during the initial phases of diffusion, the paths
that demonstrate the changes in £2;¢7,;, and ®;cr;, tend to diverge rather than
converge, and the condition £jcr,;,y = D7, is not satisfied; thus, Yc, jor does
not occur. Countries where Y¢,;; ;o7 was not identified are those where the process
of entering the exponential growth phase was restrained; these economies are
locked in a ‘low-level’ trap are latecomers. The previous is reflected by the
distinctly lower ICT penetration rates compared with those observed in the
countries that forged ahead in the same area.

The remainder of this section is an attempt to answer the question: Under what
conditions do countries break out of technological stagnation into exponential ICT
growth?. To stay consistent with this target, we summarized the data on selected
social, institutional and economic factors that could potentially have shaped the
country’s ability to accelerate ICT deployment. The data are collected for the first
year of the ‘technological take-off interval.'' Tables 5.2 and 5.3 coherently
summarize our findings on countries’ individual characteristics that potentially
may play a role in fostering the ‘fechnological take-off’. Respective tables also
report the identified Y, jcr and the ‘technological take-off’ intervals in examined
countries. Following the conceptual specification provided in Chap. 3, we presume
that the ‘technological take-off” interval is specified as the 2-year period that
immediately follows Y., ;cr. The prime and striking conclusion that arises from
the information included in Tables 5.2 and 5.3 is that the examined countries differ
greatly on various dimensions. They vary not only in terms of observed Y, ;cr and
the ‘technological take-off’ intervals but predominantly with respect to their socio-
economic, institutional and political performances. The data displayed in the
second column of Table 5.2 shows cross-country critical years (Y, acs), Which
is a starting point for our further analysis. This demonstrates ‘how much was
enough’ to enhance a specific chain reaction and boost additional MCS; , deploy-
ment. In the low-income countries, observed critMCS; , vary between 4.72 in

" If necessary data are not available for the first year of the ‘technological take-off’, we use the
data from the nearest available year.
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Burkina Faso and 12.9 in Zimbabwe; while the average critMCSqoy-income, y 1S 7.212
per 100 inhab.,"> demonstrating that these countries inevitably head toward the
‘MCS-technological take-off” once the MCS; , penetration rates reaches an average
of 7.2 per 100 inhab.'* Our empirical evidence also demonstrates that the average
duration of the diffusion initial phase'>—the length of time required for the ‘MCS-
technological take-off’ to emerge—in the low-income countries, was approxi-
mately 12 years; however, it varied significantly, ranging from 15 years in
Bangladesh to 5 years in Comoros. Careful examination of the country-specific
structural characteristics that are reported for the first year of the ‘MCS-technologi-
cal take-off’ interval leads to a few important conclusions. First, we consider the
elements that may be described as direct stimuli for the ‘MCS-technological take-
off’, which are the following'®: the price of a 1-min call, the price of sending one
SMS, the cost of mobile-cellular prepaid connection, the mobile cellular
sub-basket, per capita income and fixed telephony penetration rates, type of com-
petition in the telecommunication market, economic freedom and investment
freedom. Elements such as price of a 1-min call, price for sending an SMS, and
mobile-cellular prepaid connection charges along with per capita income most
directly affect the basic affordability of mobile cellular services. Overall
affordability is also demonstrated through the mobile cellular sub-basket, which
accounts for the percent of GNI per capita per month that must be spend to buy the
standard basket of mobile cellular services; the influence of per capita income is
thus demonstrated throughout this channel. The degree of competition (full compe-
tition, partial competition or monopoly) in the telecommunication market
determines companies’ possibilities of operating freely in a country. Economic
freedom, as such, constitutes an essential element in shaping a country’s economic
environment, and investment freedom coherently measures country’s market open-
ness for inflows and outflows of goods and services; investment freedom also
reflects possible constraints on and restrictions of investment capital flows. Fixed
telephony penetration may, to a point, affect the adoption of mobile cellular
telephony as a favourable alternative, if the mobile telephony is not freely accessi-
ble. The respective prices of 1-min calls varied significantly across countries. The
highest prices are reported for Kenya (US$0.37),"” and the lowest are for Nepal
(US$0.02). In the lower-middle-income countries, the price of a 1-min call ranges
from US$0.48 in Nicaragua, to US$0.02 in India. The differences in SMS prices are

121f the two extreme observations (Zimbabwe and Nepal) are eliminated, the average decreases
until critMCS; , = 6.1 per 100 inhab.

13 Author’s calculations.

4 Obviously, the MCS; , = 7.2 (per 100 inhab.) stands for different absolute numbers of people in
each country.

'3 The length of the initial diffusion phase we calculate as the number of years between the year
when given ICT was first introduced until the first year of the ‘technological take-off’.

16 For detailed description of variables—see Sect. 5.2.1.
"7 The prices of one-minute calls and SMS are expressed in United States dollars in PPP terms.
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not so striking, although they are still essential across the examined countries in
both income groups. Although the analysis of absolute mobile cellular service costs
provides elementary information on the potential demand for these services, we
argue that it would be far more informative to put mobile cellular service prices into
an ‘income perspective’, which allows for assessing the overall affordability of ICT
services. With this aim, we use the cost of the mobile cellular sub-basket expressed
as a percentage of GNI per capita per month to draw conclusions on the
affordability of mobile cellular services, which mirrors an individual’s overall
propensity to buy these services in a given country. The extensive analysis of
cross-country mobile cellular sub-basket costs supports the supposition that—
surprisingly—even low affordability does not inhibit the rapid expansion of mobile
cellular networks. This is a far-reaching observation that reflects unusual tendencies
in low-income countries. In both the low-income and the lower-middle-income
groups, the ‘MCS-technological take-off occurred under highly unfavourable
conditions, while the affordability of mobile cellular services was low. According
to the evidence summarised in Table 5.2, a few countries reflect extremely low
MCS; affordability'®: Togo (60 %) or Niger (59 %). The comparison between
Niger and e.g. Bangladesh is striking; in Niger, the mobile cellular sub-basket
accounts for approximately 59 % of GNI per capita per month, whereas in
Bangladesh, the amount is only 3.38 %. Despite the vast differences in the values
of mobile cellular sub-baskets, these two countries are primed for exponential
growth in critMCS; = 6.3 %; they both achieved similar MCS; , penetration
rates in the terminal year of our analysis (2012), approximately MCS; 5012 = 60 %.
In the lower-middle-income economies, the cross-country disparities in the value of
mobile cellular sub-baskets are less striking. The average mobile cellular
sub-basket cost was estimated at roughly 7.18 %; the highest costs were reported
in Zambia (18.5 %), and the lowest were in India (2.0 %). Although the results,
especially in the case of the low-income countries, are at odds with basic intuition,
they demonstrate that low affordability does not constitute a significant barrier for
mobile cellular services acquisition and does not impede its rapid spread. This
evidence also reflects individuals’ astonishingly high propensity to acquire mobile
cellular telephony even in the most economically backward countries. The cost of
mobile-prepaid connection during the ‘MCS-technological take-off varies exten-
sively across countries, ranging from US$114.7 in Burkina Faso to US$3.03 in
Zimbabwe. This evidence coincides with the previous findings and may suggest
that the ‘MCS-technological take-off is possible even if the one-time initial charge
for mobile cellular telephony usage is relatively high and could potentially limit the
rapid spread of mobile cellular services. Regarding the lower-middle-income
countries, the variability in mobile-prepaid connection charges is far lower. The
average cost of a mobile-prepaid connection was US$9.32, and there were no
substantial differences across countries. As a reminder, the penetration rates for
fixed telephony in both income groups remained extremely low over the examined

18 Note that the first data on mobile cellular sub-basket prices are available in 2008 (ITU 2010).



192 5 What Matters for ICT Diffusion?

period; that is, the majority of individuals and firms rarely accessed and used
telephone landlines. Because the emergence of the ‘MCS-technological take-off’
is a complex phenomenon, we additionally intend to focus on its deep determinants,
mostly associated with institutional environments and political regimes (Rodrik
et al. 2004).

Table 5.2 also summarizes the information on political regimes, political and
economic freedom and types of competition in telecommunication markets across
the countries in our scope. The first and very important thing to note is that in
12 (out of 15) low-income countries,'” the telecommunication markets were fully
liberalized during the ‘technological take-off’. The presence of full competition
yields increasing telecommunication market efficiency, and provides a solid back-
ground for creating benefits for consumers owing to more balanced tariffs and
growing geographic coverage. In only two countries, Ethiopia and Comoros, were
the telecommunication markets fully monopolized; in another, Nepal, the telecom
market was labelled partial competition”® (World Bank Group 2014). In Ethiopia,
in 2010 (the Yi,pcs), the telecommunication market was fully controlled by Ethio-
Telecom (provider of fixed, mobile and Internet services), which significantly
impeded tariff reductions and any increase in affordable and innovative services.
Although the ‘MCS-technology take-off’ was observed in Ethiopia in 2010-2011,
the overall penetration remained relatively low (in 2012, MCSgry 2012 =22.4 per
100 inhab.). In turn, in Comoros, despite the fully monopolized telecommunication
market (the mobile operator is Comoros Telecom/Huri), the relatively high prices
of 1-min calls and sending SMSs, and the relatively low affordability; in 2012, the
mobile cellular telephony penetration rate reached MCS; = 39.5 per 100 inhab.,
although according to various sources, the of mobile cellular telephony network
coverage was limited to urban areas. Meanwhile, in the lower-middle-income
economies, in 22 countries (out of 29 where the ‘MCS-technology take-off’ was
reported), ‘full competition’ in the telecommunication markets was observed;
‘partial competition’ was observed in six countries; and ‘full monopoly’ was
observed in one country (Swaziland). The lack of full competition, however, did
not restrict either the ‘MCS-technology take-off* or the rapid expansion of mobile
cellular networks. As a reminder, in 2012 (the terminal year of our analysis), the
MCS;, , penetration rates were unexpectedly high in, e.g., Mongolia (120.7 per
100 inhab.) and Sri Lanka (91.6 per 100 inhab.); the costs of mobile cellular
sub-baskets were, respectively, 2.2 % and 1.8 % of GNI per capita per month.
The only country where the telecommunication market was not liberalized was

!9 1n Malawi, although the telecommunication market is labelled ‘full competition’ (World Bank
Group 2014), there are only two telecom operators, Airtel and Telecom Networks Malawi. In
Zimbabwe, although from 2000 onward, the telecommunication market was labelled ‘full compe-
tition’, since 2009, it has been labelled ‘partial competition’. In 2014 in Zimbabwe, there were
three mobile operators, Econet Wireless, Telecell Zimbabwe Ltd., and TelOne.

210 Nepal, there are two mobile operators, Ncell and Nepal Telecom. Source: www.
africantelecomsnews.com and www.nta.gov.np/en/; accessed: May 2014).
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Swaziland. Notably, despite the existence of a fully monopolized telecommunica-
tion market,>' the ‘MCS-technology take-off’ took place in 2004—2005, fostering
the rapid spread of cellular telephony, so that in 2012, MCSgwz 2012 =65.4 per
100 inhab. Not surprisingly, in Swaziland, because of the absence of liberalised
telecommunication services, the prices of both a 1-min call and sending an SMS
were comparably high, US$0.40 and US$0.12, respectively, among the highest
rates in the lower-middle-income countries. However, despite the relatively high
prices for basic mobile cellular services, the cost of acquiring mobile cellular
sub-baskets was 5.6 % in 2008; the affordability of mobile cellular services was
high in Swaziland. Therefore, high affordability may be recognized as a major
driving force of exponential increases in the number of mobile cellular networks
users in Swaziland during the period 2003—2012. Regarding the results on political
regimes and countries’ freedoms, the evidence is rather mixed and reveals little
regularity. Using the Freedom House methodology, ten counties were classified as
‘partly free’, another four were ‘not free’, and only one country (sic/), Benin,
attained ‘free’ status.”> These results are striking. The remaining four countries
labelled ‘not free’ are those where both political rights and civil liberties were
heavily violated. In another ranking of broadly perceived political freedoms,
provided in the Human Development Report 2010, seven countries scored™ 2’
and were claimed to be democracies; another seven scored ‘1’ and were claimed to
be democracies but with no alternation; and only one country, Bangladesh, scored
‘0’ was labelled nondemocratic. The analogous comparison for the lower-middle-
income group reveals that according to Freedom House, eight counties out of the
considered were classified as ‘not free’, and another 13 economies were recognized
as ‘partly free’, and the remaining eight were labelled ‘free’. In the classification
presented in the Human Development Report 2010, six countries attained a score of
‘0’ and thus were classified as nondemocratic; another five scored ‘1°, and the
remaining 18 scored ‘2’ and were considered democracies. Similar to the
low-income countries, the lack of democracy and/or heavy violations of political
rights and civil liberties did not preclude the emergence of the ‘MCS-technology
take-off’ and the broad expansion of mobile cellular networks in undemocratic and
politically restricted countries. Addressing the results of countries’ ratings regard-
ing economic and investment freedoms (see the Heritage Foundation), the cross-
country variation is high. Economic freedom is reflected in the freedom to choose to
‘work, consume and produce’ (Heritage Foundation 2014) without being
constrained ‘beyond the extent necessary to protect and maintain the liberty itself’
(Heritage Foundation 2014). However, for the expansion of mobile networks, the
level of investment freedom is arguably seminal, as shown in the degree of
constrains that are arbitrarily imposed on flows of investment capital. Multiple
restrictions on investments generally, depending on state policies and national

2 The only mobile operator is MTN Swaziland.
22 The meanings of ‘country status’ are provided in Sect. 5.2.1.
% The meaning of the ‘scores’ are provided in Sect. 5.2.1.
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development strategies, promote or limit the effective investment actions
undertaken by domestic and/or foreign companies. Across the low-income
countries where the ‘MCS-technological take-off’ took place, the average invest-
ment freedom index was 39.2, the best-performing country (with the weakest
investment restrictions) was Madagascar at 70.0; the worst was Zimbabwe (10.0),
where the investment process was highly restricted and state-regulated. The related
disparities among the lower-income group are less striking. The average score for
the investment freedom index was 49.3, with Bolivia the best performer at 90.0
(sic!) and with the worst being Honduras, Lao P.D.R, Nigeria, Pakistan, Syria and
Viet Nam (30.0 in each case). The examples of Viet Nam and Swaziland appear to
be the most interesting. In Viet Nam, despite the authoritarian regime, the lack of
political rights and civil liberties, and the limited investment freedom,** the tele-
communication market was fully liberalized.>> For the rapid expansion of mobile
cellular networks, the seminal factor was the approval, in 2001 (4 years before the
‘MCS-technological take-off’), of The Vietnam Post and Telecommunication
Development Strategy to 2010; this legal document directly states a strong willing-
ness to build, by 2020, a modern ICT infrastructure and, resultantly, an information
society in Viet Nam®® (Tuan 2011). The latter induced the ‘MCS-technological
take-off’ (in 2005-2006), which in a relatively short period dramatically shifted the
mobile cellular penetration rates. The basic analysis of the degree of economic
freedom (especially investment freedom) shows that there might be no single
correct answer to the question: ‘To what extent does economic freedom affect the
‘MCS-technological take-off’?’. The evidence might suggest that even under rela-
tively unfavourable conditions for investment capital flows, the rapid expansion of
mobile cellular services is not restricted. In contrast to what might have been
expected, the combined evidence on countries’ political regimes (democracies or
dictatorships), freedom status (regarding violations of political rights and civil
liberties) and, especially, investment freedom, has demonstrated that mobile cellu-
lar network expansion has relatively little to do with these three elements. The case
of Swaziland is even more striking. In 2003 (the Y, mcs), the country was
classified as ‘not free’ and ‘nondemocratic’, with a fully monopolized telecommu-
nication market. However, the numerical evidence demonstrates that even under
extremely unfavourable conditions, the emergence of the ‘MCS-technological take-
off’ is still possible. Important to note is that in Swaziland, the cost of a standard
mobile cellular sub-basket was relatively low (5.6 %, as mentioned previously),
which was below the lower-middle-income group average and may be considered a

24 Viet Nam has adopted a two-track approach to trade liberalization: By government decision, the
country has been opened to foreign investment capital while at the same time providing high
protection to multiple sectors (Tuan 2011).

2 According to ITU data, in 2012 in Viet Nam, there were six active mobile operators, Viettel,
Mobifone, Vinaphone, S-Telecom, Hanoi-Telecom, GTEL.

%6 In following years - 2005, 2006, 2008 and 2010, the government of Viet Nam adopted another
four documents that enabled a national policy on broad ICT deployment. For details, see Broad-
band in Vietnam: Forging Its Own Path. Washington, D.C: infoDev/World Bank. 2011.
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seminal driver of MCS; , diffusion in Swaziland. It is also not insignificant that in
1995, the United Nation Economic Commission for Africa (ECA) released and
adopted the first African Information Society Initiative (AISI), the primary target of
which was to promote and assist actions that were designed to build information
societies in African countries. In response, in 2000 (4 years before the ‘MCS-
technology take-off’) in Swaziland, in cooperation with UNDP, UNESCO, ECA*’
and the Swaziland National Association of Journalists, the first national workshop
where national ICT policy was discussed was organized (ECA 2003), which
resulted in agreement on the future development of national ICT industries and
media and telecommunication markets that contributed to the creation of
ICT-enabling environments and increased empowerment stemming from the rap-
idly increasing ICT penetration rates. Eritrea and Myanmar are the only countries
where through the final year of the analysis, 2012, the emergence of the ‘MCS-
technological take-off” was not reported. Eritrea is a highly centralized authoritar-
ian regime, classified by Freedom House (2014) as ‘not free’. Although according
to the Human Development Report 2010, the country is recognized as ‘democratic
with no alternation’ (score ‘1°), from its independence from Ethiopia (1993) until
2011, no free elections were enforced. In 2012 in Eritrea, investment freedom
was ‘0’ (sic!); thus, the flows of investment capital were completely restricted.
In 2010, the cost of a mobile cellular sub-basket accounted for 33 % of GNI per
capita per month, which was slightly below the low-income group average.
Although according to ITU data (ITU 2013), the telecommunication market was
officially partially liberalised, in 2010, only one company, completely controlled by
the government—FEritrea Telecommunications Services Corp. (Eritel)—was
operating in the telecommunication market. In addition, Eritrea is recognized as
one of the most censored countries in the world, where the freedom of expression
and of the press is essentially violated. An authoritarian regime, heavy infrastruc-
tural underdevelopment, violations of human rights and censorship, and finally, the
lack of a national ‘e-strategy’, all of these completely restricted the widespread
deployment of mobile cellular telephony in Eritrea. According to our estimates, in
Myanmar, the ‘critical year’ was found to be 2012. Because 2012 was the terminal
year of our analysis, the strict identification of the emerging ‘MCS-technological
take-off’ was precluded. The country’s environment is highly unfavourable: it is
recognized as nondemocratic, it lacks basic political freedoms and basic investment
freedoms were completely eliminated (the investment freedom index was reported
‘0’ in 2012). In addition, the telecommunication market was monopolised. More-
over, the prices of mobile cellular services were extremely high; the cost of a
mobile cellular sub-basket was 69.6 % of GNI per capita per month. All of these
elements effectively restricted broad usage of mobile cellular networks in
Myanmar. The government of Myanmar has adopted the Myanmar ICT Develop-
ment Master Plan (2011-2015), the major objectives of which are, inter alia, the
strong enhancement of broader countrywide ICT deployment, with the intent to
achieve MCS; =45 per 100 inhab. by 2015 (ITU 2012). For the country of

27 Economic Commission for Africa.
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Myanmar, the plan brings prospects for the future in achieving gains from higher
mobile cellular coverage, accessibility and usage. The picture arising from the IU; ,,
diffusion pattern analysis, is far less promising (see Table 5.3). Regarding the
low-income countries, the ‘IU-technological take-off was indentified in only
seven (out of 17). An important observation is that among the countries listed
above, Kenya is the only economy in which the ‘IU-technological take-off interval
may be undoubtedly reported for the time interval 2010-2011. In another two
countries, Bangladesh and Cambodia, Y, jy = 2012; as such, for the consecutive
period 2013-2014, the ‘IU-technological take-off’ is projected. In Nepal, Rwanda,
Uganda and Zimbabwe, the Y, ;; has been designated,28 but the paths that reflect
the changes in £2;,;, and @, ; , are unstable; thus, the identification of a country-
specific ‘IU-technological take-off’ is marked by uncertainty. The time span when
both Y, ;v and ‘IU-technological take-off were observed during the 4-year period
(2008-2012), and the time required for the ‘IU-technological take-off’ to emerge
was, on average, 14.3 years.”” According to our calculations, in the low-income
countries, the average criflU; y=7.3 %, which may be identified as the critical
(threshold) level of Internet penetration rates that enhance the emergence of the
‘1U-technological take-off” leading to exponential growth of IU;  penetration rates.
The time span for the ‘IU-technological take-off’ interval may be denoted for 2004—
2012. The average length of the initial diffusion phase was 14.4 years; in India, it took
20 years for ‘/U-technological take-off’ to emerge, whereas in Paraguay, it only took
10 years. Our evidence has also demonstrated that in the respective Y. v,
the average IU; , penetration rate was approximately 9.52 %; thus, we claim this
to be the critical (threshold) Internet penetration rate, ¢ritlUower-middie, y = 9-32 %,
in the lower-middle-income economies. However, the country-specific cridU;
values vary significantly, ranging from criflUixay =14 % in Sri Lanka to
critlUypy =23.4 % in Moldova. Examining the remaining country’s specific
conditions under which the ‘IU-technological take-off’ occurred, a few conclusions
of seminal interest arise. The first important observation is the average penetration
rates of both fixed and wireless networks, enabling access to Internet connections.
In the low-income group, the backbone infrastructure required to provide both
fixed-narrowband and fixed-broadband networks was heavily underdeveloped. In
consequence, the average fixed-narrowband penetration rate was FIS,ye, ,=0.45
per 100 inhab. and the fixed-broadband was a meagre FBS,. y=0.24 per
100 inhab.; thus, the accessibility of fixed Internet connections was negligible.
Regarding the spread of wireless-broadband infrastructure, the picture is somewhat
more promising—average"’ WBSaver, y = 2.4 %. Extremely limited access to fixed

8 In Zimbabwe, because of rapid changes in 2. i,y and @y ; ,, there emerged three potential
Y, crit,/JU-
2 Author’s calculations.

30 Note that in the Y criequ» Wireless-broadband networks were reported in only three (out of seven)
countries: Bangladesh (0.47 %), Cambodia (6.7 %) and Kenya (0.01 %).
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and wireless infrastructure was an important hindrance to unbounded growth in the
number of individuals who used the Internet.

The analogous exercise for the lower-middle-income countries finds that the
penetration rates of fixed-narrowband and fixed-broadband networks, on average,
reached FIS,.; y=1.62 per 100 inhab. and FBS,. ,=0.69 per 100 inhab.,
reflecting substantial shortages in access to the landline Internet infrastructure.
The average performance in terms of wireless-broadband penetration rates was
slightly better, WBS,,, y = 5.13 per 100 inhab. Important to observe is that across
the examined economies, wireless-broadband networks were available exclusively
in seven (out of 26). Still, limited access to both fixed and wireless networks did not
impede the emergence of the ‘IU-technological take-off , and a great majority of the
lower-middle-income economies managed to enter the exponential growth phase
along the IU; , diffusion trajectory. Surprisingly, in the low-income countries, the
reported prices of fixed-broadband connection and fixed-broadband monthly
subscriptions were extremely high, which induced the indecently low affordability
of Internet network access. The average fixed-broadband subscription charge was
US$93.6 (if Zimbabwe, at US$64.7, is excluded); the average fixed-broadband
monthly subscription charge was US$52.1 (again excluding Zimbabwe’'). The
lowest-cost fixed-broadband monthly subscription was reported in Bangladesh,
US$4.2, and the highest was in Uganda,’ US$131.2. The high costs of accessing
Internet networks were mirrored by the critically low affordability. The cost of
acquiring a standard fixed-broadband sub-basket was 166.1 %>> of GNI per capita
per month. Moreover, the observed cross-country disparities in Internet access
affordability are enormous. For example, in Bangladesh, the price of a standard
fixed-broadband sub-basket in 2012 was 7.3 % of GNI per capita per month; in
Uganda it was 600 %, and in Rwanda, it was 344.3 %. Regarding the lower-middle-
income group, the numerical evidence on the costs of a fixed-broadband connection
and a fixed-broadband monthly subscription is even more striking. The average
fixed-broadband connection charge® was reported to be US$131.5 (US$79.5
excluding Zambia®®), and the average fixed-broadband monthly subscription
charge®® was US$133 (US$67.03 excluding Swaziland®’). Shifting focus to the
affordability of Internet network access, it is shown that although the cross-country

31 According to ITU statistics, in 2006 in Zimbabwe, a fixed-broadband monthly subscription cost
approximately US$2,673 (sic!).

32 Excluding Zimbabwe from this comparison.

33 Excluding Zimbabwe, where the price of a standard fixed-broadband sub-basket was 1,059 %
(in 2010) of GNI per capita per month.

3*The price of a fixed-broadband connection ranged from US$3.9 in Sri Lanka to US$337.4 in
Nigeria.

35In Zambia, in 2010, the fixed-broadband connection charge was US$962.8.

3The price of a fixed-broadband monthly subscription ranged from US$3.1 in Viet Nam to
US$674.8 in Nigeria.

37 In Swaziland, in 2008, the fixed-broadband monthly subscription charge was US$1,781.8.
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variability is tremendous, the average price of a fixed-broadband sub-basket was
approximately 26 % of GNI per capita per month (24 % excluding Nigeria and
Swaziland). This rate reflects the essentially higher affordability of accessing
Internet connections and services compared with the low-income economies and
is possibly the reason that the ‘IU-technological take-off occurred in a great
majority of the lower-middle-income countries while the great part of the
low-income economies remained stuck in the low-level trap, unable to take off.
Demonstrably, in the vast majority of both the low-income and the lower-
middle-income countries (in the ‘critical years’), the telecommunication market
(for fixed broadband connections and Internet services) was fully liberalized and
free competition was introduced, allowing for the presence of multiple operators. In
only four countries was the telecommunication market labelled ‘partial competi-
tion’ in both areas; meanwhile, only in Swaziland was there a telecommunication
monopoly (in fixed broadband connections). This evidence sharply contrasts with
the fact that according to the data provided by the Freedom House (House 2013),*®
none of the examined low-income countries was classified as ‘free’ (sic!) in terms
of political rights and civil liberties; three countries were ‘not free’ and the
remaining four were ‘partly free’. Moving to the lower-middle-income group, the
evidence shows that in the ‘critical years’, five countries were classified as ‘not
free’, another 13— ‘partly free’, and the remaining eight were labelled ‘free’ (for
the specifications, see Table 5.3). Still, despite the significant lack of broadly
defined freedoms, in a great number of the analysed economies, the emergence of
‘IU-technological take-off’ was not restricted. This coincides with the conclusion
derived from the analysis regarding the ‘MCS-technological take-off’ (see the
preceding paragraphs). Significant restrictions on political freedoms and civil
liberties are mirrored in the limited digital media and Internet freedoms in the
analysed countries. According to the Freedom House Freedom on the Net index,
(see the reports Freedom on the Net 2011, 2012 and 2013), five*® out of seven
countries in our scope were classified as ‘partly free’; that is, none was identified as
free. The Freedom on the Net index comprehensively measures the level of Internet
and ICT freedom (Freedom House 2013) in three major areas: Obstacles to use
(refers to infrastructural and economic barriers to unbounded Internet and digital
media access, legal control of Internet service providers and the independence of
the relevant regulatory bodies); limits on content (refers to legal regulations on
content, filtering or blocking websites, censorship, and the diversity of online
media); and Violations of rights (refers to surveillance and repercussions for online
activity, e.g., imprisonment or cyber attacks). Although in Bangladesh, Cambodia,
Kenya, Uganda and Zimbabwe, the Internet network and other digital media access
and use are nominally free from any governmental restrictions, there are still

38 Officially, the data on Internet freedom are available beginning in 2009. However, for most
low-income and lower-middle-income countries, data are available exclusively for 2013 and are
reported as such.

3 No data were available for either Nepal or Rwanda in 2010 and 2008, respectively.
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violations in this area. The most prominent hindrance to unlimited access to and use
of the Internet was still poorly developed backbone infrastructures (especially in
rural regions), power shortages, low bandwidth for Internet connections and high
pricing. Online media and Internet net were officially unfettered; however, in some
cases (e.g., Bangladesh, Uganda and Cambodia), filtering and censorship were
observed (Freedom House 2013). Internet users’ rights were violated, especially
in Bangladesh and Cambodia; a number of attacks on government websites were
documented, mainly owing to their technical weaknesses and vulnerability. Addi-
tionally, the analogue evidence for lower-middle-income economies reveals that
the degree of Internet freedoms regarding the obstacles to use and limits on content,
is very close to that found among the low-income group. As reported by Freedom
House (Freedom House 2013), an important obstacle to broader Internet us is
poorly developed infrastructures, underserved rural areas, and the relatively high
costs of acquiring Internet services (see, e.g., Georgia, Yemen and Lao P.D.R.). In
2012, in many countries, Internet users’ rights, especially in terms of broad censor-
ship and/or filtering content in digital media, were significantly violated. The worst-
performing countries in this regard were Syria (35),*° Viet Nam (31), Egypt
(33) and Morocco™! (24). Moreover, in 2012, Syria and Viet Nam faced extremely
high obstacles to use and limits of contents arbitrary imposed by legal authorities.
Finally, we consider the data that explain the degree of economic and investment
freedoms in both income groups. Overall examination of the cross-country statistics
shows that on average, these results do not differ significantly from those reported
for the ‘MCS-technological take-off’ study (to compare, see Table 5.2). In a small
number of economies, we observe increasing values for various economic freedom
measures. Slight improvements can be found in, e.g., Bangladesh, where invest-
ment freedom was at 55 in 2012 (as opposed to 30 in 2006), and Cambodia, where
investment freedom increased from 50 (in 2006) to 60 (in 2012). Among the lower-
middle-income economies, the sharpest changes were observed in Bolivia, where
investment freedom decreased from 90 (in 2001) to 20 (in 2009).

Section 5.2 was intended to trace the country-specific ‘technological take-off’
interval and the ‘critical mass’ effects that are closely associated with ICT diffusion
patterns. With this aim, we have indentified: ‘critical years’, ‘critical penetration
rate of ICT’ and the country-specific conditions during the ‘technological take-off’
intervals. In the analysis outcomes regarding the mobile cellular telephony adop-
tion, the important observation is that the ‘critical penetration rates’ vary slightly
between the low-income and lower-middle-income countries, accounting for 7.05
per 100 inhab. in the low-income group and 8.22 per 100 inhab. in the lower-
middle-income group. The duration of the initial (early) phase of diffusion is
roughly 12 years in both income groups. Deeper investigation into the issue reveals
that both within and between income groups, the country-specific features vary
widely and, countries share very few common conditions. These findings suggest

“OForty is the worst score.
“I'Data are for 2013 (earlier not available).
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that there are no commonly recognized country conditions that predetermine
leaving the early diffusion phase and the emergence of the ‘MCS-technological
take-off’. In the low-income countries, an even more striking observation is that
they experienced the ‘MCS-technological take-off in extremely unfavourable
environments. However, it is important to note that in a great majority of countries,
the telecommunication markets were fully liberalised, which unquestionably
facilitated the rapid expansion of mobile cellular service in even the most backward
economies. Regarding Internet usage, the analysis of the ‘critical conditions’ yields
similar conclusions to those in the previous case. Although the ‘IU-technological
take-off was identified in only 7 low-income and 26 lower-middle-income
countries, the countries’ individual conditions appeared to be highly unfavourable
for any increases in Internet usage; there were high costs for fixed-broadband
network access, low per capita incomes, and poor infrastructural development.

Bearing in mind that the analysis presented in Sect. 5.2.2 is unconventional and
its results may be questionable, we have intended to complement and broaden the
latter by providing additional empirical evidence, which can contribute to better
understanding of the issues discussed, and shed more light on the considered
relationships. To this aim, using the regressing analysis, the next Sect. 5.3 extends
and enriches the evidence presented above, unveiling which factors have fostered—
or conversely impeded—the MCS; ,, and IU; , diffusion across examined countries.
Section 5.3.1 presents the data used, Sect. 5.3.2 displays the preliminary graphical
evidence demonstrating the relationships between MCS;, and IU;, and their
potential determinants, while Sect. 5.3.3 explains and discusses the regression
results.

5.3 ICT Diffusion Determinants. A ‘Traditional’ Approach

The following section provides additional evidence on MCS;  and IU;  diffusion
determinants across low-income and lower-middle-income countries during the
period of 1997-2012. Hence, the primary objective is to trace these variables
empirically, which affected the most increases of MCS; , and IU; , penetration
rates. To this target, we arbitrary select a bundle of various factors and investigate
whether their impact on MCS; , and IU; , growth has been positive and strong, or
conversely—negligible.

Estimating the relationships between ICTs diffusion and its factors is a challeng-
ing task, not only because countries in the scope of the analysis are highly
heterogeneous but also because the examined relationships are complex and are
influenced by multiple factors, which are often difficult to identify or quantify.
Econometric modeling, by convention, is ‘traditionally’ used to report on the
relationships between variables. However, it is important to mention that a
country’s individual features heavily pre-determine the nature of the investigated
relationships, which are poorly captured through econometric models and statistics.
Hence, to a point, the relationship between the process of ICTs diffusion and its
determinants remains empirically intractable, and this should be borne in mind
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while reading this section. Although voluminous empirical literature has been
published that attempts to provide adequate explanations for cross-country
differences in new technology adoption, the evidence is mixed, lacks robustness,
and yields different conclusions. The seminal contribution to identifying techno-
logy diffusion determinants was made by Comin and Hobijn (2004). They present a
long-term analysis of technology adoption determinants across countries over the
period 1788-2001, and they find that the most prominent determinants of the
present adoption of technologies are factors such as human capita, government
type, openness to international trade, and the degree of adoption of predecessor
technologies (Comin and Hobijn 2004). These results are consistent with the
evidence presented in another paper by Comin and Hobiijn (2006). This study
(Comin and Hobiijn 2006), covering 19 different technologies across 21 countries
over the period 1870-1998, demonstrates that democracy, quality of human capita
and trade openness contribute significantly to technology diffusion. In another
study (Comin and Hobijn 2009) that covered 23 countries over the last two
centuries, they explore the similarities in the diffusion of 20 technologies. Their
main finding is that quality of institutions and political lobbying play important
roles in the growth of adoption of newly emerging technologies. The evidence
presented in the study by Norris (2000) covering 179 countries and relied on
multivariate regression, demonstrates that for Internet penetration neither literacy
rate, level of education nor democratization showed a significant and positive
influence. Internet diffusion, however, was strongly attributed to GDP per capita
and R&D expenditures. Caselli and Coleman (2001) adopt random and fixed-
effects regressions for the extensive study of Internet diffusion determinants,
covering 89 countries between 1970 and 1990. Their major findings confirm the
positive role of investment per worker, property right protection, and a small share
of the agriculture sector in GDP in fostering Internet penetration. Kiiski and Pohjola
(2002) demonstrate the evidence for cross-country determinants of Internet diffu-
sion. They present evidence for OECD and non-OECD countries over the period
1995-2000. Using the Gompertz model, they find that neither the level of competi-
tion in the telecommunication market nor investments in education and mean years
of schooling are statistically insignificant in explaining the differences in Internet
penetration rates in OECD countries. However, the proxy for level of education
became significant in the sample of developing countries. Factors that were signifi-
cant in both OECD and non-OECD countries were GDP per capita and the costs of
accessing Internet networks. These results contrast with the earlier findings
provided by Hargittai (1999), who used OLS estimates and reported that across
18 OECD countries (1995-1998), both GDP per capita and regulation of telecom-
munication markets significantly affected Internet penetration rates. He also found
that level of education and state policies positively affected Internet usage, whereas
the price of access to the Internet showed negligible significance. Baliamoune-Lutz
(2003), analysing developing countries, finds that Internet and mobile cellular
penetration rates are positively affected by per capita incomes and government
trade policies, whereas—contrary to expectations—freedom proxies and level of
education were found to be statistically insignificant in explaining cross-country
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ICT diffusion. Dasgupta et al. (2005), in their study of 44 economies over the period
1990-1997, found that among the factors that positively affected Internet penetra-
tion were per capita income, degree of urbanization, level of education and quality
of institutions. Crenshaw and Robison (2006), concentrating exclusively on
80 developing countries during the period 1995-2000, underline the seminal impact
of urbanization in enhancing network effects on Internet use. They also note the
important role of government in ensuring property rights, which may induce an
increase in Internet hosts and Internet penetration rates. In 2010, Chinn and Fairlie
(2010) examined ICTs’ (computer and Internet penetration rates) determinants in a
panel of 161 countries over the period 1999-2001. They found that both the
computer and Internet penetration rates were significantly attributed to income
per capita, illiteracy rate, mean years of schooling, degree of urbanization, tele-
communication market regulations and electricity consumption. Trade openness
and prices on telecommunication markets were reported as insignificant for com-
puter usage. Andrés et al. (2010), examining the Internet diffusion determinants
across 214 countries (they divide the sample into two subsamples: low-income and
high-income economies) during 1990-2004 and unveil the strong role of network
effects in Internet diffusion that are very robust and were noted in both low-income
and high-income economies. Bakay et al. (2011), examining the ICT diffusion
factors in Latin American countries, affirm the seminal roles of per capita income,
literacy and urbanization. They also find that social networks are essential in
fostering ICT diffusion among individuals. In 1999, Ahn and Lee (1999), using
observations for 64 countries, modelled the demand for mobile cellular telephony.
Their major findings were that per capita income and fixed telephony penetration
positively affected the increase in mobile cellular subscriptions, whereas pricing
revealed little relevance. Madden et al. (2004), in their study of 56 countries during
1995-2000, show that network effects have great explanatory power in the increase
in mobile cellular subscriptions, while Madden and Coble-Neal (2004) demonstrate
similar results with respect to mobile cellular telephony determinants. These
results, however, contradict the findings of Garbacz and Thomson (2007), who in
a study of developing countries (time span 1996-2003) report high price elasticity
of mobile telephony and note that pricing may be the seminal factor that spawns
mobile cellular telephony diffusion. The results of Garbacz and Thomson (2007)
coincide with those provided by Barrantes and Galperin (2008), who, based on their
evidence for Latin American countries, argue that affordability is the main driver of
or barrier to broad mobile cellular dissemination. Factors that determine the process
of the spread of mobile cellular telephony were extensively studied by Rouvinen
(2006). Using the Gompertz model and a broad array of economic and
non-economic factors, he examined 200 developing and developed countries in
the 1990s. He found that in developing countries, the total population variable was
positively and statistically significantly associated with the increase in mobile
telephony users, mainly owing to emerging network effects. Other variables that
entered the regression with positive signs were degree of urbanization, development
of fixed infrastructure, and trade openness. The overwhelming conclusion from
Rouvinen’s (2006) study is that in developing countries, the role of social and
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infrastructural factors are far more important compared with developed economies.
Billon et al. (2009), in a study that covered 142 countries in total, reported that in
low-income economies, the key determinants of ICT (mobile cellular telephony and
Internet usage) diffusion were market regulations, competition in the telecommu-
nication market, and relatively low prices. They also suggested that more urbaniza-
tion may foster the spread of ICTs in less developed countries. More evidence
regarding ICT diffusion’s determinants may be found in, e.g., studies by Islam and
Meade (1997), Michalakelis et al. (2008), Singh (2008), Jakopin and Klein (2011),
Yates et al. (2011), Gupta and Jain (2012), Lee et al. (2011) and Liu et al. (2012).

5.3.1 The Data

To meet the main goals of this empirical analysis, we use a sample including
17 low-income and 29 lower-middle-income countries, which are examined for
the period between 1997* and 2012. Depending on the data availability, 17 expla-
natory variables have been isolated, which are applied to provide complex and
insightful explanation of the MCS; , and IU; , growth in the analyzed countries.
Hence, the explanatory variables are as following™: Price of a 1-min call (Call;, ),
Price of one SMS (SMS; ), Fixed telephony penetration rate (FTL; ,), Mobile
Cellular Sub-Basket (MCSIPB; ), Number of 1-min calls per GNI per capita per
month (CallsMonth; ), Number of SMSs per GNI per capita per month
(SMSMonth; ), Number of mobile-cellular prepaid connection charges per GNI
per capita per month (MCSChargeMonth; ), Fixed Internet Subscriptions (FIS; ),
Fixed-Broadband Subscriptions (FBS; ), Wireless-Broadband Subscriptions
(WBS;, y), Fixed (wired)-broadband monthly subscription charge (FBSCharge; ),
Fixed-Broadband Sub-Basket (FBSIPB; ), Number of fixed-broadband subscrip-
tion charges per GNI per capita per month (FBSChargeMonth; ), Gross Domestic
Product per capita (GDPPPPpc; ), School Enrollment (School; ), Population
density (PopDens; y) and Urban population (Urban; y). The main data sets used
in this study are the World Development Indicators 2013 and the World Telecom-
munication/ICT Indicators database 2013 (17th Edition). Additional information
has been extracted from global reports—Measuring the Information Society 2010,
2011, 2012 and 2013, developed by the International Telecommunication Union.
We presume that mobile cellular telephony penetration rates might be predomi-
nantly affected not only by per capita income but also by costs of adoption and the
usage of mobile services, e.g., the cost of a 1-min call. Both per capita income and
costs of usage, should strongly affect affordability for the adoption of mobile
cellular telephony. We have also chosen the fixed telephony penetration rates as
the determinant of the usage of mobile cellular services. We argue that poor

2 In this case, to ensure the maximal reliability of estimates we have arbitrary extended the period
of analysis so that it covers 1997-2012.

43 Full description of the variables used in the analysis is presented in Sect. 5.2.1.
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diffusion of fixed telephony should strongly enhance the acquisition of mobile
telephony as a good alternative for the previous. As explained in Chap. 4, economi-
cally backward countries suffer significantly from lack of broad access to fixed
telephony. In such cases, mobile services are an attractive, and often the sole,
alternative for the traditional telephony. Additionally, we claim that primary school
enrollment might be a factor determining the usage of cellular telephony as access
to education, determining the level of a country’s human capital, assures basic skills
to use and benefit from this type of ICT. Finally, we argue that due to the effects of
emerging networks, mobile cellular telephony spread should be favored in densely
populated and highly urbanized areas, hence we argue that population density and
the degree of urbanization might enhance the broader adoption of mobile cellular
telephony. With respect to the penetration rates of Internet users, it is argued here
that the level of usage of Internet connections is predominantly gauged by access to
necessary infrastructure. Hence, we test the relationships between IU; , against
fixed Internet subscription rates, fixed-broadband subscription rates and wireless-
broadband subscription rates. Similarly, as in the case of mobile cellular telephony,
the usage of Internet by individuals hypothetically shall be fostered by the growth
of per capita income and the decreasing costs of the usage of Internet connections.
The reasoning lying behind recognizing school enrollment, population density and
the degree of urbanization as potential determinants of Internet usage is similar to
the case of mobile cellular telephony.

5.3.2 Graphical Evidence

Figures 5.5 and 5.7 graphically explain the relationship between the level of
adoption of mobile cellular telephony (MCS; ) and Internet usage (IU;, ) versus
their selected determinants, in low-income economies over the period 1997-2012;
while Figs. 5.6 and 5.8 present analogous relationships in the group of lower-
middle-income countries. Visual inspection of the empirical findings reveals that
certain regularities can be identified with regard to the examined relationships. Not
surprising, all the evidence that is considered with respect to mobile cellular
telephony determinants, both in low-income and lower-middle-income economies,
reveals that the MCS; | penetration rates are inversely correlated with the variables
explaining the costs of acquiring and using mobile cellular services, which are:
mobile cellular sub-basket, the price of a 1-min call,44 price of SMSs,45 and mobile-
cellular prepaid*® connection charges. The negative impact of the costs associated
with the adoption and usage of mobile cellular telephony on respective penetration
rates, seems to be relatively stronger in the group of low-income countries. During

44 peak and on-net.
4 Peak and on-net.

46 Ror analytical purposes, the prepaid tariffs have been chosen, because among low-income users
they are usually the only available method of payment for mobile services.
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the analyzed period 1997-2012, significant reduction in the prices of 1-min calls
and/or of sending SMSs, as well as drops in mobile-cellular prepaid connection
charges, fostered growth in the affordability of mobile services, which in turn
boosted the use of mobile cellular telephony, even in the most economically
backward countries. Interestingly, in three low-income and 14 (sic/) lower-middle-
income countries, the value of a Mobile-Cellular Sub-Basket increased during the
period 2008-2012.*” Surprisingly, the unfavorable trends did not impede the spread
of mobile telephony in some countries, despite that fact that mobile cellular services
became less affordable. It is important to mention that regardless of the substantial
increases of MCSIPB;  in a few countries, still the prices of calls (Call; ) and
SMSs (SMS; y) were gradually falling. Hence, the downward trends in the prices of
basic mobile cellular telephony services was revealed to be a powerful stimulus for
the rapid expansion of mobile cellular telephony across low-income and lower-
middle-income countries. Referring back to Figs. 5.5 and 5.6, conversely to what
was initially hypothesized, the variable showing the degree of development of fixed
telephony (FTL; ) is positively correlated with MCS; , penetration rates. Such
results are valid both for low-income and lower-middle-income economies, which
generally contradicts our preliminary expectations. However, detailed research of
country-wise fixed telephony penetration rates demonstrates that during the period
1997-2012, the development of fixed telephony networks was extremely poor,
especially in the group of low-income countries,*® and any positive changes with
this respect are negligible.*” Henceforth, we claim that this result is inconclusive,
and the variable FTL; , has little explanatory power with respect to MCS;,
changes. The other two explanatory variables—per capita income (GDPPPPpc; )
and primary school enrollment (School; y)—seem to positively impact changes in
mobile cellular penetration rates. The established relationships GDPPPPpc; (versus
MCS;, y, and School; versus MCS; ,, might suggest that growth of per capita
income, along with the growth of human capital (approximated by primary school
enrollment) translate into greater deployment of mobile cellular telephony, in both
income groups. The impact of per capita income on mobile cellular telephony
deployment seems to be unquestionable, mainly in terms of affordability. Mean-
while, it is interesting to observe how various countries that differ greatly with
regard to GDPPPPpc; , perform equally well in terms of MCS; , penetration rates.
The results displaying the connections between primary school enrollment and
access to mobile cellular telephony reveal a positive relationship. It is clear that
education matters, and shifts in human capital may profoundly reshape the way
people act. In our case, providing basic education may be identified as an important
driver of the increasing usage of mobile cellular telephony, even though significant

“TThe data on the value of Mobile-Cellular Sub-Basket are available only since 2008.

“8In low-income countries, the average FTL; in 1997 and 2012 was respectively 0.52 and 1.43
(per 100 inhab.).

49 For a detailed discussion of the relationship between the state of development of fixed telephony
versus mobile telephony expansion—see Chap. 4.
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delays between the cause (growth in education) and effect (growth in MCS; ) may
emerge. The evidence also suggests that the positive impact of education on mobile
cellular telephony deployment is comparably strong in both the low-income and
lower-middle-income economies. However, it is important to note that with regard
to the relationship between education and use of mobile cellular telephony, the
potentially stronger effects may be reported in the group of low-income countries,
as during the period 1997-2012 these countries progressed the most in primary
school enrollment. With regard to the variable, population density, the results
obtained slightly contradict the predictions. We have hypothesized that across
more densely populated regions the propensity of mobile cellar telephony to spread
would be relatively higher, mostly due to emerging network effects. Unfortunately,
the graphical evidence does not seem to support this hypothesis, and population
density shows little relevance with regard to diffusion of mobile cellular telephony.
Conversely, the variable denoting the degree of urbanization is positively correlated
with MCS; , both in low-income and lower-middle-income countries. According
to the evidence, the impact of a growing urban population on changes in access to
mobile cellular telephony seems to be relatively stronger in the low-income group.
This is probably because, between 1997 and 2012 in low-income countries, the
growth in urbanization has been more notable (see, e.g., Cambodia, Kenya, Malawi
or Rwanda) compared to lower-middle-income economies. With the exception of
Viet Nam or Yemen, such prominent shifts have not been observed in lower-
middle-income countries, where the degree of urbanization showed little variation
during analyzed period. Figures 5.7 and 5.8 reflect the relationships between the use
of Internet connections against its selected determinants, in low-income and lower-
middle-income countries over the period 1997-2012. Factors considered which
hypothetically may affect the use of Internet connections across analyzed countries,
are partially analogous to those discussed with respect to mobile cellular telephony
and are as follows: per capita income, primary school enrollment, population
density and degree of urbanization. As the quantitative results do not vary signifi-
cantly from those displayed for the low-income group, hence the qualitative
conclusions would be analogous, and thus, are not discussed here. However, apart
from the factors just mentioned, another six potential determinants of Internet
penetration rates have been specified. These are: fixed (narrowband) Internet
subscriptions (per 100 inhab.), fixed broadband subscriptions (per 100 inhab.),
wireless-broadband subscriptions (per 100 inhab.), fixed broadband subscriptions
charges, number of fixed broadband subscription charges per GNI per capita per
month, and fixed broadband sub-basket. Graphical analysis of the evidence
displayed in Figs. 5.7 and 5.8 demonstrates that fixed-broadband sub-basket
(FBSIPB;, y) and fixed-broadband monthly subscription charges (FBSCharge;, )
are inversely related to the Internet penetration rates. The conclusion is valid both
for the group of low-income and lower-middle-income economies. Nevertheless,
more detailed visual inspection of the respective charts where FBSIPB; , and
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FBSCharge;  are plotted against IU; , shows that the curves approximating the
respective relationships are mostly flat. The latter suggests that the striking
differences in FBSIPB; , and FBSCharge; ,, are poorly reflected by the differences
in Internet penetration rates, which vary moderately across countries. The evidence
suggests that, conversely to what was witnessed with regard to mobile cellular
telephony, the impact of dramatically falling prices of access to an Internet network
had a relatively weak impact on its broad deployment and usage. In most low-income
countries (except Zimbabwe and Eritrea), during the period 2008-2012,>" the cost of
Fixed-broadband connection charges was rapidly decreasing; however, in only few
countries has this price decrease generated significant increases in IU; . In Kenya, the
FBSCharge; , dropped from US$158.8 in 2008 to US$35.3 in 2012, which enhanced
growth of IU; , from 8.6 % in 2008 to 32.1 % in 2012; in Uganda the analogous values
were, respectively FBSChargeyga 2oos = US$328.5, FBSChargeyga 2012 = US$14.1,
I0ucA2008 = 1.7 % and IUyga 2012 = 14.7 %. Conversely to what might have been
expected, e.g., in Ethiopia drops in fixed-broadband connection charges from
US$635 (in 2008) to US$22.5 (in 2012), or Malawi—from US$1,057.4 (in 2008)
to US$30.2 (in 2012), the price decreased hardly impacted the shifts in access to and
use of the Internet among individuals.”' This suggests that in low-income countries
the IU; , variable revealed little sensitivity to essential decreases of costs of access
to the Internet; while there might have been other factors that impeded the growth
of individuals using Internet connections.’> Closer analysis of the statistics on
FBSIPB; , seems to support the previously explained results, namely, that
decreased charges for fixed-broadband connection have negligible impact on the
growth of Internet penetration rates.

The variable FBSIPB,; , gives the representation of the price of a standard basket
of fixed-broadband monthly usage and is expressed as a percentage of an average
GNI per capita per month; hence, it sheds light on the affordability of fixed-
broadband use. According to data collected in the Measuring the Information
Society reports (ITU 2010, 2013), in the vast majority of low-income countries
during the period 2008-2012, the reported values of FBSIPB; , significantly exceed
100 %, which suggests that people in low-income countries can barely afford to buy
a standard fixed-broadband basket. In only a few countries—Bangladesh,
Cambodia, Nepal and Uganda—between 2008 and 2012, drops in FBSIPB;
were enough,’” to fairly increase the affordability of buying a standard fixed-
broadband basket. Analysis of the analogous evidence for the group of lower-
middle-income countries leads to similar conclusions as for the low-income
group. Still, despite notable decreases in the prices of fixed-broadband connection
charges and increasing affordability of the standard fixed-broadband basket, the use

50The data on Fixed-broadband connection charged are available only for the period 2008—2012.
3!'In Ethiopia in 2012 the TUgry 2012 = 1.5 %; in Malawi—IUpw1 2012 = 4.3 %.
52 For broader discussion—see Sect. 5.2.2.

531n 2012, the FBSIPB; ; in Bangladesh, Cambodia, Nepal and Uganda were respectively 7.3 %,
34 %, 17.8 % and 32.9 %.
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of Internet connections by individuals remains relatively low. For example, in Sri
Lanka in 2012 the FBSIPB ga 2012 =2.1 %, while the Uy xa 2012 = 18.2 %; while
Senegal performed comparably well in terms of Internet penetration rates
(IUsen2010=19.2 %), however at a significantly lower affordability—
FBSIPBsgn 2012 =42.8 %. Examples of this type abound in the group of lower-
middle-income economies, hence the evidence explaining the relationships
between IU;  versus FBSIPB; , and FBSCharge; , is rather mixed and shows
little robustness; thus, this evidence might suggest that the prices of access to, and
use of, the Internet have a relatively weak impact on IU; , growth, compared to the
influence of prices of mobile cellular services on MCS;_ shifts. Finally, we exhibit
the evidence regarding the relationships between IU;  against the access indicators,
namely: Fixed (narrowband) Internet subscriptions (per 100 inhab.), Fixed Broad-
band subscriptions (per 100 inhab.), and Wireless-broadband subscriptions (per
100 inhab.). For both graphical and numerical results, see Figs. 5.7 and 5.8. It is
expected that gradually increasing access to infrastructure, which in this study is
approximated by the number of subscriptions of fixed or wireless networks, should
inevitably foster growth in the number of individuals using the Internet. Consider-
ing the group of lower-middle-income countries, the empirical results generally
confirm our supposition that improvements in backbone infrastructure positively
influence the Internet penetration rates. Plotting IU; yversus FIS; , FBS; , and
WBS; , (see Fig. 5.8), it is discovered that rapid advances in the number of
subscription to either fixed or wireless-networks brings considerable shifts in the
broad use of the Internet connections. The results displayed in the correlation
matrices in Appendix H reveal growing reliance on fixed-broadband technologies,
compared to fixed-narrowband, across the countries covered in this analysis, and, at
least up till now, wireless-broadband connections. The analogous evidence for
low-income countries, gives few prospects for the future (see Fig. 5.7). It is
important to note that, over the period 1997-2012, the average FIS; , and FBS; ,
remained at extremely low levels (in 2012, the respective averages™* were 0.59 and
0.13), with the exception of Malawi, which significantly exceeded group average
scores with respect to fixed-narrowband penetration rates. Analyzing plotted Inter-
net penetration rates against wireless-broadband subscriptions per 100 inhabitants
(see Fig. 5.7), evidence that is slightly more promising is emerging. Since 2009
onward, in a few low-income countries gradual expansion of wireless-broadband
technologies is reported, which is mirrored by the growing number of individuals
using the Internet.

The evidence provided earlier in this section yields to be confirmed by the
statistical analysis which results are demonstrated in the consecutive Sect. 5.3.3.

54 Author’s calculations.
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5.3.3 Panel Regression Results

The forthcoming Sect. 5.3.3 is fully subjected to present complementary evidence
on the relationships between MCS; y and IU; versus selected determinants. We do
so by building two separate panels—for low-income and lower-middle-income
countries—and re-examining the hypothesized relationships. Similarly, in the pre-
ceding sections, we separately consider low-income and lower-middle-income
countries, which are analyzed between 1997 and 2012. The mobile cellular telephony
(MCS;, ) and Internet user (IU; ) penetration rates are denoted as response variables,
while as predictors we consider all of the variables specified in Sect. 5.3.2, except the
mobile-cellular prepaid connection charge. By doing so, we aim to draw inferences
about the intensity of the influence of selected factors on MCS; , and IU;  in
countries in our scope of study. Relying on the fixed effects regression,” which
allows for heterogeneity across countries, we estimate the Eq. (5.1):

ICT.y = a+ ﬂ(x;’y) T, (5.1)
where a is the scalar, ICT;,, denotes alternatively MCS; y or IU; y; fis the L x 1
and x;’y stands for the iyth observation on L explanatory variables (Baltagi 2008).
The subscripts i = {1, ...... N} stand for country and y = {1, ...... T} for the
time period. In Eq. (5.1), the w;, =p; + v;,, while the p; accounts for the
unobservable and time-invariant country-specific effect, which is not captured in
the model, and »;, is the remainder disturbance (the observation-specific errors)
(Greene 2003). To control for the possibly of emerging heteroskedasticity or
within-panel serial correlations, robust standard errors are specified and reported
(Arellano 1987; Hoechle 2007). In addition, to investigate the potential importance
of the earlier technology adoption level in explaining current ICTs deployment,
using one-step Arellano-Bond difference GMM estimator (Arellano and Bond
1991) we estimate the dynamic panel regression model, specified in Eq. (5.2):

ICT,, = (ICTiy 1) + B(x,) + iy, (5.2)

where ICT; ,_; shows the lagged™® value of MCS; y or IU; , the & stands for
ICT; | coefficient, and the remaining notations are as in Eq. (5.1). For the

35 To select between the fixed or random effects regression, the authors have tested both to choose
the most appropriate specification. Relying on the Hausman specification test (Hausman 1978;
Maddala and Lahiri 1992), for the vast majority of estimates models, the fixed effects specification
was reported as more appropriate to examine the relationship between covariates. In only few
cases, was the random effects regression suggested as the superior specification compared to the
fixed effects model.

36 As demonstrated in Chap. 4, the yearly dynamic of MCS;, and IU; , diffusion is extremely high
and, thus, it is important to explain its diffusion in consecutive periods; we argue that the most
justifiable would be 1-year lagged values of MCS; , and IU; ,.
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model specified in Eq. (5.2), as in the previous (see Eq. (5.1)), we assume the u;,
s+ iy, if g IID (0,6,3) and v;, ~ IID(0,62) (Baltagi 2008). Analogously

to the fixed effects regression, we estimate Eq. (5.2) using robust standard errors
to obtain the errors consistent with panel-specific autocorrelations and hetero-
skedasticity. As the Sargan test of over identifying restrictions is not available
after robust estimations, we calculate the Arellano-Bond test for second-order
autocorrelation in the first-differenced errors (Arellano-Bond 1991). To control
for possibly emerging multicollinearity among variables, we calculate bivariate
correlation coefficients along with Variance Inflation Factors®’ between respec-
tive variables. The calculated correlation coefficients are summarized in respec-
tive tables in Appendix H. In addition, as the distributions of selected variables
across the examined samples are heavily-tailed, to avoid strong violation of the
regression analysis results, all extreme observation have been detected and
excluded from the main data set.

The results of the panel regression analysis are displayed in respective tables
summarized in Appendix I. Considering the low-income group, the results of
random effects regressions estimations reporting on the MCS; , determinants (see
Tables 1.1 and 1.3), show that the final results differ with regard to various
specifications. The only explanatory variable which reveals persistence in
explaining the mobile cellular telephony penetration rates is population density
(PopDens;, y). In consecutive specifications (1), (2), (4), (5) and (11) in Table 1.1,
the variable PopDens; , enters the regressions with the expected positive sign and is
statistically significant at the 5 % level of significance. The g coefficients
explaining the impact of growth of population density on MCS; , increase vary
from fp,ppens =10.5 in regression (2) to fpy,pens =17.98 in regression (11). The
rationale behind these results is rather simple. In densely populated areas, the access
to mobile cellular telephony is much easier mainly due to a better developed
backbone infrastructure, as well as easier contacts between users and non-users of
new technology (the ‘word of mouth’ effect), the network effects emerge, and
hence the technology spread is highly facilitated. By contrast, in low-income
countries, in poorly populated and often geographically isolated regions, the access
to mobile cellular infrastructure is still restricted and contacts between people are
rarer, which may impede diffusion of MCS; ,. With respect to lower-middle-
income countries, the impact of population density on mobile cellular telephony
diffusion is equally strong and positive. In each estimated regression, the
coefficients explaining the strength of PopDens; , impact on MCS;  are high
(varying from 7.16 in specification (2) to 19.17 in specification (12)) and statisti-
cally significant. The rest of the estimated coefficients in the consecutive

57 The Variation Inflation Factor (VIF) is the reciprocal of the Tolerance (1 — R?), and determines
how much of the variance of estimated regression coefficients are being inflated due to emerging
collinearity between examined variables. Usually, we should be concerned about the multicol-
linearity once the VIF exceeds 10 (Mansfield and Helms 1982; O’Brien 2007; Dormann
et al. 2013).
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specifications suggest that this finding is robust and has a controlling effect for other
variables. It also shows that in this lower-middle-income income group the positive
networks effects are revealed, which fosters the dynamic spread of mobile cellular
telephony among society members. Analyzing the impact of population density on
mobile cellular telephony diffusion, however, it is important to note that a vast
majority of examined countries carry one important characteristic. In the great
majority of low-income and lower-middle-income countries, high fertility rates
are reported, which translates into high natural growth rates, and finally contributes
significantly to increases in population density. Thus, it shall be borne in mind that
because both PopDens; , and MCS; , demonstrate relatively high annual growth
rates across the analyzed countries during the period 1997-2012, it might have
heavily determined the panel regression outcomes. Another factor that
demonstrates a positive influence on increasing the number of mobile cellular
telephony users, both in low-income and lower-middle-income countries, is per
capita income (GDPPPPpc; ). In only two instances—(1) and (3) for the
low-income group, the variable GDPPPpc;  is reported as statistically insignifi-
cant. In the remaining models, the impact of per capita income on MCS;
penetration rates is found as intensive and positive, statistically significant and
unaffected by inclusion or exclusion of various variables in the regressions. These
findings suggest that economic growth may strongly shift the usage of mobile
cellular telephony by individuals, mainly due to the increasing affordability of
buying mobile services. Interestingly, the potential effect of economic growth on
MCS;,  is relatively smaller compared to the intensity of impact of population
density (sic!). In the group of low-income economies, the estimated impact of level
of education and fixed telephony penetration rates is relatively unrobust and
generally reported as statistically insignificant. Conversely, in lower-middle-
income countries, both the School; , and FTL; , variables reveal positive
associations with the increasing number of mobile cellular services users. However,
earlier investigations and evidence show that these results might be misleading—
see the discussion in preceding section (Sect. 5.2.2). According to our estimates,
unexpectedly, the degree of urbanization (Urban; ,) shows little relevance with the
increasing number of mobile cellular telephony users. In both income-groups, the
estimated coefficients are statistically insignificant, with the only exception being
when the Urban; , is the only explanatory variable included in the model. Further
evidence, however suggests, that the results produced in models (12)’s>® lack
robustness and reveal strong justification for including other variables in the
regression. Essential for understanding these ‘strange’ results is keeping in mind
that in the countries examined in this study, a vast majority of people live in rural
areas, while the degree of urbanization remains extremely low (for 2012, see, e.g.,
Cambodia—20 %, Ethiopia—17 % or Malawi—15 %), which arguably is not
unimportant for the results. Conversely to what might be hypothesized, the two

consecutive variables—Call; y and SMS; , which denote the basic costs of using

5 - . . . .
8 Separately for low-income and lower-middle-income economies.
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mobile cellular services, are identified as statistically insignificant in most of
the specifications. Moreover, in model (1) for the low-income group, the variable
Call;, y enters the regression with a ‘wrong’ positive sign. The same is reported in
specification (2) in Table I.1—the same income group, with regard to the SMS;
variable. These results seem surprising, however, Figs. 5.5 and 5.6, clearly demon-
strate that in various countries, similar MCS; , penetration rates are achieved at
substantially different prices of 1-min calls and SMSs, and this is likely to have
strongly affected the regression estimates. Turning to the analysis of the explored
relationships presented in Table 1.3 an important issue arises. The estimated
coefficient for the respective variables CallsMonth; ,, SMSMonth; , and
MCSChargeMonth; , show that increasing affordability positively affects the
growing number of mobile cellular telephony users in both country-income groups.
The positive effects of the decreasing costs of mobile cellular services on the
number of mobile telephony users is then explicitly, although indirectly,
demonstrated through the growing availability of mobile cellular services to
individuals. Therefore, removing a key factor such as ‘low-affordability” enhances
the spread of MCS; , and accounts for a ‘joint effect’ of economic growth and
drops of prices of mobile cellular telephony services. The empirical results
summarized in Tables 1.2 and 1.4 (see Appendix I), illustrate the dynamic panel
regression estimates with regard to MCS;  in low-income and lower-middle-
income countries. Including the lagged value of the MCS;  variable in each of
the models fundamentally reshapes the results. Nevertheless, when the MCS;
is entered solely, or jointly, with other control variables, it remains positive and
statistically significant. Moreover, most of regressors, except GDPPPpc; , and
FTL;, y in the selected specifications, lose their explanatory power; while the
influence of ‘epidemic mechanism’ (Gray 1973; Sarkar 1998; Kumar and Krishnan
2002; Gomulka 2006) in the spread of MCS;_, is dominant over other determinants.
Such evidence leads to a seminal conclusion on the existence of strong network
effects with respect to the process of mobile cellular telephony diffusion. It might
be claimed that once the critical conditions (see Sect. 5.2.2) are achieved, the
process of diffusion is self-sustaining and predominantly conditioned by intensity
and frequency of interpersonal contacts.’® The results presented in Tables 1.5 and
1.7 (see Appendix I), help to explore the impact of selected factors of Internet usage
in low-income and lower-middle-income countries over the period 1997-2012.
First, we investigate the importance of the determinants of Internet penetration
rates in both income groups. An important observation is that in low-income
economies, specifications (1)—(3) (Table 1.5) with multiple explanatory variables,
although relatively high R? (within), report that the degree of urbanization (Urban; )
exclusively produced positive and statistically significant effect on the growth of
Internet users penetration rates. In models (2) and (3), the inverse, and statistically
significant, impact of fixed-broadband connection charges (FBSCharge; ) on

3 For broader discussion—see Chaps. 3 (theoretical aspects of diffusion mechanism) and 4
(empirical evidence on ICTs diffusion).
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MCS;, , is shown. The fixed-broadband connection charge, which presents the basic
cost of acquiring Internet, is a seminal factor that may significantly encourage, or
contrariwise, hinder, the possibility of paying for access and usage of the Internet
by individuals. Importantly, the previous results coincide with the evidence
presented in Table 1.5, which confirms the importance of fixed-broadband connec-
tion charges on broad access to, and use of, an Internet network. It is worth noting
that, despite that in the regressions (1) and (3), the GDPPPpc;, , is observed as
statistically insignificant, the positive impact of economic growth on IU; ., is,
however, indirectly captured by FBSIPB; , and FBSChargeMonth; , variables
that explain the affordability of accessing the Internet network (see evidence in
Table 1.7). The impact of the remainder of the control variables on IU;  changes, is
found to be statistically insignificant.®® Because the estimated models demonstrate
little evidence on IU; , seminal determinants in low-income economies, these
results may be perceived as slightly disappointing. Yet, it is important to keep in
mind that during the period 1997-2012, the average IU; , in the low-income group
persisted, with the exception of few prominent examples of Kenya, Uganda and
Zimbabwe, at an extremely low level, which partially explains the lack of the
robustness of the evidence in this regard. Concerning the lower-middle-income
countries, we observe a marked positive effect of improving access to wireless-
broadband networks on the share of individuals using the Internet. In each case (see
respective models (1), (2), (3) and (8) in Table 1.5), the coefficient going with the
WBS; , variable, is positive and statistically significant. These findings yield a
straightforward conclusion regarding the increasing importance of wireless-
broadband infrastructure in enabling broad usage of the Internet in lower-middle-
income countries. Interestingly, this importance is reported neither for fixed-nar-
rowband-, nor for fixed-broadband networks. Similarly, as in the case of
low-income countries, the variable FBSCharge; y turns out to be inversely correlated
with IU; y and statistically significant, suggesting that due to increasing competition
and decreases in the price of access to fixed-broadband infrastructure, shifts in the
number of individuals using the Internet network are observed. Moreover, as
suggested by the evidence in Table 1.5, the strong and positive effect of economic
growth on IU;  is demonstrated through the growing affordability of buying and
using fixed-broadband networks by individuals. Because an important constraint
such as ‘low-affordability’ is being gradually eradicated, there emerges an enor-
mous potential of further expansion of Internet infrastructure, resulting in striking
growths of Internet penetration rates. Contrary to what was reported for the
low-income group, in lower-middle-income countries the population density arises
as an important factor, positively contributing to the increasing number of
individuals who use the Internet. The emphasized IU; , determinant—population

%0 The consecutive models (4)—(11) with only one explanatory variable introduced demonstrate
each of explanatory variables as statistically significant; but in some cases the overall fit of the
model to the empirical data is poor (e.g. see regression (8) and (9)). For this reason, it is
questionable to consider these results as valid and conclusive—see evidence from models (1),

(2) and (3).
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density, may play a role in enhancing the use of Internet connections because in
more densely populated areas the access to fixed-, or wireless-networks is highly
facilitated due to better developed backbone infrastructure, compared to remote and
isolated regions. Hence, the population density may emerge as a country-specific
feature conductive to IU; y growth. Finally, the evidence summarized in Tables 1.6
and 1.8 in Appendix I, mirrors the results of the dynamic panel regression estimates
of IU; y determinants in low-, and lower-middle-income group. It provides support
in favor of the supposition that, as in the case of MCS; , determinants analysis,
inserting the lagged value of IU; , into the regression, reshapes the outcomes. The
main finding is that regardless of the model and the regressors included, the
coefficient for IU; _; ({) is always positive and statistically significant. This
exercise yields a sharp conclusion that the current level of IU; , penetration rates
are highly pre-conditioned by the number of Internet users in the preceding period,
which confirms the hypothesis that an existing strong network affects the underly-
ing mechanism of technology diffusion. Interestingly, according to the dynamic
panel regression estimates for lower-middle-income countries, the WBS;  is
reported as significant in each case and hence may be considered as valid explana-
tory factor of IU; , changing in scope over time and across countries. In turn, the
variable standing for population density (PopDens; ,) has ‘lost’ its explanatory
power, which shows that population density does not play an essential role in
enhancing IU; , growth, as was previously suggested by the estimates reported
from the respective fixed effects regressions. Additionally, contrary to what might
have been expected, the degree of urbanization remains insignificant. The rationale
behind this is that in the examined countries, a vast majority of people still live in
rural regions that persistently suffer from underdevelopment of the backbone
infrastructure that enables Internet connections. This finding is also supported by
the fact that in the majority of backward countries, the urban-rural divide with
regard to Internet penetration rates is substantial and persistent. According to the
data provided in the report Measuring the Information Society 2011 (ITU 2011), in
developing countries fundamental differences still exist between urban and rural
areas in access to and use of Internet networks. The Internet penetration rates differ
remarkably between urban and rural areas; people living in rural regions are still
heavily deprived of the opportunity of using the Internet.

In the final part of Chap. 5, we have investigated the factors, which might
potentially influence mobile cellular telephony and Internet penetration rates in
low-income and lower-middle-income countries during the period 1997-2012. First
we have estimated the fixed effects regressions to test which variables might be
considered as important determinants of MCS; , and IU; , diffusion. Our estimates
suggest that in the examined countries (in both income groups), MCS; , was
positively attributed to GDP per capita, level of education (School;, y) and popu-
lation density, and although these results are not fully robust, they reveal little
sensitivity to the inclusion or exclusion of other control variables in the model. We
may also conclude that the overall affordability explains changes in MCS; , growth
in both income-groups relatively well. The population density variable has been
shown to be statistically significant, and these effects are robust. Somewhat
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unexpectedly, the price of a 1-min call, and of SMSs, in most instances did not
demonstrate any statistical significance to explain the variability in cross-country
MCS;, . Our estimates of IU;  diffusion determinants show that, in low-income
countries, GDP per capita and the price of fixed-broadband connection revealed
statistical significance and may be considered factors positively influencing a
growing number of Internet users. In the group of lower-middle-income countries,
the variables GDP per capita, the prices of fixed-broadband connection and wireless
broadband penetration rates are reported as having positive impact on increasing
Internet penetration rates. However, if the fixed effects models, both for MCS;
and IU; ,, are refined by including the lagged values of response variables, the
overall picture changes dramatically. Relying on the dynamic panel regressions, we
have revealed the existence of strong network effects with regard to mobile cellular
telephony and Internet user growth. The coefficients going with the lagged values
of MCS; , and IU;  are positive and statistically significant regardless of the
specification and are insensitive to the inclusion/exclusion of various control
variables. Hence, it is justified to claim that the network effects are fully robust
and reveal great explanatory power in cross-country ICTs diffusion.

54  Summary

The main targets of Chap. 5 were twofold. First, adopting the newly developed
methodological approach, it aimed to trace the ‘critical mass’ effects. Henceforth,
we have identified the ‘critical year’, ‘critical penetration rate’, and the ‘techno-
logical take-off’ and explored country’s individual conditions during the specific
‘technological take-off’ interval. Regarding the mobile cellular telephony the
important observation is that the ‘critical penetration rates’ barely vary between
the low-income and lower-middle-income countries—7.05 (per 100 inhab.) in
low-income and 8.22 in lower-middle-income group. The country-wise analysis
revealed that in both within and between income groups, the country-specific
features vary widely and countries share very few common conditions that pre-
determine leaving the early diffusion phase and the emergence of the ‘MCS-
technological take-off . Regarding Internet network diffusion, the analysis of the
‘critical conditions’ yields similar conclusions to those in the previous case. How-
ever, importantly to note that the overall Internet penetration rates in many of the
examined countries in 2012 were still very low, which indicates that access to
Internet connections was still a ‘luxury’ good and could not be unboundedly
afforded in a vast majority of economically backward countries. The latter implies
that the analysis results regarding IU; , and detecting country-specific conditions
during the ‘IU-technological take-off” are—to a point—violated, and thus shall be
interpreted carefully. Second, we targeted to trace those factors which have had
positive impact of ICTs diffusion across analyzed countries. Regarding MCS;
diffusion we have found that GDP per capita, level of education and population
density impact positively the latter. Contrary, factors like price of a 1-min call and
of SMSs are reported as statistically insignificant. Across analyzed countries, the
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IU; , was mostly enhanced by GDP per capita, changes in price of fixed-broadband
connection and (in lower-middle-income group) by growing access to wireless
broadband solutions. In addition, the analysis has demonstrated that both in case
of MCS;y and IU; , ICT diffusion is predominantly conditioned and enhanced by
the ‘word of mouth’, which give rise to the emergence of strong network effects.
Finally, a few important issues should be mentioned with regard to the evidence
provided earlier in this chapter. Due to short data time series in the case of some
variables and limited data availability, this may heavily violate analysis outcomes
and conclusions. This is a serious limitation, which may cause lack of robustness of
our results. Moreover, the analysis predominantly explains statistical relationships
between variables. Hence, the question arises: Are the explanatory variables causes
of, or simply correlates of, MCS; , and IU; ,? Considering the type of selected
explanatory variables, it might be justified to argue that these are factors driving
profound changes in access to and use of basic ICTs, although these relationships
may not be straightforward, and severe time lags may emerge between the cause
and the outcome.
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Abstract

The main purpose of this chapter is to present a comprehensive overview of
empirical findings regarding ICT diffusion in 17 low-income and 29 lower-
middle-income countries over the period 2000-2012. It shows major ICT diffu-
sion trends, demonstrates the main features of the technological substitution
process, and shows technological convergence dynamics. It also provides insight
into seminal factors that accelerate—or, conversely, hinder—rapid ICT diffu-
sion in developing economies. Moreover, it briefly discusses ICT policies that
aim to foster ICT deployment in economically backward countries. Finally, it
sheds light on the potential role of ICT in boosting growth and development in
economically backward countries.

Keywords
ICT diffusion » Developing counties * ICT determinants * ICT policies

6.1 Introduction

The last chapter comprehensively summarizes the seminal contributions to the
present state of knowledge regarding the process of ICT diffusion in economically
backward countries; which predominantly consists in:

* Developing new methodological framework designed to trace the ‘critical mass’
effects with respect to ICT diffusion process. Along with the latter it proposes
new terms ‘technological take-off’, ‘critical year’ and ‘critical penetration rate’,
which are consistent of the novel methodological approach. Moreover, the
notion of ‘critical mass’ has been put into broad social, economical and institu-
tional perspective which constitutes a novelty on this field of study.
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» Elaborating detailed country-specific ICT diffusion trajectories allowing for
in-depth analysis of the process and detection of countries’ unique features
with this respect;

» Tracing the technological substitution effects and explaining why this process is
rather illusive when regarding the group of developing countries;

« Examining the process of technology convergence technology club conver-
gence, showing the group of developing countries in the worldwide perspective;

¢ Dedicating the analysis to economically backward countries, which so far have
received relatively little attention in empirical literature and the evidence on
these countries, is highly fragmented and limited.

Moreover, this final chapter is to provide the reader with a comprehensive
summary of the empirical findings, which are presented throughout the book,
shedding light on the seminal issues associated with the progress in ICTs growth
that took place in a great majority of economically backward countries over the
analyzed period, 2000-2012. It also provides a brief overview of ICT policies that
aim to foster the deployment of new technologies even in the least developed
countries. Finally, it introduces some highlights on the role of ICTs in boosting
growth and development in economically underdeveloped countries.

6.2  Underlying Conclusions

This study of ICTs diffusion has covered 17 low-income and 29 lower-middle-
income countries', for the period 2000-2012. We have examined the process of
diffusion for five different ICT indicators, namely: mobile cellular subscriptions
(MCS;, ), fixed” Internet subscriptions (FIS; ), fixed-broadband subscriptions
(FBS;, y), wireless-broadband subscriptions (WBS; ) and Internet users (IU; ,).
The analysis was designed to consider the ICTs diffusion from four perspectives:

» Explaining the ICTs diffusion patterns and the dynamics of the process itself;

» Detecting technological substitution;

« Examining technology convergence;

 Identifying the ‘critical conditions’ that enhanced the emergence of the ‘techno-
logical take-off.’

The major findings are summarized in the following of this section.

! According to World Bank classification.
2 Narrowband.
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6.2.1 The First Perspective. Moving Ahead or Lagging Behind?

Undoubtedly, over the period 2000-2012, both low-income and lower-middle-
income countries have experienced significant increases in ICTs deployment’.
We have contributed to the better understanding of the process by developing
country-specific ICT diffusion trajectories, which allowed capturing various unique
countries characteristics that the process is attributed to. Our main findings strongly
confirm that overall the mobile market and the total number of users of mobile
cellular technologies have been steadily growing during the examined period, albeit
with significant variations among countries both in the speed and the achieved
saturation in 2012. From 1984 onward, in lower-middle-income economies the
number of users of mobile cellular networks has been continuously increasing at an
estimated average annual rate* 39.2 %, which resulted in the growth of the average
penetration rate from .001 in 1984, to 3.28 in 2000, and finally in 2012 up to 95.35
per 100 inhab. In lower-middle-income counties the mobile cellular services have
been almost equally available for all individuals, although cross-country disparities
still persisted at the end of 2012. Analogous calculations, however, for low-income
economies demonstrate that the process of diffusion of mobile cellular telephony,
even in the most economically backward countries, has been dynamically proceed-
ing by approximately 47.7 % per year, on average, over the period 1992-2012. The
strong annual growth of mobile cellular users resulted in increases in total penetra-
tion rates from 0.001 in 1992, to .45 in 2000, and 51.76 per 100 inhab. in 2012.
Although there have been tremendous changes in the uptake of mobile cellular
telephony in this income group, large parts of these societies still have not been
reached by this digital technology, and some income-groups are lagging behind
regarding the uptake of mobile cellular telephony. Notwithstanding, the fast and
broad diffusion of mobile telephony in most economically underdeveloped
countries was facilitated by multiple factors, like, for example, the growing acces-
sibility and affordability has made uptake of mobile cellular telephony relatively
easy for the majority of societies in the low-, and lower-middle-income economies
(ITU 201 1c); the universal establishment of the prepaid systems (UNCTAD 2007),
which allowed the barriers of insufficiently developed infrastructure to be over-
come. The growth of the fixed-narrowband networks (FIS; ) and fixed-broadband
networks (FBS; ), albeit relatively stable, has been notably slower in the countries
in both income groups between 2000 and 2012. Despite the relatively high
estimated annual growth rates of fixed-narrowband and fixed-broadband
subscriptions, in 2012 the overall access to fixed infrastructure facilitating Internet
connections has been extremely restricted, especially in low-income economies. In
the lower-middle-income countries, the growth of FIS; , and FBS; , is only
marginally higher (in 2012 stand at approximately 2.67 and 2.45 per 100 inhab.,
respectively). Heavy underdevelopment of fixed-networks has been, at least

3 See evidence in Chap. 4.
4 Author’s calculations.
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partially, compensated by the relatively dynamic expansion of wireless-broadband
infrastructure (since 2007 onward), which is broadly recognized as an attractive
alternative in countries with poorly developed wired infrastructure. On average,
low-income countries, in 2012, reached higher WBS;  penetration rates—4.9 per
100 inhab., compared to lower-middle-income ones—WBS; 02 =9.58 per
100 inhab. It is important to highlight that these numbers are promising and suggest
prospects for the future. Although the picture arising from the analysis of the
respective trends in lower-middle-income economies is slightly more promising,
still huge cross-country disparities exist, as evidenced by the identifiably limited
access to wireless-broadband infrastructure in most of these countries. The emer-
gence of wireless-broadband networks is reported in both country groups; however,
poor penetration of fixed-, and wireless-networks is the reality of the vast of
majority of countries and is recognized as the main barrier for unrestricted access
to, and use of, Internet connections. In the examined countries, still quite a share of
individuals is permanently ‘unconnected’ and suffers from digital deprivation.

6.2.2 The Second Perspective. Technological Substitution: Illusion
or Fact?

The data on ICTs collected from ITU (2013) suggest that the rapid expansion of
mobile telephony and wireless broadband connections, might have resulted in the
number of subscriptions to the ‘new technologies’ surpassing the number of
subscriptions to the ‘old technology’. Thus, our analysis we have intended to
uncover major tendencies in the process of technological substitution in developing
countries, which has received relatively little attention in empirical literature.
Henceforth, we have broadly documented the emergence of technological substitu-
tion effects, referring to ‘fixed-to-mobile telephony substitution’ and ‘fixed-to-
wireless Internet connections substitution’. The empirical evidence on the process
of fixed-to-wireless Internet connections substitution’ is so far very limited and thus
constitutes a great value added of this analysis. Our evidence strongly confirms the
emergence of fixed-to-mobile substitutions and fixed-to-wireless Internet
connections substitution effects. Regarding the fixed-to-mobile substitution, our
estimates report that the average number of years required for the ‘take over’> was
approximately 10 years, in both income groups; while, with respect to fixed-to-
wireless Internet connections, the average ‘take over’ time was approximately 5.8
years and 5.2 years in the low-income and lower-middle-income countries, respec-
tively. This demonstrates that economically backward countries have undergone
the dynamic process of switching from the ’old’ to ‘new’ technologies, which
exhibits newly emerging trends and patterns in the scope of development of mobile

5The ‘take over’ time is the estimated number of years necessary so that the ‘new’ technology
passes from level of saturation 10 % until 90 %. Put another way, it shows the time required for the
new technology to achieve 90 % share on telecommunication market.
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cellular telephony and wireless-broadband Internet connections. The in-depth anal-
ysis of the fixed-to-mobile technological substitution process reveals several criti-
cal issues, which are essential for interpretation of the examined technological
substitution effects. First, in most of economically backward countries the vast
share of society has never before owned a fixed telephone mainline and went
straight to cellular technologies instead; which suggests that the mobile networks
are diffusing ‘in place’ of traditional fixed mainlines and not alongside them. Thus,
the observed fixed-to-mobile substitution is rather an ‘illusion’ than the fact, as the
vast majority of people living in developing world has never before adopted any
type of ‘fixed’ technology, but directly adopted ‘mobile’ solutions. The
explanations for this situation are various. For example, the relative ease of
infrastructure deployment (compared to fixed infrastructure) to provide mobile
services makes the mobile alternative highly attractive, and mobile phones are
deployed instead of fixed ones (UNDP 2014); implementation of a regulatory
framework that fostered competition among mobile telephony operators from the
first introduction® of mobile telephony into the market, which attracted new
operators and totally broke the monopoly of fixed telephone companies. Finally,
unlike the fixed telephone mainline services, the mobile telephony operators started
to offer pre-paid subscriptions schemes, which generated an unprecedented boom in
mobile cellular telephony subscriptions. Turning to the fixed-to-wireless Internet
connection substitution, we have observed analogous trends and regularities and the
reported substitution is rather illusive. Significantly, the low penetration of fixed-
narrowband or fixed-broadband infrastructure resulted in people tending to go
straight to wireless broadband networks, rather than using both simultaneously or
gradually switching from the fixed to wireless technologies. The illusive techno-
logical substitution effects that have been reported on here, may also be associated
with technological leapfrogging; this happens when countries do not follow the
‘classical’ development patterns but instead ‘jump’ directly to more advanced
stages of development. The technological leapfrogging phenomenon perfectly
explains the process of the successful deployment of ‘new’ and more advanced
technologies in economically backward countries without ever adopting the ‘old’
(prior) version of technological solutions.

6.2.3 The Third Perspective. Digital Gaps Closing or Growing?

Arguing that a great majority of developing countries have made enormous prog-
ress in ICT deployment, we contribute by verifying the hypothesis of technology
convergence and technology club convergence. To this aim, the original empirical
sample has been extended by inclusion another 25 upper-middle-income and

The year when mobile telephony was introduced to the market varies significantly even in low-,
and lower-middle-income countries (see Appendix B).
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42 high-income countries’; so it encompassed 113 countries. We have tested our
hypothesis on technology convergence regarding mobile cellular telephony, fixed-
narrowband and fixed-broadband Internet connections and Internet penetration
rates; while due to very limited data availability and the short time series, we
have excluded the wireless-broadband technology from the ‘standard’ analysis of
technology convergence. Our major findings with respect to all four analyzed ICT
indicators confirm the existence of strong unconditional technology-beta-conver-
gence in the case of each ICT indicator. The most dynamic process of technology-
beta-convergence has been reported in the case of mobile cellular telephony, as—
according to our estimates—the MCS-beta-convergence proceeds at the rate of
17.6 % annually, which demonstrates that the cross-country disparities may be
halved within 3.92 years (sic!). For the remaining ICT indicators, the technology-
beta-convergence is still confirmed, while being identifiably the slowest in the case
of the fixed-narrowband networks. The results of technology-sigma-convergence
are ambiguous. Relying on the ‘standard deviation’ we have found no evidence in
support of technology-sigma-convergence; however, when using the coefficient of
variation as a measure, the technology-sigma-convergence hypothesis is positively
verified. It shows that, although in relative terms the cross-country disparities are
gradually diminishing, the absolute digital gaps have grown enormously between
2000 and 2012. Additionally, to test whether all countries have been included in the
technology-convergence process, we have examined the existence of the
technology-convergence clubs, which has not been tested so far. We have used
two distinct empirical approaches to technology-convergence clubs identification
(Baumol and Wolff 1988; Chatterji and Dewhurts 1996); however, no technology
clubs have been detected. This shows that none of analyzed countries was left
outside the ‘exclusive’ technology convergence clubs, which again supports the
supposition of the worldwide catching-up process that, in the long-term horizon,
shall inevitably lead to gradual eradication of digital gaps (at least in relative terms).

6.2.4 The Fourth Perspective. Ready for the ‘ICT Revolution’?

Finally, deploying newly developed methodological framework, we aimed to trace
the country-specific ‘technological take-off’ intervals and the ‘critical mass’
closely associated with the ICTs diffusion patterns. The issues associated with the
identification of the ‘critical mass’ regarding ICT diffusion in developing countries,
have been relatively rarely discussed both in theoretical and empirical literature.
Henceforth, we have filled this gap in knowledge, and proposed totally new
methodological framework designed to trace the ‘critical mass’ effects, however
putting it into wide social, economical and institutional perspective. Such concep-
tualization of the ‘critical mass’ has so far never been discussed in economic

7 Based on the World Bank 2013 country classifications (see: http://data.worldbank.org/news/new-
country-classifications, accessed: May 2014).
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literature, and thus constitutes an important contribution to the presents state of
the art.

To meet the major goals of this analysis of ‘critical mass’ effects, we have
identified the critical year and the critical penetration rates, along with the country-
specific conditions that potentially might have fostered entering the exponential
growth phase on country-specific ICTs diffusion trajectories. Additionally, to
gather additional evidence, using panel analysis we have tested what most deter-
mined the ICTs diffusion in both income groups. Bear in mind that over the period
2000-2012, considerable growth was observed with respect to exclusively two ICT
indicators—MCS; , and IU; y. Tables in Appendix J summarize our major findings,
which give rise to several key conclusions. First, regarding the mobile cellular
telephony adoption determinants, the ‘critical’ penetration rates vary slightly
between the low-income and lower-middle-income countries, accounting for 7.05
per 100 inhab. in low-income group, and 8.22 per 100 inhab. in the lower-middle-
income group. The duration of the initial (early) phase of diffusion is approximately
12 years in both income groups. The further analysis shows that the country-specific
features vary greatly and countries’ common socio-economic conditions are barely
detectable (see Tables 5.2 and 5.3 in Chap. 5). This suggests that there are no
common country ‘conditions’ that would predetermine leaving the early diffusion
phase and the emergence of the ‘MCS-technological take-off’. The striking obser-
vation is that, the ‘MCS-technological take-off’ interval was reported in countries
characterized by the following dynamics: on average, barely 18.7 % of the popula-
tion had access to electrification, only 67 % has access to improved drinking water,
almost 44 % of adult population was illiterate, 52.1 % experienced extreme poverty,
and more than % of countries’ total population lived in rural areas. Moreover, only
one country (out of the low-income group) was classified as politically ‘free,” ten
were classified as ‘partly ‘free’, and four as ‘not free,” while the average GDP PPP
per capita was only US$1,434.6. In contrast to what might be expected, all the
‘characteristics’ listed above, which are traditionally considered as obstacles for
development, did not appear to be the insurmountable barriers for mobile cellular
telephony adoption. Our analysis, however, yields another seminal conclusion. The
ICTs—especially mobile cellular telephony—are broadly recognized as ‘suitable
for all,” and are claimed to be adequate technologies for underdeveloped countries.
The overall empirical evidence provided in this book seems to confirm (at least
partially) the supposition that mobile cellular services are technologies that may be
easily and rapidly adopted even in the poorest countries and in widely differing
environments.

Regarding Internet usage (see Appendix J), the analysis of the ‘critical
conditions’ yields similar conclusions as in the previous case. Although the ‘/U-
technological take-off” was identified in only 7 low-income and 26 lower-middle-
income countries, the countries individual ‘conditions’ seemed highly unfavorable
for the growth of Internet usage based on the following characteristics: high cost of
access to fixed-broadband networks, low per capita income, and poor infrastructural
development. However, conversely to what was reported in the case of mobile
cellular telephony, in 2012, the overall Internet penetration rates in many of the
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examined countries were still very low, which indicates that access to Internet
connections is still a ‘luxury’ good and cannot be afforded in a significant number
of economically underdeveloped countries. The previous evidence was
complemented by regression analysis, to trace the factors that might potentially
influence mobile cellular telephony and Internet penetration rates in low-income
and lower-middle-income countries. Our estimates suggest that in the examined
countries (in both income groups), MCS; , was positively attributed to GDP per
capita, level of education and population density, and although these results are not
fully robust, they reveal little sensitivity if we include other control variables in the
model. ‘Affordability’ explains changes in MCS; , growth relatively well, and in
addition, the population density has been shown to be statistically significant, and
these effects are robust. Surprisingly, the prices of a 1-min call and SMSs did not
demonstrate any statistical significance to explain the variability in cross-country
mobile cellular telephony penetration rates. Our estimates of IU; , diffusion
determinants show that, in low-income countries, GDP per capita and the price of
fixed-broadband connection showed statistical significance and may be considered
as factors positively influencing the growing number of Internet users. In the group
of lower-middle-income countries, the variables GDP per capita, price of fixed-
broadband connection and wireless broadband penetration rates are reported as
having positive impact on increasing Internet penetration rates. However, if the
fixed effects models, both for MCS; , and IU; , are refined by including the lagged
values of response variables, the overall picture changes dramatically. Relying on
the dynamic panel regressions, we have unveiled the existence of strong network
effects with regard to mobile cellular telephony and Internet users growth. The
coefficients associated with the lagged values of MCS;  and IU; , are positive and
statistically significant regardless of the specification; they are also insensitive to
the inclusion/exclusion of various control variables. Hence, it is justified to claim
the network effects are fully robust and reveal great explanatory power in cross-
country ICTs diffusion.

Before drawing final conclusions, it is important to bear in mind that each of the
countries examined has different socio-economic conditions that may generate
different causal relations with regard to the tested relationships. The deployed
methodological framework may be contested, and some crucial questions still
may not be satisfactory answered. Using econometric modeling to indicating causal
order has significant limitations, the results often reveal high sensitivity to the
inclusion/exclusion of outliers, hence this method is not always very conclusive
and interpretive. Still, the influence of the factors ‘left outside the model’ is not
captured; they are omitted and ‘stay in the shadows’ once we concentrate exclu-
sively on arbitrarily selected factors (Miki 2002). The overwhelming majority of
cross-country variability seems to be unexplained by the factors considered, as most
of the detected relationships are highly unstable. None of conclusions is entirely
persuasive and convincing, and probably other factors, not identified in here, are an
important part the whole story.
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6.3 A Brief Look at ICT Policies in Developing Countries
6.3.1 What Needs to Be Addressed? Some Recommendations

Our study has demonstrated that during the period 2000-2012, many low-income
and lower-middle-income countries managed to escape from the low-penetration
trap and achieve broader ICT deployment. The diffusion of mobile cellular tele-
phony was phenomenally rapid, which resulted in dramatic shifts in mobile cellular
telephony penetration rates in nearly all of the analysed countries. However, in
2012, with fixed and wireless network penetration rates and share of individuals
who use the Internet, the numbers are less optimistic, reflecting that although
average annual growth rates were impressively high, in many countries (especially
the low-income ones), ICT adoption remains low. This suggests that ensuring
unbound access to ICTs is still restricted and impeded by multiple constrains.
Mobile telephony diffusion was mainly facilitated by the rapid development of
wireless networks, which made the mobile services broadly accessible even in
geographically remote rural areas (UNCTAD 2007). Rapid infrastructure develop-
ment was also critically affected by increasing market liberalization, which
enhances competition and contributed to lowering the cost of mobile telephony
usage (World Bank 2006). These factors fostered importing innovative telecom-
munication solutions and enabled the expansion of access to and use of mobile
telephony. Many developing countries, until 2010, also made significant progress in
mobile service coverage (ITU 2011b), which improved access to mobile networks
in geographically remote and rural areas (according to ITU estimates (ITU 2011b),
in 2010, more than 62 % of the populations in low-income countries were covered
by a mobile cellular signal). Although many countries have been very successful in
the rapid expansion of mobile cellular service, there remain a few, such as Eritrea,
Ethiopia and Myanmar, where mobile cellular network access in 2012 was still
limited. Moreover, according to ITU data, the prices of mobile cellular sub-baskets
were still indecently high in 2011 (e.g., in Zimbabwe, the cost was 53.7 % of GNI
per capita per month; in Togo, it was 48 %, and in Eritrea, it was 42.8 %). High
prices and low affordability of mobile cellular services are still perceived as the
major barrier for the further deployment of mobile cellular telephony, and these
must be eliminated if there are to be increases in the numbers mobile telephony
adopters. Important to note is that in many countries, especially in Africa, although
the telecommunication markets have been officially fully liberalized, there are still
very few (two or three; see, e.g., Zambia, Uganda and Rwanda) operators, which
restricts any additional price lowering for mobile services. It is likely that increased
liberalisation of telecommunication markets and allowance for multiple operators
would ease the low affordability and foster additional dynamic diffusion of cellular
telephony. The mobile sector in developing countries demonstrated significant
increases during the period 2000-2012; however, the deployment of fixed- and
wireless-broadband networks remained relatively low, which resulted in very
limited individual Internet use. In developing countries, the predominant barrier
to the rapid and broad spread of the Internet is poorly developed backbone
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infrastructures—often recognized as the Achilles heel of these economies—which
impedes the diffusion of wired (fixed) solutions that would provide access to data
transfer. The vast majority of developing countries experience permanent shortages
in the deployment of the basic infrastructure that preconditions the widespread
development of cable-based Internet connectivity; meanwhile, the scarcely existent
ICT infrastructure is often a direct cause of the permanent lack of financial
resources, institutional weakness and political instability (ITU 2011b). Infrastruc-
tural shortages are especially awkward in rural, underserved, physically isolated
and poorly populated areas, which additionally generates rural-urban asymmetries
in Internet network access. Moreover, the low affordability of accessing and using
fixed networks—note that the prices of fixed-broadband sub-baskets generally
significantly exceed the average GNI per capita per month (see Table 5.3 in
Chap. 5)—greatly hinders its broad usage. The problem of extremely low
affordability is especially striking in the low-income countries and, together with
infrastructural underdevelopment, may be recognized as the major barrier to the
extensive use of Internet networks (Proenza 2006). The latter leads to the
unbounded access to the Internet in low- and lower-middle-income countries is
still perceived as a ‘luxury good’ that is not accessible and affordable to a wide
audience.

In backward countries, the vast majority of populations live in rural regions
rather than urban. These rural and often geographically isolated areas significantly
lag in ICT deployment because they are ‘difficult to serve because of rugged
terrain, dispersion of costumers, and low-income and limited ability to pay for
services’ (Proenza 2006, p. 22). Moreover, as was already stated, in rural regions,
there is generally no fixed infrastructure available; thus, to enhance the expansion
of Internet network coverage and usage, ensuring ubiquitous access to wireless
broadband networks is considered an important target (Warren 2007). Wireless
technologies appear to be an attractive panacea for fixed-infrastructure shortages;
thus, their universalizing warrants special attention in developing countries. It is
also suggested that wireless technologies can be easily deployed and
accommodated even under rough rural conditions, and thus they have an obvious
advantage over wire lines (Galperin 2005; Proenza 2006; Gunasekaran and
Harmantzis 2007; Puumalainen et al. 2011; Gourhant et al. 2014).

Nevertheless, in a few countries, spectacular achievements in wireless broad-
band deployment were reported (see Chaps. 4 and 5) by 2012, most of the examined
economies were heavily deprived of this type of network; access to wireless
technologies was still highly constrained, mainly owing to remarkably high prices
for leasing lines, which hinders the broad access and use of this ICT. There are also
multiple country-specific barriers, including unfavourable locations, poorly devel-
oped hard infrastructures, or permanent problems with power supplies, which
significantly impede the broader introduction of wireless broadband technologies.
Keeping in mind the latter, special attention should be dedicated to eliminating the
major bottlenecks and constraints in the adoption of wireless solutions and—in
tandem—to building solid backgrounds for creating ICT-friendly environments
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(e.g., political stability, full liberalisation of telecommunication markets, ensuing
legal regulations).

To avoid stagnation in further ICT deployment and to ensure equal and unre-
stricted access to ICTs, special assistance and efforts should be focused on the
following (ITU 2006, 2011a, b) areas:

¢ Establishing autonomous regulatory authorities (if there are none) to provide
legal frameworks for developing telecommunication markets, to lower the risk
for operators who aim to invest in high-risk markets with low initial penetration
rates (e.g., Addison and Heshmati 2003; Guerrieri et al. 2011);

e Complete the transition to fully liberalised and competitive markets (eliminate
monopolies) to encourage maximum participation by private companies (e.g.,
Wresch and Fraser 2012);

¢ Implement and support pricing policies to ensure continuing price reductions
(for both mobile cellular services and Internet access) for greater affordability
(Baliamoune-Lutz 2003; ITU 2011a)

* Promote further development of backbone infrastructures to, inter alia, ensure
greater access to electrification (regions permanently lacking power shortages
should receive special attention) (e.g., Eberhard et al. 2008; ITU 2006, 2011b;
Romijn and Caniéls 2011);

» Pay special attention to ICT deployment in rural, geographically isolated and
poorly populated regions to gradually close the rural-urban digital divide (e.g.,
Chen and Wellman 2004; Robison and Crenshaw 2010; White et al. 2011;
Nakamura and Chow-White 2013);

* Focus on developing wireless networks (e.g., Proenza 2006; Thapa 2011;
Hanson and Narula 2013; Gourhant et al. 2014) to ensure better connectivity,
especially in underserved and remote regions.

A final remark: the countries investigated in this study are economically and
institutionally weak. These countries permanently suffer from heavy infrastructural
underdevelopment and shortages, face political instabilities and lack good gover-
nance, and rules of law. The vast majority of the populations live in rural areas that
are underserved and remote, with little contact with the ‘outside world’; moreover,
a number of these countries’ populations live in extreme poverty and are poorly
educated and illiterate. All of these obstacles hinder the further growth and effective
use of ICTs, and they must be addressed through adequate ICT policies developing
countries are to fully benefit from the potential of ICTs rather than being digitally
isolated (Lucas and Sylla 2003).

6.3.2 AFew Words on ICT Policies and e-Strategies Implementation
in Developing Countries

The message behind our analysis is that the deployment of ICTs in developing
countries yields strong support. By convention, ICT policies may be designed to
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promote the development of national infrastructure, address specific sectorial
needs, such as education or government, or to regulate the telecommunications
market (e.g., pricing and tariffs, freedom of information). Developing countries are
different from developed ones and therefore require specially tailored strategies and
actions that target the constraints and barriers to ICT deployment, without which
they will suffer from digital exclusion (Hanna 2010).

The vast majority of countries, regardless of their economic performance,
political regimes or infrastructural shortages, have adopted national ICT policies
that seek to create a favourable environment for nationwide ICT deployment. ICT
polices determine the legal frameworks (specifying regulatory bodies, financial and
reporting regimes, and level of telecommunication market competition) and tele-
communication market regulations (e.g., access programmes or tariff policies)
governing ICT deployment and are predominantly designed to overcome barriers
of access to and use of ICTs. They also seek to support the development of
backbone infrastructure and incorporate ICT deployment into national economic
development goals. The regulatory environment in developing countries has
undergone a tremendous transition between 1984 and 2012 (ITU 2011c). Since
the 1980s, multiple countries have broken the hegemony of state monopolies on
telecommunication markets, heading toward the liberalisation and privatisation of
the telecommunication sector. The result was the inception of autonomous regu-
latory bodies that design and implement national ICT strategies to facilitate the roll-
out of telecommunication infrastructure through private capital engagement. The
rapid transition from monopoly to competition, the emergence of politically inde-
pendent agencies and the separation of telecommunications operations from other
government tasks resulted in creation of more transparent and politically free
telecommunication markets. According to ITU data (ITU 2011c), by the end of
2009, only 8 of the 49 least developed countries so classified by ITU lacked a
separate regulatory body for the telecommunications market. Moreover, by 2010,
the majority of the 49 least developed countries had broken the monopoly of state
owned telecommunication companies (usually on the fixed-line markets) and fully
liberalised both fixed and mobile markets. Similar tendencies are reported for the
market for Internet providers. According to ITU data (ITU 2014) from the ITU
World Telecommunication Regulatory Database, in 2010, 30 out of 46 analysed
low-income and lower-middle-income countries had fully liberalised their mobile
markets,® and 33 had fully liberalised the Internet services market.’

The liberalisation of telecommunication markets due to the growing accessibil-
ity and affordability of ICT services has undoubtedly boosted ICT penetration rates
in developing countries. From a long-term perspective, however, it is highly
desirable to establish solid backgrounds for the deployment of broadband networks

8In 12 countries there was partial competition, and in 4—monopoly (Comoros, Ethiopia,
Myanmar and Swaziland).

°In 9 countries there was partial competition, and in 4—monopoly (Comoros, Ethiopia, Myanmar
and Niger).
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(ITU 2013), as they ensure universal access and enable the fast and effective flow of
information. To this end, governments in developing countries attempt to encour-
age private investment in broadband infrastructure by delivering specific broadband
policies, legal frameworks and regulations that aim to accelerate the countrywide
implementation of broadband connectivity (Ngwenyama and Morawczynski 2009;
Unwin 2009; Kozma and Vota 2014). These strategies, widely recognised as
national broadband plans, constitute an important part of national ICT policies,
seek to facilitate the development of broadband connectivity and overcome major
barriers for broadband network adoption in developing countries. Country-specific
targets declared in national broadband plans are consistent with those defined in
‘Broadband Targets for 2015°'° (Broadband Commission 2011), which was issued
in 2011 by the Broadband Commission for Digital Development. Three out of four
targets directly refer to developing countries and specify that by 2015, regulations
should ensure that broadband services should be affordable for ordinary citizens
(Target 2); 40 % of households should have Internet access (Target 3); and Internet
penetration rates should reach at least 50 % (and 15 % in the least developed
countries) (Target 4). By the end of 2012, 28 out of 46 countries examined in our
study had implemented the national broadband plans. In 14 countries—Bolivia, El
Salvador, Eritrea, Georgia, Lao P.D.R., Madagascar, Mauritania, Myanmar,
Nepal,ll Nicaragua, Swaziland, Syria, Ukraine and Yemen—national broadband
plans were not developed or adopted until 2013, while in another four—Benin,
Comoros, Senegal and Togo—they were still under development. In 2003, Malawi,
one of the world’s poorest economies, was the first country to adopt its national
broadband plan, ‘An Integrated ICT-led Socio Economic Development Policy for
Malawi’ (Government of the Republic of Malawi 2003). The national broadband
plan for Malawi is a comprehensive long-term strategy defining how, through the
deployment and exploitation of ICTs, the country shall move toward the realisation
of national socio-economic development goals (Mbvundula 2003).

Broadly defined, national ICT policies are designed to serve as a framework for
achieving long-term socio-economic development goals and their objectives are
thus twofold: stimulate wider uptake of ICTs, and support ICT deployment. This
will contribute to a fundamental reshaping of the environment and thereby promote
long-term economic development. Regarding developing countries, the unique
combination of ICTs with socio-economic development goals deserves special
attention (Hanna 2003). Many claim (see, e.g., Khakhar et al. 2007; Manyozo
2008; Hilty and Hercheui 2010; Hanson and Narula 2013) that harnessing ICTs’
potential is key for strengthening a country’s economy and makes a positive
contribution to overall welfare. Introducing ICT policies in developing countries
garners assistance and support (including financial support) from international
bodies. As a response to these needs, during the Third World Telecommunication

OThe full text of the ‘Broadband Targets to 2015 is available at: http://www.
broadbandcommission.org/Documents/Broadband_Targets.pdf.

"' The in 2012, the national broadband plan for Nepal was still under draft.


http://www.broadbandcommission.org/Documents/Broadband_Targets.pdf
http://www.broadbandcommission.org/Documents/Broadband_Targets.pdf

236 6 Conclusion, Recommendations and Implications

Development Conference (2002), ITU established the ‘Special Programme for the
Least Developed Countries’, which aims to provide robust support and assistance in
achieving the development targets listed in Brussels Declaration and Programme of
Action for the Least Developed Countries for the decade 2001-2010 (BPoA).'?
Through this Special Programme for the Least Developed Countries, ITU (with the
support of United Nations Regional Commissions) has assisted a number of devel-
oping countries in realising their national ICT policies in line with the commitments
set out in the ‘Declarations of Principles’ and ‘Geneva Plan of Action’, agreed upon
during the World Summit on the Information Society'” in 2003 in Geneva .'* To
stay in compliance with the ‘Geneva Plan of Action’ (ITU 2003), which states that
‘development of national e-strategies, (. ..), should be encouraged by all countries
(...), taking into account different national circumstances’, national e-strategies
generally aim to create favourable conditions for further ICT development to
enhance deployment and bridge the digital divide both within and between
countries (ITU 2011d). They are of particular importance in low-income countries,
where the development of an e-strategy is often a central interest of the national
government, and they are frequently incorporated into long-term socio-economic
development strategies. As of the year 2010, 43 of 46 countries analysed in our
study had formulated comprehensive national and sectorial e-strategies that have
been officially released and adopted (ITU 2011d). Only three countries had not
developed national and/or sectorial e-strategies at that time: Cambodia, Eritrea and
Yemen'? (see ITU 2011d).

Examples of the adoption of national e-strategies abound. In Asia, national
governments seeking to comply with the recommendations of the Regional Action
Plan towards the Information Society in Asia and the Pacific (ESCAP 2009), have
placed special emphasis on establishing an enabling regulatory environment to
break national monopoles and move toward telecommunication market

12 The Brussels Declaration and Programme of Action for the Least Developed Countries for the
decade 2001-2010 (BPoA) was worked out during the Third United Nations Conference for the
Least Developed Countries (2001). Seven major commitments to challenge the poverty reduction
problem and sustain long-term economic development (see UNCTAD 2011) in developing
backward countries were approved.

'3 The first World Summit on the Information Society was held in two phases, in Geneva in 2003
and in Tunis in 2005. Four major documents were agreed upon during those meetings: ‘Declara-
tion of Principles’ and ‘Geneva Plan of Action’ in Geneva; ‘Commitments’ and ‘Agenda for the
Information Society’ in Tunis. Together, they shape the road toward building information
societies. The documents place special emphasis on creating mechanisms (including financial
support) to bridge the digital divide between developed and developing countries, and to make
decisive efforts in assisting the least developed counties to achieve their economic development
and ICT deployment goals.

" Over the decade 2000-2010, ITU through the ITU LDC Programme has assisted in the
implementation of 60 projects in developing countries (ITU 2011b) that were mainly focused on
ICT deployment (especially in rural areas), establishing Multipurpose Community Centres, and
capacity building.

'3 In Cambodia and Yemen, the national e-strategies were still under development in 2010.
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liberalisation and privatisation. In national and sectorial e-strategies formulated for
African and Arab countries, particular attention is devoted to overcoming insuffi-
cient infrastructure, weak institutions and a lack of regulatory environments and
financing mechanisms. Moreover, few countries have addressed the employment
opportunities that are generated due to ICT deployment. Similarly, some countries’
national e-strategies have formulated goals that address country-specific problems
and weaknesses. For example, Malawi’s national e-strategy'® targets the promotion
of e-commerce as a complementary action for poverty reduction'” plans, as well as
to enhance the preparation of Malawian society to participate in the information
economy. Moldova'® has implemented the e-Moldova plan to encourage electronic
payments systems to facilitate exports. Kenyan authorities consider the develop-
ment of local ICT content to preserve the heritage of local communities a priority,'”
and in Nigeria,” ensuring media independence and freedom of expression is
emphasised. Sectorial e-strategies are targeted for multiple, sector-specific
applications of ICTs, as for example,, e-government (e.g., Indiazl), e-business
(e.g., Guyana®®), e-employment (e.g., Bangladesh®), or other sectors where ICTs
incorporation may contribute significantly to its development and effectiveness.

6.4 Toward the Great Escape...?

The desire to escape is always there. Yet the desire is not always fulfilled. New knowledge,
new inventions, and new ways of doing things are the key to progress
Angus Deaton (2013)

Gerschenkron (1962) argues that developing countries mainly operate below the
world technology frontier; however, by imitating developed technologies, they gain
the opportunity to converge (catch-up) with developed countries in terms of
economic development. ‘“Technological congruence’, meaning a lack of appropriate
technology to enter development path, has also been stressed in the works of
Abramovitz (1986, 1994). Gerschenkron (1962) writes that ‘borrowed technology,

16 Malawi, the Republic of. (2003). An integrated ICT-led socio-economic development policy for
Malawi: A Policy Statement for the Realization of the Aspirations of the Vision 2020 through the
Development, Deployment and Exploitation of ICTs within the Economy and Society.

"7 In Malawi in 2010, approximately 85 % of the population experienced extreme poverty.

'8 Moldova. (2005). National Strategy on Building Information Society—*“e-Moldova”. Chisinau,
Moldova.

19 Kenya, Ministry of Information and Communications. (2006). National Information and
Communications Technology (ICT) Policy.

20 Nigeria. (n.d.). Nigerian National Policy for Information Technology (IT), Use It.

2! India, Government of, Department of Information Technology, Ministry of Communications &
Information Technology. (n.d.). The National e-Governance Plan (NeGP): e-Governance
initiatives across the country.

22 Guyana, Ministry of Tourism, Industry and Commerce. (2005). Draft E-Commerce Bill.
ZITU. (n.d.). WSIS Stocktaking Database, Project ID 1103043762.
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so much and rightly stressed by Veblen, was one of the primary factors assuring a
high speed of development in a backward country’. In the same vein Castellacci
(2006, 2008, 2011) claims that technology can foster the catch-up of developing
countries mainly by enabling improvements in education, the diffusion of knowl-
edge and shifts in labour productivity.

However, technology acquisition does not happen unconditionally. Baumol
(1986), Perez and Soete (1988), and Verspagen (1991) argue that a country’s ability
to adopt new technologies is preconditioned by multiple specific features. While
societies assess and assimilate technological novelties relying upon ‘intellectual’
capital (Soete and Verspagen 1993) as well as institutional, governmental and
cultural conditions, some empirical evidence shows that the most prominent factor
in a country’s ability to adopt and effectively benefit from technological progress
are the education level and skills of the labour force (Baumol 1989). Countries with
a largely uneducated and/or unskilled labour pool are unlikely to ever be able to
harness the full potential of technological change and they lose the opportunity to
catch up with richer countries, instead remaining economically disadvantaged.
Similar arguments have also been raised by Gregory Clark who, in 1987, wrote
that ‘poor countries have remained poor because they cannot absorb the
technologies of the advanced countries’ (Clark 1987, p. 141). The explanation of
this idea may be traced in works of, inter alia, Hirschman (1958), Rosenberg (1976)
and Easterlin (1981), who argued that poor countries are simply not prepared to
absorb technologies from developed countries because high-quality institutions are
scarce and their labour pool is poorly educated and lacking in managerial skills.

The arguments raised above are undoubtedly true. Our empirical evidence,
however, has clearly demonstrated that even in the most backward economies,
new information and communication technologies—especially mobile cellular
telephony—may spread, overcoming the classical barriers to adoption such as
low literacy, underdeveloped infrastructure and poor access to electricity, extreme
poverty, authoritarian regimes and weak institutions. Although unrestricted Internet
access remains limited in some of examined countries (especially in low-income
economies), many of them are rapidly improving Internet accessibility, which is
mainly facilitated by development of wireless networks (see the examples of Nepal,
Uganda and Zimbabwe). These trends are promising and reveal prospects for the
future because new information and communication technologies are widely per-
ceived as a solution for developing countries, providing them with the opportunity
to embark on a stable path of socio-economic development (Hanna 2003; Torero
and von Braun 2006; Unwin 2009; Gruber and Koutroumpis 2011). The rapid
diffusion of ICTs in developing countries has given rise to questions about their
role in promoting economic development and whether poor countries can harness
ICTs’ full potential (Heeks 1999; Elliott 2012), to catalyze economic growth and
development. These issues are receiving growing attention worldwide (see, e.g.,
Heeks 2010; Hanson and Narula 2013; Khavul and Bruton 2013), as the near-
ubiquitous spread of information and communication technologies offers unprece-
dented opportunities to take off on the development path (Desai and Potter 2013).
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Undeniably, ICTs can play a critical role in the development process®* by
broadening access to information and all types of knowledge, which results in
improvements in people’s empowerment and their participation in socio-economic
life (Mansell 1999, 2001; Wilson 2004; Mansell et al. 2009). The significant impact
of ICTs on the economy of developing countries may be further enabled by the
creation of positive links between market agents, providing opportunities for more
flexible work and providing new contacts, which—in effect—results in increased
economic activity with potential increases in productivity, firm efficiency and cost
reduction. The latter is also closely associated with information asymmetries, which
generate transaction costs, uncertainty, and hence market failures (Wolf 2001).
ICTs can help to eradicate information asymmetries and therefore they enhance the
efficiency of resource allocation. Reducing these asymmetries improves access to
economic activities for a multitude of agents, fostering participation, inter alia, in
the labour market of previously disadvantaged societal groups. Above all ICTs
offer connectivity, the transfer of knowledge and information, regardless of physi-
cal distance. Thus, the ‘death of distance’ (Cairncross 2001; Redding and Venables
2004) becomes a fact, rendering face-to-face contacts no longer necessary. More-
over, new information and communication technologies bring developing countries
opportunities to fight rural and urban poverty (Forestier et al. 2002; Graham 2002;
Cecchini and Scott 2003) by improving economic performance and the ability to
compete on global markets; they also provide a means by which to exploit an
unused labour force and increase social capital (Chong 2011). Most importantly,
the impact of ICTs reaches far beyond the ICT sector itself (ITU 2012) to deeply
affect and transform social and economic life, playing an enabling and unlocking
role for economic growth and development (ITU 2012). There is a causal chain
between ICT adoption and a country’s ability to enter the pattern of long-term
economic development, which finally should allow backward countries to catch up
with the best performing economies.

Hence, the question becomes do ICTs foster economic development and help
backward countries climb the development ladder? In attempting to provide a final
answer, we can follow David Landes, who argued that ‘A definite answer is
impossible. We are dealing here with the most complex type of problem, one that
involves numerous factors of variable weights working in changing combinations’
(Landes 2003, p. 14). Regardless, when attempting to identify and assess the effects

24 Many international agencies like for example United Nations Development Programme, Inter-
national Development Research Centre, International Telecommunication Union, ICT4D (Infor-
mation and Communication Technologies for Development) or infoDev (a program in the World
Bank group), offer a wide spectrum of evidence demonstrating the effects of ICTs deployment in
developing countries. Although the evidence is still relatively scattered and focuses rather on
explaining the ‘success stories’ of ICTs implementation for achieving various development goals;
it shows that ICTs are adequate tools to fight poverty and economic isolation (Thompson and
Garbacz 2007; Cortés and Navarro 2011), enhance communication, information and knowledge
flows, promote education and skills improvements, foster trade and other economic activities
which generate increase of per capita income, and above all forces countries to head toward social
and economic progress.
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of introduction of ICTs in developing countries, we face multiple difficulties that
are ‘(...) only partially technical. To a far greater extent, they are economic, social
and political’. As already mentioned, poor infrastructure, illiteracy, low
affordability (as effect of low per capita income), investment restrictions and
limitations may hinder the effective adoption of ICTs. Most importantly, the
remarkable impact of ICTs on developing countries can only be confirmed when
ICT is converted into human development and progress; a precise answer on how
ICTs promote socio-economic development remains elusive. ICTs can be a double-
edged sword for developing countries in that there are two distinct possible
scenarios. The first pessimistic scenario posits that developing countries will be
unable to harness the potential that ICTs offer due to multiple constraints and weak
socioeconomic and institutional conditions, with the result that that gap between
developed and developing countries will widen, leading to greater disparities.
Following Hanna (2003), David (2001) and Perez (2002), we can state that
countries that are permanently inactive in adopting new information and communi-
cation technologies and make little efforts to improve their situation may lose the
opportunities and benefits offered by ICTs, which would result in their digital and
economic marginalisation. The second optimistic scenario is that ICTs will offer a
way towards development and growth that will encourage developing countries
climb the ladder and enter a stable development pattern. Finding a way to close the
gap enables developing countries to escape the underdevelopment trap and forge
ahead economically.

Yet it is important to note here that the evidence demonstrating the channels
through which ICTs impact social and economic life in developing countries is
limited, predominantly due to short time series and the restricted availability of
complete and reliable data. The available time span for empirical studies of the
effect of new information and communication technologies on development in
low-income and lower-middle-income countries is not longer than 20 years and is
as brief as 10 years in some cases”. This is definitely too short a time to reveal
whether changes caused by ICTs are profound enough to help countries escape the
underdevelopment trap and head toward higher stages of development, or vice
versa, if the impact of ICT deployment is superficial, spurious and short-term.
Following David (1990), we may say that ICTs as general purpose technologies
do not induce the productivity and growth gains right after its arrival. Put simply, it
takes time to unleash the ICT potential and transform this potential into socio-
economic development. The last argument coincided with what we have argued in
Sect. 2.3 that productivity gains and increases of per capita incomes are revealed
with substantial time lags compared to the technological progress; and ‘Solow’s
productivity paradox’, may possibly emerge regarding the information and com-
munication technologies. Helpman and Trajtenberg (1994), and Helpman (1998)
suggest that full incorporation and deployment of general purpose technologies
(thus ICTs) takes time, and their role in fostering economic growth and

% See availability of data on ICTs deployment in examined countries (Appendix B).
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development may be revealed in a long-perspective. They call the early phase of
general purpose technologies diffusion as ‘time to sow’, as this is a time period
when resources need to be ‘diverted to the development of complementary inputs to
take advantage of the new GPT’ (Helpman and Trajtenberg 1994, p. 85). The
second stage of general purpose technologies diffusion they call a ‘time to reap’
when rises in total productivity and per capita output are unveiled. To discover
whether ICTs have engendered in-depth structural transformations of national
economies and created solid backgrounds for escaping the underdevelopment trap
is empirically intractable as of yet; a longer time perspective is needed. ICTs
unquestionably offer the opportunity to escape, but whether these opportunities
are realised is a different question that still needs an answer. As claimed by Hanna
(2010), ‘economic history, the cumulative learning and transformation process
involved in using ICT, and the pace of this wave of technological change suggest
that a ‘wait and see attitude’ would keep many developing countries out of a
technological revolution no less profound than the last industrial revolution’
(Hanna 2010, p. 29). And finally, it is hard to disagree with Rosenberg who said
the ‘Perhaps the reason why we do so poorly at predicting the impact of techno-
logical change is that we are dealing with an extraordinarily complex and interde-
pendent set of relationships’ (Rosenberg 1986, p. 17).

References

Abramovitz, M. (1986). Catching up, forging ahead, and falling behind. The Journal of Economic
History, 46(02), 385-406.

Abramovitz, M. (1994). Catch-up and convergence in the postwar growth boom and after. In
W. Baumol, R. Nelson, & E. Wolff (Eds.), Convergence and productivity: Cross-national
studies and historical evidence (pp. 86—125). New York: Oxford University Press.

Addison, T., & Heshmati, A. (2003). The new global determinants of FDI flows to developing
countries: The importance of ICT and democratization (No. 2003/45). WIDER Discussion
Papers//World Institute for Development Economics (UNU-WIDER).

Baliamoune-Lutz, M. (2003). An analysis of the determinants and effects of ICT diffusion in
developing countries. Information Technology for development, 10(3), 151-169.

Baumol, W. (1986). Productivity growth, convergence, and welfare: What the long-run data show.
American Economic Review, 76, 1072—-1084.

Baumol, W. J., & Wolff, E. N. (1988). Productivity growth, convergence, and welfare: Reply. The
American Economic Review, 78, 1155-1159.

Baumol, W. J. (1989). Reflections on modern economics: Review. Cambridge Journal of Eco-
nomics, 13(2), 353-358. Oxford University Press.

Broadband Commission. (2011). Broadband targets for 2015. Broadband Commission for Digital
Development/ITU/UNESCO.

Cairncross, F. (2001). The death of distance: How the communications revolution is changing our
lives. Boston: Harvard Business Press.

Castellacci F. (2006). Convergence and divergence among technology clubs (DRUID Working
Paper No. 06-21).

Castellacci, F. (2008). Technology clubs, technology gaps and growth trajectories. Structural
Changes and Economic Dynamics, 19(2008), 301-314.

Castellacci, F. (2011). Closing the technology gap? Review of Development Economics, 15(1),
189-197.



242 6 Conclusion, Recommendations and Implications

Cecchini, S., & Scott, C. (2003). Can information and communications technology applications
contribute to poverty reduction? Lessons from rural India. Information Technology for Devel-
opment, 10(2), 73-84.

Chatterji, M., & Dewhurst, J. L. (1996). Convergence clubs and relative economic performance in
Great Britain: 1977-1991. Regional Studies, 30(1), 31-39.

Chen, W., & Wellman, B. (2004). The global digital dividle—Within and between countries. IT &
Society, 1(7), 39-45.

Chong, A. (Ed.). (2011). Development connections: Unveiling the impact of new information
technologies. New York: Macmillan.

Clark, G. (1987). Why isn’t the whole world developed? Lessons from the cotton mills. The
Journal of Economic History, 47(01), 141-173.

Cortés, E. A., & Navarro, J. L. A. (2011). Do ICT influence economic growth and human
development in European Union countries? International Advances in Economic Research,
17(1), 28-44.

David, P. (1990, May). The dynamo and the computer: An historical perspective on the modern
productivity paradox. The American Economic Review, Papers and proceedings of the hundred
and second annual meeting of the American Economic Association, Vol. 80, No. 2, pp.
355-361.

David, P. A. (2001). Path dependence, its critics and the quest for ‘historical economics’. In P.
Garrouste & S. loannides (Eds.), Evolution and path dependence in economic ideas: Past and
present (pp. 15-40). Cheltenham: Edward Elgar.

Deaton, A. (2013). The great escape: Health, wealth, and the origins of inequality. Princeton, NJ:
Princeton University Press.

Desai, V., & Potter, R. B. (2013). The companion to development studies. New York: Routledge.

Easterlin, R. A. (1981). Why isn’t the whole world developed? The Journal of Economic History,
41(01), 1-17.

Eberhard, A., Foster, V., Briceno-Garmendia, C., Ouedraogo, F., Camos, D., & Shkaratan,
M. (2008). Underpowered: The state of the power sector in Sub-Saharan Africa.

Elliott, J. (2012). An introduction to sustainable development. New York: Routledge.

ESCAP. (2009). Regional progress and strategies towards building the information society in Asia
and the Pacific. Bangkok: ESCAP.

Forestier, E., Grace, J., & Kenny, C. (2002). Can information and communication technologies be
pro-poor? Telecommunications Policy, 26(11), 623—646.

Galperin, H. (2005). Wireless networks and rural development: Opportunities for Latin America.
Information Technologies and International Development, 2(3), 47-56.

Gerschenkron, A. (1962). Economic backwardness in economic perspective. Cambridge: Belknap
Press.

Gourhant, Y., Lukashova, E., Reddy Sama, M., Abdel Wahed, S., Meddour, D. E., & Venmani,
D. P. (2014, June). Low-cost wireless network architecture for developing countries. In 2074
14th International conference on innovations for community services (I4CS) (pp. 16-21).
IEEE.

Government of the Republic of Malawi. (2003). An integrated ICT led socio-economic develop-
ment policy for Malawi, Malawi.

Graham, S. (2002). Bridging urban digital divides? Urban polarisation and information and
communications technologies (ICTs). Urban Studies, 39(1), 33-56.

Gruber, H., & Koutroumpis, P. (2011). Mobile telecommunications and the impact on economic
development. Economic Policy, 26(67), 387—426.

Guerrieri, P., Luciani, M., & Meliciani, V. (2011). The determinants of investment in information
and communication technologies. Economics of Innovation and New Technology, 20(4),
387-403.

Gunasekaran, V., & Harmantzis, F. C. (2007). Emerging wireless technologies for developing
countries. Technology in Society, 29(1), 23—42.

Guyana, Ministry of Tourism, Industry and Commerce. (2005). Draft E-Commerce Bill.



References 243

Hanna, N. K. (2003). Why national strategies are needed for ICT-enabled development. World
Bank Staff Paper. Washington, DC: World Bank.

Hanna, N. (2010). e-Transformation: Enabling new development strategies. New York: Springer.

Hanson, J., & Narula, U. (2013). New communication technologies in developing countries.
New York: Routledge.

Heeks, R. (1999). Information and communication technologies, poverty and development.
Manchester, UK: Institute for Development Policy and Management, University of
Manchester.

Heeks, R. (2010). Do information and communication technologies (ICTs) contribute to develop-
ment? Journal of International Development, 22(5), 625-640.

Helpman, E. (Ed.). (1998). General purpose technologies and economic growth. Cambridge, MA:
MIT Press.

Helpman, E., & Trajtenberg, M. (1994). A time to sow and a time to reap: Growth based on
general purpose technologies (No. w4854). National Bureau of Economic Research.

Hilty, L. M., & Hercheui, M. D. (2010). ICT and sustainable development. In What kind of
information society? Governance, virtuality, surveillance, sustainability, resilience
(pp- 227-235). Berlin: Springer.

Hirschman, A. O. (1958). The strategy of economic development (Vol. 58). New Haven, CT: Yale
University Press.

ITU. (2003). Geneva plan of action. Geneva: ITU.

ITU. (2006). ICT and telecommunications in least developed countries. The mid-term review for
the decade 2001-2010. Geneva: ITU.

ITU. (2011a). Measuring information the society. Geneva: ITU.

ITU. (2011b). ICT and telecommunications in least developed countries. Review of progress made
during the decade 2000-2010. Geneva: ITU.

ITU. (2011c). The role of ICT in advancing growth in least developed countries. Trends,
challenges and opportunities. Geneva: ITU.

ITU. (2011d). National e-strategies for development. Global status and perspectives 2010.
Geneva: ITU.

ITU. (2012). Measuring information the society. Geneva: ITU.

ITU. (2013). The state of broadband 2013 : Universalizing broadband. Geneva: ITU.

ITU. (2014). ITU world telecommunication regulatory database. Geneva: ITU.

ITU. (n.d.). WSIS Stocktaking Database, Project ID 1103043762.

Kenya, Ministry of Information and Communications. (2006). National information and
communications technology (ICT) policy.

Khakhar, D., Cornu, B., Wibe, J., & Brunello, P. (2007). ICT and development. In Past, present
and future of research in the information society (pp. 63—73). Springer.

Khavul, S., & Bruton, G. D. (2013). Harnessing innovation for change: Sustainability and poverty
in developing countries. Journal of Management Studies, 50(2), 285-306.

Kozma, R. B., & Vota, W. S. (2014). ICT in developing countries: Policies, implementation, and
impact. In J. M. Spector, M. D. Merrill, J. Elen, & M. J. Bishop (Eds.), Handbook of research
on educational communications and technology (pp. 885-894). New York: Springer.

Landes, D. S. (2003). The unbound Prometheus: Technological change and industrial develop-
ment in Western Europe from 1750 to the present. New York: Cambridge University Press.

Lucas, H., & Sylla, R. (2003). The global impact of the internet: Widening the economic gap
between wealthy and poor nations? Prometheus, 21(1), 1-22.

Miki, U. (Ed.). (2002). Fact and fiction in economics: Models, realism and social construction.
Cambridge: Cambridge University Press.

Mansell, R. (1999). Information and communication technologies for development: Assessing the
potential and the risks. Telecommunications Policy, 23(1), 35-50.

Mansell, R. (2001). Digital opportunities and the missing link for developing countries. Oxford
Review of Economic Policy, 17(2), 282-295.



244 6 Conclusion, Recommendations and Implications

Mansell, R., Avgerou, C., Quah, D., & Silverstone, R. (Eds.). (2009). Information and communi-
cation technologies. Oxford: Oxford University Press.

Manyozo, L. (2008). Communication for development: An historical overview. UNESCO, Media,
Communication, Information: Celebrating, 50, 31-53.

Mbvundula, T. P. (2003). An integrated socio-economic and ICT policy and plan development
framework for Malawi. UNECA/UNDP.

Moldova. (2005). National strategy on building information society—"“e-Moldova”. Chisinau,
Moldova.

Nakamura, L., & Chow-White, P. (Eds.). (2013). Race after the internet. New York: Routledge.

Ngwenyama, O., & Morawczynski, O. (2009). Factors affecting ICT expansion in emerging
economies: An analysis of ICT infrastructure expansion in five Latin American countries.
Information technology for development, 15(4), 237-258.

Nigeria. (n.d.). Nigerian National Policy for Information Technology (IT).

Perez, C., & Soete, L. (1988). Catching-up in technology, entry barriers and windows of opportu-
nity. In G. Dosi, et al. (Orgs.), Technical change and economic theory. London: Pinter.

Perez, C. (2002). Technological revolutions and financial capital: The dynamics of bubbles and
golden ages. Cheltenham, UK: Edward Elgar.

Proenza, F. J. (2006). The road to broadband development in developing countries is through
competition driven by wireless and internet telephony. Information Technologies & Interna-
tional Development, 3(2), 21-39.

Puumalainen, K., Frank, L., Sundqvist, S., & Tappura, A. (2011). The critical mass of wireless
communications: Differences between developing and developed economies. Mobile informa-
tion communication technologies adoption in developing countries: Effects and implications
(pp. 1-17).

Redding, S., & Venables, A. J. (2004). Economic geography and international inequality. Journal
of International Economics, 62(1), 53-82.

Robison, K. K., & Crenshaw, E. M. (2010). Reevaluating the global digital divide: Socio-
demographic and conflict barriers to the internet revolution. Sociological Inquiry, 80(1),
34-62.

Romijn, H. A., & Caniéls, M. C. (2011). Pathways of technological change in developing
countries: Review and new agenda. Development Policy Review, 29(3), 359-380.

Rosenberg, N. (1976). Perspectives on technology. CUP Archive.

Rosenberg, N. (1986). The impact of technological innovation: A historical view. In R. Landua &
N. Rosenberg (Eds.), The positive sum strategy: Harnessing technology for economic growth
(p- 17). Washington, DC: National Academy Press.

Soete, L., & Verspagen, B. (1993). Technology and growth: The complex dynamics of catching-
up, falling behind and taking over. In A. Szirmai (Ed.), Explaining economic growth.
Amsterdam: Elsevier.

Thapa, D. (2011). The role of ICT actors and networks in development: The case study of a
wireless project in Nepal. The Electronic Journal of Information Systems in Developing
Countries, 49(1), 1-16.

Thompson, H. G., & Garbacz, C. (2007). Mobile, fixed line and internet service effects on global
productive efficiency. Information Economics and Policy, 19(2), 189-214.

Torero, M., & Von Braun, J. (Eds.). (2006). Information and communication technologies for
development and poverty reduction: The potential of telecommunications. Washington, DC:
Intl Food Policy Res Inst.

UNCTAD. (2007). Information economy report 2007-2008. Science and technology for develop-
ment: The new paradigm of ICT. Geneva.

UNCTAD. (2011). Programme of action for the least developed countries. UN General Assembly,
Brussels.

UNDP. (2014). Beyond geography. Unlocking human potential. Human Development Report
2014. Government of Nepal and United Nations, Nepal.



References 245

Unwin, P. T. H. (Ed.). (2009). ICT4D: Information and communication technology for develop-
ment. Cambridge: Cambridge University Press.

Verspagen, B. (1991). A new empirical approach to catching up or falling behind. Structural
Change and Economic Dynamics, 2(2), 359-380.

Warren, M. (2007). The digital vicious cycle: Links between social disadvantage and digital
exclusion in rural areas. Telecommunications Policy, 31(6), 374-388.

White, D. S., Gunasekaran, A., Shea, T. P., & Ariguzo, G. C. (2011). Mapping the global digital
divide. International Journal of Business Information Systems, 7(2), 207-219.

Wilson, E. J., IIL. (2004). The information revolution and developing countries. Cambridge, MA:
MIT Press.

Wolf, S. (2001, September). Determinants and impact of ICT use for African SMEs: Implications
for rural South Africa. In Center for Development Research (ZEF Bonn). Paper prepared for
TIPS Forum.

World Bank. (2006). Information and communication for development: Global trends and
policies. Washington, DC: World Bank.

Wresch, W., & Fraser, S. (2012). ICT-enabled market freedoms and their impacts in developing
countries: Opportunities, frustrations, and surprises. Information Technology for Development,
18(1), 76-86.



ICT indicator

Fixed telephone subscriptions per
100 inhabitants

Mobile cellular telephone
subscriptions per 100 inhabitants

Fixed (wired) Internet subscriptions
per 100 inhabitants

Fixed (wired)-broadband Internet
subscriptions per 100 inhabitants

Definition

Fixed-telephone subscriptions refers to the sum of
active number of analogue fixed-telephone lines,
voice-over-IP (VoIP) subscriptions, fixed wireless
local loop (WLL) subscriptions, ISDN voice-channel
equivalents and fixed public payphones
Mobile-cellular telephone subscriptions refers to the
number of subscriptions to a public mobile-telephone
service that provide access to the PSTN using cellular
technology. The indicator includes (and is split into)
the number of postpaid subscriptions, and the number
of active prepaid accounts (i.e. that have been used
during the last three months). The indicator applies to
all mobile-cellular subscriptions that offer voice
communications. It excludes subscriptions via data
cards or USB modems, subscriptions to public mobile
data services, private trunked mobile radio, telepoint,
radio paging and telemetry services

Fixed (wired) Internet subscriptions refers to the
number of active fixed (wired) Internet subscriptions at
speeds less than 256 kbit/s (such as dial-up and other
fixed non-broadband subscriptions) and total fixed
(wired)-broadband subscriptions

Refers to subscriptions to high-speed access to the
public Internet (a TCP/IP connection), at downstream
speeds equal to, or greater than, 256 kbit/s. This
includes cable modem, DSL, fibre-to-the-home/
building and other fixed (wired)-broadband
subscriptions. This total is measured irrespective of the
method of payment. It excludes subscriptions that have
access to data communications (including the Internet)
via mobile-cellular networks. It should exclude
technologies listed under the wireless-broadband
category
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ICT indicator Definition

Wireless-broadband subscriptions per | Wireless-broadband subscriptions refers to the sum of

100 inhabitants satellite broadband, terrestrial fixed wireless
broadband and active mobile-broadband subscriptions
to the public Internet. The indicator refers to total
active wireless-broadband Internet subscriptions using
satellite, terrestrial fixed wireless or terrestrial mobile
connections. Broadband subscriptions are those with
an advertised download speed of at least 256 kbit/s. In
the case of mobile-broadband, only active
subscriptions are included (those with at least one
access to the Internet in the last three months or with a
dedicated data plan). The service can be standalone
with a data card, or an add-on service to a voice plan.
The indicator does not cover fixed (wired)-broadband
or Wi-Fi subscriptions. Both residential and business
subscriptions should be included. This is calculated by
dividing wireless broadband subscriptions by the
population and multiplying by 100

Proportion of individuals using Refers to the proportion of individuals that used the

Internet Internet in the last 12 months. Data are based on
surveys generally carried out by national statistical
offices or estimated based on the number of Internet
subscriptions

Source: Derived directly from World Telecommunication/ICT Indicators database 2013 (17th
Edition)

Note: Cited indicators were agreed as core ICT indicators during WSIS Thematic Meeting on
Measuring the Information Society in Geneva (Switzerland) 7-9 February 2005. The list was
discussed and adjusted during the meeting of Expert Group on Telecommunication/ICT Indicators
that was held in Mexico City, on 2-3 December 2013
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Appendix D. ICTs Inequalities. 113 World
Countries. Period 2000-2012
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Fig. D.1 Gini coefficients time trends—MCS; y, FIS; ;, FBS;,, WBS; ; and TU; ;. 113 countries.
Period 2000-2012. Source: Author’s elaboration
© Springer International Publishing Switzerland 2015 259

E. Lechman, ICT Diffusion in Developing Countries,
DOI 10.1007/978-3-319-18254-4



260 Appendix D. ICTs Inequalities. 113 World Countries. Period 2000-2012

.8 .8 8
6 6 6 o
d d d oy
4 4 4 - /
. /
2 2 2 = //
0 I L R R
0 2 4 6 8 1 0 2 4 6 .8 1
Percentiles (p) Percentiles (p) Percentiles (p)
— line_45° — line_45° — line_45°
——— FBS_2005 ——— FIS_2000 —— — 1U_2000
———————— FBS_2012 -------- FIS_2012 -------s 1U_2012
1 1
f)
.8 .8 /l
Sl
.6 6 Y
S/
4 4 R,
2 2 e
e
0 0 -1 B m— T 1
0 2 4 6 .8 1
Percentiles (p) Percentiles (p)
— line_45° — line_45°
— — — MCS_2000 — — — WBS_2009
———————— MCS_2012 -------- WBS_2012

Fig. D.2 Lorenz curves—MCS

iy

FIS; ,, FBS;y, WBS; ; and IU; . 113 countries. Years 2000 and

iy

2012. Source: Author’s elaboration



Appendix E. ICTs Distributions. 113 World
Countries. Period 2000-2012
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Fig. E.1 Changes in core ICT indicators distribution. 113 world countries. Period 2000-2012.
Source: Author’s elaboration. Note: for FBS—Kernel densities estimates since 2005. For MCS—
111 countries (Comoros and Eritrea excluded—significant lacks in data time series). For FBS—
107 countries (Bangladesh, Congo, Honduras, Eritrea, Swaziland and Togo excluded—significant
lacks in data time series); for Madagascar and Nepal—initial values for 2006. For WBS—Kernel
densities estimates since 2009. For WBS—111 countries (Eritrea and Nepal—excluded—data
available only for 2012). On X-axis—absolute data
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Appendix F. ICT Marginal Growths
and Replication Coefficients. 17 Low-Income
Economies. Period 1995-2012
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Table H.8 Internet users penetration rates—atfordability. Correlations and joint sample sizes.
29 lower-middle-income economies (outliers—excluded)

Time coverage IU;,, FBSIPB;, | FBSChargeMonth; ,
IU;,, 19972012 —
FBSIPB; , 2008-2012 -024 |-
(124)
FBSChargeMonth; , | 2005-2012 (with 0.40 —0.34 -
breaks in time series) (137) (119)

Source: Author’s calculations
Note: Joint sample sizes reported below coefficients
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Table 1.3 Mobile cellular subscriptions affordability. Fixed effects regressions

Low-income economies Lower-middle-income economies
Explanatory variables (1) ?2) 3) 4) (1) 2) 3) 4)
LnMCSIPB; —0.34 0.09
(0.15) (0.11)
LnCallsMonth; , 2.24 1.54
(0.30) (0.15)
LnSMSMonth; , 1.85 10.85
(0.28) (0.90)
LnMCSChargeMonth; , 1.04 170
(0.08) (0.45)
R-sq. (within) 0.05 0.45 0.58 0.65 0.01 0.50 0.56 0.39
p (rho) 0.83 0.48 0.62 0.55 0.67 0.53 0.58 0.57
mean VIF - - - - - — - -
F-test 4.85 55.8 41.19 139.5 0.61 130.2 143.1 14.02
(Prob > F) (0.04) | (0.00) |(0.00) |(0.00) |(0.44) |(0.00) |(0.00) |(0.00)
# of observations 63 183 116 82 124 352 346 125
# of countries 16 16 16 16 29 29 29 29

Source: Author’s estimates

Note: Estimates account for country fixed effects. Panel—unbalanced. Constant included—not
reported. Extreme observations—excluded. Robust standard errors—reported below coefficients.
In bolds—results statistically significant at 5 % level of significance

Table 1.4 Mobile cellular subscriptions affordability. Dynamic panel regressions

Explanatory Low-income economies Lower-middle-income economies
variables (1) 2) 3) 4) (1) 2) 3) 4)
LnMCS; 0.81 0.91 0.88 0.96 0.73 0.88 0.85 0.80

0.05) | (0.02) |(0.05) |(0.06) | (0.03) |(0.04) 0.03) | (0.07)
LnMCSIPB; 0.05 0.01

(0.04) (0.03)
LnCallsMonth; , 0.04 —0.002

(0.08) (0.03)
LnSMSMonth; —0.03 0.18
(0.07) (0.23)

LnMCSCharge —0.09 0.24
Month; , (0.06) (0.21)
Arellano-Bond test —0.04 |-090 | —-0.58 |-—1.1 -1.2 —1.4 -1.9 —0.75
(Prob > z) 0.96) 1 (0.36) |(0.56) |(0.26) |(0.24) |(0.15) (0.05) |(0.47)
# of instruments for 43 84 74 47 52 91 91 28
differenced equation
# of observations 45 139 82 55 93 268 264 80
# of countries 16 16 16 16 29 29 29 29

Source: Author’s estimates

Note: GMM estimator applied, one—step results. Panel-—unbalanced. Constant included—not
reported. Extreme observations—excluded. Robust standard errors—reported below coefficients.
In bolds—results statistically significant at 5 % level of significance. Reported Arellano-Bond test
is for 2nd order
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Table 1.7 Internet users affordability. Fixed effects regressions

Low-income economies

Lower-middle-income economies

Explanatory variables €8 2) [@))] 2)
LnFBSIPB; —0.36 —0.41

(0.06) (0.06)
LnFBSChargeMonth; , 0.46 0.46

(0.06) (0.08)

R-sq. (within) 0.52 0.59 0.44 0.43
p (rho) 0.86 0.77 0.78 0.75
Mean VIF — - - —
F-test 26.68 52.48 38.43 33.03
(Prob > F) (0.00) (0.00) (0.00) (0.00)
# of observations 61 73 124 136
# of countries 16 16 29 29

Source: Author’s estimates

Note: Estimates account for country fixed effects. Panel—unbalanced. Constant included—not
reported. Extreme observations—excluded. Robust standard errors—reported below coefficients.

In bolds—results statistically significant at 5 % level of significance

Table 1.8 Internet users affordability. Dynamic panel regressions

Low-income Lower-middle-income
economies economies
Explanatory variables €8 2) €8 2)
LnlU;, _, 0.64 0.66 0.84 0.82
(0.10) (0.08) (0.04) 0.07)
LnFBSIPB; —0.13 0.01
(0.03) (0.04)
LnFBSChargeMonth; , 0.12 —0.01
(0.03) (0.04)
Arellano-Bond test 0.67 -0.79 -0.23 —0.64
(Prob > z) (0.49) 0.42) (0.81) (0.52)
# of instruments for differenced equation |42 50 52 58
# of observations 43 51 95 100
# of countries 16 16 29 29

Source: Author’s estimates

Note: GMM estimator applied, one—step results. Panel—unbalanced. Constant included—not
reported. Robust standard errors—reported below coefficients. In bolds—results statistically
significant at 5 % level of significance. Reported Arellano-Bond test is for 2nd order



Appendix J. ‘Technological Take-Off’
Conditions. Low-Income and Lower-Middle-
Income Economies

‘MCS-technological take-off ’ conditions

Low-income economies (15 countries)

Y i mcs—period 2004-2007 ‘MCS- 2005-2011
technological
take-off’—
period
MCS;y in Y rigmcs 7.05 Duration of 12 years
(average), per 6.6 the diffusion
100 inhab. initial phase
MCS;y in Y mes (average),
(median), per in years
100 inhab.
Direct Average Median Min. value Max. value
determinants
Mobile-cellular 25.00 (16.0—if 54 3.03 114.7
prepaid connection Burkina Faso is (Zimbabwe) (Burkina
charge, USD excluded) Faso)
Mobile-cellular 0.19 0.21 0.03 0.37 (Kenya,
prepaid—price of a (Bangladesh) Niger)
1-min local call,
USD
Mobile-cellular 0.05 0.06 0.01 0.12
prepaid—yprice of (Bangladesh) (Comoros)
SMS, USD
Mobile Cellular 343 45.5 3.38 60.0 (Togo)
Sub-Basket, % of (Bangladesh)
GNI per capita per
month
Indirect Average Median Min. value Max. value
determinants
Fixed telephony 1.33 1.9 0.16 (Rwanda) |3.09
penetration rate, per (Comoros)
100 inhab.
(continued)
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Low-income economies (15 countries)

Gross Domestic 1,434.6 1,200 794.0 (Malawi) | 2,136
Product per capita (Cambodia)
in PPP, US dollars
Economic Freedom |53.2 52.8 33.5 63.1 (Uganda)
index (Zimbabwe)
Investment 39.2 35.0 70.0 10.0
Freedom index (Madagascar) (Zimbabwe)
Electrification 18.7 17.0 7.0 (Malawi/ 34.0
rate, % Burkina Faso) (Zimbabwe)
Level of Full competition—
competition on 12
telecommunication | Partial
market competition—1
Monopoly—2

Country Average Median Min. value Max. value
characteristics
Access to improved | 67.0 68.5 44.0 95.0
water, % (Madagascar) (Comoros)
Literacy rate, % 55.9 61.0 23.0 (Burkina 83.0

Faso) (Zimbabwe)
Extreme poverty, % | 52.1 53.0 30.0 (Ethiopia) | 74.0 (Malawi)
Rural population, 75.9 82.2 58.3 (Benin) 85.9 (Uganda)
%
Population density, | 185.3 (119.2—if 101.8 329 1,112.9
people per km Bangladesh is (Zimbabwe) (Bangladesh)

square

excluded)

Country freedom
status

Free—1 country
Partly free—10
countries

Not free—4
countries

Democracy
(Political Freedom)

Score 2—7
countries
Score 1—7
countries
Score 0—1
country

Dominant religion

Islam—>5 countries
Christianity—5
countries
Indigenous
beliefs—

2 countries
Hinduism—1
country
Buddhism—

2 countries

(continued)
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Lower-middle-income economies (29 countries)
Ycrir. mcs—period 1999-2005 ‘MCS- 2001-2008
technological
take-off’—
period
MCS;y in Yeri mes | 8.22 Duration of 11.7 years
(average), per 6.9 the diffusion
100 inhab. initial phase
MCS;y in Ycrir mcs (average), in
(median), per years
100 inhab.
Direct Average Median Min. value Max. value
determinants
Mobile-cellular 9.32 5.4 2.2 (India) 31.1 (Syria)
prepaid connection
charge, USD
Mobile-cellular 0.17 0.16 0.02 (India) 0.48
prepaid—price of a (Nicaragua)
one-minute local
call, USD
Mobile-cellular 0.05 0.05 0.01 0.27
prepaid—price of (Indonesia/Pakistan/ | (Georgia)
SMS, USD Paraguay)
Mobile Cellular 7.18 6.15 1.8 (Sri Lanka) 18.5
Sub-Basket, % of (Zambia)
GNI per capita per
month
Indirect Average Median Min. value Max. value
determinants
Fixed telephony 7.21 4.5 0.44 (Congo. Rep.) 22.5
penetration rate, per (Ukraine)
100 inhab.
Gross Domestic 4,407.1 3,890 2,049 (Senegal) 8,332 (Egypt)
Product per capita
in PPP, US dollars
Electrification 62.1 36.0 3.0 (Congo Rep.) 98.0 (Egypt)
rate, %
Economic Freedom | 56.7 53.8 40.6 (Syria) 71.2
index (El Salvador)
Investment 49.3 50.0 30.0 (Honduras/Lao | 90.0 (Bolivia)
Freedom index P.D.R./
Nigeria/Pakistan/
Syria/Viet Nam)
Level of Full
competition on competition—
telecommunication | 22 countries
market Partial
competition—
6 countries
Monopoly—1
country

(continued)
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Lower-middle-income economies (29 countries)

Country Average Median Min. value Max. value
characteristics
Access to improved | 78.6 80.5 44.0 (Mauritania) 97.0
water, % (Ukraine)
Literacy rate, % 76.4 81.0 39.0 (Senegal) 99.0
(Armenia/
Georgia/
Ukraine)
Extreme poverty, % | 25.3 19.5 0.50 (Ukraine) 65.0
(Zambia)
Rural population, % | 54.9 54.3 32.5 (Ukraine) 84.7 (Sri
Lanka)
Population density, | 107.3 76.2 1.5 (Mongolia) 379.1 (India)
people per km
square
Country freedom Free—
status 8 countries
Partly free—
13 countries
Not free—
8 countries
Democracy Score 2—18
(Political Freedom) | countries
Score 1—5
countries
Score 0—6
countries
Dominant religion Islam—9
countries
Christianity—
15 countries
Hinduism—
2 countries
Buddhism—3
countries

Source: Author’s elaboration
“The evidence is reported exclusively for those countries where the ‘MCS-technological take-off’
was identified
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‘IU-technological take-off” condition. Low-income and lower-middle-income economies

Low-income economies (7 countries)

Ycrie,;u—period

IUi.y in Yeyie o
(average), %
IUi.y in Yy o
(average), %

Direct determinants
Fixed-narrowband
subscriptions, per
100 inhab.
Fixed-broadband
subscriptions, per
100 inhab.
Wireless-broadband
subscriptions, per
100 inhab.

Fixed (wired)-
broadband connection
charge, USD

Fixed (wired)-
broadband monthly
subscription charge,
USD
Fixed-Broadband
Sub-Basket, % of GNI
per capita per month

Indirect
determinants

Gross Domestic
Product per capita in
PPP, US dollars
Economic Freedom
index

Investment Freedom
index

Obstacles to use index

Limits of contents
index

Violations of users
rights index

2008-2011
7.3

8.0

Average
0.45

0.24

2.39

93.6
(64.7—if
Zimbabwe id
excluded)
52.07

(if Zimbabwe is
excluded)
166.1

(if Zimbabwe is
excluded); 93.8

(if Zimbabwe and

Uganda are
excluded)
Average

1,936

53.6
39.2
15.6
15.1

21.1

‘IU-
technological
take-off’—
period
Duration of
the diffusion
initial phase
(average), in
years
Median
0.41

0.20

0.47

50.4

31.2

56.3

Median

1,999

54.6

45.0

11.0

19.5

2008-2012

14.3 years

Min. value
0.02 (Kenya)

0.10
(Rwanda/
Togo)

0.01 (Kenya)

4.2
(Bangladesh)

4.2
(Bangladesh)

7.3
(Bangladesh)

Min. value

1,189.2
(Rwanda)

36.7
(Zimbabwe)
10.0
(Zimbabwe)
10.0 (Kenya)

7.0 (Kenya)

12.0 (Kenya)

Max. value

1.5
(Bangladesh)

0.70
(Zimbabwe)

6.7
(Cambodia)

267.3
(Zimbabwe)

2,672.9
(Zimbabwe)

1,059
(Zimbabwe);
600 (Uganda)

Max. value

2,363.8
(Bangladesh)

63.8
(Uganda)
60.0
(Cambodia)

17.0
(Zimbabwe)

14.0
(Zimbabwe)

24.0
(Bangladesh)

(continued)
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Low-income economies (7 countries)

Electrification rate % 23.6 21.5 9.0 (Uganda) |34.0
(Zimbabwe)
Level of competition Fixed Broadband
in telecommunication Connections
market (Fixed Full competition—
Broadband 7 countries
Connections/Internet Partial
Services) competition—none
Monopoly—none
Internet Services
Full competition—
7 countries
Partial
competition—none
Monopoly—none
Country Average Median Min. value Max. value
characteristics
Access to improved 74.1 71.3 56.1 (Kenya) | 86.3 (Nepal)
water, %
Literacy rate, % 69.2 72.0 57.3 (Nepal) |83.6
(Zimbabwe)
Extreme poverty, % 383 40.5 18.0 63.0
(Cambodia) (Rwanda)
Rural population, % 77.5 79.8 65.0 85.6
(Zimbabwe) (Uganda)
Population density, 305.4 (158.3 if 159.0 32.8 1,188.4
people per km square Bangladesh is (Zimbabwe) (Bangladesh)
excluded)
Country freedom Free—none
status Partly free—4
countries
Not free—3
countries
Democracy (Political Score 2—
Freedom) 2 countries
Score 1—4
countries

Score 0—1 country

Dominant religion

Islam—1 country

Christianity—4
countries
Hinduism—1
country
Buddhism—1
country

(continued)
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Lower-middle-income economies (26 countries)
Y crie ju—period 2004-2011 ‘TU- 2004-2012
technological
take-off’—
period
IUjy in Yo 9.52 Duration of 14.4 years
(average), % 8.45 the diffusion
Uiy in Yo initial phase
(median), % (average), in
years
Direct determinants | Average Median Min. value Max. value
Fixed-narrowband 1.62 1.3 0.13 5.6
subscriptions, per (Zambia) (Moldova)
100 inhab.
Fixed-broadband 0.69 0.32 0.01 32
subscriptions, per (Honduras/ (Moldova)
100 inhab. Nigeria/Sri
Lanka/
Syria)
Wireless-broadband 5.13 0.26 0.26 18.6
subscriptions, per (Zambia) (Indonesia)
100 inhab.
Fixed (wired)- 131.5 (79.54—if 92.8 3.9 (Sri 962.8
broadband Zambia is excluded) Lanka) (Zambia)
connection charge,
USD
Fixed (wired)- 133 (67.0—if 29.3 3.1 (Viet 1,781.8
broadband monthly Swaziland is Nam) (Swaziland)
subscription charge, excluded)
USD
Fixed-Broadband 26 (24—if Nigeria and | 22.8 5.1 (India) 890.4
Sub-Basket, % of Swaziland are (Nigeria)
GNI per capita per excluded)
month
Indirect Average Median Min. value Max. value
determinants
Gross Domestic 5,194 5,206 2,161.7 10,272.1
Product per capita in (Senegal) (Egypt)
PPP, US dollars
Economic Freedom 56.4 56.9 48.4 68.5
index (Guyana) (El Salvador)
Investment Freedom 47.05 50.0 20.0 70.0
index (Bolivia) (E1 Salvador/
Morocco/
Nicaragua)
Obstacles to use 13.0 14.0 7.0 23.0 (Syria)
index (Ukraine)
Limits of contents 12.8 25.0 5.0 26.0 (Viet
index (Philippines) | Nam)
Violations of users 20.1 33.0 8.0 35.0 (Syria)

rights index

(Philippines)

(continued)
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Lower-middle-income economies (26 countries)

Electrification

rate, %

Level of competition
on
telecommunication
market (Fixed
Broadband
Connections/Internet
Services)

Country
characteristics

Access to improved
water, %

Literacy rate, %
Extreme poverty, %

Rural

population, %
Population density,
people per km square

Country freedom
status

Democracy (Political
Freedom)

. - . b
Dominant religion

65.1 36.0 33.0
(Senegal)

Fixed Broadband

Connections”

Full competition—16

countries

Partial competition—6

countries

Monopoly—1 country

Internet Services

Full competition—21

countries

Partial competition—5

countries

Monopoly—none

Average Median Min. value

83.2 85.6 54.5
(Yemen)

81.2 85.0 51.2
(Nigeria)

21.1 17.0 0.02
(Ukraine)

534 50.7 31.7
(Ukraine)

115.1 77.2 1.7
(Mongolia)

Free—S8 countries
Partly free—13
countries

Not free—5 countries
Score 2—18 countries
Score 1—4 countries
Score 0—4 countries
Islam—6 countries
Christianity—14
countries
Hinduism—

2 countries
Buddhism—3
countries

Indigenous beliefs—1
country

Source: Author’s elaboration
“Not available for all countries
*In few countries two or more religions are reported

98.0 (Egypt)

Max. value
99 (Egypt)

99.6
(Armenia)
75.0
(Zambia)

84.6 (Sri
Lanka)

405.5 (India)
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