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Preface

These proceedings report on the state of the art in the research on Web and Wireless
Geographic Information Systems, as presented at the 14th W2GIS Symposium in Greno-
ble, in May 2015. Recent developments in Web technologies and advances in wireless
Internet access have generated an increasing interest in the capture, processing, analy-
sis, and diffusion of online geo-referenced data in and about the Web environment. Until
recently only possible on desktop workstations, devices wirelessly connected to the In-
ternet now offer ways of accessing and analyzing online geo-spatial information. These
developments were the primary subject of this symposium series. This series has been
capturing the developments in W2GIS since its earliest days. Alternating between Asia,
Europe, and North America, the symposia have brought together researchers focusing
on the technological and computational aspects of W2GIS, as well as on the human–
computer interaction and dynamics afforded by this new technology. Over time, W2GIS
has evolved into a mature field of research and this symposium series has become one
of its principal annual meetings.

The 14th conference of the W2GIS Symposium was held in Grenoble, France, and
hosted by the Grenoble University. In total, 43 researchers contributed by their work to
the W2GIS 2015 Symposium. In an elaborate peer-review process, 12 original papers
were selected for their high quality for single-track oral presentations, out of a total of
19 submissions. Each paper was reviewed by at least two (most often three) anonymous
reviewers. Selected papers cover hot topics related to W2GIS including spatiotemporal
data collection, processing and visualization, mobile user generated content, semantic
trajectories, location-based Web search, Cloud computing, and VGI approaches.

Many people have contributed to the success of the W2GIS 2015 Symposium. First
of all, we thank the authors for their excellent contributions and the members of the
Program Committee for carefully reviewing their submissions. Second, the Local Or-
ganizers from the Grenoble University significantly contributed to the smooth running
of the symposium and a very amicable atmosphere. We thank Prof. Mark Graham from
the Oxford Internet Institute and Prof. Johannes Schöning from the ICT research in-
stitute of Hasselt University for delivering engaging and stimulating keynote speeches.
We have been stimulated to think critically about the broader impact of the wealth of
data held by the Web, and by their use in ubiquitous information systems. These views
added tremendously to a broader perspective on the current research in the field of Web
and Wireless Geographic Information Systems.

We are looking forward to the exciting developments of the field, which we hope
will be presented in the future editions of the W2GIS Symposium.

May 2015 Jérôme Gensel
Martin Tomko
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A Mobile Application for a User-Generated
Collection of Landmarks

Marius Wolfensberger and Kai-Florian Richter(B)

Department of Geography, University of Zurich - Irchel,
Winterthurerstrasse 190, 8057 Zurich, Switzerland

{marius.wolfensberger,kai-florian.richter}@geo.uzh.ch

Abstract. Landmarks are crucial elements in how people understand
and communicate about space. In wayfinding they provide references that
are preferred and easier to follow than distances or street names alone.
Thus, the inclusion of landmarks into navigation services is a long-held
goal, but its implementation has largely failed so far. To a large part this
is due to significant difficulties in obtaining a sufficient data set of land-
mark candidates. In this paper, we introduce a mobile application, which
enables a user-generated collection of landmarks. Employing a photo-
based interface, the application calculates and ranks potential landmark
candidates based on the current visible area and presents them to the
user, who then may choose the intended one. We use OpenStreetMap
as data source; the app allows tagging OSM objects as potential land-
marks. Integrating users into the landmark selection process keeps data
requirements low, while a simple interface lowers the burden on the users.

Keywords: Landmarks · Volunteered geographic information · User-
generated content · OpenStreetMap · Location-based services

1 Introduction

Geographic landmarks are defined as “any element, which may serve as refer-
ence points” [10]. They are easily distinguishable environmental features that
are unique in or in contrast with their neighborhood [15,20]. Landmarks are
fundamental in how humans understand and represent their environment and
how they communicate about it [19].

Current navigation services construct their guidances exclusively based on
metrics (time or distance), orientation and street names [16]. However, the use
of metrics is not an effective way of indicating an upcoming decision point,
as the estimation of distances without any further tools constitutes a complex
task [2] and can easily be twisted by outside influences (traffic lights, crowded
pathways) [23]. To overcome these deficiencies, landmarks should be included
in routing instructions. Particularly at decision points, where a reorientation is
needed, they increase the performance and efficiency of users (e.g., [11]).

Currently, there are very few commercial systems that include landmarks in
their navigation instructions. The primary reason is the lack of available land-
mark data [5,17]. There are neither widespread possibilities to access and store
c© Springer International Publishing Switzerland 2015
J. Gensel and M. Tomko (Eds.): W2GIS 2015, LNCS 9080, pp. 3–19, 2015.
DOI: 10.1007/978-3-319-18251-3 1



4 M. Wolfensberger and K.-F. Richter

landmarks [23], nor standardized characteristics defining landmarks [5]. Previous
research focused on automated methods to extract landmarks from existing data.
A widespread use of these approaches was hampered by vast data requirements,
uneven landmark distribution, or a focus on global landmarks [18].

We developed a mobile application that provides a tool for collecting and
sharing of landmark data. This tool allows the in-situ labelling of objects as
landmarks, i.e., while being in the environment and close to the landmark. Using
their smartphone to take a photo of the desired landmark, users receive a list of
potential landmark candidates, ranked by their probability of being the landmark
the user intends to collect. In order to calculate the probability of the involved
candidates, a ranking system is used, which estimates the visual and semantic
suitability of the examined geographic objects. The suggested candidates need
to be manually confirmed by the user in order to save them. Furthermore, the
application enables the sharing of the gathered data on OpenStreetMap1.

The next section will present relevant related work. In Section 3 we will
discuss some of the challenges in enabling an in-situ landmark collection and
illustrate our approach. The implemented Android app is presented in Section 4,
while Section 5 shows results of a small case study we performed in order to
evaluate the application. Section 6 discusses our approach in light of this case
study, and Section 7 finally concludes the paper with an outlook on future work.

2 Previous Work

Several automated methods have been suggested in the past for the purpose of
landmark extraction. The first method was developed by Raubal and Winter [16].
Their approach transforms the three main characteristics of landmarks proposed
by Sorrows and Hirtle [21] into attributes that make these characteristics com-
putable. Sorrows and Hirtle specified three main categories of landmarks: Visual,
semantic and structural landmarks. Visual landmarks are considered landmarks
due to their visual prominence. Semantic landmarks stick out because of their
historical or functional importance. Structural landmarks are characterized by
the importance of their location or their role in space (e.g., at intersections).

In Raubal and Winter’s approach extracted attributes are compared to those
of surrounding objects to decide whether something is a potential landmark.
Since landmarks should be unique in their neighborhood, ‘landmarkness’ is a
relative characteristic [13,19]. Accordingly, the identification process needs to
account for nearby objects. Objects may be considered a landmark if their
attributes differ significantly from those of the surrounding objects. However,
this approach requires a vast amount of detailed data, which hinders its broad
application [17].

Other approaches use data mining approaches for the identification of
landmarks using various geographic and non-geographic data sources (e.g., [4,14,
22,23]. However, such approaches often only manage to detect the most famous,

1 www.openstreetmap.org

www.openstreetmap.org
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‘touristic’ landmarks, but fail to pick up local landmarks, such as the small
corner store in a residential neighborhood.

Duckham et al. [5] compared the category information of so-called points of
interest (POI) with their surroundings in order to obtain their “landmarkness”.
Individual POIs were ranked by the general landmark suitability of their cate-
gory (e.g., a church being generally more suited than a lawyer’s office), and the
uniqueness in their area. Category information is significantly more available
than detailed data about an individual object’s shape, color, or size. Thus, the
amount of required data is greatly reduced. Nevertheless, this method still suffers
from an unequal distribution of geographic (POI) information [17]. An additional
limitation is that the employed heuristics may simply go wrong. Certain objects
may be highly unsuitable landmarks despite their category being generally well
suited. For example, while typical churches are highly suitable landmarks, as
they are large, recognizable and semantically as well as architecturally distinct
from their surroundings, some churches, for instance a small church-room inside
an airport, cannot be considered salient [5].

To face the aforementioned difficulties arising from automated landmark
identification, Richter and Winter [17,18] suggest applying principles and meth-
ods of “Volunteered Geographic Information” (VGI) in the collection process
of landmark information. VGI is a form of user-generated content, specifically
targeted at the acquisition of geographic information [7]. The goal is to provide
a method allowing a straightforward way to collect and share landmark infor-
mation. In such an approach, users perform the identification of what ‘sticks
out from the background’, i.e., implicitly or explicitly filter objects with respect
to their ‘landmarkness’. Consequently, the lack of sufficient existing geographic
data disappears. However, it is replaced by a need for a simple mechanism for
collecting landmarks because otherwise it will be impossible to attract a suffi-
cient number of users. Some previous work by Richter and Winter started off
in this direction [6,18], but did not (yet) run on mobile devices and fell short
in terms of usability. We believe that the mobile application presented in this
paper solves these issues to a large extent.

3 In-Situ Collection of Landmark Candidates

Our aim is to provide a tool for the manual selection of landmarks while being in
the environment close to a landmark. Since one of our requirements is a simple,
easy-to-use interface, we opt for a photo-based collection procedure. This way,
we create a kind of ‘point&click’ interface. Users take a photo of the geographic
object they intend to mark as landmark. In that moment the application registers
the user’s position (via GPS) and heading (via the inbuilt compass sensor). With
this sensor information the application calculates the geographic area visible
to the user and retrieves the associated geographic data. This data is ranked
according to the likelihood of being the intended object selected. In a final step,
users have to confirm (or reject) any of the suggested landmark candidates.

It is important to note that we refrain from any content-based image retrieval
approaches in our application. The resulting photo is saved to the phone, but not



6 M. Wolfensberger and K.-F. Richter

scanned or analyzed in any other form for possible landmark candidates. Our
extraction method is based on location sensor data, and not on image content.
Taking a photo is only used as a trigger to collect this sensor data, and because
it offers an easy interface that for the user closely links the real-world geographic
object with the selection process on the smartphone. Also, for the time being we
restrict landmark selection to geographic objects in built environments.

Involving users in the process of landmark identification further has the
advantage of creating a dataset directly based on human cognition. The appli-
cation’s main task is to automatically compute useful suggestions, so that the
user can confirm the intended landmark. An important factor is to ensure a high
performance, i.e., low latency between taking a photograph and confirming the
selected object. This process provides several challenges; in this paper we focus
on the following implementation aspects: Dealing with sensor inaccuracies in
determining the visible area; extracting possible landmark candidates out of the
objects in that area; quantification of the candidates’ ‘landmarkness’ attributes;
ranking of the remaining candidates by their suitability as landmarks.

3.1 Determining the Visible Area from Location Sensors

The first step is to determine the geographic objects visible to the user. As stated
above, we obtain a user’s position from the in-built GPS sensor and the heading
(viewing direction) from the compass. Combining this sensor information allows
for computing a field of view which includes all visible objects. Figure 1 shows
an example of such a field of view, indicated by the triangle. Estimating the
visible area is severely affected by a mobile device’s sensor inaccuracies.

Fig. 1. Miscalculated field of view (triangle) due to GPS inaccuracies leads to missing
the pharmacy. The circle indicates an inaccuracy radius of 15 meters (map source
(c) OpenStreetMap users; CC BY-SA).
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Smartphones use low-cost hardware parts. Consequently, their sensors have
rather large inaccuracies [1]. GPS has an accuracy of 5 to 10 meters depending
on satellite visibility, which is also achieved by smartphones. However, there is
large variation in this accuracy. Even in wide streets inaccuracy can reach up to
15 meters, and much more in narrow lanes with tall surrounding buildings [12].

The compass of handheld devices typically has a mean error of 10 to 30
degrees (in either direction) while the device is moving [3], which differs from
device to device. Also, the user is not meant to move while capturing a landmark.
Therefore, we performed our own compass test in order to calibrate our appli-
cation. The test used a mirror compass with a magnetic needle as ground truth
(Recta DP-2) and two different cell phones (HTC One and Samsung Galaxy
S II). Data was collected while keeping the phones stationary. The smartphone
compass showed a mean error of approximately 16 degrees to the mirror compass.

These inaccuracies need to be accounted for when calculating the field of view
and, accordingly, the visible objects. In Figure 1, the pharmacy is not detected
due to a GPS inaccuracy of 15 meters. Although the compass returns an accurate
result, instead the nearby restaurant will be shown as a landmark candidate.
Similar errors can occur if the compass returns inaccurate results. Errors, such as
this, cannot be fully avoided, but we implemented several strategies to decrease
the influence of GPS and compass inaccuracies (discussed in Section 4.3).

3.2 Extracting Possible Landmark Candidates

The geographic data in the computed visible area needs to be scanned for possible
landmark candidates. As the number of candidates can become very large if the
viewing distance is not restricted, we focus on objects near to the users. We
limit these candidates to either point entities or polygons of building size or
smaller, since the capturing of paths or other linear features and of large areas is
rather difficult to achieve with a mobile phone camera. The minimum demands
of an entity to be a potential landmark candidate are to have a location, at least
one tag and the possibility to derive a name out of the object’s metadata. The
name must either be directly available or other attributes, for example, category
information or the address, must allow an appropriate naming. This ensures that
the landmark can be referred to and users are able to recognize the suggested
landmarks.

Furthermore, we restrict the categories of point data considered as landmark
candidates. Categories, which frequently occur in clusters, such as pedestrian
crossings or traffic signals, are excluded since it is difficult to reliably assign
suggested candidates to the correct real world object. Some point objects are
discarded as they only appear as part of larger units, such as building entrances.
Vegetation is also excluded, based on the fact that trees and other plants are
often subject to rapid change and, thus, are rather unreliable landmarks [24]. All
objects in the visible area that do not meet these requirements are discarded.
The remaining objects represent the set of potential landmark candidates.
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3.3 Quantification of Landmarkness Attributes

In order to calculate the most probable candidate, a quantification of the given
metadata and sensor information needs to be performed. For this reason, mea-
surable attributes are allocated to the landmark characteristics of Sorrows and
Hirtle (see Section 2). These attributes need to be available for a large part of
objects in order to include and compare as many candidates as possible. Figure 2
shows characteristics determining a landmark’s saliency. Characteristics that can
be determined for most geographic entities are highlighted. These can be quan-
tified and, thus, compared between different entities.

Fig. 2. The identifying characteristics defining landmark salience. Colored boxes show
the characteristics which can be derived for most of the available data (after [18]).

In contrast to other approaches, which use similar characteristics to quantify
their landmark candidates (e.g., [16]), our method incorporates also sensor data
of a mobile device. The visual characteristics ‘visibility’ is calculated from sensor
values. Characteristics not accounted for in our approach are either only rarely
available (e.g., color) or not available at all (3D shape). In selecting the involved
characteristics we keep the computational effort for quantification low to ensure
a high level of performance. Consequently, ‘structural significance’ is not taken
into account. A direct measurement would be rather challenging, as this would
require involving factors such as the structural use, the accessibility and the role
of the object within the transportation network. However, since the presented
method relies on direct user input, we assume that users (implicitly or explicitly)
account for structural significance in their selection of landmark candidates.

The selected characteristics are calculated using the following data. Apart
from area and visible range, which are only available for polygons, the selected
underlying data can be derived for all geographic entities that include at least
category information.
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– Size: Area (only available for polygons);
– Visibility: Distance and azimuth deviation to the user, visible range (the

angle range in which an object is visible to the user - only for polygons);
– Type: Tags describing the function / category of an object (e.g., amenity,

leisure, shop);
– Cultural / historical significance: Number of tags, background information

(object’s own website / Wikipedia article2), frequency of the category in
surrounding area.

3.4 Ranking of Landmark Candidates

Geographical objects have differing suitability to act as landmarks. Therefore,
a ranking system is introduced employing an entity’s metadata and visibility
to find the most appropriate landmark candidate. Based on the categorization
of Sorrows and Hirtle [21], Raubal and Winter [16] developed a measure for
determining the salience of a specific object:

svis · wvis + ssem · wsem + sstr · wstr (1)

s stands for the salience measure and w is a weighting factor. The indices vis,
sem and str describe visual, semantic and structural salience, respectively. As
just discussed, structural characteristics are not taken into consideration in this
approach. Thus, sstr is dropped from Equation 1. The remaining parameters
svis and ssem are calculated using the attributes listed in Section 3.3.

Calculating the Ranking Factor for Visual Characteristics
In order to derive the factor svis describing the visual salience, the size of an
object (Xsize), the visible range (Xvis range), the azimuth (Xaz), and distance
to the user (Xdistance) are accounted for. i refers to the current object and
min and max to the respective minimum or maximum value for all objects. A
normalization into the range [0,1] is performed for each parameter. Divisions by
zero are handled in all cases with the return of the value 0.

Size (only polygons)

Xsize =
Xi

size − Xmin
size

Xmax
size − Xmin

size

(2)

Visible range (only polygons)

Xvis range =
Xi

vis range − Xmin
vis range

Xmax
vis range − Xmin

vis range

(3)

The formulas for Xaz and Xdistance are squared in order to prioritize nearness
and compliance with the azimuth:
2 www.wikipedia.com

www.wikipedia.com
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Azimuth

Xaz =
(π − ((2π + Xsensor

az − Xi
az) mod 2π)

π

)2

(4)

Xsensor
az stands for the sensor’s azimuth value. If the azimuth of the object is

180 degrees in the opposite direction, the candidate receives the value 0. If the
azimuth value is equal to the sensor’s azimuth it obtains the value 1. In the case
of a polygon, the most outside edges of the entity are used as reference points
to calculate the azimuth deviation.

Distance

Xdistance =
(Xuser max − Xi

dist

Xuser max

)2

(5)

The maximum viewing distance Xuser max is set in the application as a param-
eter. This gives the following equations for the calculation of the factor svis.
For polygons:

svis = Xsize · wsize + Xaz · wazpoly

+ Xdistance · wdistancepoly

+ Xvisrange
· wvisrange

(6)

And for points:

svis = Xaz · wazpoint
+ Xdistance · wdistancepoint

(7)

Calculating the Ranking Factor for Semantic Characteristics
The factor ssem defining the semantic characteristics is calculated in a similar
way to svis. The involved parameters Xtype (type) and Xsignif (significance) are
also normalized to the range [0,1].

Type
In order to calculate the value Xtype, a weighting factor for each category is
defined describing the “landmarkness” of a typical representative of that cat-
egory. This is following Duckham et al.’s [5] approach to using categories in
determining landmark candidates (see Section 2). We assigned each of the most
frequent categories in our data a suitability factor in the range of [1,10]. Any
entity of a category that is not assigned a value to will receive a factor of 1.

Xtype =
Xi

type − Xmin
type

Xmax
type − Xmin

type

(8)

Xmin
type is the lowest and Xmax

type the highest category value in the visible area.
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Significance
Cultural and historical significance are combined in a factor Xsignif , since no
clear distinction can be made between these two factors without checking other
sources than the metadata. As stated in Section 3.3, this parameter captures
the number of tags Xtag, the frequency of the category Xfreq and potential
background information, such as a website φwebsite or a Wikipedia article φwiki.

Xsignif =
(
1 − Xi

freq − Xmin
freq

Xmax
freq − Xmin

freq

)
· wfreq

+
Xi

tag − Xmin
tag

Xmax
tag − Xmin

tag

· wtag

+ φwiki + φwebsite (9)

Accordingly, ssem is calculated as:

ssem = Xtype · wtype + Xsignif · wsignif (10)

4 Implementation

For our application, Android was chosen as the development platform due to its
high market share (around 80% in 2014; [9]) and the openness of its system. As
with most Android applications ours is implemented in Java.

4.1 Geographic Data

OpenStreetMap (OSM) is used as underlying geographic data. OSM allows for a
world-wide unrestricted access to geographic data [8]. The associated geographic
data in the calculated visible area is downloaded using the Overpass API3.

The conceptual data model of OSM consists of three basic geometric com-
ponents: Nodes, ways and relations.4 Nodes represent specific coordinate points
as standalone entities or as part of a more complex geometry. Ways consist of
at least two nodes and represent polylines. If the first node is equal to the last
one (closed ways), they represent polygons describing the geometry of areas, for
example, of buildings. Relations are used to define logical or geographic rela-
tionships between elements, for example, a building with an inner and an outer
geometry. All these elements can be described in more detail by using tags. A tag
is a key/value pair, describing one feature of a specific element (e.g., stating that
a particular polygonal entity represents a hotel). As there is no established OSM
landmark tag, we use the tag “uzh landmark” to label the collected landmarks.

3 www.overpass-api.de
4 http://wiki.openstreetmap.org/wiki/Elements; retrieved 04.06.2014

www.overpass-api.de
http://wiki.openstreetmap.org/wiki/Elements
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4.2 Collecting a New Landmark

On start-up the application ensures that there is a GPS signal and the device has
Internet connection. Once the user takes a photograph and acknowledges that
this is indeed the photo they wanted to take, the visible area is calculated and
OSM data is downloaded. The data is filtered for potential landmark candidates,
which are then ranked according to their suitability using the formulas presented
in Section 3.4. Figure 3 shows a screenshot of how this ranking is presented to
the users. In the top right corner is the photo previously taken by the user. Next
to it is the top-ranked object (name, category and distance to the user) listed
as the primary suggestion of a landmark candidate. Beneath are four additional
suggestions (the next four objects in the ranking). The application also shows a
map of the user’s location and viewing direction.

Fig. 3. The interface for the list of suggested landmarks (map source (c) Open-
StreetMap users; CC BY-SA)

4.3 Dealing with Sensor Inaccuracies

As discussed in Section 3.1, the application needs to deal with sensor inaccu-
racies, which may lead to suggesting unintended landmark candidates. Several
strategies are used to prevent such errors. The GPS position and its accuracy as
well as the calculated visible area are shown to the users (see Figure 3), so they
are able to check the sensor performance. The size of the visible area is adapted
to the current GPS accuracy to avoid missing any objects that may otherwise
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fall outside this area. GPS inaccuracy may not exceed 15 meters; otherwise the
application refuses to take a photo. Tests during development showed that inac-
curacies greater than 15 meters often resulted in unreliable performance.

The viewing angle is fixed at 120 degrees. This value provides good results in
circumventing sensor inaccuracies without losing possible objects. The average
compass inaccuracy showed a mean error of around 16 degrees (Section 3.1).
Therefore, any azimuth deviation of an object to the provided compass value
smaller than 16 degrees in either direction is still considered as in front of the
user. Finally, five potential landmark candidates are suggested to the users. This
increases the chance that the intended landmark is included in the results.

4.4 Weighting Parameters

Our current implementation uses the parameter values listed in Table 1. These
values were determined empirically; they show good performance in the envi-
ronments we ran our tests in. Accordingly, these values are not necessarily of
general validity, and changing some of them slightly will likely not have any
major impact. However, especially the weights wvis and wsem can significantly
change the outcomes as our evaluation has shown (see Section 5). Overempha-
sizing the visual characteristics leads to unlikely results as distance to and size
of objects become overriding factors. Overemphasizing semantic characteristics
basically ignores sensor feedback and, thus, may miss out on landmark candi-
dates.

Table 1. The weighting factor values used in the application

Weighting factor Parameter Weight

General Factors:
Visual weight wvis 3
Semantic weight wsem 2

Individual visual Characteristics:
Parameters for polygons:

Size wsize 2
Visible range wvis range 2
Azimuth deviation wazpoly

10

Distance to user wdistancepoly
10

Parameters for nodes:
Azimuth deviation wazpoint

12

Distance to user wdistancepoint
12

Weighting factor Parameter Weight

Individual semantic Characteristics:
General semantic Factors:

Type weight wtype 8
Significance weight wsignif 6
Individual parameters for significance:

Frequency wfreq 1
Tag Number wtag n 1
Bonus for website φwebsite 0.3
Bonus for
Wikipedia article

φwiki 0.6

5 Case Study

We performed a small case study as a proof of concept and to get a feel for the
performance of our landmark collection application. This study has two parts.
First, we marked different geographic objects as landmarks, seeing how often
the intended objects show up in the list of suggestions. This test was run in an
urban and a more rural (small town) environment. Second, we had a naive user
collect (the same) landmarks to get some first impressions of usability.
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5.1 Experimental Setup

We tested our application in an area in the inner city of Zurich, Switzerland, and
the small town Zumikon. The geographic data of the chosen areas shows great
variety in density and, thus, in the number of possible landmark candidates. By
investigating these areas, conclusions can be drawn about the influence of data
density on collecting landmarks. During this test, 30 landmarks were collected
with the application; 20 in Zurich and 10 in Zumikon.

We did not predefine objects to mark, but selected them in-situ to cover a
range of different landmarks. Candidates included prominent and less prominent
geographic objects, located in regions with and without surrounding buildings,
low and high density of candidates, and identical categories next to each other.
In the first part of the test each object was captured either by considering only
visual characteristics, only semantic characteristics, or both combined. Addi-
tionally every landmark was captured from a near (5-15m) and a far distance
(15-35m). In every setting, each object was captured twice to reduce randomness
of the results. The maximum viewing distance was set to 50 meters throughout
the entire test. The test was performed with a HTC One smartphone.

In the second part of the study, a naive user, who did not know the applica-
tion beforehand and has no background in geographic information or computer
science, was asked to capture the same landmarks in the Zurich area as selected
by us. In this test, we chose the optimal settings for the application, namely both
rankings activated and capturing landmarks from a near distance, and used the
same smartphone as before. This test with the naive user was performed in order
to see whether people unfamiliar with the application achieve similar results, and
whether there are any obvious usability issues that we had previously missed.

5.2 Results

For the inner city area in Zurich 838 landmark candidates were counted on an
area of 0.351km2. Zumikon has 24 of such candidates in an area of 0.224km2.5

Table 2 lists the results of the study. It shows the number of missed and found
landmarks, and the according success rate in finding the desired landmark. This
rate is significantly higher in Zurich with a ratio of 87% (20 found, 3 missed)
against 45 % (10 found, 12 missed) in Zumikon. Missed landmarks either have no
representation in OSM, cannot be found by the application, or offer no possibility
to derive a name from the metadata. A subsequent check showed that the missed
landmarks were caused exclusively by non-existing OSM data for the desired
geographic object. Therefore, missed landmarks are not included in the ranking
results, as they would not explain the performance of the ranking system.

The second part of the table shows the ‘hit rate’ of the application, i.e.,
how often (in %) landmarks ended up on a particular ranking position. The
average positions in Table 2 suggest that the best detection is achieved when
both rankings are activated and landmarks are captured from a near distance

5 Based on OSM data from 03.08.2014.
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Table 2. Overall results of the study

Statistic Zurich Zumikon

Found Landmarks 20 10
Missed Landmarks 3 12
Sucess Rate (%) 87 45

Position Near (5-15m) Both R. Semantic R. Visual R. Both R. Semantic R. Visual R.

1. Place (%) 62.5 35.0 37.5 90.0 70.0 75.0
2. Place (%) 17.5 12.5 27.5 10.0 10.0 25.0
3. Place (%) 17.5 22.5 15.0 0.0 20.0 0.0
4. Place (%) 2.5 0.0 10.0 0.0 0.0 0.0
5. Place (%) 0.0 7.5 5.0 0.0 0.0 0.0

≥6. Place (%)m 0.0 22.5 5.0 0.0 0.0 0.0
Average Position 1.6 3.625 2.525 1.1 1.5 1.25

Average Measurement Deviation 0.6 0.25 1.15 0.2 0 0.1

Position Far (15-35m) Both R. Semantic R. Visual R. Both R. Semantic R. Visual R.

1. Place (%) 47.5 40.0 25.0 80.0 55.0 60.0
2. Place (%) 12.5 7.5 30.0 15.0 25.0 15.0
3. Place (%) 17.5 12.5 7.5 5.0 10.0 0.0
4. Place (%) 7.5 12.5 15.0 0.0 10.0 5.0
5. Place (%) 7.5 2.5 0.0 0.0 0.0 20.0

≥6. Place (%)m 7.5 25.0 22.5 0.0 0.0 0.0
Average Position 2.5 3.65 3.7 1.25 1.75 2.1

Average Measurement Deviation 0.6 0.2 1.1 0.1 0.1 0.4

with a mean ranking position of 1.6 (Zurich) and 1.1 (Zumikon), respectively. By
increasing the distance to the landmark to 15 to 35 meters, this value deteriorates
to 2.5 (1.25). The semantic ranking provides an average position of 3.625 (1.5)
in near distance and 3.65 (1.75) from the far distance. The decline caused by
the increased distance is considerably smaller when only using this ranking. The
visual ranking has the highest decline in position between near and far distance
with an average of 2.525 (1.25) for close distance and 3.7 (2.1) from far distance

In Zurich, nearly two-thirds (62.5%) of all near distance attempts using both
rankings were placed on the first position, for the far distance this decreased to
nearly half the attempts (47.5%). The separate rankings both had about one
third “direct hits” (35% and 37.5%, respectively). In Zumikon, this difference is
much smaller (90% against 70% and 75%).

With both rankings activated, only very few landmark capture attempts
result in rankings below 5th place. With only semantic ranking, from both dis-
tances around a quarter of attempts ended below 5th place; for visual ranking
this happened in 5% of the cases for the near distance (22.5% for the far dist-
ance). In Zumikon no intended object was ever ranked below 5th place since the
number of landmark candidates in any visible area was small to begin with.

The average measurement deviation states the average difference in ranking
between the two captures for each object. It gives an indication of the robust-
ness of the results. In Zurich, the semantic ranking has the highest stability
through lesser dependence on exact sensor data, whereas the visual ranking
has the highest instability in the position (which is still only about 1). Accord-
ingly, the combined ranking is in-between these two. Zumikon shows a similar
pattern, although the difference between the different deviations is much smaller.
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Results for the second part of the study–the naive user test–are very similar
to those achieved in the first part with both rankings activated and capturing
from a near distance. On average, the intended object has a ranking position of
1.675. In 65% of the cases, the object ended up on the first place of the ranking;
only in one case it was ranked below fifth place.

6 Discussion

Overall, our research shows that collecting landmark candidates using principles
and methods of user-generated content is a feasible approach. The smartphone
application works reliably, achieves a very good hit rate, and presents results
within a few seconds. The naive user test showed no significant problems with the
interface. Thus, a widespread use of the application seems possible in principle.

For the purpose of identifying the intended object, we introduced a ranking
system similar to the one introduced by Raubal and Winter [16]. The ranking
is composed of visual and semantic characteristics. The purpose of the ranking
is to distinguish between salient and non-salient (or less salient) objects in the
field of view and to determine the object most probably intended by the user.
The results of the strictly visual approach show that it is not possible to achieve
stable results by relying only on sensor data. Hence, semantic characteristics
need to be integrated to measure the ‘landmarkness’ of geographic objects.

Previous automated methods were hampered, among others, by the required
amount of data to determine landmarks [17]. A main advantage of a user-
generated approach is that the main part of the selection process is done by
users through the manual confirmation of results. The application only suggests
likely landmark candidates and does not prescribe them. This allows for a sub-
stantial reduction of data requirements.

The results of the case study demonstrate good performance in finding the
intended landmarks. The accuracy of the integrated smartphone sensors seems
to satisfy the demands. Restricting GPS accuracy to at least 15 meters and the
need for a user to wait for a stable position ensured a viable sensor performance
in most cases. This may not always be feasible in every situation, though. Other
strategies, such as setting the viewing angle to 120 degrees, also contribute to
improving the results. Without these strategies the success rate would drastically
deteriorate, especially in situations with reduced satellite visibility.

Using OSM as data source turns out to be a limiting factor. This is especially
apparent in the rural area, where the amount of available landmark candidates
decreased drastically from 838 to 24 in a comparably sized area. This leads to an
increased amount of missed landmarks, and asks for additional strategies that
would, for instance, allow for adding missing objects on the fly.

Finally, objects may be considered to be landmarks due to many reasons, for
example, their color or their age. And what makes an object salient often does
not include the whole object, but instead an eye-catching feature of the object.
In the current application, we only store that a specific object is a landmark,
without specifying why or which parts make it a landmark. The submission of
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more detailed characteristics would allow the computation of more complex ref-
erences to objects, such as “the blue building on the corner with the striking
shop window”. However, saving all associated information (landmark tag, jus-
tification, characteristics) on OSM would significantly increase the amount of
stored data and, thus, the number of needed tags. Data volume would even fur-
ther increase if photo-related information is stored as well, for example, the time
of the recording, the azimuth angle to the landmark, and the location where the
picture was taken. This might clutter the OSM data and be irritating to OSM
users not interested in landmarks. As an alternative solution it would be possible
to upload all gathered results on a dedicated publicly available server to offer a
platform for the sharing of all landmark related information.

7 Conclusions

Compiling a set of landmark candidates that is of high enough quality to be uni-
formly useful has largely failed so far due to a mix of high demands on detailed
geographic data and a lack of suitable base data. We believe that methods of
user-generated content would alleviate these issues to a large extent. This paper
presented first steps in that direction, namely a mobile application that allows
for the in-situ collection of landmark candidates. Our work has shown the fea-
sibility of such an approach and offered important insights into requirements
and challenges that need to be dealt with to ensure a reliable data collection.
However, more large-scale studies are needed to properly evaluate the usability
and the scalability of the application.

Compared to automated methods to identify landmarks, the presented appr-
oach provides several advantages: First of all, it substantially reduces the amount
of required data as a large part of the data filtering is done through direct input
of the users. Second, in principle the application allows the landmark tagging of
arbitrary geographic objects, large or small, world famous or only salient at a
particular street corner. The level of detail is only limited by the completeness
of the underlying OpenStreetMap data. However, this is also a major challenge
for our approach. The results strongly depend on the quality of OSM data in a
given area. OSM has known deficiencies of coverage in rural areas [8]. The low
data density in these regions negatively affects the rate of identified landmarks
and, thus, the usability of the application in such areas. This may be tackled by
introducing further user-generated data collection methods.

The greatest challenge of any user-generated approach, however, is to find
locals willing to contribute to such a project. To find enough users, people must
be informed about and believe in the added value of landmarks and their possible
uses. In addition, some mechanisms for quality checks need to be implemented,
as user-generated content does not guarantee that the data is actually useful.
Data correction and feedback mechanisms may be introduced towards this end.

Acknowledgments. We would like to thank Stephan Winter and Masha Ghasemi
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Abstract. With the advent of Volunteered Geographical Information
(VGI), the amount of user-contributed spatial data grows around the
world each day. Such spatial data may contain valuable information
which may help other research fields, such as the Digital Gazetteers used
in Geographic Information Retrieval (GIR), for instance. The Digital
Gazetteers have a powerful role in the geoparsing process. They need to
keep themselves up-to-date and as complete as possible to enable geopar-
sers to perform lookup and then resolve toponym recognition precisely
over digital texts. In this context, this paper proposes a method of gaze-
tteer enrichment leveraging VGI data sources. Indeed VGI environments
are not originally developed to work as gazetteers, however, they often
contain more detailed and up-to-date information than gazetteers. Our
method is applied in a geoparser environment by adapting its heuris-
tics set besides enriching the corresponding gazetteer. A case study was
performed by geoparsing Twitter messages focused solely on the micro-
texts in order to evaluate the performance of the enriched system. The
results obtained were compared with previous results of a case study that
used the same dataset and both the gazetteer and the geoparser without
improvements.

Keywords: Gazetteer · Geoparsing · OpenStreetMap · Twitter · VGI

1 Introduction

Digital Gazetteers are known as huge geographical knowledge databases and
have been fundamental for Geographic Information Retrieval (GIR) tasks in
order to resolve place names to geographical features or footprints [11]. The
wide variety of such gazetteers are enriched by geography experts endowed with
skilled knowledge in order to provide geographical data of acceptable quality.
Although it is desirable, this way of spatial data production is costly, requires
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time and leads to a lack of free services availability as well. GeoNames1 is one
of the most known open gazetteers and its database covers all countries and
contains over ten million2 place names.

The problem with current open gazetteers is that they do not cover geo-
graphical features at a high level of detail e.g. Points-Of-Interest (POIs), Streets
and Districts. Considering that gazetteers are mainly used by geoparser systems,
which work aiming to identify geographical locations in digital texts (i.e. geo-
parsing), those systems are only able to resolve toponyms relying on the level of
detail provided by the gazetteers. Thereby, it is necessary to enrich gazetteers
in order to perform geoparsing with high level of detail regarding geographical
features.

Our research is motivated by the Location-Based Social Networks (LBSN)
related to city issues as the Crowd4City system [5]. In LBSN environments, we
might have users in the role of residents interested in gathering information about
specific urban events and small areas of their cities of residence. Such small areas
can be simply specific POIs, for example, instead of information about an entire
city. Despite initiatives like Crowd4City, one of the main challenges in the use
of human sensors has been keeping them willing to contribute and consequently
maintain the LBSNs in continuous operation. Typically, only a few users are
in charge of providing a significant volume of information. This phenomenon is
visible in terms of geographic location, where many areas around the world are
mapped by only few users [9]. One of the factors regarding users’ motivation
can be associated with the existence of costs for these volunteers. These costs
can be inherent to the learning curve for correct operationalization of a LBSN,
or related to the contribution routines. These costs can also be associated with
the volunteers’ available time and demands persistence from them. Therefore,
it becomes necessary to find alternatives that will allow keeping the LBSNs
up-to-date even when the volume of contributions of the volunteers is below the
expected. One alternative we are considering is the integration of GIR techniques
and VGI for LBSN improvement.

In our previous work [15], we proposed an approach for the automated pro-
duction of Volunteered Geographic Information (VGI) [8] based on geoparsing
of microtexts published on social media. In this way, we call VGI all discovered
information that could be produced by microtexts which might refer to spe-
cific geographical locations. Thus, writers from social media can become non-
intentional volunteers in the production of the VGI in an automated way and
such produced VGI could be explored by the users of LBSN systems for city
issues. The proposed approach encompassed the geoparser of the GeoSEn sys-
tem [3,4] and its own gazetteer. Although we achieved good results, the adopted
gazetteer only resolves toponyms in a city-scale level like other gazetteers. Social
media users may refer to cities in their messages, however they often refer to spe-
cific buildings and vernacular toponyms instead, particularly on a lower-scale

1 http://www.geonames.org/
2 Information updated in February 2015.

http://www.geonames.org/
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level. Thus, we need a gazetteer which enables to resolve toponyms at a higher
level of detail.

The amount of VGI continues to grow around the world each day. Open-
StreetMap (OSM) [9] is one of the most representative VGI environments and
has approximately 2.8 billion spatial features or 500 GB of XML data3 avail-
able to be freely downloaded and used. OpenStreetMap has approximately 1.8
million registered users, nevertheless only 25% are considered active contribu-
tors4. We believe using VGI derived from OSM data for gazetteer enrichment
can enable gazetteers to resolve toponyms at a higher level of detail. Another
advantage of using VGI in gazetteer enrichment is to continuously present an
up-to-date database, as the number of active volunteers around the world is
increasing and the VGI quality is improving. In 2013, for instance, over 5 mil-
lion spatial features have changed in the OSM database6.

In this paper, we present a method for gazetteer enrichment leveraging VGI.
We developed a method with the aim to classify retrieved VGI features based on
its metadata and also on the previous knowledge already stored into the gaze-
tteer. These two classifiers are considered due to known VGI quality issues, as
Keβler et al. [11] highlighted. This forced us to not rely solely on VGI metadata
for the gazetteer enrichment. We also present an extension of the GeoSEn sys-
tem [3,4] in order to enable the toponym resolution at a higher level of detail
according to the enriched gazetteer. While the GeoSEn system only works for
the Portuguese language, in this paper we use examples in English.

We evaluate our enriched gazetteer with a case study applied to manually
checked Twitter messages harvested from social media. Then we compare our
results with results achieved in our previous study [15], when we used the pre-
vious gazetteer of the GeoSEn system.

The remainder of this paper is structured as follows. Section 2 discusses
related work. Section 3 describes briefly the GeoSEn system geoparser. Section 4
presents our developed method in details. Section 5 addresses a case study carried
out to evaluate the enriched gazetteer. Finally, section 6 concludes the paper and
highlights further work to be undertaken.

2 Related Work

The next generation of gazetteers was prophesied by Keβler et al. [11] few years
after the OpenStreetMap become popular. They linked the geographical infor-
mation contribution and retrieval with the aim of using VGI in order to enrich
gazetteers, and discussed challenges to make it real. In their opinion, the next
generation gazetteer needs to cope with harvesting and integration of informa-
tion, assessing fitness for purpose, and enabling retrieval, querying and navi-
gation. The key topic is the time-dynamic behavior of spatial features facing
a world where things change quickly and that goes against the idea of static

3 http://wiki.openstreetmap.org/wiki/Planet.osm
4 http://wiki.openstreetmap.org/wiki/Stats

http://wiki.openstreetmap.org/wiki/Planet.osm
http://wiki.openstreetmap.org/wiki/Stats
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gazetteers. Our proposed work fits with some ideas discussed by Keβler et al.
[11] as we explore harvesting VGI in order to enrich a gazetteer.

The current literature comprises some proposals concerning digital gazetteers
and leveraging VGI sources for making gazetteers up to date. Lamprianidis
et al. [13] proposed a method for extraction and integration of Points-Of-Interest
(POIs) from several crowdsourced media, e.g. DBPedia, OpenStreetMap, Wiki-
mapia and Foursquare. The main idea is to classify such POIs by a common
taxonomy in order to gather POIs from different sources into a unique database.

Gelernter et al. [7] addressed gazetteer enrichment motivated by the fact that
GeoNames is not rich in local toponyms. They proposed a fuzzy SVM-based
algorithm that checks both OpenStreetMap and Wikimapia for approximate
spelling and approximate geocoding in order to find duplicates as confirmation
of reliability in a way of noise reduction for the purpose of integration into a
gazetteer. They suggest that OSM and Wikimapia would make suitable sources
for gazetteer enrichment although the OSM coordinates have proved to be more
geographically accurate. While Gelernter et al. [7] focus on comparing different
VGI sources, our proposal is related to the usage of just one VGI source in order
to harvest geographical features at a city-scale level for gazetteer enrichment
based on spatial characteristics and a hierarchical classifier.

Moura and Davis Jr. [14] proposed a gazetteer enriched with semantic rela-
tionships and connections with non-geo entities through combining GeoNames
and DBPedia. Such work is motivated by the fact that currently there is no sin-
gle gazetteer which has detailed coverage of places as intra-urban places. Their
experiments show DBPedia has more urban details than GeoNames. However,
neither has much information at such level of coverage. Similarly, our aim is to
provide a gazetteer with detailed coverage of places like POIs and streets. While
their approach is based on Linked Data, our approach relies on VGI and its
power of providing much information about urban places in a simple way.

Beard [1] proposed an ontology-based gazetteer model for organizing VGI and
outlined some characteristics of VGI regarding its usage for a gazetteer approach.
Peng et al. [16] also relied on ontologies and proposed an architecture which
mixes folksonomy and ontology into a digital gazetteer. Furche et al. [6] per-
formed gazetteer enrichment by automatically extracting web pages. They pro-
posed a system which performs page segmentation, attribute alignment among
different pages and then extending existing gazetteers.

The usage of VGI for gazetteer enrichment has been applied in several resear-
ches and in different ways, as we could notice. Our proposal fits in this field and
aims to provide an improvement in geographical coverage of gazetteer through
VGI, which provides more geographically precise data than a city-scale level
empowered by crowds. Our main difference from related work is that we relied
on two classifiers for VGI, where one explores the VGI metadata and the other
explores the knowledge from previously stored data into the gazetteer. In addi-
tion, we are also considering the usage of the enriched gazetteer in geoparsing
messages from social media (e.g. Twitter).
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3 The GeoSEn Parser

Campelo and Baptista [3,4] proposed a model for extraction of geographic know-
ledge from web documents. They developed GeoSEn, a search engine with geo-
graphic focus, which enables the geographic indexing of documents extracted
from the web.

The architecture of the GeoSEn system was developed as an extension of the
Apache Nutch Framework5, by adding the ability to manipulate and retrieve
geographic information. Since Nutch is based on a plugin-oriented architecture,
some plugins were implemented and they are the essence of the GeoSEn system.
The focus of this paper is on the GeoSEn Parser, which is one of these plugins.

The GeoSEn Parser is responsible for the detection of geographic terms from
texts written in Portuguese. It enables to infer toponyms eventually cited in a
text following the Brazilian political-division hierarchy, which goes from the least
precise levels (countries) to the most precise ones (cities). The GeoTree [3] is a
tree-based data structure which establishes the hierarchical relationship between
toponyms stored into the GeoSEn gazetteer. There are six levels of toponyms
in the GeoTree: Country, Region, State, Mesoregion, Microregion and City. An
example of a GeoTree instance is illustrated in Fig. 1.

The process of detecting geographic references is based on a set of heuristics.
For example, the geoparser considers information such as the position of a term
in the text and its length (i.e. the number of words that form a term). Such
information about position of the terms can be useful to correlate spatial terms
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Fig. 1. An example of a GeoTree instance

5 http://lucene.apache.org/nutch

http://lucene.apache.org/nutch


Leveraging VGI for Gazetteer Enrichment 25

which are close in the messages. All the details about how the GeoSEn Parser
works are described in the previous work [3,4].

The GeoSEn system includes a gazetteer which is composed of all the topon-
yms from Brazil, according to the GeoTree structure. Each toponym is stored
by loc:id, the unique identification; loc:type, the type of the toponym, which
means the respective level in the GeoTree; loc:name, the full name; loc:ancestor,
the identification of the toponym which is a direct ancestor; and loc:geometry,
the embedded geometry. The GeoSEn gazetteer is the object of our study and will
be enriched by geographical data derived from VGI in order to enable storing more
specific toponyms in a city context.

4 The Gazetteer Enrichment Leveraging VGI

Our aim in enriching the GeoSEn gazetteer is to enable it to geoparse texts
which may contain more specific locations like Points-Of-Interest, for example.
For such, we believe the power of VGI can provide a huge volume of up-to-date
geographical locations instead of data provided by agencies. In addition, there
is a lack of official data about specific locations in several parts of the world.
When such data exists, they are not often freely available.

We developed an extension of the GeoSEn system which comprises the gaze-
tteer enrichment and the heuristics adjustments in order to enable the GeoSEn
parser to perform toponym resolution for more geographically specific locations.
In the following, we show such extension in details.

4.1 The Gazetteer Enrichment Method

As discussed in section 3, the GeoSEn gazetteer is composed of toponyms related
to the Brazilian’s political subdivision and its most geographically precise level
for stored toponym of the city-scale level (See Fig. 1). This may imply an inaccu-
rate toponym resolution while geoparsing messages (e.g. Twitter messages, etc.)
related to a big city which may contain more precise information like districts or
known buildings. This can cause too many toponym resolutions into the same
location (typically the centroid of that big city). The citizens interested in spe-
cific regions within their cities would need to manually filter all the information
related to such cities, for instance.

We have extended both the GeoSEn gazetteer and the GeoTree in order to
store and enable toponyms related to more specific locations within a city. We
focused on three types of toponyms: points of interest (POI’s), such as well-
known buildings, shops or touristic targets; street names and districts. Thus, we
organized and included these types into the previously established GeoTree. An
example of the new GeoTree instance is shown in Fig. 2.

The original structure of the GeoTree has been used in this work since our
current focus is on geoparsing documents written in Portuguese that relates to
Brazilian toponyms. Indeed, further work should investigate how such structure
could be generalized to allow us to classify worldwide toponyms.
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Fig. 3. The gazetteer enrichment architecture

In the preliminary version of our gazetteer enrichment method implementa-
tion, the requests are delivered on-demand as soon as a text is delivered to the
GeoSEn parser. Fig. 3 presents the architecture of our proposal.
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The gazetteer enrichment method can be subdivided into four stages: query
generation, query execution, retrieved VGI analysis and geoFeature production.
In the following, we explain each stage considering Twitter messages as our text
data.

Query generation: performs the preprocessing over the text, which includes
the removal of hashtags, URLs, “RT”s (a token commonly used in retweets,
when a tweet is shared by other users), usernames preceded by “@”, and the
generation of queries to be delivered to the query execution stage.

Query execution: establishes the communication between the gazetteer en-
richment method implementation and a VGI source using an API.

Retrieved VGI analysis: performs the classification of the retrieved features
and also seeks for duplicates into the GeoSEn gazetteer.

GeoFeature Production: produces the record of new geographical features
which will enrich the gazetteer and also produces adjustments into the pre-
viously stored features.

In order to store a high number of different toponyms into the GeoSEn gaze-
tteer, we can produce several different search terms from a single microtext
during the query generation stage. The basic idea of the algorithm is to com-
bine between one and four neighbor words to form a search term using white
spaces between them. This strategy enables to get toponyms from a VGI source
formed by just one and up to four words properly. Stop words, special char-
acters and punctuation are discarded. Fig. 4 illustrates some iterations of such
algorithm in a sample text.

In the five iterations shown in Fig. 4, we can notice only three produced
search terms delivered to VGI source. It is important to notice that although
the query “grove road” should retrieve the same results as “grove road D6”, this
is not guaranteed by the VGI source. Duplicate results eventually retrieved by a

  Tweet: @user: heavy traffic jam in grove road D6 today

  Iteration           ...             Status

@user: heavy traffic jam in grove road D6 todayin

@user: heavy traffic jam in grove road D6 todaygrove
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Fig. 4. Some iterations of the search-term-generator algorithm in a sample text
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most specific search are discarded in the retrieved VGI analysis stage. The two
iterations which have not produced and delivered a search term contain special
words that would not help in the search.

The number four was empirically chosen for the maximum word count in
a term which may refer to a location name after observing typical toponym
patterns around the world. Toponyms with more than four words tend to be
rare.

One auxiliary database for keeping previously searched terms and avoiding
duplicated requests was developed. Such database is quite useful during the
query execution stage. The historical database stores the searched terms and
also the timestamp and information about retrieved features from VGI source
for each searched term. As the VGI changes all the time, we believe an expiration
time for each searched term should be established. Thus, new searches could be
performed periodically in order to store updated toponyms into the gazetteer,
keeping a permanent enrichment process. We are currently not taking this into
consideration but it forms part of our plan for further work.

The OSM Nominatim6 service - which indexes the entire OpenStreetMap
spatial database and provides toponym lookup - was used as a VGI data source
for the GeoSEn gazetteer enrichment. We implemented an API using Java pro-
gramming language for automatically performing searches on such service and
receiving the JSON (JavaScript Object Notation) responses with the geographi-
cal location features.

Geographical data retrieved during the query execution stage is analyzed
before being finally stored into the GeoSEn gazetteer. This analysis is performed
during the retrieved VGI analysis stage and consists of discovering the level of the
toponym in the new GeoTree and its direct ancestor into the GeoSEn gazetteer.
Fig. 5 shows the process flow of the retrieved VGI analysis in details.

The analysis of a retrieved VGI feature consists of four steps: 1) the checking
for duplicates; 2) the classification; 3) the definition of a direct ancestor; and 4)
the search of candidates for children. The first step consists of looking for similar
features into the GeoSEn gazetteer comparing its geometries and/or names with
the retrieved feature. Duplicated features are discarded and not stored into the
gazetteer.

The classification of a retrieved VGI feature involves the extended version of
GeoTree structure since such feature needs to fit with one of the levels in the
tree. For example, a retrieved feature can be classified as a Point-Of-Interest or
as a City. The classification step is based on both the VGI metadata classifier
and the spatial-search-driven classifier.

The OSM metadata structure, for instance, provides some fields which can
help to identify where a retrieved feature can fit in the GeoTree. An OSM
feature which satisfies the condition “class:place && type:hamlet” in its
metadata fields, for example, can be mapped onto the District level in the new
GeoTree. Another feature which has the field “class:highway”, for example,
can be mapped onto the Street level.

6 http://nominatim.openstreetmap.org/

http://nominatim.openstreetmap.org/
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As OpenStreetMap allows users to simply not fill up the metadata fields
or even to put wrong information, we chose to develop a classifier based on
performing spatial searches within the GeoSEn gazetteer. The main idea of this
second classifier is to find out spatial relationships between retrieved features and
the previous stored toponyms by using known spatial operations e.g. contains,
intersects, touches and overlaps.

The step for definition of a direct ancestor consists of searching for a pre-
viously stored spatial feature suitable to be the direct ancestor of the retrieved
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feature in the GeoTree. It takes use of the spatial-search-driven classifier to
find the immediate feature which spatially contains the new feature. Finally,
the search of candidates for children is applied to find previously stored fea-
tures of which the new feature is an ancestor. This step is also based on the
spatial-search-driven classifier. Obviously, this step does not apply to new fea-
tures classified as Point-Of-Interest since they could not assume the ancestor’s
role in the GeoTree.

Once the retrieved VGI analysis finishes, the last stage of the gazetteer
enrichment method is responsible for generating the new toponym entry into
the GeoSEn gazetteer and performing the updates on its children as well.

4.2 The GeoSEn Heuristics Adjustments

Once we have enriched the GeoSEn gazetteer in order to store more precise
toponyms in a city-context, it was necessary to perform some changes in the
GeoSEn heuristics for toponym recognition and toponym resolution considering
the new GeoTree structure (see Fig. 2).

The internal GeoTree production method, which is responsible for structuring
the hierarchical tree of each toponym resolved, was remodeled. We included the
three new toponym levels (POI, Street and District) so that the GeoTree produc-
tion could recognize them correctly. The spatial distance calculation was included
into the GeoSEn parser’s module that is responsible for checking cross-references
between every toponym-resolved candidate. Cross-references are geographic ref-
erences found in a document which has topological spatial relationships in rela-
tion to other reference [4]. The previous version of such module only considered
the textual distance (word-by-word) and the hierarchical relationship between
such candidates into a message. Thus, the spatial distance is used in addition
to the textual distance only when two compared toponym candidates have a
common ancestor and at least one of these candidates is classified as POI, Street
or District.

For example, let us consider two tuples in the format (“name”, “type”) repre-
senting a toponym-resolved candidate: (“Eiffel Tower”, “POI”) and (“Rue la
Fayette”, “Street”). In such case, both candidates have at least one common
ancestor in the GeoTree: Paris (of the city level). Thus, as the spatial distance
decreases, the cross-reference coefficient for both candidates increases.

The GeoSEn system uses a metric called Confidence Rate (CR). The CR is
a measure which represents the probability of a toponym-resolved candidate to
be a valid place. The CR value varies between 0 and 1, inclusive. In the GeoSEn
system, each toponym level in the GeoTree has a specific CR calculation. A
specific CR for each toponym type is necessary as there are several different ways
that influence people mentioning a toponym depending on such type. Therefore,
we needed to define the CR calculation for each toponym-resolved candidate
from one of the new included toponym levels in the GeoTree.

The CR values are calculated based on Confidence Factors (CFs). A CF is
a measure associated with an analyzed feature of a toponym during the parsing
process. The GeoSEn system uses four different CFs:
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– CFST , which is related to the occurrence of a special term7 before or after
the term that results in a toponym-resolved candidate;

– CFFMT , which is related to the spelling correctness of a toponym-resolved
candidate when it is compared to terms from the source text;

– CFCROSS , which is related to other toponym-resolved candidates;
– CFTS , which is related to textual searches performed by the GeoSEn search

engine.

As our focus is on the GeoSEn parser and not on its search engine, the CFTS

was not considered in our study. Each CF has a weight in the CR computation
for a toponym type. We needed to define the weights for CFs in the CR com-
putation for the additional toponym types. As CR value may vary between 0
and 1, we defined the weight set below:

CR(POI) = 0.40 CFST + 0.15 CFFMT + 0.45 CFCROSS

CR(Street) = 0.25 CFST + 0.15 CFFMT + 0.60 CFCROSS

CR(District) = 0.30 CFST + 0.15 CFFMT + 0.55 CFCROSS

We considered the weights of the previous toponym types found in the
GeoSEn system in defining such weight set. We also considered the addition of
the spatial distance for CFCROSS calculation involving the additional toponym
types as well as the empirical nature of occurrence of these types in text mes-
sages. One idea for future work is to automate the definition of such weights
based on a historical analysis of occurrences for each toponym type. Although
we have obtained satisfactory results so far, we are aware that the empirical
definition may cause misinterpretation in the toponym resolution task.

Another change performed was implementing a cut function in order to dis-
card less-geographically-precise toponym-resolved candidates while geoparsing
microtexts. Although such redundancy has been relevant for the search engine
of the GeoSEn system, it is unsuitable for our proposal of LBSN integration,
which requires high geographical precision for toponym resolution. The main
idea here is to keep only the most precise toponym-resolved candidates. For
example, suppose we have a microtext “very beautiful view from Eiffel Tower in
Paris”. In this case, we will have two toponym-resolved candidates (“The Eiffel
Tower, Paris, France”, “POI”) and (“Paris, France”, “City”), and both candi-
dates will be resolved at the end of the geoparsing process. Once the GeoTree
knows that the Eiffel Tower is in Paris (France), it is not necessary to resolve
for the less precise toponym even they are both present in the source text.

We also performed other minor changes in the GeoSEn parser, such as: the
definition of new special terms in Portuguese like “rua” (street), “avenida” (ave-
nue), “travessia” (crossing), “vila” (village/hamlet/town), among others which
7 Special terms are words (or terms) that frequently appear before or after a toponym
(e.g. “in”, “at”, “near”) and can be used in order to help the toponym recognition
task in the geoparsing process.
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are usually used when Brazilian people describe streets or districts in Portuguese
language; and the definition of some stop words in English like “at”, “I’m”, once
we have experienced messages written in Portuguese with fragments in English.

This set of changes provides a new strategy for toponym resolution in the
GeoSEn parser. Obviously, such strategy should be improved as new experimen-
tal results and new ideas arise. The next section describes a case study we carried
out to evaluate the extended version of the GeoSEn parser.

5 Case Study: Automated Geoparsing of Twitter
Microtexts

The extended version of GeoSEn was tested on a case study so that we could
evaluate the changes performed and make comparisons with the previous one.
In the following, we discuss the results.

5.1 Methodology

We carried out a study in order to compare the GeoSEn parser before and after
the modifications described in section 4, aiming to measure the performance
when geoparsing with more precise toponym types available in the improved
gazetteer.

In our previous work [15], we carried out a study with a dataset formed by
over 300,000 microtexts written in Portuguese, published on Twitter during the
FIFA’s Confederations Cup, which took place in Brazil in 2013. Such dataset
was processed by the GeoSEn parser in order to identify toponyms based solely
on the Twitter microtexts. The main idea was to establish a linkage between
twitter messages and locations mentioned in its body instead of the location
where users were at the time such messages were delivered. A random sample of
these processed microtexts was validated by human volunteers. Besides accuracy
of the geoparsing, the volunteers were able to report the microtexts that could
have toponyms resolved to places within a city, even if they knew that the
version of the GeoSEn parser they used was not able to identify locations at a
more detailed level such the city level.

In our most recent evaluation, discussed in this paper, we took the microtexts
classified as “could be more precise” from the previous study and applied the
extended version of the GeoSEn parser presented in the previous section. The
microtexts classified as “could be more precise” are those tweets which have
resolved toponyms until the city level (according to the previous GeoTree) even
with the messages referring to more precise level toponyms than a city, such as
a district or part of a street.

5.2 Results

The results obtained from our experiments show that some tweets have more
than one toponym resolved by the extended version of the GeoSEn parser. The
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processed microtexts and its toponyms resolved were manually validated in order
to compute occurrences of true/false positives and negatives.

The GeoSEn gazetteer was enriched with 9,858 additional toponyms from
OpenStreetMap database, our adopted VGI data source. Such places were sear-
ched on demand during the tweets processing and were classified as Districts
(11%), Streets (59%) and points of interest (30%). By the processed tweets, in
comparison with results obtained in our previous study, we could report:

– 80% have at least one toponym resolved, an increase of only 3% over the
same set of tweets processed in the previous study. This reinforces the good
rate of true negatives reported in our previous case study;

– 20% presented the same result observed in the previous study. This may be
related to messages which reported more than one toponym resolved and
where both the previous and the additional toponym types were mentioned;

– 32% have more than one toponym resolved. This corresponds to microtexts
which refer to different locations;

– 91% of the toponyms-resolved set are from one of the recently added toponym
types. This confirms the human-volunteer validation trust but is not suffi-
cient to conclude the extended version of the GeoSEn parser is accurate.

By the manual validation over the processed microtexts, we could report:

– 39% of True Positives - i.e., accurate toponym resolution;
– 15% of True Negatives - i.e., no toponym resolution when there were no

toponyms to resolve;
– 41% of False Positives - i.e., wrong toponym resolution;
– 5% of False Negatives - i.e., no toponym resolution when there were toponyms

to resolve.

Table 1 presents four calculated statistical metrics in order to measure the
overall performance of the extended GeoSEn parser and its enriched gazetteer.

Table 1. Statistical results of the extended version of the GeoSEn parser

Accuracy Precision Recall F-Measure

53.68 % 48.37 % 88.11 % 0.624561

Analyzing the achieved results we can conclude the extended version of the
GeoSEn system presented a good overall performance. A decrease in accuracy
and precision rates, in a comparison with the statistical results of the previous
study considering the previous version of the GeoSEn system, were expected.
The addition of three toponym levels into the GeoTree and the gazetteer enrich-
ment with places from VGI data source added substantial complexity for the
geoparsing process due to uncertainty and unguaranteed data quality. However,
these changes have enabled to resolve toponyms in a higher level of detail.
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The additional features presented in this paper improved considerably our
geoparser, in the sense that it can now perform toponym-resolution at a higher
level of detail. However, given this significant change in the level of geographic
detail the system can deal with, comparing the geoparser with its previous ver-
sion in terms of precision and recall would not be meaningful.

It is clear that both accuracy and precision need to be improved in order to
have more accurate geoparsing. It will be necessary to analyze in detail occur-
rences of false positives to discover whether these can be related to our classifiers
used in the gazetteer enrichment, to problems concerning VGI quality or to the
GeoSEn heuristics. In this latter case more adjustments to the heuristics set of
the GeoSEn system and also perhaps to the confidence rate calculation for the
added toponym types should be required.

6 Conclusion and Further Work

In this paper, we proposed a gazetteer enrichment using VGI in order to provide
an up-to-date and a more accurate toponym lookup. We presented a gazetteer
enrichment implementation based on the GeoSEn gazetteer which incorporates
a term-query generator, a query executor, a VGI analyzer and a geo-feature
producer.

We also extended the GeoTree in order to include three toponym levels within
a city: Districts, Streets and Points-Of-Interest; and performed several relevant
changes within the GeoSEn heuristics set as well, in order to enable the reco-
gnition of the added toponym levels. Although we have presented a gazetteer
enrichment method based on a specific gazetteer, we would like to highlight that
our proposal could be applied in other gazetteers like GeoNames, for instance.
We do not discard novel studies applying our techniques in other gazetteer sys-
tems.

A case study was carried out with the aim of evaluating the extended version
of the GeoSEn system. The overall results are promising since we have a good
accuracy and precision regarding the known VGI quality issues. These achieved
results shows that the accuracy of the GeoSEn parser can be over 50%, even using
the deeper GeoTree, that increases the complexity of the geoparsing process.
Such results can be considered good for this kind of task, though they can
potentially be further improved. It is also important to highlight that any specific
heuristics aimed to geoparsing microtexts were applied since this is out of the
scope of the presented work. The enabling of more precise levels of toponyms into
the geoparsing process provides more precise geoparsing over Twitter microtexts.

Even though our results are not conclusive, the lessons learned from this work
can provide an interesting basis for discussion. VGI quality, for instance, is an
open research field which has received several contributions [2,10,12]. Since our
proposal requires good quality VGI, in the future we could apply trust techniques
to ensure that the data we use meets this requirement.

The next research steps will consider techniques to increase the precision
rate, that is, to decrease false positives occurrence. The case study enabled the
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identification of some issues related to the quality of OSM data and how it can
negatively affect the classification of toponyms added to the GeoSEn gazetteer.
One way to address this issue is to combine different VGI data sources.

Further developments will enable the GeoSEn system to deal with other
languages, such as English. In parallel with this, an investigative study on the
generalization of the GeoTree will be carried out so that it can be applied to
classify worldwide toponyms.
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Abstract. In this paper, we measure crowd mood and investigate its
spatio-temporal distributions in a large-scale urban area through Twit-
ter. In order to exploit tweets as a source to survey crowd mind, we
propose two measurements which extract and categorize semantic terms
from texts of tweets based on a dictionary of emotional terms. In par-
ticular, we focus on how to aggregate crowd mood quantitatively and
qualitatively. n the experiment, the proposed methods are applied to a
large tweets dataset collected for an urban area in Japan. From the daily
tweets, we were able to observe interesting temporal changes in crowd’s
positive and negative moods and also identified major downtown areas
where crowd’s emotional tweets are intensively found. In this prelimi-
nary work, we confirme the diversity of urban areas in terms of crowd
moods which are observed from the crowd-sourced lifelogs on Twitter.

Keywords: Emotion-based urban semantics · Spatial and temporal
distribution · Microblogs · Location-based social networks · Twitter

1 Introduction

Social networks have been a useful and important source, with which we are
able to study a variety of urban dynamics and characteristics [10]. In particular,
Twitter provides valuable opportunities to observe crowd mind and behavior
by analyzing the written texts and metadata such as location and user’s social
relationship [12].

In this paper, we study the possibility of surveying crowd mind with massive
crowd-sourced lifelogs on Twitter [21]. In fact, estimating crowd mind in city
space is worth being explored for many socio-economical, transportation and
urban studies. In our daily lives, sentiments and moods play a critical role,
fundamentally directing our attention and responses to environment, framing
our attitudes and impacting our social relationships. Consumer research, health
c© Springer International Publishing Switzerland 2015
J. Gensel and M. Tomko (Eds.): W2GIS 2015, LNCS 9080, pp. 37–49, 2015.
DOI: 10.1007/978-3-319-18251-3 3
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care, urban development, etc. are just a few of the domains that would benefit
from social network/media automated systems for tracking population behaviors
and minds. Several recent researches have interestingly studied the capability of
Twitter to aggregate crowd’s sentiment [1,8,14] and behavior [9,11]. In order to
advance techniques to take advantages of social networks for a variety of real-life
businesses and social surveys, in this paper, we will examine crowd mood in city
space with the popular social network, Twitter.

The research presented in this paper explores the geographical and temporal
distribution of crowd mood observed through geo-tagged tweets over Twitter.
The approach is grounded on a semantic extraction of the terms identified in
tweets messages, those being classified and valued by a sentiment dictionary
introduced in related work [19]. In order to measure and categorize crowd mood,
we present two types of functions with which tweets are classified: 1) a 5-level
categorization of the positive/negative terms and 2) score-based categorization
of the positive and negative terms.

In the experiment, we explore spatio-temporal distributions of crowd mood
by applying the proposed two methods to massive geo-tagged tweets in a local
area around Osaka in Japan. We first measure and categorize the tweets on a
daily basis over a period of one week by the count-based method and score-based
method. Then, we compare the ratios of tweets categorized into 5 sentimental
classes; Very Positive (V P ), Positive (P ), Neutral (Neut), Negative (N), and
Very Negative (V N). In addition, we observe geographic distribution patterns
of crowd mood on a weekday and weekend by focusing on specific areas in a
downtown and a bedroom town.

The remainder of this paper is as follows. Section 2 describes related work.
Section 3 explains two measurements to extract and categorize the sentiments
from crowd’s located tweets. Section 4 illustrates the experiment to evaluate
the proposed methods with a large tweets dataset of a local area in Japan, and
discusses some of the main findings. Finally, Section 5 concludes the paper and
briefly describes future work.

2 Related Work

An increasing amount of work in the social network and media domains has been
recently oriented to the analysis and understanding of examining and exploiting
sentiments and emotions in human behavior [16,22]. In Ferrara et al.’s work [4],
the origins and pathways of tweets in the US have been studied, and how those
reflect local consumption behaviors and clusters, and reveal that those coincide
with major air traffic hubs. The spatial variability and structure of population’s
response to various stimuli such as large scale sportive, political or cultural events
have been also studied [6,17].

In particular, several recent studies have been oriented to the detection and
classification of positive and negative sentiments reflected by tweets in order to
better understand human opinions on various topics and contexts. Golder et al. [5]
studied how individual mood varies in time (hourly and daily), and across seasons
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and cultures by measuring positive and negative sentiments and moods in Twitter
posts. In Choudhury et al.’s work [3], more than 200 moods have been extracted
from tweets, based on psychology research, and in order to derive a representation
of human mood landscape. The principle behind this approach is to classify the
terms and moods identified according to an sentiment-based dictionary. Several
recent dictionary-based approaches have been oriented to the analysis, clustering
and prediction of sentiments expressed by tweets [2,7,20].

In [15], Mislove et al. spatio-temporally explore the pulse of mood through-
out a day using Twitter. Although the aim of this study is quite similar to the
work, we attempt to analyze the semantics which are contained in the tweets,
particularly positive and negative sentiments. This will allow us to qualitatively
explore and evaluate reasonable crowd-sourced cognition, as well as the relation-
ships between these tweets and the place and time where and when those tweets
were broadcasted.

3 Measuring Crowd Mood from Geo-Tagged Tweets

This section introduces measurements to extract and categorize sentiments from
crowd’s located tweets. This idea behind this approach is to explore the spatio-
temporal distributions of crowd mood when compared to the underlying prop-
erties of the geographical space.

In general, a tweet T1 can be modeled as follows:

T1 =< u1, t1, l1,m1 >

This means that a tweet T1 is triggered from one location l1 by a given user u1

at a given time t1. Let us show an example of a tweet whose ID is 34558124.

T34558124 = < 1324246478, “Fri Jun 14 16 : 39 : 25 + 0000 2013”,
[139.55224609, 35.64853287], “I ′m very happy” >

Furthermore, in order to estimate crowd mood in a geographic region for a period
time, we define a generalized function as follows.

Crowd Mood(G,P1, P2) =
∑

li⊆G,P1≤ti≤P2

(f(mi)),

where G is the area of a targeting geographic region and < P1, P2 > is a time
period of interest, and f(mi) is a measurement function of sentiment for a tweet Ti.

3.1 Dictionary-Based Sentiment Extraction

In order to estimate emotions from tweets, a sentiment dictionary introduced
in related work [19] is used as a non-sensitive reference and dictionary1. The
1 The Japanese dictionary used is at: http://www.lr.pi.titech.ac.jp/∼takamura/pubs/

pn ja.dic and the English dictionary used is at: http://www.lr.pi.titech.ac.jp/
∼takamura/pubs/pn en.dic

http://www.lr.pi.titech.ac.jp/~takamura/pubs/pn_ja.dic
http://www.lr.pi.titech.ac.jp/~takamura/pubs/pn_ja.dic
http://www.lr.pi.titech.ac.jp/~takamura/pubs/pn_en.dic
http://www.lr.pi.titech.ac.jp/~takamura/pubs/pn_en.dic
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Table 1. An example of Japanese sentiment dictionary

Fig. 1. Criteria of count-based categorization

Japanese dictionary is composed of a term, its reading, its main part of speech,
its qualitative evaluation of the sentiments ranged from −1.0 to +1.0 as shown in
Table 1. The sign of the values in the table represents the polarity of sentiments;
positive (+) and negative (−) moods.

When a tweet is given, our method first splits the message into terms using
a morphological analyzer [13]. Then we determine whether each term is in the
dictionary and look up the value of its semantic value when available. Next,
we classify the terms based on their semantic values into positive and negative
categories.

In the following subsections, tweets are measured by two types of sentiment
measurement functions: 1) a 5-level categorization of the positive/negative terms
and 2) score-based aggregation of the positive and negative terms in each tweet.
The first one counts the most prominent sentimental term in a tweet, while the
second one aggregates the scores of all significant terms and then provides a
more precise view.

3.2 Count-Based Measurement and Categorization

The method classifies tweets based on the number of positive/negative terms
with respect to the sentimental classes: Very Positive (V P ), Positive (P ), Neutral
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(Neut), Negative (N), and Very Negative (V N).

f1(mi) = |PosTermsmi
| − |NegTermsmi

| (1)
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

V P , if f1(mi) >= 2
P , if f1(mi) = 1

Neut, if f1(mi) = 0
N , if f1(mi) = −1

V N , if f1(mi) <= −2

where, a function f1(:) evaluates the superior sentimental direction of a given
tweet’s message mi by computing the difference between the number of positive
terms |PosTermsm| and the number of negative terms |NegTermsm|. Overall,
each tweet is categorized according to the derived value of sentiment count. For
instance, a message “I’m very happy” has two sentimental words; “very” and
“happy” and the values of the words are −0.169067 and 0.995837, respectively,
according to the sentimental dictionary. Then, on the basis of their semantic
values, the message has one negative word and one positive word, and both
|PosTermsm| and |NegTermsm| are 1. As a result, the message is classified into
the category Neut, because f1(m) becomes 0. Fig. 1 also depicts the criteria of
the count-based categorization of crowd mood.

3.3 Score-Based Measurement and Categorization

Next, in order to consider the scores given in each term, we propose the other
categorization method by summing up all the scores of the sentimental terms
appeared in each tweet as follows.

f2(mi) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑
ScorePosTerms(mi)

|PosTermsmi
| +

∑
ScoreNegTerms(mi)

|NegTermsmi
| ,

if |PosTermsmi
| > 0 ∧ |NegTermsmi

| > 0
∑

ScorePosTerms(mi)
|PosTermsmi

| ,

if |PosTermsmi
| > 0 ∧ |NegTermsmi

| = 0
∑

ScoreNegTerms(mi)
|NegTermsmi

| ,

if |PosTermsmi
| = 0 ∧ |NegTermsmi

| > 0
0,

if |PosTermsmi
| = 0 ∧ |NegTermsmi

| = 0

(2)

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

V P , if f2(mi) > 0.5 ∧ f2(mi) <= 1.0
P , if f2(mi) > 0 ∧ f2(mi) <= 0.5

Neut, if f2(mi) = 0
N , if f2(mi) >= −0.5 ∧ f2(mi) < 0

V N , if f2(mi) >= −1.0 ∧ f2(mi) < −0.5
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Fig. 2. Criteria values of the score-based categorization

where, a function f2(:) computes the sum of the average values of scores of
positive terms and negative terms. For instance, the message “I’m very happy”
has two sentimental words; “very” and “happy” and their values are −0.169067
and 0.995837, respectively, according to the sentimental dictionary. In this case,
f2(m) is 0.82677 by the sum of the values, so the message is classified into the
category P . Fig. 2 shows the criteria distribution applied to the score-based
categorization.

The main characteristics of this score-based approach is that it allows to
take into account the weight of all sentiments that are found in a given tweet. The
sentiment values derived are refined and give a more balanced sentiment value,
in contrast to the count-based measurement.

4 Experimental Study

4.1 Experimental Setting

The functions for measuring and categorizing crowd mood introduced in the
previous section will be applied to a real large database of Japanese tweets. At
first, we collected about 0.2 millions geo-tagged tweets from Twitter on a daily
basis as shown in Fig. 3. In this figure, dotted points represent locations of the
collected geo-tagged tweets. It clearly appears that high density locations are
found in urban areas such as Tokyo, Nagoya, Osaka, Kyoto, and Kobe.

The objective of this experiment is to observe the spatio-temporal distribu-
tion of crowd mood in a local area around Osaka (longitude range = [134.358,
136.244] and latitude range = [34.2044, 35.185]). Therefore, geo-tagged tweets
around Osaka had been extracted from the database about one week. In detail,
we used geo-tagged tweets emitted in the region around Osaka between Tuesday,
June 18, 2013 and Monday, June 24, 2013. We could on average extract 51, 840
geo-tagged tweets on a weekday and 99, 255 geo-tagged tweets on a weekend,
respectively. Then, the two methods developed in Section 3 are applied to study
crowd mood. The terms of each tweet were analyzed by a Japanese morphologi-
cal analyzer, Mecab [13]. The semantic orientations of each term was measured
by matching them to the index words of the Japanese sentimental dictionary
developed in [19].
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Fig. 3. Geographic distribution of geo-tagged tweets

4.2 Experimental Results

When applying the first function that gives a count-based crowd mood measure-
ment, sentiments for each tweet are aggregated based on the number of positive
and negative terms (Equation (1) in Section 3). Specifically, the semantic orien-
tation of each tweet is given by the difference of positive and negative sentiment
values. Next, when applying the score-based crowd mood measurement and cat-
egorization, sentiments are categorized for each tweet based on the respective
score of positive/negative terms (Equation (2) in Section 3).

Fig. 4(a) and (b) present the temporal changes of the occurrence ratio of
respective sentiments measured and categorized by the two methods, respec-
tively. Crowd mood measured and categorized by the count-based function were
extremely biased in negative sentiments. As shown in Fig. 4(a), very little pos-
itive sentiments (V P and P ) were measured. This was caused by extracting
sentiments based on the number of terms regardless of the intensity of their sen-
timents. On the other hand, in Fig. 4(b), these show that the score-based method
could measure and categorize crowd mood in a more balanced way compared
to the count-based method, though it was still biased in negative sentiments.
Overall, we could observe a pattern which negative sentiments were higher than
on average on the middle of weekdays, Wednesday and Thursday, and where
these decreased from the end of weekends to the weekend.

Therefore, Fig. 5(a) and (b) present the geographic distributions of the crowd
mood based on the count-based method and score-based method, respectively.
In Fig. 5(a), we show geographic distributions of crowd mood measured by the
count-based method on Friday, June 21 and Saturday, June 22. These distri-
butions showed a clear predominance of negative sentiments over positive senti-
ments. Furthermore, we could observe positive sentiments are more predominant
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Fig. 4. Temporal changes of crowd mood in the local area around Osaka measured and
categorized by (a) count-based method and (b) score-based method

in urban centers such as Osaka and Kyoto, especially over the weekend as shown
in Fig. 5(b), where we present geographic distributions of crowd mood measured
by the score-based method on the days, respectively. This approach favors a
more balanced valuation of the different terms and then of the overall sentiment
value from each tweet.

In order to study crowd mood on weekdays and weekends, we examined
geographic distributions by focusing on two sentimental classes; Very Positive
(V P ) and Very Negative (V N) on Friday, June 21 an example of weekdays and
Saturday, June 22 as an example of weekends as illustrated in Figs. 6 and 7. In
these figures, locations of V P are in crowded areas around Osaka station, Nanba
station, and on the north of Kyoto station on both the weekday and the weekend.
This is probably reflecting the fact that these areas are multifunctional areas
including downtowns and lots of famous sightseeing places for not only tourists
but also working people and local residents. Although we cannot identify types of
crowds who emitted the tweets in these areas whether tourists, working people,
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Fig. 5. Geographic distributions of crowd mood on Friday, June 21, 2013 and Saturday,
June 22, 2013. (a) crowd mood base on the number of semantic terms and (b) crowd
mood based on the scores of semantic terms.

or local residents, these results show that these areas are potentially places where
humans are more likely to express positive sentiments.

On the other hand, we could find a different pattern which appears in an
area around Kobe station; there were lots of locations of V N on the week-
day (in Fig. 6) and crowd mood V P became superior to V N on the weekend
(in Fig. 7). We might conclude as a first approximation that this can be caused
by the fact that many people work in this area on weekdays because there are
lots of office buildings and weekends are their off-days. In addition, we could
observe another pattern which would be caused by different functions of loca-
tions such as urban centers and bedroom towns. Specifically, in bedroom towns
in Kobe and Osaka such as Ashiya city, Nishinomiya city, Toyonaka city, Suita
city, and Sakai city, there were some locations of V P on the weekday, but crowd
mood at these locations changed to V N on the weekend as shown in Fig. 7.
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Fig. 6. Geographic distributions of Very Positive (V P ) (dark blue points) and Very
Negative (V N) (red points) on Friday, June 21, 2013

At other locations in suburban areas, we could observe more V N than V P on
the weekend. One might conclude that those places with relative negative senti-
ments encompass several causes to crowd activities and minds: positive aspects
generated from popular attractions while predominant negative aspects might
be generated by heavy traffic.

4.3 Discussion

We discuss the results of this experimental study which applied our proposed
methods for measuring and categorizing crowd mood to massive tweets dataset
and explored spatio-temporal patterns of crowd mood in the local area of Japan.
A first noteworthy result of the count-based method is that there is a clear pre-
dominance of negative sentiments over positive sentiments. From the point of
view of geographic distributions of crowd mood, we could observe positive sen-
timents are more predominant in urban centers, especially over the weekend.
Against the results of the count-based method which were inclined towards neg-
ative sentiments, we could obtain the favorable results from the score-based
method which successfully measured crowd mood which were highly biased by
the count-based method, though there were still negative sentiments over positive



Measuring Crowd Mood in City Space Through Twitter 47

Fig. 7. Geographic distributions of Very Positive (V P ) (dark blue points) and Very
Negative (V N) (red points) Saturday, June 22, 2013

ones. From this result, we could confirm one common trend: the tweets generally
follow several spatio-temporal patterns based on the difference of functions of
places, we can easily imagine that people emit V P sentiment when they are out
on both weekdays and weekends, and they emit V N sentiment when they are
at home, especially on weekends.

The proposed approaches are still preliminary but allow to observe several
valuable trends. First one significant pattern is that the geography from this large
tweet database matches very much the main urban areas and suburbs as reflected
by the experimental study. This is not a completely surprising result as humans are
more likely to write more tweets, and as the higher the population the higher the
probability to have tweets. However, the approach offers some promising avenues
of research to study temporal and spatial differences, as well as the impact of
specific events in the distribution of tweets (typically in the case of a disaster or
emergency to study how people react in such situations). One specific trend that
appears in the study is the importance of negative sentiments when the most sig-
nificant terms are retained. Of course this preliminary result should be confirmed
by a more precise analysis of the semantics behind the tweets by confronting our
results with a close examination of a sample of tweets, as this is confirmed by the
more balanced results of the score-based approach. This is one of direction that
we have to explore when extending our experimental study.
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5 Conclusions and Future Work

This paper introduced a preliminary approach for the analysis of the spatial and
temporal distribution of crowd mood by exploiting massive tweets in a large
geographical area in Japan. The goal in this paper was to measure and cate-
gorize tweet terms using an sentimental dictionary. Two methods were devel-
oped. Firstly, a count-based method in which sentiments were measured in each
tweet based on the number of positive/negative terms. The objective of the sec-
ond score-based method was to measure crowd mood based on the score of the
semantic directions of terms in each tweet. The experimental study were applied
to a massive dataset in a large region in Japan where tweets were categorized
according to the sentiments’ patterns and then allows for an exploration of posi-
tive and negative patterns in space and time. While more work is still required to
refine the methodology to measure crowd mood, we were able to observe crowd
mood in urban space can be extracted and analyzed with Twitter.

In future work, we plan to examine much sophisticated and detailed urban
dynamics at different scales and levels of aggregation. Additionally, we would
like to consider tweets followers as emotions can be distributed from humans to
humans in terms of various urban events.
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Abstract. The production of strokes according to the perceptual grouping of 
arcs in a road network provides a good basis for the generalization of road net-
works, but a large amount of time is required for their creation and selection, 
and they lack associations with the map objects along them. In this study, we 
propose a system for generalizing a guide map with road networks and catego-
ry-based web search results on demand in response to a user request, or a triplet 
of an area, a size, and a category. The main features of the proposed system are 
as follows. (1) It constructs a database of strokes and refines the strokes by con-
sidering the actual movements of people. It also introduces a data structure 
called a “fat-stroke,” which combines web search results with the strokes.  
Pre-construction of the fat-stroke database facilitates the generalization of a 
guide map on demand to satisfy a user request. (2) It ranks the strokes in order 
of significance in a guide map according to the web search results combined 
with the strokes, as well as their length. (3) It determines the number of strokes 
that need to be drawn on a map based on the map scale and the proportion of 
road area relative to the whole area in the map. We developed a prototype of the 
proposed system and a preliminary evaluation demonstrated that pre-
construction of the fat-stroke database reduced the response time for guide map 
generalization to less than 1 s, and thus it can be applied to web map services. 

Keywords: Guide map · Road generalization · Spatial database · Web map 

1 Introduction 

Web maps such as Google Maps [1] and Yahoo! Maps [2] can be used in various 
environments such as PCs, smartphones, and tablet PCs. Many web maps are precise 
and they display map images where objects such as roads and landmarks at specific 
locations are determined according to their scale. 

They are useful for checking the location of a map object and for planning a route 
to a destination. When a user specifies a category of facilities such as restaurants, 
shops, or schools, the objects included in this category are presented on the map. 
After the user finds the target object on the map, they can plan a route to the 
destination by tracing a road on the map. 
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However, if a user requests a map showing the locations of specific facilities, the 
web maps might simply overlay the locations of the facilities on an existing map 
image. In many cases, a user wants to investigate the location and the roads related to 
the location, i.e., the roads required to reach the location. Displaying an excessive 
number of roads in an area that includes few facilities will reduce the visibility of the 
objects in the map, possibly making it difficult to plan a route to the facilities. 

Therefore, some roads need to be eliminated according to the map scale and the 
locations of the objects. Road generalization methods based on “strokes” have been 
proposed to solve this problem [3-4].  

The fundamental idea of these methods is to group the network data such as rivers 
and roads as a stroke if continuity is observed based on cognitive psychology features 
[3]. Thomson et al. defined a stroke as a: “curvilinear segment that can be drawn in 
one smooth movement and without a dramatic change in style” [3]. Extracting only 
long strokes will remove small branches while still showing the main trunks of the 
rivers and roads, which increases the visibility of maps. 

Our research goal is to develop a system for generalizing a guide map with road 
networks and category-based web search results on demand in response to a user 
request, or a triplet of an area, a size, and a category. A road network comprises nodes 
and links. Thus, a node represents the location of an intersection and a link is a line 
between two adjacent nodes, as shown in Fig. 1(a). We apply the idea of the 
perceptual grouping, strokes mentioned above, to actual road networks. A stroke is a 
group of chained links that does not branch, although they may cross, as shown in 
Fig. 1(b). It is represented as a sequence of links. For example, stroke S3 in Fig. 1(b) 
is a sequence of links, i.e., L5, L10, and L17 in Fig. 1(a), which is represented as S3 = 
(L5, L10, L17). 

 

       (a) A road network          (b) Strokes of the road network in (a) 

Fig. 1. Example of a road network and strokes 

The following problems occur when we apply the stroke-based generalization 
method to a guide map showing search results or the locations of facilities, such as 
restaurants and schools, via a web service. 

─ Problem 1 This method identifies all of the strokes in a road network and selects 
the most significant strokes among them, which requires a large amount of time, 
and thus the web service may have difficulty responding to a user request in real 
time. 
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─ Problem 2 The method produces strokes by analyzing a road network 
independently of the locations of the facilities. Thus, it is necessary to analyze the 
relationships between the strokes and the locations of facilities when the web 
service draws the strokes along which many facilities are located, before drawing 
the facilities along a stroke. This analysis requires a large amount of time, which 
could make the web service impractical. 

─ Problem 3 The method selects long strokes and removes short strokes, and thus it 
could remove the routes to the destination point and the locations of the facilities. 

─ Problem 4 There may also be problems when drawing a generalized guide map 
because methods are not provided to determine how many strokes should be drawn 
on the map. If the number of strokes is inadequate, the guide map may have low 
visibility or it could be less informative. 

In this study, we propose a system for the on-demand generalization of guide maps 
with road networks and category-based web search results. The main technical 
contributions of this study are as follows. 

• We propose a data structure called a “fat-stroke,” which associates strokes with the 
facilities obtained in a category-based search. This can be calculated in advance 
before a user specifies a map area, a map size, and a search category during a map-
drawing request. Constructing a fat-stroke database (DB) in advance facilitates the 
creation of the guide map for the user request in real time. 

• We propose a method that ranks strokes in order of their significance in a guide 
map, which is determined by considering the stroke length, facility search results, 
and access points. 

• We propose a method that determines the number of strokes that need to be drawn 
on a map based on the map scale and the relative proportion of the stroke area in 
the map. 

The remainder of this paper is organized as follows. Section 2 describes related 
research in this area. Sections 3 and 4 provide an overview and descriptions of the 
implementation of the proposed system, respectively. Section 5 presents a prototype 
of the novel proposed system. Section 6 discusses preliminary experiments conducted 
using the prototype. Section 7 gives our conclusions. 

2 Related Work 

Several previous research studies have focused on the creation of guide maps [5-6]. In 
particular, Maruyama et al. modeled guide map creation according to the following 
steps [7]. 

1. Select the features from the map according to the user request. 
2. Deform the road shape to improve the visualization of the selected features. 
3. Reallocate features other than roads via morphing and road deformation. 
4. Allocate the textual labels to the features. 
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The proposed system corresponds to step 1, which selects the roads required for the 
guide map.  Selection of important reads from a road network is one of the essential 
operators in generalization of road networks, which has been studied by many 
researchers.  

Thomson and Richardson introduced the concept of stroke into road generalization 
using road geometry [3].Strokes are network elements that combine both functional 
importance and perceptual significance in map generalization and are derived by 
introducing the ‘good continuation’ principle of perceptual grouping into networks. 
Strokes are constructed and ordered according to predefined rules and the selection of 
roads is then simplified as selection of strokes with higher order. Their stroke-based 
generalization orders strokes based on stroke length and road class.  

Zhang presented a method to select salient roads based on connection analysis [4]. 
It counts the number of connections at each junction, which acts as a parameter 
indicating the association between salient roads. Several strategies were proposed to 
combine connection criterion with road length and road attributes, so as to order roads 
corresponding to their relative importance in road network generalization. 

An algorithm for the elimination of arcs in road maps was presented based on 
information theory [8]. The perceptual properties of the map reader and the resolution 
of the display unit are brought into the algorithm by a similarity function. It is 
computed based on the length between any two points called information points. 
Based on the information points and the similarity function, the entropy and  
the equivocation of the road map can be computed. The conditional probabilities are 
derived from a similarity function, and mutual information is derived from the 
relation between similarity and conditional probability. By using information theory, 
the elimination algorithm computes how many roads that can be presented in a map 
by maximizing the amount of useful information.  

Yungang et al. propose selective omission for streets based on a ratio of an area 
and length of the road that surrounds the area, called a mesh density [9]. The place 
that mesh density is higher narrow interval of road. Omitting these roads enables to 
create small scale road network.  

Jinang and Claramunt proposed a generalization model for selecting characteristic 
streets in an urban street network [10]. The proposed model retains the central 
structure of a street network, it relies on a structural representation of a street network 
called connectivity graph. Local and global measures are introduced to qualify the 
status of each vertex within the graph. 

We adopt the stroke-based approach and construct a data structure called a fat-
stroke, which associates strokes with the facilities obtained in a category-based 
search. We also design a method of constructing a fat-stroke database by pre-
computation, and design a selection method of fat-strokes so as to realize on-demand 
generalization of a guide map in a Web service. 
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3 Proposed System 

3.1 Features of the Proposed System 

The proposed system has the following features. 

─ Feature 1: Preparing a stroke table and associating strokes with facilities.  
Our system constructs a table of strokes and it refines the strokes by considering 
the actual movements of people. It also associates a stroke with the facility search 
results as a fat-stroke. Fat-strokes can be computed in advance before a user 
specifies a request. Therefore, the construction of a fat-stroke DB facilitates the 
creation of a guide map on demand when a request is received. This approach 
addresses Problems 1 and 2. 

─ Feature 2: Ranking strokes in order of their significance in a guide map. 
Our method selects the strokes that need to be drawn in a guide map by 
considering the locations of facilities and significant points such as access points, 
as well as the lengths of the strokes. We use the stroke length as a criterion for 
stroke selection in a similar manner to conventional methods [3] because longer 
strokes often become major roads such as motorways and trunk roads. 
Furthermore, if there are many facilities along a stroke and significant points, such 
as railway stations, the stroke can be regarded as significant because it will tend to 
have heavy traffic and people flows, and thus it may be part of a route to the 
destination. Ordering strokes as described above solves Problem 3. 

─ Feature 3: Determination of the number of strokes in a guide map. 
We propose a method for determining the number of strokes when drawing a map 
based on the map scale and the proportion of the road area relative to the whole 
area in the map. Even if the size and the scale of a map are small, the method 
maintains the visibility of the map to solve Problem 4. 

3.2 System Structure 

As shown in Fig. 2, the proposed system includes the three functions: Stroke 
Generator, Fat-Stroke Generator, and Map Drawing. It also includes four data: Road, 
Loop Road, Stroke, and Facility. The Road table contains vector data for the road 
networks and traffic signals. Stroke table and Loop Road table store intermediate data 
created from the Road table. Facility data are classified into groups according to 
categories such as restaurants, schools, and hospitals, where their locations are 
displayed in a map, as shown in Fig. 3(a). The Loop Road table contains all of the 
loop roads that can be created from the Road. A loop road is represented as a 
sequence of links. For example, the loop road that surrounds Point P, i.e., loop road 
LR1 shown in Fig. 3(b), is represented as LR1 = (L1, L4, L12, L10, L5).  

The Stroke Generator generates strokes from the road data. The Fat-Stroke Generator 
generates a fat-stroke by associating a stroke with facility data. Because the above data 
are independent of a user input, or a triplet of the area and the size of the map, as well as  
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the category of facility, the Fat-Stroke DB can be constructed in advance. This approach 
facilitates rapid road generalization. The Map Drawing function selects appropriate 
strokes and draws a guide map on demand when users input their requests. 

 

Fig. 2. Structure of the proposed system 

 

(a) A map with a road network and facilities  (b) Loop roads included in the map (a) 

Fig. 3. Examples of a map and loop roads 

4 Implementation of the Proposed System 

This section describes the data and methods used to implement the three functions 
described in the previous section, as shown in Fig. 2, using spatial data types (Point, 
LineString, MultiLineString, Polygon) and spatial operations (st_crosses(), 
st_buffer(), st_contains(), st_split()) in PostGIS [11-12]. 

4.1 Construction of Fundamental Data 

First, the Road table is constructed using road network data and traffic signal data. A 
road network comprises a set of nodes and links. A node represents an intersection 
and a link connects adjacent nodes. The road network data are stored in a link table, 
as shown in Table 1, which contain four columns related to links, i.e., link ID, a line 
or a sequence of edge nodes of links, link length, and link class. A link class 
represents a road type such as a motorway and trunk road. The traffic signal data 
comprise IDs and locations, as shown in Table 2. 
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To create the Loop Road table, the loop road extraction method [13] is applied to 
all of the links in the Road table. The data structure used in the loop road table is 
shown in Table 3. The facility data are gathered from the web servers and stored in a 
facility table, as shown in Table 4, which comprises four columns: ID, location, 
category, and the name of the facility. 

Table 1. Link table 

column type description 
link_id int ID of the link 
link_line LineString line connecting the end node 
link_length double length 
link_class int road class 

Table 2. Traffic signal table 

column type description 
traffic_signal_id int ID of the traffic signal 
traffic_signal_point Point location 

Table 3. Loop road table 

column type description 
looproad_id int ID of loop road 
looproad_poly Polygon shape of loop road 

Table 4. Facility table 

column type description 
facility_id int ID of the facility 
facility_location Point location 
facility_category int facility category 
name string name 

4.2 Creation of Strokes 

The Stroke table is constructed by using all of the links in the road table. The 
proposed system is created based on the concept of “good continuation” in the 
perceptual grouping principle [3]. Moreover, it splits the strokes at the locations 
where the movement is prevented by considering the actual movements of people. 
Table 5 shows the data structure of the Stroke table. 

Before describing the rules to form consecutive links into a stroke, we define some 
notations and system parameters. 

First, we define the following symbols and functions for some link L in the road 
table is connected with k (>=1) links at the edge of L as shown in Fig. 4. 
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• , , … , , … , : the set of links connected with L. 
• , , … , , … , : the set of links connected with . 
• _ : the length of the link  
• , : returns the angle between the two links A and B, 
• , : returns the minimal among the angle(A,B) for all B in the set S. 

 

Fig. 4. Consecutive links from the link L 

Next, we define the following two system parameters to introduce the good 
continuation principle of perceptual grouping into actual road networks. 

• ∆  : the length of tolerances , e.g., 5m, 
• δ : the upper limit of the   in consideration of  good continuation , e.g. 45° 

Occasionally quite short links exist in an actual road network data, which a map 
reader cannot recognize even when the map scale is relatively large. We will neglect 
these short links and avoid their influence on the judgment of good continuation. This 
is a similar idea called tolerance in pgRouting[14], which provides the route between 
the specified two nodes even when the road network data lack some small segments 
between the two nodes. 

Now, we define the rules to form consecutive links into a stroke. The consecutive 
links L,  and  shown in Fig.4 are determined whether they are grouped as a 
stroke according to the following there rules (a) to (c) as shown in Fig. 5 

─ (a)   
 L and  belong to the same stroke 

─ (b) , … 2   
and ,   
and ,  
 L and  belong to the same stroke 

─ (c) , … 2   
and _ ∆  
and ,   
and ,  
  and  belong to the same stroke 
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Table 5. Stroke table 

Column Type Description 
stroke_id Int ID of stroke 

stroke_line MultiLineString series of link 
stroke_length double Length 

 

 

Fig. 5. Conditions for grouping links as a stroke 

Stroke Generator contains a function of stroke split. This function is to split one 
stroke into two strokes. Suppose that two strokes cross a stroke that is a heavy traffic 
road and a traffic signal is located on one of the two intersections, or the right 
intersection as shown in Fig. 6. In this case, the stroke without a traffic signal is split 
at the intersection, as shown in Fig. 6. The stroke splitting algorithm is as follows. 

1. Find a set of all strokes, S, the road class of which indicates that it is higher than a 
criterion length defined as a system parameter. 

2. For each element  in S (i=1, …, , where  is the number of strokes in 
Stroke table), apply the following procedure. 
(a) Find a set of strokes  that intersects with stroke . 

(Execute the following SQL query: 
Select  from stroke_table where st_crosses( , stroke_line);) 

(b) For each element , , in , apply the following procedure. 
(i) Find an intersection point (IP) where  intersects with , . 
(ii) Calculate the domain  of buffer (ε) for IP, and search for a traffic 

signal inside  from Road table. (Execute the following SQL query: 
Select traffic_signal_point from traffic_signal_table  
where st_contains(st_buffer(IP,ε), traffic_signal_point);) 

(iii) If the above search fails, apply the following procedure. 
(1) Split ,  into two strokes ( , , , , , ). 

(Execute the following SQL query: 
Select st_split( , , IP);) 

(2) Remove ,  from Stroke table. 
(3) Insert , ,  and , ,  into Stroke table. 

3. Finish 
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(a) Before Splitting                   (b) After Splitting 

Fig. 6. Examples of strokes 

4.3 Creation of Fat-Strokes 

Fat-strokes are created from the Stroke, Loop Road, and Facility according to the 
procedure shown in Fig. 7. 

─ (i) For each loop road  in the Loop Road table ( 1, … , , where  is 
the number of loop roads in Loop Road table), obtain all of the facility data inside 
the  and place them into the loop road and facility table, as shown in Table 6 
(Fig. 7. (i)). (Execute the following SQL query: 
select looproad_id, facility_id from looproad_table, facility_table  
where st_contains( , facility_location);) 

─ (ii) For each stroke  in the Stroke table ( 1, … , , where  is the number 
of strokes in Stroke table after split operations), obtain all of the loop roads for 
which the components or links are the same as those in  and place them into the 
stroke and loop road table, as shown in Table 7 (Fig. 7(ii)). (Execute the following 
SQL query: 
select stroke_id, looproad_id from stroke_table, looproad_table  
where st_intersects( , looproad_poly);) 

─ (iii) Create a stroke and facility table from the table created in (i) and (ii) above, as 
shown in Table 4 (Fig. 7(iii)). 

─ (iv) Create a fat-stroke from the stroke table and the table created in (iii) above 
(Fig. 7(iv)). 

 

Fig. 7. Procedure for fat-stroke creation 
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Table 6. Loop road and facility table 

column type description 
looproad_id int ID of the loop road 
shop_id int ID of the shop 
facility_category int facility category 

Table 7. Stroke and loop road table 

column type description 
stroke_id int ID of the stroke 
looproad_id int ID of loop road 

Table 8. Stroke and facility table 

column type description 
stroke_id int ID of the stroke 
facility_id int ID of the facility 
facility_category int facility category 

Table 9. Fat-stroke data structure 

column type description 
stroke_id int ID of the stroke 
stroke_length double length 
facility_num int number of facilities 
facility_category int facility category 

 
In Fig. 1 and Fig. 3, stroke S3 has common links to five loop roads: LR1, LR2, 

LR4, LR5, and LR6, and there are eight facilities in these loop roads. Therefore, 
facility_num is seven for stroke S3. 

4.4 Drawing a Guide Map 

The function of guide map drawing is to select appropriate strokes and to draw them 
on a map image, or a raster map, thereby generating a guide map when the user inputs 
a request. This includes two important methods for ranking strokes and determining 
the number of strokes. 

Method for Ranking Strokes 
This method ranks strokes in order of their significance in a guide map based on the 
following observations of the significance of roads in a guide map. 

─ Road on the route to the destination. 
The route to the destination is an essential component of the guide map, and thus 
these roads should always be selected. 
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─ Many target facilities along the road. 
A road with many facilities related to the target facilities along the road is 
significant because the road is on the route to the target facilities. 

─ Many pedestrians and vehicles tend to follow a long stroke. 
A long stroke is often a major road such as a motorway or trunk road. Major roads 
are crowded with heavy traffic; thus, these roads are significant because they might 
be part of the route to the target facilities. 

First, we define the following symbols for strokes. 

• : number of facilities along the stroke. 
• : length of the stroke. 
• , : weights for  and . 
• NearestStroke : nearest stroke to a location l. 
• MSL: a set of the most significant locations, such as the locations of target facili-

ties particularly specified by the user and their access points. 

We calculate the significance of stroke s or  using the following equation.  1∑ ∑    
 

The stroke significance can be used to adjust which value should be more 
important depending on the number of facilities or the length of the stroke by 
changing the ratio of  relative to , where  and  are 
system parameters. A user specifies a set of significant locations (or MSL) on the 
map, the equation is applied and all of the strokes are ranked in order of their 
significance in the map. 

Method for Determining the Number of Strokes Drawn in a Map  
In order to determine the number of strokes drawn in a map, the ratio of the stroke 
area relative to the whole area in the map should be considered. If this ratio is high, 
the visibility of the map is reduced because the road interval is narrow. By contrast, if 
this ratio is low, it is difficult to understand the map because it contains less 
information. Setting an adequate number of strokes to be drawn in a map will improve 
the visibility of the map because the ratio of the stroke area relative to the other area 
in the map remains constant. 

If we assume that all of the strokes are drawn with the same width on a map, we 
can calculate the ratio of the stroke area relative to the whole area in the map, or α n , using the following equation, where the top n strokes in the ranking of the 
strokes are drawn. The stroke drawn is determined by finding n such that α n  
might be the minimum. Thus,  is a criterion that determines the number of strokes.  
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This method ensures that the relative ratio of the area occupied by the drawn roads in 
the map is constant: α n ∑ _ · _ , 

where 

• : i th stroke in the ranking of the strokes in order of significance, 
• _ : length of the stroke , 
• s_width : width of the drawing stroke (system parameter), 
• : whole area of the map, 
• : criterion (system parameter). 

5 Prototype System 

5.1 Overview of the Prototype 

We implemented all of the functions of the proposed system described in Section 4 
using Java [15]. We obtained road and facility data from OpenStreetMap [16], and we 
used PostgseSQL [17] and PostGIS [11] to construct the proposed DB. 

5.2 Examples of Generalized Guide Maps 

When a user specifies a map area (e.g., longitude = (136.924–136.943), latitude = 
(35.146–35.162498)) and window size (700 × 700 pixels), the prototype system 
creates a generalized map, as shown in Fig. 8(a). When the user drags the corner of 
the map window to make the map small, the prototype updates the map as shown in 
Fig.8 (b). In the two maps, a red dot represents the location of a facility and a black 
bold line represents a stroke, or a road selected by the prototype system. The system 
parameters are as follows:  0.5, 5, 0.15 . The 
size of the map in Fig. 8(a) is 700 700 pixels, and the number of strokes 
selected is 67. The size of the map shown in Fig. 8(b) is 350 350 pixels, 
and the number of strokes selected is 17. These maps both include the same district 
and the categories of facilities, but their sizes are different. When the map size is 
small, the prototype system reduces the number of strokes in the map. This approach 
prevents the visibility from being reduced. 

Fig. 9 shows three generalized guide maps for three different values of α . The 
number of strokes drawn in the guide maps varies according to the value of α . Fig. 
10 shows generalized guide maps for different categories. The prototype system 
produced a generalized guide map, as shown in Fig. 10(a), when a convenience store 
was specified for a search category. It generated the map shown in Fig. 10(b) when a 
parking area was specified as a search category. These figures show that the prototype 
system selects strokes by considering the locations of facilities that belong to the 
specified category. 
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    a) 700 × 700 pixels        (b) 350 × 350 pixels 

Fig. 8. Generalized guide maps for two map sizes 

 

    (a) 0 = 0.075          (b) 0 = 0.15           (c) 0 = 0.2 

Fig. 9. Generalized guide maps for different values of  

 
(a) Convenience store          (b) Parking Area 

Fig. 10. Generalized guide maps for different categories 
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6 Preliminary Experiments 

6.1 Objective of the Experiments 

Web maps are important for responding to requests in real time. Because many web 
maps use raster images that are prepared in advance, the web clients only have to 
arrange tiled images obtained from the map server. However, during map 
generalization using vector data, such as the proposed system, large amounts of time 
may be required to make a map compared with the method described above. 
Therefore, we measured the time required to create guide maps in a preliminary 
experiment and we checked whether the proposed system satisfied the responsiveness 
requirements for the web map. We also conducted a preliminary experiment to 
measure the time required to obtain the data for map generalization. This experiment 
aimed to demonstrate the benefits of DB creation by calculating the fat-strokes in 
advance. Moreover, this experiment aimed to demonstrate the effectiveness of using 
the fat-stroke DB comparing with not using the DB. 

6.2 Methods 

We conducted the following two experiments using map scale = 25000:1, center co-
ordinates of (longitude = 35.154, latitude = 136.933), and various map sizes. The 
numbers of facilities and links used in the experiments are shown in Table 10. Fig. 11 
shows the execution times measured in the experiments. 

Experiment 1 
We measured the following two times when changing the map size, as shown in Table 
10 because fat-stroke creation consists of two steps. 

─ (i)  : Time spent producing strokes from road data.  
─ (ii) : Time spent preparing fat-strokes using strokes, facility data, and loop road 

data. 

Experiment 2 
We compared the following two execution times when changing the map size. 

─ (iii) : Time spent producing a generalized map without strokes and the fat-stroke 
DB. 

─ (iv) : Time spent producing a generalized map with the fat-stroke DB. 

For (iii), we measured the time  which is the sum of the time spent creating 
strokes and fat-strokes from facilities and roads data, which were within the range of 
the specified map area, and the time spent in generalization. For (iv), we created  
the fat-stroke DB in advance using a range that was appropriate for the experiment. 
We measured  which is the sum of the time spent obtaining the range data within 
the specified map area from the stroke table, and the time spent in generalization. 
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Table 10. Number of facilities and links included in the map 

Map size (number of 
pixels on a side) 

Number of 
facilities 

Number of 
links 

300 59 201 
500 141 566 
700 279 1138 
900 499 1907 

1100 933 3054 
1300 1368 4359 

 

Fig. 11. Execution times measures in the two experiments 

6.3 Results 

(1) Results of Experiment 1 
The time spent creating strokes, or  increased exponentially, as shown in Fig. 
12(a). Stroke creation includes many steps such as checking the relationships between 
the links. The proposed system could create fat-strokes from strokes almost in linear 
time, as shown in Fig. 12(b). Thus, the time spent associating strokes with facility 
data was short due to the use of the loop road table, and thus the fat-strokes could be 
created simply by referring to the stroke and facility data table (Table 8). 

 

(a)                          (b)  

Fig. 12. Results of Experiment 1 
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(2) Results of Experiment 2  
Fig. 13 compares the generalization time in two cases: without strokes and the fat-
stroke DB (iii), and with the fat-stroke DB (iv). For (iii), the number of links and 
facilities increased when the map size was larger, and the time required to create fat-
strokes increased exponentially. For (iv), it was possible to generalize rapidly at any 
map size because the fat-strokes could simply be obtained from the strokes in the fat-
stroke DB. Note that the execution times were always less than 1 s which is tolerable 
response time in web map services. A large amount of time was required to construct 
the fat-stroke DB, but it could be prepared in advance independently of user requests. 
Therefore, the proposed system could be generalized rapidly after receiving a user 
request. 

 

Fig. 13. Execution time for producing a generalized map 

7 Conclusions 

In this study, we proposed a system that generalizes a guide map with road networks 
and category-based web search results on demand, and we described the methods 
required for its implementation. We implemented strokes for the guide map and 
associated them with facility data in a new data structure called fat-strokes. Fat-
strokes can be calculated in advance and the production of a Fat-Stroke DB facilitates 
the rapid drawing of a generalized map on demand to satisfy a user request. We also 
implemented a prototype of the proposed system and performed preliminary 
experimental evaluations. The experimental results obtained demonstrated that the 
used of a Fat-Stroke DB facilitates rapid road generalization. Furthermore, the 
response time was less than 1 s, which means that the proposed system can be used 
for road generalization to obtain guide maps at an acceptable speed for web services. 

In the future, we plan to evaluate the visibility of the road network generalized by 
the proposed system. For conducting this experiment, we have to consider the 
conditions of the roads that most people need by examining how they use a guide map 
in more detail. 
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Abstract. We present a new method for navigating in a street network
using solely data acquired by a (smartphone integrated electronic) com-
pass for self-localization. To make compass-based navigation in street
networks practical, it is crucial to deal with all kinds of imprecision and
different driving behaviors. We therefore develop a trajectory representa-
tion based on so-called inflection points which turns out to be very robust
against measurement variability. To enable real-time localization with
compass data, we construct a custom-tailored data structure inspired by
algorithms for efficient pattern search in large texts. Our experiments
reveal that on average already very short sequences of inflection points
are unique in a large street network, proving that this representation
allows for accurate localization.

1 Introduction

Mobile devices are one of the primary tools for navigation nowadays. They more
and more replace integrated navigation systems in cars, and can also be used
when going by bicycle or foot. Typically, mobile devices rely on GPS, GSM or
Wifi for localization. GPS allows for a rather precise determination of the actual
position (up to few meters) if the GPS receiver gets signals from at least four
satellites. Unfortunately, this might not always be possible due to signal blockage
(e.g. by high buildings or foliage), furthermore signal reflections might induce
imprecisions. To use GSM, one has to be connected to a cell phone network,
with the signal strength of nearby base stations revealing the position (with a
precision of ≈50m). Wifi localization works in a similar fashion. Here, companies
like Google georeference wireless access point IDs, and as soon as signals are
received, a certain geographic location can be estimated (with a precision of
≈20m). So for GSM and Wifi, interaction with a third party is required to self-
localize. And even for GPS, to obtain a faster position lock, third party servers
are contacted via GSM or 3G. This raises privacy issues, as the own position
is revealed to these third parties. There are recent attempts, though, to crowd-
source GSM and Wifi access points and make the data openly available1. But
the coverage of mapped data is still poor. Moreover, GSM and Wifi is simply not
1 https://location.services.mozilla.com/
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available everywhere; especially in rural or sparsely inhabited areas one cannot
expect precise localization based solely on those signals.

We propose a new way of navigating in street networks, by making use of the
electronic compass present in most of the current smartphones and other mobile
devices. We acquire sequences of absolute directions and use them to identify
the trajectory the vehicle has taken in the network. So for a given road map and
the measured absolute directions, we aim at identifying the path in the map that
most likely is the one that led to those measurements. The problem of pinpointing
measurements to a path in a map is commonly referred to as map matching. The
advantage of our scheme is the ability to self-localize in a completely autonomous
way. No interaction with third parties is required. Moreover we do not rely on
any kind of distance measurements, which are typically imprecise if conducted
with a mobile device.

We will describe in detail how to obtain, process and store compass data,
and how to instrument this for precise and fast self-localization.

1.1 Related Work

In the classical map matching problem, we are given a sequence of possibly
imprecise location measurements (obtained e.g. with GPS, GSM or WLAN).
This setting is well-studied in different variations. The on-line version (measure-
ments have to be processed the moment they are taken) is described e.g. in [1].
In the off-line case the best possible path in the map for a given measurement
sequence is chosen as the optimal one according to some scoring function. The
score might for example be the Frechet-Distance, see [2], or the objective func-
tion value of an integer program [3]. In [4], the authors have shown that even
very imprecise GSM localization allows for a very accurate reconstruction of the
route a mobile user has traveled along in a network if measurements for a long
enough period can be gathered.

Alternative sources of information for localization (besides GPS, GSM or
WLAN) have been investigated before. In [5] the authors introduce so called path
shapes which describe the sequence of relative movements of a vehicle (e.g. ‘500m
straight, 40 degree left turn, 200m straight, 90 degree right turn, · · · ’). Exper-
iments show, that different paths quickly exhibit differing path shapes, which
allows for high-precision self-localization. The relative movement data is acquired
by reading information from the on-board computer of a car.

Smartphones do not have access to this data, as typically there is no open
interface for communication with the on-board computer. Of course, most smart-
phones also have integrated gyro sensors and accelerometers, which allow to mea-
sure turning angles and (increase in) velocity. In theory, this yields the same kind
of data as needed for the path shape localization scheme. In practice, though, due
to the imprecision of this data, such methods only make sense to complement,
not replace GPS localization. The latter is the goal of this work.

In [6] the concept of elastic pathing is introduced. The authors show that
fine-grained speed information is also sufficient for self-localization. Every path
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in the street network exhibits a typical ‘speed profile’ to which actual measure-
ments can be compared. In contrast to path shapes, this localization scheme
requires knowledge about the starting location. We aim to be able to com-
pute the actual position without the start position being known beforehand.
Moreover we have the same problem here as with path shapes: While the car
itself monitors the driving speed autonomously, speeds measured by a smart-
phone normally involve GPS usage. And even more severe, a huge amount of
historical data is necessary to have good typical speed profiles at hand. This
data is not easily available with sufficient coverage (especially for bicycles).

In [7], positions of pedestrians are determined using gyro sensors and a heuris-
tic which mitigates direction errors by incorporating the underlying street net-
work data. They do not use smartphones, though, but specially constructed
devices attached to a shoe. Again, they require the user to provide the starting
location. No large-scale study is conducted and no timings are given; hence, it
is unclear whether this methods can be used for real-time localization.

In other navigation domains where vehicles do not have to follow streets
but move around almost freely e.g. considering ships, planes, missiles or robots,
navigation based on the movement alone is known as inertial navigation system
(INS). Here, given the start point, the current position is calculated based on
speed and direction of the moving object as well as the elapsed time since depar-
ture. Unfortunately, when using INS already small measurement errors translate
into large positional errors accumulating over time, as the new position is always
computed relative to the last one. Hence in regular intervals the actual position
has to be corrected using e.g. GPS; therefore the autonomy of the system is com-
promised. An incarnation of INS for pedestrians was described in [8]. They use
the built-in electronic compass of modern smartphones and employ an approach
based on Bayesian networks, which combines GPS and compass information in
a neat manner. As indicated before, they do not consider an underlying path or
street network, but investigate free spaces and buildings where people can wan-
der around. In contrast to this, a car or bicycle has to follow streets or paths.
Therefore the effect of measurement errors is mitigated in our scenario. Even bet-
ter, we gain information while driving around, hence the positioning becomes
more and more accurate over time – quite the opposite of the INS paradigm.

1.2 Contribution

This paper presents a novel localization scheme purely based on absolute direc-
tions acquired by an electronic compass. We describe how to retrieve such data
using a conventional smartphone, and how to deal with numerous sources of
imprecision. We propose a new compass-based representation for trajectories,
which is far more robust in particular against variations of driving speed than
temporal subsampling of the absolute directions (e.g. by measuring every sec-
ond). We show experimentally that already short paths in a network are char-
acterizable by our compass representation, i.e. their representation is unique
among all possible paths. As our framework does not rely on a known starting
position, naively, we have to consider every node in the network as a potential
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starting point and then compute the one that most likely led to the observed
measurements. An implementation of this naive approach scales very badly with
the network size. To enable real-time self-localization, we therefore develop a
custom-tailored data structure inspired by algorithms for efficient pattern search
in large texts. This data structure allows for self-localization within fractions of
a second even in large road networks. Finally, we provide an experimental study,
including results on real-world data (collected by bicycle).

2 Wireless Acquisition of Compass Data

The first step in the pipeline is to acquire precise absolute direction information
while driving around. In the following, we provide the details for collecting such
data with the help of an electronic compass.

2.1 Electronic Compass

We implemented an Android app to gather electronic compass data. Five differ-
ent methods based on different kinds of virtual and physical sensors provided by
the android API2 were employed:

Orientation Sensor. This used to be the standard way of acquiring compass data,
but is officially deprecated now. The orientation sensor is a virtual sensor which
directly returns the actual orientation. No parameters are required.

Magnetometer and Accelerometer to Rotation. This is one current standard way
of getting absolute direction information. It returns the rotation matrix resulting
from reading out the sensor values. No parameters are required.

Low Pass. This method is also based on the magnetometer and the accelerometer
but additionally includes a low-pass filter to take care of short-term fluctuations.
The higher the input parameter α, the less short-term fluctuations influence the
resulting orientation.

Rotation Sensor. This sensor is similar to the orientation sensor but returns a
rotation matrix and an estimation for the precision of the measured values.

Attitude Heading Reference System (AHRS)3. Apart from the accelerometer and
the magnetometer, this method also uses the gyro sensor to estimate the orien-
tation. There are several tuning parameters.

We stored direction values once per second for our real-world experiments. The
data collected during an hour of measuring directions is below 300kB, so there
is no problem with storing the measurements locally on the phone.

2 http://developer.android.com/guide/topics/sensors/sensors overview.html
3 http://www.x-io.co.uk/open-source-imu-and-ahrs-algorithms/

http://developer.android.com/guide/topics/sensors/sensors_overview.html
http://www.x-io.co.uk/open-source-imu-and-ahrs-algorithms/
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2.2 Smoothing

Naturally, no sensor is flawless and the measured angles are perturbed by all
kind of external factors. To take care of these fluctuations, we apply a smoothing
technique. For that purpose we convert the measurements into a polyline. We
do this by starting at (0, 0) in a two-dimensional coordinate system, and then
elongate the line by a straight segment in the direction of the measured angle.
We always use the same length for each straight segment, i.e. we assume constant
travel speed. Then we apply the Douglas-Peucker algorithm [9] to this polyline.
Douglas-Peucker reduces the number of points on a polyline but faithfully pre-
serves the overall shape at the same time, therefore we regard this algorithm as
very useful in our scenario.

3 Compass Paths

Once the compass data is acquired, the challenge is to match these measurements
to a path in the underlying street network. This means paths in the network and
gathered measurements have to be made comparable by a common representa-
tion. A natural way of encoding a trajectory is just the sequence of absolute
directions measured e.g. every second while driving. It turns out that this app-
roach is too error-prone to be practical, though. In the following, we first discuss
in detail why this is not the envisioned representation. Then we introduce a new
representation, based on so called inflection points which is much more suitable
for matching a compass-based trajectory to a path in the network.

3.1 Representation as Sequence of Absolute Directions

The problem of using the sequence of measurements received from the electronic
compass directly for map matching, is that the descriptions of turns in the
network and in a real trajectory might differ considerably. In a given network
representation, a turn happens typically at a single point. So a turn is a sequence
of two absolute directions, the one in which the vehicle headed before, and the
one in which the vehicle headed after. For example, 30◦,60◦ describes a 30◦

turn. But measuring the direction every second or even more fine-grained, we
have to expect that the description of the trajectory for the very same turn
looks more like this: 30◦,37◦,51◦,60◦. In fact, every angle between the entrance
and the exit angle might appear in real measurements. And depending on the
sampling rate, even driving the same turn in the exact same way might lead to
a new representation each time. From the pure sequence of absolute direction
measurements, it is very difficult to tell which angles are artefacts of turns.
Therefore we consider this kind of representation unsuitable for map matching.

3.2 Inflection Point Representation

We aim for a compass-based path representation which is robust against different
driving styles and the problem of modelling (sharp) turns as described above.
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So let φ : [0, 1] → be the function mapping points along the path (parametrized
over [0, 1]) to an absolute direction. Driving the same path twice at different
speeds, we get two different functions φ1, φ2 with different parametrizations of
the path (here φ2 could also be interpreted as the path in the underlying net-
work). The question is in what respect could they be considered equal?

A typical path includes both curves or turns to the left as well as to the
right. So a possible characterization is to consider the sequence of angles where
there is a change from increasing angles to decreasing angles or vice versa. This
means in particular, that the sequence of angles resulting from a right/left turn
is completely ignored. In fact, this is nice, as there is no way to predict how the
subsampling of a turn will look like – and the chances it is the same as in the
underlying network is miniscule. On the contrary, points that indicate a change of
turn direction tend to be in the middle of almost straight segments or at least at
sections where the directional change is not as pronounced as in sharp curves, see
Figure 1 for an illustration. Hence restricting the measurements to such points
seems to be a more robust and clean way to compare φ1, φ2. In differential
calculus these points of turn direction change are called inflection points. They
are characterized by the second derivative changing sign. If we map directions
to points in time, the inflection points turn out to be local maxima/minima.
In our case, the function φ need not be differentiable, but we will still call the
resulting representation the inflection point representation (IPR) or compass
path. Obviously, the IPR of a path in the street network and of (smoothed)
real-world measurements can be computed in linear time, by sweeping over the
induced angles and extracting local extrema.

170◦

40◦
120◦

45◦

110◦
145◦

168◦
169◦

108◦ 87◦

120◦

117◦

118◦
90◦
172◦

Fig. 1. Continuous trajectory with induced inflection points (blue). Two discrete mea-
surement sequences conducted on this trajectory are indicated by the red circles and
the green crosses, respectively. The labelled points near inflection points show that
absolute directions are rather stable, while in curves even small sampling differences
lead to drastic direction variations.
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4 Map Matching

Having a common representation for paths in the network and compass paths,
the next step is to find for a given compass path the network path that fits
best, i.e. solving the map matching problem for our specific input. The notion of
similarity for compass paths is yet to be defined. Ideally, we would like to declare
two compass paths equal if and only if the sequence of inflection points is exactly
the same. But obviously this will yield no match in the map most of the time.
An electronic compass is hardly free from error; and even if it were, people do
not drive exactly in the middle of the lane, heading in exactly the direction of
the respective road segment. So we have to introduce some degree of fuzziness
here.

4.1 Curve Matching

In computational geometry, the same problem arises when (polygonal) curves
have to be matched. Transferred to our scenario, we are given a collection of
polygonal curves (represented by the underlying graph) and want to select the
one, that matches our reference curve (the given trajectory) best. One classical
measure here is the Frechet-Distance which was already applied to planar maps
in [2]. The Direction-Based Frechet-Distance [10] also allows for partial match-
ings which is beneficial in our envisioned scenario, as our trajectory naturally is
only a small part of the whole graph. But these methods require integral calculus
and have a runtime of Ω(ab) with a and b being the number of vertices on the
two curves. With b denoting the number of all vertices in the network in our
application, this is far from being practicable in a reasonable amount of time.
Moreover curve similarity measures like the Frechet-Distance do not necessarily
capture the similarity one aims for when considering trajectories. Especially if
typical angle fluctuations are known for compass paths (due to experimental
studies), there is no easy way to incorporate such knowledge in the measure.

4.2 Tolerance Ranges and Shape-Preserving Search

As argued before, the sequence of inflection points is never going to be exactly
the sequence of inflection points on the respective path in the underlying map.
So we have to allow inflection points to differ by at least some degrees. We
realize that by introducing a tolerance value t. Hence, two compass paths P =
p1, p2, · · · , pa P ′ = p′

1, p
′
2, · · · , p′

a are equal if |pi − p′
i| ≤ t for i = 1, · · · , a.

The parameter t captures the imprecision of the electronic compass as well as
differing absolute directions induced by individual driving behaviour.

Now the question is how to a extract matching compass paths from the
network. Lets assume for the moment that the start location s ∈ V is known.
In [5], a shape-preserving Dijkstra algorithm (SPD) was introduced. Here, a
Dijkstra run is started in s, but paths are only explored if their encoding is
declared equal (according to our introduced comparison oracle) to the encoding
of the reference path (aka the trajectory we want to match). So a node v is
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only looked at, if the respective path from s to v in the actual Dijkstra search
tree yields a prefix of the reference encoding (including tolerance ranges). For
an SPD to be as efficient as possible, a newly explored edge should be encodable
in constant time. Therefore, in our scenario, we do not only store predecessor
labels with every node, but also sign labels, that tell whether we are actually in
a right bend, a left bend or in no bend at all. This information along with the
difference of the absolute directions of the last two edges on the path is sufficient
to decide whether a new inflection point arises.

With the help of this modified SPD, we can search for the longest match
of the trajectory in the map that starts at s. As the number of paths that are
compatible with the reference trajectory should be very small for reasonable val-
ues of t, a single SPD computation is typically very quick. But it is the starting
point s itself that is unknown and that we want to discover. Hence, theoreti-
cally, we have to start an SPD in every single vertex of the network, as each of
them might be the start location we are looking for. Obviously this scales very
badly with the network size. Our experiments will reveal that in networks with
millions of nodes and edges query times are in the order of minutes. This is
absolutely impractical for navigation purposes. Therefore, in the next section we
will describe a data structure which allows to speed up queries significantly.

5 A Data Structure for Fast Inflection Point Recognition

Checking for every node in the network if it is a valid starting point of the tra-
jectory in question is far too time-consuming. Of course, once we have identified
the correct start location, we can invoke SPD computations for updating the
location of the vehicle if it moves on. But to get the initial correct match, we
need an alternative approach.

To accomplish fast localization queries, we follow the idea presented in [5]
to transfer the map matching problem to a pattern search problem in texts. So
the encoding of the trajectory is regarded as a concatenated string. The text
describing the network consists naively of all encodings of possible (shortest)
paths in the map. Several preprocessing methods for large text corpora exist,
which allow to find a pattern in time linear in the pattern length (so completely
independent of the length of the text). One way to achieve this, is the creation of
a generalized suffix tree (GST) on the text [11]. A GST requires only linear space
in the length of the text, if the alphabet has bounded size. This is of course the
case in our application, as our ’letters’ correspond to absolute directions with a
precision of one degree. Therefore our alphabet has 360 letters only.

In the following, we first describe the way a conventional GST is constructed
and how queries are answered using this data structure. Then, we briefly review
how the GST construction on path shapes works (as proposed in [5]). This GST
construction scheme is based on some basic assumptions about the encoding that
are not fulfilled with our inflection point representation of trajectories. Therefore
we subsequently describe how to adapt the GST creation to be applicable to
compass paths as well.
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5.1 Conventional Generalized Suffix Trees

For a set of strings S1, · · · Sk a GST represents all suffixes of those strings,
fulfilling the following characteristics: (1) Each tree edge is labelled with a non-
empty string. (2) There is no inner node with degree 1. (3) Any suffix of a
string corresponds to a unique path in the tree (starting from the root) with the
concatenated edge labels along that path starting with this suffix.

A suffix is grafted into the GST by first identifying its longest prefix that
already exists in the tree by tree traversal. If the path of this prefix ends in a
node, a new edge and a new leaf are created, representing the last part of the
suffix (if there are remaining characters). Also, the path could end implicitly,
that means the edge label contains additional characters that are not in the
suffix. Hence this edge has to be split together with its label, creating a new
inner node that represents the longest prefix. Then one can proceed as described
before. By performing this for every suffix occurring in S1, · · · , Sk a GST of
this set of strings is obtained. Note, that there are even more efficient ways of
constructing GSTs, see e.g. [11]. But for the specific construction of the GST for
the map matching application these are not applicable, as we will discuss later.

After the GST is constructed, the question whether a given pattern is con-
tained in S1, . . . , Sk can be answered in time linear in the size of this pattern,
if the alphabet size is bounded, since a bounded alphabet size allows to asso-
ciate an array with every node, which for each letter of the alphabet stores the
edge (if any) whose label starts with this letter. So a query starts in the root of
the GST, looking for an outgoing edge with a label, that begins with the first
letter of the pattern. If such an edge exists, we have to compare the edge label
to the respective pattern prefix element by element. If they are equal, we can
go to the end point of the edge and repeat the search with the remaining ele-
ments of the pattern. If we always find a match, the pattern is contained in the
underlying set of strings, otherwise it is not.

5.2 GSTs for Path Shapes

To construct the GST conventionally, all strings, i.e. all path shapes of all (short-
est) paths in the network have to be explicitly available. But for larger networks
this is clearly impractical. In fact, there are O(n2) shortest paths in a network on
n vertices. Even if their encoding length is rather small, the space consumption
is far too high to store them all explicitly. Furthermore it is waste of time and
space, to store all possible (long) paths. In fact, it suffices to store the prefixes of
all paths until they are unique in the network. Because at this point, if a trajec-
tory matches this prefix, the starting point can already be identified correctly,
and the current location of the vehicle can be deduced. To determine efficiently
whether a path encoding is unique in the network is non-trivial. Therefore the
GST scheme as presented in [5] interleaves this classification with the GST cre-
ation. So the strings that are contained in the final GST are not available a
priori, but are constructed in an online manner.
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Fig. 2. Left: Conventional GST, here on the single string ‘ananas’. Right: Small cutout
of a GST on path shapes. The letters on the edges are now angles. Every leaf is labeled
with the source vertex of the encoded path.

The detailed construction works as follows. A Dijkstra run is started in every
vertex of the network, but with a given maximal distance. After each Dijkstra
explored all nodes up to that distance (or the respective priority queue ran
empty) it is frozen and all contained paths (implicitly given by the predecessor
labels) are extracted and encoded. These encodings are grafted into the GST,
with each node in the GST knowing the source and target vertex of the network,
whose shortest path led to the creation of the node. Moreover every node has
a boolean tag, that is initially set to true. If a path with different target vertex
results the very same node in the GST, the tag is turned to false (this can
be decided as a by-product of the grafting). Having done this for all vertices,
the nodes in the GST with a true tag represent unique paths in the network.
Hence the respective targets can be removed from the Dijkstra search tree of the
respective source, pruning the search space. As long as not all priority queues of
the Dijkstra have run empty, the process is repeated with an increased maximal
distance. At the end, all necessary path prefixes are encoded in the GST. In
Figure 2, examples of a conventional GST and our specialized GST-based data
structure are provided.

When dealing with tolerance ranges, the construction has to be adapted
slightly. In fact, it has to be checked whether a path prefix is unique with respect
to that tolerance. If not, the respective search spaces cannot be pruned.

5.3 GSTs for Compass Paths in IPR

There are basically two requirements for the path shape GST construction
scheme to work:

1. If an encoding of length l is unique among all other occurring encodings with
length ≤ l, a longer occurring encoding cannot destroy the uniqueness.

2. The length of a path encoding is equivalent to the path length.

The first condition is naturally fulfilled in our scenario, but using inflection
points the code length does not have to be proportional to the path length at all.
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So the second condition is violated. Therefore we have to modify the suffix tree
construction. To ensure that every path with an encoding length of a given
value l is known, we proceed as follows: For every vertex we run Dijkstra with
an upper bound on the number of polls (i.e. extractions of elements from the
priority queue). After this number of polls is processed (or the priority queue
ran empty), we extract the set UL of unsettled leaves in the Dijkstra search tree.
For each node in UL we compute the respective path via predecessor-labels and
encode it using IPR. If all encodings have a length equal to or exceeding l we
are done. Otherwise we increase the poll limit and continue the Dijkstra run.
After we ensured that every leave in the search tree is either settled or leads to a
long enough encoding, we backtrack all paths from leaves nodes (i.e. all longest
paths) and encode them. If an encoding exceeds l, we just use its l-long prefix.
All resulting encodings can then be grafted into the suffix tree.

Note, that using inflection point encoding some of the Dijkstra runs might
explore a very large search space in order to achieve the required encoding length
for every path, e.g. in the case of long straight highways the code length will
remain zero. As this increases runtime and space consumption significantly, it
should be prohibited as possible. If the path p = s, u, v of a settled node v from
the related source s consists of two edges with the same absolute direction, then
every elongation of this path will have the same encoding as the suffix of the
path starting at node u. Hence there is no need to explore these paths starting in
s and therefore in such a case we remove v from the search tree. We can proceed
analogously, if we have a path p = s, u, v, w with w being a settled node and
the directions of the three edges (s, u), (u, v), (v, w) increase or decrease strictly
monotonous. Here again all path elongations will have the same encoding as the
path’s suffix starting at u and therefore the search space can be pruned.

5.4 Answering Queries

The complete pipeline for answering a map matching query on compass-based
data looks like this:

– gather absolute directions via an electronic compass, e.g. every second
– smooth the data to get rid of artefacts
– extract the inflection point representation
– search for the resulting encoding in the GST in order to determine the source

vertex in the street network
– if such a source vertex was found, run a SPD (with the trajectory as refer-

ence) from this node to determine the end point of the trajectory and hence
the current location of the vehicle

Note, that we could also construct the GST backwards, i.e. on reversed paths.
Then searching for the reversed inflection point representation of the trajectory,
the GST would provide us with the actual position of the vehicle right away –
without the necessity to run a SPD. But on the one hand, a single SPD is very
efficient, and on the other hand, it allows to display the whole trajectory driven
so far on the map. Hence we stick to the forwards approach anyway.



82 S. Funke et al.

6 Experimental Results

To show the practicability of our approach, we implemented the described algo-
rithms and methods and tested them on several input networks. Our implemen-
tation is written in C++, timings were taken on a single core of an AMD Opteron
6172 with 2.1GHz and 96 GB RAM. Table 1 shows on overview of the sizes of
our networks (ST -Stuttgart, MA - Massachusetts, BW - Baden-Wuerttemberg,
SG - Southern Germany, all extracted from OSM4), along with several charac-
teristics. We included Massachusetts as it contains many grid-like substructures
(especially in the area of Boston) which we consider challenging for our app-
roach. We observe that the ratio of inflection points to all points on the average
shortest path is rather high in larger graphs, in fact about 50%.

Table 1. Characteristics of the used test graphs. Averaged values are calculated on the
basis of 1000 randomly chosen shortest paths (SPs). The number of inflection points
(IPs) on a path equals its encoding length according to our model.

ST MA BW SG

# nodes 122,334 294,345 999,591 5,588,146
# edges 243,593 731,874 2,131,490 11,711,088
avg. path length 15.9km 120.4km 78.2km 173.7km
avg. # IPs on SP 119 209 664 1373
avg. % IPs on SP 30.0 51.2 45.5 48.6

6.1 Characterizability of Street Networks

The first crucial step is to show that the inflection point representation really
suffices for accurate localization. For that purpose, we conducted the following
experiment: We randomly choose a vertex pair s, t ∈ V and compute the shortest
path π between them. Then we use our SPD for every possible start vertex to find
the longest match of the inflection point encoding of π. Naturally, the longest
match will be π itself or even a superpath, as depicted in Figure 3. To find out,
if there is a path really different from π but sharing its encoding, we restricted
the result to matches with at least 80% of the edges being different from the
reference path. In Table 2 the average prefix lengths can be found, grouped by
the number of inflection points we demand the match to contain at least. If we
set this number to zero, the longest match simply is the longest shortest path
in the network with no encoding, completely independent of the reference path.
Increasing the number of inflection points that have to be equal, the prefix sizes
decrease dramatically. Already using 5 IPs, the IPR becomes unique quite early,
even when using an angle tolerance that allows the IPs to differ by 5 degrees
(t = 5). The first 10 IPs are rarely matched by any other path in the map even
for Southern Germany. There, 10 IPs correspond to less than one percent of the
total number of IPs on an average path.
4 openstreetmap.org

openstreetmap.org
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Fig. 3. Left image: Reference path (blue) and its longest match in the map. Without
restrictions, the match (red+blue) is naturally a superset of the reference path (blue),
as there are prefixes/suffixes with zero encoding length. The two images on the right
show long pure right or left turns which do not exhibit encodings in IPR.

Table 2. Unique prefix length (in meters) in dependency of the number of inflection
points (IPs) a match has to contain for exact queries (left table), and with an angle
tolerance of t = 5 (right table). The respective query times (in seconds) denote the
time that was necessary to finish a SPD computation for every vertex in the network.
Values are averaged over 1000 random queries.

ST MA BW SG

exact avg. prefix length (m)

0 IP 4,822 28,430 4,289 91,941
1 IP 2,509 21,388 3,060 45,083
2 IP 582 9,085 1,269 31,757
5 IP 13 114 66 1,596
10 IP 0 2 1 4

time 7.86 17.18 36.73 245.63

ST MA BW SG

t= 5 avg. prefix length (m)

0 IP 5,255 31,931 4,731 94,146
1 IP 4141 31,293 4,441 81,934
2 IP 3,047 23,445 3,778 62,309
5 IP 835 8,853 1,210 4,998
10 IP 5 175 14 3

time 8.03 19.01 42.81 287.12

Hence IPR encoding for shortest paths in street networks seems to be a
feasible way to solve the map matching problem accurately. But the running time
of the naive approach is a drawback, increasing significantly with the network
size – resulting from a SPD run started in every vertex. It is almost unaffected
by the required number of IPs, as the paths with zero encoding have to be
explored anyway, leading to a total runtime of over 4 minutes for a single query
in Southern Germany.

6.2 GST Construction

We computed GSTs for all our test graphs, for an exact as well as an imprecision-
tolerant comparison model. Table 3 contains the characteristics of the created
GSTs. The depth of the GST – reflected by the maximal code length we had to
consider – is quite small for all test graphs. For every path in Southern Germany
that contains at least 17 inflection points, we can be sure to find a proper source
node with the help of the GST. Moreover for exact queries this means that at
most 17 comparisons are necessary to retrieve this source node. Having a look at
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the number of explored nodes per Dijkstra run, the search spaces are very small
on average. Nevertheless some of the Dijkstra search trees contain very long
path sections with zero encoding, leading to very long maximal distances in that
tree, e.g. over 37 km for Massachusetts and over 155 km for Southern Germany.
But even with the majority of the Dijkstra runs being very fast, the run time
of the preprocessing scales badly with the network size and the introduction of
an angles tolerance t. While the depth of the GST only doubles for t = 5, the
runtime increases significantly. This is due on the one hand to the larger search
spaces for the Dijkstra computations and on the other hand to the increased time
for checking whether a node in the temporary GST is unique. On a single core
we needed about one hour to preprocess BW with exact comparison and about
a day with t = 5. It took already two days to preprocess Southern Germany
without considering tolerances. Future work will include the parallelization of
the Dijkstra computations to speed up the preprocessing and permit to use
even larger graphs and higher tolerances. But the preprocessing step only has
to be performed once – for the queries the resulting GST suffices. For Southern
Germany the respective data structure is less than 4 GB in size and hence could
be stored on a SD-card of a mobile device.

Table 3. Experimental results of the online GST creation

exact t=5

ST MA BW SG ST MA BW SG

max code size 12 15 13 17 30 37 31 33
avg. #expl. nodes 191 279 202 154 428 498 359 215
max dist (m) 8,697 37,650 9,923 155,481 12,746 37,824 17,111 162,582
time (min) 5.75 38.02 52.83 2978.22 213.71 663.75 1733.35 5287.52
GST nodes 5.2 · 105 3.1 · 106 5.1 · 106 3.6 · 107 2.5 · 106 1.6 · 107 2.3 · 107 1.9 · 108

6.3 Queries

Having the GST at hand, we can now answer queries with a tree traversal fol-
lowed by a single run of a shape-preserving Dijkstra. This is a dramatic improve-
ment compared to n necessary SPD runs using the naive approach. The effect
on the practical runtime is shown in Table 4. Using the combination of the GST
and one SPD, all queries could be answered in less than half a decisecond. This
results from the fact, that all GSTs have a very small depth, hence very few
comparisons are needed to find a certain pattern and moreover the SPD run
explores almost only the edges, that are part of the resulting trajectory. All
in all our approach can answer map matching queries up to 8000 times faster
than the naive approach and even for larger graphs this procedure might allow
for real-time query answering.
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Table 4. Query times (in seconds) for answering map matching queries using different
approaches and comparison models. Timings are averaged over 1000 random queries.

ST MA BW SG

exact naive 7.8665 17.1836 36.7329 245.6335
GST+SPD 0.0011 0.0022 0.0045 0.0332

speed-up 7151 7810 8126 7398

t=5 naive 8.0324 19.0172 42.8134 261.1443
GST+SPD 0.0015 0.0038 0.0076 0.0458

speed-up 5355 5004 5633 5701

6.4 Accuracy

The quality of a path p′ resulting from a map matching procedure is conven-
tionally measured by the percentage of edges of the correct path p, that are not
matched by p′ (called AN ), and the percentage of the length of p, that could not
be covered by p′ (called AL). In our scenario there are two sources of errors for
matching paths extracted from the map: Firstly, paths with a too short encoding
length to be unique in the network cannot be matched at all, secondly a path
with a unique encoding might still allow for a small range of different path begin-
nings (before the first inflection point) and path tails (after the last inflection
point). But based on the density of inflection points on shortest paths, these
disturbance sources have only a mild effect on the accuracy. For both quality
measures we never observed an error value greater than 0.06 for t = 5 and 0.04
for exact queries, with the AL value always being slightly better than AN . So
both error metric values are remarkably small for all considered graphs, even
under imprecisions. To mitigate the imprecision even further when determining
the current position of the vehicle, path prediction algorithms [4] can be used
on the basis of the matched trajectory.

6.5 Real-World Data

To demonstrate the practicability of our approach on real-world data, we col-
lected electronic compass measurements with our app (installed on a Nexus 4)
over a period of a month on the same trajectory (so 20 measurements in total).
The data was collected by bicycle, the travelled path includes streets and bicycle
paths. Figure 4 provides a visualization of the trajectory in our web application.
In Figure 5 we show a comparison of all introduced compass measurement tech-
niques supported by our app. The results implied that using the average over all
methods works best. (For AHRS, we tested several parameter combinations and
finally considered three of them useful. There might be of course better ways to
use the method.) As ground truth we used the representation of the trajectory
in the underlying network. Conducting our compass measurements, we observed
that the total travelled time and therefore the number of raw measurements
vary significantly (by up to 20%), but the number of inflection points is very
steady (11 for 18 out of 20 trajectories, 10 and 12 for the two remaining ones).
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Fig. 4. GPS-based trajectory (green) visualized in the map on the left, and compass-
based measurements on the same trajectory presented in a pop-up on the right side.
The red box shows a zoomed-in version of part of the compass path to illustrate our
line smoothing technique. The overall shape is very faithfully preserved. The pink box
on the left shows a trajectory section where GPS measurements imply a curve, but the
compass path truthfully reports a straight line there. The black square on the right
shows a sharp turn which is not represented as single turning point in the compass
path. But as we use inflection point representation, this does not affect the encoding.

In the end, we could match 13 out of 20 trajectories to the ground truth using
an angle tolerance of 5◦. For the remaining ones, at least one inflection point
differed more from the ground truth, the maximum was at 22◦. Nevertheless,
considering the scenario where as soon as we found our position in the network
(using e.g. the first four inflection points) and then only update our position as
soon as new inflection points come in, we followed the correct trajectory in the
map from beginning to end for 19 out of 20 trajectories.
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Fig. 5. Comparison of different compass measurement techniques and GPS based direc-
tions on part of our test trajectory. We observe that in general the reported values are
very similar, with some outlier peaks for the Magnetometer and Accelerometer and
AHRS.

So there is a clear indication that compass paths in IPR can work as stand-
alone for precise localization (if the sensor quality is sufficient). Of course, experi-
ments on a single trajectory are not that meaningful. In future work, a large scale
study should be conducted to retrieve more information about compass-based
navigation. But seeing that the scheme works for bicycles already gives hope
that it might work even better for cars. As when going by bicycle one tends
not to follow lanes exactly and one has a larger degree of freedom on bicycle
tracks than cars have on streets.

7 Conclusions

We presented a complete pipeline to acquire compass data in a wireless manner,
to process it, and to use the resulting data for localization of a vehicle mov-
ing in a street network. One important aspect to make this approach practical
is our newly developed inflection point representation, which is robust against
different driving styles and time-dependent data sampling. To allow for real-
time localization, we designed a data structure based on generalized suffix trees,
which encodes the whole street network compactly, and allows to search for a
compass path in inflection point representation in fractions of a second. Future
work should include more real-world experiments, better sensor value trade-
offs (instead of the simple average we used), and compatibility tests with other
(autonomous) information sources.
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Abstract. To manage the voluminous and complex Steam Assisted Gravity 
Drainage (SAGD) data and accommodate the spatial and temporal components, 
a database management system working interactively with a web GIS mapping 
interface is designed and built. Public and proprietary SAGD data are collected 
from multiple sources and archived. Multiple spatial layers and flexible spatial 
queries can help users efficiently target SAGD wells. Furthermore, intuitive and 
interactive data visualization methods like attribute table, histograms and charts 
and time-series data viewers, as well as data mining techniques like clustering 
and association rule mining are implemented in the system for users to explore 
and comprehend SAGD data and make decisions. 

Keywords: Web GIS · Oil and Gas · Steam Assisted Gravity Drainage  
(SAGD) · Data visualization · Data mining 

1 Introduction 

Western Canada is abundant in heavy oil and bitumen (oil sands), the quantity of 
which is the third in the world, only to the conventional oil reserves of Venezuela and 
Saudi Arabia [1]. In the late 1970s, steam-based in-situ process Steam Assisted Gravi-
ty Drainage (SAGD) was developed and introduced as an oil recovery technology for 
heavy oil and bitumen [2]. SAGD employs a horizontal well pair configuration with 
an upper injection well and a lower production well drilled in parallel. High-
temperature steam is injected through an injector to heat up the reservoir and form a 
chamber, and then the heated oil bitumen at the chamber edge will drain down and 
flow through the producer [3]. Now SAGD is being widely used as a thermal produc-
tion technology to extract oil bitumen from Alberta’s subsurface oil sands deposits. 
Projects using SAGD technology are being more common: the number of commercial 
SAGD projects in Alberta has reached 16 by 2013, compared to less than 5 before 
year 2000 [4].   

As the expansion of SAGD projects, huge and ever-growing quantities of SAGD-
related data have been accumulated, involving various domains oil and gas industry 
could interfere with - generally like geophysics, geology, petroleum, business and 
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administration. Applications assisting in storing and managing the voluminous and 
complex SAGD datasets are in demand. Targeted at SAGD data, a data application 
should be able to accommodate the spatial characteristics of SAGD wells, provide 
users with access to integrative SAGD-related data and append spatial exploration and 
analysis functionalities. 

In terms of oil and gas data applications, there are a variety of data management 
services and products in the market. Some commercial software, such as Accumap by 
IHS [5], GeoCarta by Divestco [6], geoSCOUT by geoLOGIC [7] provides access to 
integrated public and proprietary data in different disciplines, and integrate geograph-
ic information system (GIS) technology for the storing, displaying and analyzing 
spatial objects like wells, pipelines and facilities.  

The commercial software products, however, not only have hardware configuration 
requirements for installation, but also have sequential packages to be installed as 
software modules or database updated. Therefore, it is desired to facilitate more con-
venient access to the latest software and data. Web GIS systems, GIS systems built 
with web technologies, give users access to the system and the mapping and analytic 
functionalities as long as they have access to the Internet, and are approachable by 
broad audience simultaneously through web browsers.  

The other limitation of the existing systems is that they provide limited data visuali-
zation and analytical functions. SAGD petroleum professionals need data exploration 
and analysis functions to diagnose abnormal chamber development and oil recovery 
rate, and make decisions on corrective or improving actions. Injection, production and 
chamber parameters are changing continuously over time. Additional to examining 
those time-series data in forms of tables, information presented using data visualization 
methods like interactive charts and histograms can assist petroleum engineers with  
data comprehending and decision-making. Besides traditional data visualization  
methods, data mining can discover significant patterns or rules automatically or semi-
automatically from large datasets [8]. Applying data mining techniques to SAGD  
datasets can provide engineers insightful information and lead to critical decision  
making faster. 

In this paper, a data visualization and analysis system specialized in SAGD pro-
jects and built upon Web GIS technology is proposed. The contributions of this appli-
cation are as follows.  

Firstly, by integrating GIS, a GIS mapping interface and the database management 
system can work interactively as users explore the SAGD spatial and attributive data. 
Different spatial layers and flexible spatial queries can help users efficiently target spa-
tial SAGD wells and then apply the visualization and analysis functions to the wells.  

Secondly, the web GIS platform is approachable by broad audience. Users can ac-
cess the GIS system and make use of the mapping and analytic functionalities through 
web browsers.  

Thirdly, public and proprietary SAGD data are collected, and archived in a special-
ly designed database. Intuitive and interactive data visualization methods like attribute 
table, histograms and time-series data viewer, as well as data mining techniques like 
clustering and association rule mining are implemented in the system for users to 
further comprehend SAGD data and make decisions.  
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The remainder of the paper is organized as follows. The second section introduces 
some related work on clustering and association rule mining techniques. The third 
section introduces the web-based system structure and the database design. The fourth 
section presents the Web GIS user interface, while the fifth section focuses on the data 
visualization and data mining functionalities. The last section concludes the paper. 

2 Related Work 

2.1 Oil and Gas Data Management Systems and Web GIS 

One of the most popular commercial products for oil and gas data management in 
Alberta is GeoCarta by Divestco [6]. It is primarily an oil and gas data warehouse 
integrating locations and distributions of spatial objects, exploration and production 
histories and all the other relational data sources. A mapping interface and a connect-
ed data management system work interactively in order to simplify the workflows of 
querying and retrieving data. For this specific software, ArcMap is utilized as the GIS 
platform, and spatial objects can be either located in the intuitive mapping interface or 
searched by the industry standard location descriptions in the data management sys-
tem, which is attached to ArcMap as an extension tool. Therefore, ArcGIS Desktop is 
required to be installed with GeoCarta; users need to manually update the oil and gas 
database as GeoCarta updates it regularly. All the other oil and gas data management 
software has a similar system design except for using the other GIS platform instead 
of ArcMap. 

To facilitate convenient access to GIS and the appendant functionalities, web GIS 
has been applied to diverse applications. Different thematic applications like flood 
management, cultural heritage management and ecological restoration have employed 
Web GIS technology, proving an interactive, flexible tool [9,10,11]. There are also oil 
and gas information systems built by web GIS technology focusing on spatial data 
query [12], oil and gas industry news notification [13] and so on, which deliver valu-
able petroleum related information to broad users. To apply web GIS to SAGD data 
management and analysis is practiced and discussed in our study.   

2.2 Oil and Gas Data Visualization and Analysis Methods 

The current commercial oil and gas data management systems focus on data man-
agement, but have limited data analysis functionality. In terms of analyzing the large 
quantities of data in the oil and gas industry, visualization tools and other digital tech-
niques have helped with exploring data, making decisions and improving production 
[14]. Visualization methods such as diagrams, charts, and plots are the most common 
and straightforward ways to summarize datasets.  

By using visualized graphics, information, especially like trends, abruptions and 
abnormal occurrences, can be communicated to users. However, as for patterns and 
relationships that are implicitly contained in large datasets and can be steered towards 
specific goals, data mining techniques are required. 
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Cluster Analysis. Cluster analysis, or called clustering, aims at grouping objects with 
similar properties and also partition objects with dissimilarity [15]. The consistency of 
the clustering result of geological properties and oil and gas resources can assist in oil 
and gas resource exploration and evaluation [16]. K-means is one of the most popular 
clustering methods. K is a user-defined variable that stands for the number of clusters 
or groups. The algorithm initializes k random objects representing the cluster cen-
troids and iterates the process of assigning other objects to centroids with the closest 
distances and calculating new centroids until there is no change in all the clusters. K-
means clustering algorithm can efficiently process large datasets due to its relatively 
low computation complexity.  

Association Rule Mining. Association rule mining (ARM) is used to find frequent 
associations and correlations among different attributes from large datasets. In gas 
and oil research field, ARM has been used in reservoir analysis and oil production 
[17,18]. An association rule is comprised of an antecedent part (IF) and a consequent 
(THEN) part. Two measures, support and confidence, are used to define rule interest-
ingness. An example rule in the paper of Cai et al [12] can be described: IF three res-
ervoir properties match certain levels, THEN the well oil production is high (support 
= 5.1%, confidence = 85.7%). Support denotes the proportion of the items in the 
whole dataset that satisfy the rule; confidence denotes the proportion of the objects 
that satisfy the consequence among the objects satisfying the antecedent condition.  
Frequent if/then patterns satisfying defined minimum support and minimum confi-
dence are identified as strong association rules. Apriori is a classic ARM algorithm 
using particular searching approach and data structure to efficiently scan large da-
tasets [19]. Mined rules describe the hidden relationships among multiple attributes in 
the datasets and can help with prediction and decision-making.  

3 Design of the SAGD Data Visualization and Analysis System 

Having reviewed other oil and gas data mapping and management software, a system 
with an integrated modular base needs to preserve a GIS environment focusing on 
SAGD wells and adopts new designs and implementations to perform the following 
functions: (a) provide a web GIS platform, making the system accessible to users 
through web browsers; (b) render archived SAGD data searchable by locations or 
attributes, and searched results exportable; (c) visualize attributive and time-series 
data in forms of tables, interactive charts and graphs; (d) apply clustering and ARM 
techniques and visualize mined spatial patterns in the interface. This section introduc-
es the system design and presents the employed technologies and the SAGD database.  

3.1 System Design 

The system design is illustrated in Figure 1. The web-based application consists of 
four main components: the SAGD database, the data processing server, the web serv-
er and the user interface. The four components communicate, and deliver and present 
users information according to their requests. 
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by clicking the marker of interest, users can explore the well history with a series of 
interactive graphs and charts.  

To create interactive spatial queries is one of the basic but most essential applica-
tions of a geographic information system. Two kinds of search, property search and 
location search, are realized in the web GIS system. Based on user needs, property 
search, which is one extendable tab under the tool bar, can filter wells into a set of 
wells satisfying the search query on attributes such as UWI, operating company, and 
well status. Also, search queries can be composed in the attribute table. Search by 
location is another tab under the tool bar. Adjacently located wells can be circled by a 
polygon, and wells can be highlighted in blue markers. The data of searched wells is 
correspondingly updated in the attribute table where detailed information can be in-
vestigated. 

5 The Data Visualization and Data Mining User Interface 

This section presents the features of the data visualization and data mining functions 
additional to the Web GIS user interface. How data visualization can help users ex-
plore SAGD operation history data is illustrated with examples and case studies.  

5.1 Data Visualization 

Though the collected SAGD data have been archived in the database, there would be 
missed information if users simply retrieve and examine data in the database tables. 
Information graphics can help users interpret patterns and trends embedded in the 
datasets. The web-based data visualization and analytics system implements different 
visualization methods for users to conduct comprehensive analyses about the SAGD 
projects and wells they are investigating. Generally, users are able to interpret: (a) the 
history of well status, (b) the injection and production history of a well pair, and (c) 
the overall operation of selected wells. The additional value added to the information 
graphics in this system is the interactivity in the graphic components. Templates of 
data visualization methods are given as follows, as well as a case study on visualizing 
the time-series data of a specific well pair. 

Data Visualization Templates. When a specific well is referred to on the interactive 
map, an auxiliary window of visualization on time series data (i.e. status, injection, 
production) is displayed. The well statuses are plotted in continuous horizontal bars 
with x-axis representing time, as shown in Figure 4(a). The period of each status is 
shown in the right side of the window when the mouse is placed on the corresponding 
status bar. The legend of the statuses and colors is displayed in the left side. By work-
ing with the interactive timeline, the user can not only know the chronological pro-
cesses the well has been undergoing but also detailed periods of time according to 
each operation.   

The injection and production parameters and the corresponding SOR/CSOR pro-
vide engineers the main evidences on decision-making related to operation and oil 
production. Interactive graphs on visualizing the time-series data are available in the 
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5.2 Data Mining 

By using data mining techniques, users can discover the hidden patterns in the SAGD 
wells. Classification for numerical and categorical attributes, k-means clustering and 
association rule mining (ARM) are implemented in the web-based GIS system. More-
over, the mapping interface displays the spatial patterns to not only communicate the 
mined results but also provide the exploratory capability to users. The mined patterns 
associated with wells are shown in the map with an interactive map legend. The map 
legend explains the cartographic symbols, and clicking one symbol can result in the 
corresponding wells appearing.  Case studies are given below in respect with using 
data mining tools for different data analysis goals. 

Users are allowed to map classified SAGD well attributes. For categorical attrib-
utes, like well current status, well type and pad, wells belonging to different catego-
ries are represented by symbols in different colors. By using categorical classification 
for well pads, wells in different pads are displayed in different colors, shown in Fig-
ure 6 (a). In numerical classification, wells can be classified either by equal interval or 
equal quantile for examining the distribution of attribute values. Figure 6 (b) presents 
an example of quantile classification on average oil production. Users can observe the 
distribution of wells in each class, like the aggregation of wells with high production 
or low production. Clustering is unsupervised learning from data grouping similar 
items and partitioning different ones. Figure 6 (c) displays the result of applying k-
means clustering to SOR and oil production. Wells with similar production amount 
and efficiency are grouped, and different groups of wells are shown in the map in 
different symbols.  

Figure 7 shows an ARM example for Suncor Firebag project mining the relation-
ship between injection (hour and steam amount) and production (oil production and 
SOR). There are five significant rules displayed in the system. For example as shown 
in Figure 7 (a), the first rule states that if one well has high average injection hour 
with low standard deviation and low average injection steam with low standard devia-
tion, the well might has a good SOR average with low SOR standard deviation. There 
are 18 out of 20 wells matching the rule. By clicking the rule in the legend, the map 
will be updated using three colors (dark blue, light blue and black) to represent wells 
matching different parts of the rules, as shown in Figure 7 (b). Dark blues wells satis-
fy both IF and THEN statements while light blue wells only satisfy IF part but not 
THEN part. When the corresponding symbol in the legend is clicked, the wells in the 
category will appear with other wells transparently displayed as shown in Figure 7 
(c). With the interaction between users and the map, users can explore the mined rules 
in detail. The mined rules can be referred to when new wells are to be developed near 
the existing wells. Engineers can make the injection operations and expect the produc-
tion efficiency from the new wells according to the rules that their adjacent wells have 
matched. 
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SAGD projects have been collected, archived and successfully exploited in the web 
GIS system. Meanwhile, the workflows from the selection of examined wells to the 
update of the interactive web-based map, from the selection of information graphic 
type to the display of well temporal and attributive data in an auxiliary visualization 
window, and from the selection of advanced data mining techniques to the update of 
mined patterns in the web map, have been proved feasible.  

The most important additional value of this platform is the implementation of data 
mining algorithms in the web system. To gain a view of wells falling in different cat-
egories, the classification methods targeted at different data types can be applied to 
selected well attributes. Furthermore, the display in the form of maps with symbols in 
different colors representing different categories and the assisted interactive legends 
facilitate a spatial overview of the classification results for the users. Two data-driven 
models, k-means clustering and ARM, generate inherent data patterns regarding simi-
larity and discrepancy in a single attribute or a combination of attributes, as well as 
frequent rules in the data. The patterns are also visualized in the map for users to in-
vestigate the spatial distribution of the patterns.  

To further develop the system, real-time SAGD data are to be established. Moreo-
ver, more data mining techniques like neural networks and outlier detection are to be 
extended in the system as well as more data visualization techniques.       
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Abstract. Estimating how many records qualify for a spatial predi-
cate is crucial when choosing a cost-effective query execution plan, espe-
cially in presence of extra non-spatial criteria. The challenge is far bigger
with geospatial data on the Web, as information is inherently disparate
in many sites and effective search should avoid transmission of large
datasets. Our idea is that fast, succinct, yet reliable estimates of spa-
tial selectivity could incur significant reduction in query execution costs.
Towards this goal, we examine variants of well known spatial indices
enhanced with data distribution statistics, essentially building spatial
histograms. We compare these methods in terms of performance and
estimation accuracy over real datasets and query workloads of varying
range. Our empirical study exhibits their pros and cons and confirms the
potential of spatial histograms for optimized search on the Web of Data.

Keywords: Selectivity estimation · Spatial indexing · Histograms ·
Query optimization · RDF · Web search

1 Introduction

Searching over the Web of Data usually implies or even requires a geographic
context. For instance, a portal may provide to users not only clips and reviews
for a film, but also its screening times in nearby cinemas pinpointed on a map.
Tourist guides for smartphones or tablets may associate landmark places with
upcoming events close by, or recommend “must see” routes. And when looking
online for a hotel, aside from pricing and recent customer ratings, proximity to
public transport or to city attractions could also matter for the final choice.

But it is highly improbable that all this information resides on a single server.
Actually, its pieces must be retrieved from several disparate sites and then com-
bined together to provide complete answers. In the case of distributed spatial
databases, each site hosts a different spatial relation, so queries involving joins
may incur high processing and data transmission costs [28]. However, the con-
tent of a single relation may be partitioned as well; e.g., disjoint subsets of
points of interest for the entire planet may be retained in different machines.
Besides, web documents may include explicit or implicit geographical references
(like place names or postal codes), hence calling for advanced spatio-textual
c© Springer International Publishing Switzerland 2015
J. Gensel and M. Tomko (Eds.): W2GIS 2015, LNCS 9080, pp. 107–123, 2015.
DOI: 10.1007/978-3-319-18251-3 7
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indexing [29]. A recent trend is to represent information as web recources of
< Subject, Predicate,Object >, according to the Linked Data paradigm [7].
Such RDF triples [20] may be exposed from several SPARQL endpoints [26] and
can be associated together thanks to unique identifiers (IRIs). Accordingly, the
Open Geospatial Consortium (OGC) has endorsed the GeoSPARQL standard
[17] for representing and querying spatial data on the Semantic Web.

In this work, we specifically focus on selectivity estimation over geospatial
data on the Web. As in traditional relational DBMSs, query optimizers should
be able to use reliable estimates of result sizes in order to determine the most
efficient query execution plans. But things get complicated for queries with spa-
tial predicates over large geographic datasets. First, data may consist not only of
points, but also of more complex geometries [17], like polylines, polygons, geom-
etry collections, etc. Furthermore, geometries can be widely spread in space,
ranging from high density concentrations (e.g., points of interest in city centers)
to a few isolated places (e.g., islands in the Atlantic). Most importantly, data
may be subdivided among several remote sites, so a query has to examine each
one, collect intermediate results, and finally match them to return the qualify-
ing answers. As in distributed spatial databases, an execution plan should avoid
näıvely shipping entire relations to the query site; instead, it should attempt to
minimize data transmissions [30]. Moreover, query optimizers must cope with
mixed queries that include both spatial and non-spatial (i.e., thematic) predi-
cates [29]. For instance, it is not expected that a user should generally ask for
places in the city center (i.e., the search range), but distinctively for hotels or
restaurants, occasionally specifying additional thematic conditions (e.g., luxury
hotels or fish restaurants). In fact, most user requests are like this.

We deem that spatial indices and statistics on data distribution can be valu-
able when choosing query execution plans. A suitable plan can intertwine eval-
uation of spatial and thematic predicates and return answers faster. If spatial
selectivity is low (i.e., few geometries qualify), it makes sense to first evaluate the
spatial predicate guided by the index, and handle thematic criteria afterwards.
In case spatial selectivity is high (i.e., more geometries are expected to satisfy
the spatial predicate), optimizers may choose a different plan, deferring probing
of geometries. Thus, evaluation can avoid full scans, which is very costly when
millions of features are actually stored. Having even a rough estimate of how
many geometries potentially qualify for topological predicates (e.g., contains
or intersects [17]), may incur significant savings in processing costs.

The core idea of our approach is to enhance well-known spatial access methods
[10] in order to quickly yield approximate, yet quite reliable, spatial selectivity
estimates. In effect, we adjust variants of grid partitioning schemes, quadtrees
[23], and R-trees [4,12] towards spatial analogues of histograms. Essentially, rect-
angular regions in space are abstracted as “buckets”, which can retain aggre-
gated statistics (e.g., counts) about the geometries therein. We have extensively
tested several types of spatial histograms against query workloads of varying
range sizes and compared their performance and estimation accuracy. We stress
that our focus is mostly on the spatial part of queries. This poses the greatest
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difficulty to analyze, due to skewness and non-uniform density in most geo-
datasets. In perspective, our analysis could greatly assist in advanced optimiza-
tion for spatial queries on distributed [28] or RDF geodata [8,15], by taking into
account spatial selectivities when choosing suitable query plans, e.g., reordering
joins, pushing down spatial selections, etc. Our contribution can be summarized
as follows:

– We discuss the benefits of fast, reliable selectivity estimation on spatial data,
chiefly in the context of distributed and RDF query processing (Section 2).

– We analyze how it is possible to extend some powerful state-of-the-art spatial
access methods in order to obtain spatial selectivity estimates (Section 3).

– We conduct an empirical validation with various query workloads to assess
spatial histograms in terms of performance and quality (Section 4).

2 Background and Related Work

2.1 Spatial Indexing

For fast retrieval, a spatial object is usually approximated by its minimum bound-
ing rectangle (MBR), which fully encloses its geometry in an iso-oriented box with
sides parallel to the axes. Such MBRs can be indexed with a variety of spatial
access methods [10] as indicators of the distribution and size of exact geometries.
Apart from points, these indices can also manage geometries with an extent,
such as lines, polygons, or even polyhedra with d > 2 dimensions.

Spatial indexing is most valuable when processing numerous geometries. For
example, range queries identify geometries intersecting with a search region q,
e.g., a polygon or a circle. Spatial query processing adheres to the “filter-and-
refinement” paradigm [21]. It first probes the index to quickly identify a superset
of candidate answers; the final results are issued after exact geometric computa-
tions. Next, we outline properties of some well-known spatial indices. Without
loss of generality, we concentrate on range queries over data in d=2 dimensions.

Uniform Grid Partitioning. A regular decomposition of a given area of inter-
est (hereafter termed universe U) is a space-driven access method [21]. A simple,
yet effective subdivision is to overlay U with a uniform grid of equi-sized cells
(a.k.a. buckets), as shown in Fig. 1a. Grid granularity c controls the number of
cells per axis, leading into a total c× c cells for a 2D universe. Each geometry is
trivially assigned to those cells it overlaps with. Thus, grids allow fast indexing
and are used especially for points or frequently changing locations [25].

Grid partitioning can greatly assist in range search. If a cell is completely
within a rectangular range q, all its geometries can be instantly returned as
answers. But each object assigned to a cell partially covered by range q must
be accurately probed, because it may not intersect q at all. Thus, search perfor-
mance may be negatively affected if grid granularity c is too fine or too coarse.

Quadtrees [23] (known as octrees [24] in 3D spaces) are hierarchical data struc-
tures based on recursive decomposition of universe U . The most typical variant
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(a) Uniform grid (b) Quadtree (c) R-tree (d) R*-tree

Fig. 1. Spatial indexing schemes over OpenStreetMap datasets for Great Britain

is the region quadtree, which subdivides U into equi-sized, disjoint quadrants by
means of iso-oriented hyperplanes. The root node always represents the entire U .
In d=2 dimensions, every internal node has four descendants, each corresponding
to a quadrant. Once a quadrant obtains more entries than its capacity c, it splits
into four children labeled counterclockwise, as NE,NW,SW,SE quadrants of
their parent node. Quadtrees are not necessarily balanced; regions densely packed
with geometries are subdivided on and on, as illustrated in Fig. 1b. Leaf nodes
represent data blocks for which no further subdivision is necessary.

Regarding searching, quadtrees resemble to binary search trees. At each node,
a decision is made on which quadrant(s) require further search, by checking
spatial overaps with the given query range q. This step is recursively repeated
until the leaves are reached, which eventually yield the candidate answers.

Family of R-Trees. An R-tree [12] organizes a hierarchy of nested d-dimensional
rectangles, with all leaves at the same level. Each node corresponds to a disk
page and represents the MBR of its descendant nodes. For a leaf, its MBR is
the tightest d-dimensional box covering all its geometries. As shown in Fig. 1c
with the multi-coloured boxes per level, MBRs at the same level may overlap. To
prevent tree degeneration and ensure efficient storage utilization, the number of
entries per node (excluding the root) is between a lower bound m and maximum
capacity M . Updates may affect nodes across many levels upto the root.

Searching in R-trees always starts from the root. MBRs in any visited node
are tested for intersection against search region q. Qualifying entries are recur-
sively visited until the leaf level or until no further overlaps are found. Several
paths may be probed, because multiple sibling entries could overlap with q.

The data insertion phase is most critical for good search performance. Hence,
the R*-tree [4] introduces “forced reinsertion”: upon overflow, a node is not split
right away, but 30% of its entries are removed and reinserted. This is coupled with
an improved splitting policy aiming to minimize overlaps between MBRs at the
same level, as well as MBR perimeters (Fig. 1d). Thanks to such optimizations,
R*-trees can offer up to 50% performance gain [4] compared to original R-trees.



Spatial Selectivity Estimation for Web Searching 111

2.2 Spatial Selectivity Estimates in Query Optimization

Prior to data processing with the possible assistance of a spatial index, choosing a
suitable execution plan may be a tough task for the query optimizer. This choice
is usually made according to selectivity estimates from accumulated statistics.
Histograms are the prominent such technique in databases [13], thanks to com-
putational efficiency and little space cost. By partitioning the data into a few
“buckets”, they approximate well the distribution of subsets in each bucket.

Query processors usually separate evaluation of spatial predicates from the-
matic conditions. They (i) either evaluate the spatial part first and then match its
results to the thematic condition; or (ii) execute the thematic criteria first, and
check qualifying features against the spatial predicate afterwards. The decision is
based on which path most likely incurs less processing. This surely applies to the
case of geographical web searching, as the evaluation of spatio-textual indexing
methods in [29] indicates, but it may also involve the amount of data transmitted
across sites [30]. In the particular case of distributed spatial join processing, a
semijoin-based operator was proposed in [28] so as to get approximate descriptors
from data in remote sites and save useless comparisons. Devised specifically for
geospatial RDF data and based on Hilbert encoding, the hierarchical scheme in
[15] offers significant cost savings when evaluating range and spatial join queries
with thematic criteria. Strabon [11], a spatiotemporal RDF prototype, profits
from its underlying database optimizer and can choose good execution plans for
mixed queries. Note that a suitable plan against RDF data should additionally
incur the fewest result bindings among triples [3]. So, the query planner must be
deeply modified to recognize a spatial index and optimize joins between spatial
features and other intermediate results from graph-pattern evaluation [8].

Yet, estimating spatial selectivity has more challenges. Geometries may differ
in shape and size, e.g., islands in the Aegean Sea. Spatial entities may not over-
lap, but their placement can be highly skewed (e.g., islands clustered in Cyclades,
but dispersed in the Northern Aegean). Hence, spatial approximation must cap-
ture the value domain of data distribution. Estimates from sampling, equi-area
or equi-count heuristics are rather poor, as the resulting buckets cannot easily
adapt to fluctuations in spatial density. Min-Skew [1] was the first to offer selec-
tivity estimates by constructing skew-resistant binary space partitionings using
a given amount of memory. There since have been several approaches to spa-
tial selectivity estimation, e.g., [2,9,16,22,27], most of them based on variants of
spatial indices with heuristics to overcome skewness. In this work, we specifically
focus on object counts per bucket, as a simple, yet powerful hint of the data dis-
tribution. With minimal modifications in standard spatial indices, we intend to
offer affordable means of estimating selectivity for spatial range queries against
millions of geometric objects on the Web (e.g., GeoSPARQL endpoints).

3 Employing Spatial Histograms as Selectivity Estimators

Next, we propose variants of state-of-the-art spatial access methods: grid parti-
tioning, quadtrees, and R-trees. Universe U is approximated by a 2D histogram
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(a) Cell Histogram (b) Centroid Histogram (c) Euler Histogram

Fig. 2. Examples of grid-based histograms

with buckets associated to the spatial density in the subdivision, i.e., the number
of geometry MBRs overlapping each bucket. Index functionality remains intact,
but our main concern is to obtain selectivities directly from bucket counts after
traversing the histogram, and without accessing the detailed geometries.

3.1 Grid-Based Histograms

Cell Histograms. Given a grid overlay of granularity c per axis, we propose
that each square cell also retains a counter, which sums up geometries assigned to
that cell. We call this structure Cell Histogram. Once a query range q is applied
at runtime, the counts of its overlapping cells can be summed up to provide a
fair estimation of the geometries involved in the search. Encircled values at cell
corners in Fig. 2a indicate such counts for a setting that includes MBRs (boxes
in black outline) of points, curves, and polygon geometries.

This approach is fine for points, as each location is counted only once. Unlike
points that either fall inside a cell or not, a line or polygon may span several cells.
If the MBR of such a geometry g overlaps with many cells, g must be referred
to by each one; thus a single geometry may increment counters at multiple cells.
In the example setting of Fig. 2a, the MBR of object o1 affects counters in four
cells. In case of a spatial query that covers all those four cells, o1 will be counted
four times, incurring a 300% overestimation. Obviously, when estimating selec-
tivity from cell histograms, there is no way to avoid this multiple-count problem
[27], other than by detailed examination, which of course has a prohibitive cost
during query plan selection. Indeed, when a range query q (shown with a green
rectangle) is examined against the cell histogram in Fig. 2a, estimated selectivity
from the six overlapping cells is 26. Obviously, this deviates too much from the
exact number of 15 geometries that query q actually intersects.

Centroid Histograms. An alternative policy is to count each MBR only once,
no matter if it covers multiple cells in the underlying grid. Incrementing the
counter of the cell that contains the centroid of a geometry is a plausible option;
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hence, we call this scheme a Centroid Histogram. In this case, the grand total
of the count values per cell is equal to the number of geometries indexed by the
grid. Figure 2b illustrates the values of cell counters according to this approach,
which provides an estimated selectivity of 22 for the range query q shown in green
colour. However, this histogram has an inherent drawback: it does not account
for partial cell overlaps, so estimation accuracy can be significantly biased.

Euler Histograms were introduced in [5] to specifically address the multiple-
count problem, owing their concept to Euler’s formula for planar, embedded,
connected graphs [6]. They allocate counters not only to grid cells, but also to cell
edges and vertices. Figure 2c depicts an Euler histogram for the same setting as
in Fig. 2a; note that original geometries are omitted for clarity. Having additional
counters for cell edges (shown in black colour) and vertices (in red) overlapping
a geometry, it can distinguish between a large object spanning many cells and
small objects fully contained in a single cell. Given a d-dimensional range query
q, its selectivity can be calculated from an Euler histogram [5,27] as:

Selectivity(q) =
∑

0≤k≤d

(−1)kFk(q)

where Fk(q) is a k-dimensional facet intersecting query q. In particular, a 0-d
facet is a vertex, a 1-d facet is an edge and a 2-d facet is a cell box. If query range q
aligns with the grid (i.e., no partial overlaps with any cells), then this estimate is
accurate and incurs no error at all. The example query shown as a green rectangle
in Fig. 2c intersects 4 vertices (0-d facets), 12 edges (1-d facets), and 9 cells (2-d
facets) of the Euler histogram. Summing up the partial counts per facet according
to the formula, provides a selectivity estimate of (−1)0×(0+0+0+0)+(−1)1×
(1+0+0+0+1+0+0+0+0+0+0+1)+(−1)2×(4+3+3+2+4+8+0+1+3) = 25,
well above the number of 15 geometries that intersect this query range.

Multiscale Euler histograms [16] take advantage of object “scales” and offer
results at multiple resolutions. But their concept is different, as they can effec-
tively summarize specific topological relations (contains, contained, overlap,
and disjoint) against a given range.

Overall, grid-based histograms are fast in estimating selectivities (especially
at coarser granularities), but these values may largely deviate from actual results.

3.2 Quad-Histograms

In case that spatial indexing involves point data only, a standard region quadtree
can be very efficient. But for composite geometries (e.g., curves, polygons),
assigning MBRs into quadrants entails significant discrepancies in selectivity esti-
mates due to the multiple count effect. So, we introduce Quad-histograms, specifi-
cally for indexing MBRs and offering reliable selectivity estimates on geometries.
This data structure is loosely inspired by MX-CIF quadtrees devised in [14] for
representing a large set of tiny rectangles in VLSI design rule checking. It is also
reminiscent of irregular octrees [24], where each object is held only once, but
objects crossing a partitioning plane (regardless of size) are retained at a higher



114 K. Patroumpas

(a) Quadtree subdivision (b) Quad-histogram

Fig. 3. Quadtree subdivision and the resulting histogram with quadrant capacity c = 4

level. In the context of large geodatasets on the Web, our goal is to guess how
many geometries (from several quadrants) intersect a given query range.

A quad-histogram is organized similarly to a region quadtree, except that it
stores entries not only in leaves, but in internal nodes as well. Our policy is to
store each MBR in the node whose associated quadrant provides the tightest fit
without intersecting this MBR. Once a leaf node A exceeds its capacity c, its
region is subdivided into four equal-sized quadrants. Then, each MBR in node
A is checked for inclusion in the newly formed children nodes (and subsequently
deallocated from A). In case that an MBR cannot fit within a child quadrant, it
remains assigned to A and is not delegated to its descendants. Our partitioning
policy differs from the one in MX-CIF quadtree [14]; there, a region is repeatedly
subdivided until no rectangle is fully contained in a quadrant. It also differs
from Q-histograms [22], where, for a fixed number of buckets B, quadtree leaves
are partitioned into B groups such that geometries per group are as uniformly
distributed as possible. In our structure, quadrant splitting occurs once a leaf
overflows, whereas internal nodes may contain more than c entries, if necessary.
Figure 3 illustrates a subdivision of 2D universe U and the counts per quadrant
(same setting as in Fig. 2), assuming node capacity c=4. The NE,NW,SW,SE
quadrants are listed from left to right at each histogram level in Fig. 3b.

Aside from MBRs, each node in a quad-histogram also holds two counters:

– The number n of local entries pertaining to this node, because they cannot
fit in any of its children. In Fig. 3, such counts are the encircled red values
at the center of two quadrants. The root node holds n=3 MBRs itself: o1
and o2 are crossing the partitioning line along the x-axis, whereas MBR for
o3 is found along the y-splitting. The MBR of o4 goes to the SE quadrant
below the root, as it cannot fit into any other descendant node.

– The total number m of MBRs contained in its subtree. This value can be
updated in a top-down fashion once a new MBR is inserted from the root.
At every quadrant overlapping this new MBR, its associated counter m is
incremented; this is repeatedly applied until either the new MBR reaches a
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leaf that fully contains it or it gets assigned to an internal node. In Fig. 3a,
these m values are shown at a corner of each quadrant. For example, the
top NE quadrant fully contains m=4 geometries (three points and a curve);
hence, it is filled up to capacity (c=4) and requires no further partitioning.
Instead, its sibling top NW quadrant includes m=20 geometries, hence it is
recursively split into finer subdivisions. Total counts m of such further split
quadrants at internal nodes are shown in black colour in Fig. 3b.

To estimate selectivity for a range query q, a quad-histogram is traversed from
the root like a quadtree. At each level, if the quadrant of a node A is totally within
q, then visiting its subtree can be safely avoided; all relevant selectivity is readily
available from counters n and m at node A. In case that q intersects (but not
fully covers) a given quadrant, searching proceeds to the next level by examining
each subquadrant overlapping with q. Count n of geometries locally held in node
A is added to the estimate, but value m is ignored because the subtree will
be further explored and a more accurate estimate can be obtained. Of course,
quadrants not overlapping with range q can be safely pruned. When estimating
selectivities, MBRs in leaves are never examined in detail. For query q shown in
green colour in Fig. 3, the quad-histogram estimates that 19 geometries may be
intersecting q. This value is obtained from green-shaded nodes in Fig. 3b and
includes local counters from the root and its SE quadrant (values in red). This
estimate is closer to the exact number (15) of qualifying geometries compared to
selectivities from grid-based histograms in Fig. 2. As our experiments in Section 4
verify for various range sizes, this quadtree-based strategy has low overhead, and
probing a few quadrants may suffice for a fair selectivity estimate.

3.3 Aggregate R-trees as Spatial Histograms

R-trees and R*-trees can greatly facilitate processing of various types of spatial
queries, but cannot natively guide selection of an apt execution plan. To remedy
this deficiency, we suggest enhancing every tree node with a counter, which
simply retains the number of geometries held underneath by its subtree.

It is no surprise that such a variant R-tree has been already utilized for OLAP
operations over spatial features. The aggregate R-tree (aR-tree) [19] inherits from
R-tree the principle of clustering over input geometries, and improves it towards
aggregate processing. Each entry of aR-tree holds summarized statistics about
geometries residing in the underlying subtree. In the particular case of count
aggregates, each MBR also retains the cardinality of objects therein. No double
counting ever occurs, since each geometry only belongs to a single MBR. Updat-
ing counters is combined with insertions, as a single path is always traversed. In
Fig. 4, geometries are enclosed in blue MBRs at the bottom level, and red boxes
are their parents in root; numbers denote geometry counts per node. aR*-trees
can be derived similarly from R*-trees, without altering core operations.

As soon as a spatial predicate q (e.g., the green box in Fig. 4a) is applied
against this histogram, an approximate estimation of the geometries involved can
be given. Like a typical range query q over an R-tree [12], it performs a check
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(a) aR-tree (b) aR-tree histogram

Fig. 4. An aR-tree histogram having between m = 2 and M = 5 entries per node

against MBRs that fully or partially overlap with q. The algorithm descends
the tree (perhaps at multiple paths) to detect such MBRs and simply sums up
their counts. In the example of Fig. 4, searching starts from root entries R2, R3,
and R4, i.e., those overlapping with range q. From their respective subtrees, it is
found that entries f , g, k, l, and m actually intersect q. The counters maintained
in these five nodes finally provide an estimated selectivity of 18, which is much
closer to the exact selectivity (15) than other spatial histograms.

However, such accuracy comes at a cost; building R-trees or R*-trees takes
more time and their reorganization suffers in case of frequent updates [25]. Some-
times the number of nodes that need inspection may be high, as we discuss in the
experiments. In another approach, Rk-histograms [9] are based on Hilbert packed
R-trees and repeatedly split buckets with high skew until a given threshold, but
they incur high construction time and may introduce unnecessary buckets.

4 Experimental Validation

4.1 Experimental Setup

In our use case scenario, OpenStreetMap data for Great Britain [18] were con-
verted into RDF triples with millions of GeoSPARQL-compliant geometries. As
detailed in Table 1, we have chosen indicative layers for each geometry type:
points of interest, road centerlines, and polygons of natural resources.

We also generated query workloads for testing each histogram. In order for
queries to be representative and conform to the actual data distribution, we
randomly picked up 10 000 points from the OSM dataset and used them as
centers for the respective query ranges. As the size of a query range has a strong
influence on selectivity, we generated several workloads with those fixed centers
but differing extents. Range size was expressed as percentage a% of the entire
universe U (i.e., the iso-oriented MBR that encloses Great Britain). Ranges were
not necessarily squares with the given centers, because we randomly modified
their width and height to get arbitrarily elongated rectangles of equal area a. To
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Table 1. Contents of the utilized OSM
layers for Great Britain

Layer Geometry Cardinality

Points

of interest
Point 590390

Road

network
LineString 2601040

Forests, parks,

waterbodies
Polygon 264570

Table 2. Experiment parameters

Parameter Values

Number of input features 3456000

Number |Q| of queries 10000

Range size (a% of U) 0.1, 0.5, 1, 2, 5, 10

Grid granularity c per axis 100, 200, 300, 400, 500, 1000

Quadrant capacity c 25, 50, 100, 200, 400

R-tree page size (in KB) 1, 2, 4, 8

assess the impact of selectivities, we evaluated query plans involving a thematic
condition as well as a spatial range. In this case, queries must also filter entities
by a specific rdf:type (e.g., ‘theatre’, ‘residential road’, or ‘waterbody’).

Since we chiefly focus on selectivity of spatial predicates, all methods were
implemented as standalone classes in C++ without any interaction with DBMSs
or RDF stores. All data structures reside in main memory and are used to index
MBRs for 2D points, lines, and polygons. Geometries in WKT serializations [17]
are parsed from input RDF triples, and their MBRs get calculated. Afterwards,
only MBRs are used in estimation and query evaluation. Estimates are based on
spatial filtering, which selects any MBRs intersecting the query rectangle.

In comparing the various techniques, we used the following metrics:

– Preprocessing cost is the total time (in seconds) required to calculate MBRs
from WKT serializations, build data structures, and populate all buckets.

– Average number of buckets inspected per query in order to estimate its spa-
tial selectivity. This overhead depends on how many cells (for grid-based
histograms) or nodes (for quadtrees and R-trees) overlap with query ranges.

– Average evaluation cost per query (in seconds) to issue final results.
– Average Relative Error. If SEi is the estimated spatial selectivity according

to a histogram, and ASi is the number of geometries actually qualifying for
a range query qi, then average relative error RE [1] for query workload Q is
expressed as:

RE =

∑
qi∈Q |ASi − SEi|∑

qi∈Q ASi

We set up a XEN hypervisor running Linux on a Intel Core i7-3820 CPU at
3.60GHz with 10240KB cache, 16GB RAM, 2GB swap space, 4 CPU cores and
40GB disk space. We ran simulations using different settings for each method.
Due to space limitations, we only discuss indicative results. Table 2 summarizes
experiment parameters and their respective ranges; default values are in bold.

4.2 Experimental Results

First, we examine preprocessing costs required by each histogram scheme. Then,
we study their behaviour for the same query workload under diverse spatial
subdivisions. After choosing suitable settings per histogram, we compare their
performance and quality in selectivity estimation for various query workloads.
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Fig. 5. Preprocessing cost for various types of spatial histograms

Preprocessing cost. As depicted in Fig. 5a, the times taken to construct each
grid-based histogram do not vary dramatically (8 seconds max). Centroid his-
tograms incur less preprocessing, as they trivially need to assign a single point
per geometry. Cell histograms need slightly more time, as each MBR may get
assigned to multiple cells. The cost for Euler histograms is higher and rises lin-
early with granularity c, as more cell edges and vertices are allocated per MBR.

Regarding Quad-histograms, Fig. 5b indicates that the cost gets slightly
reduced for increasing capacity c per quadrant. The more geometries accom-
modated in a quadrant, the less the nodes that will be created, so the resulting
quadtree will have less depth. Notably, building a quad-histogram for the entire
input did not take more than 5 seconds in the worst case.

But building aR-tree histograms is much more expensive, as plotted in Fig. 5c.
The cost escalates with increasing page sizes per node, primarily due to the
splitting overhead, and for the aR*-tree variant also due to forced reinsertions.
If a node holds many entries and has to split, more comparisons must be made
to share its contents. Compared to their space-driven counterparts, such data-
driven spatial histograms require more time to be built (by an order of mag-
nitude). In any case, preprocessing cost is paid only once, as long as no major
geometry updates can cause readjustment of MBRs into cells or nodes.

Effect of varying spatial subdivisions. Next, we assess spatial histograms
subdivided into a varying amount of buckets against a query workload of 10 000
rectangles ranging over a=1% of universe U . Figure 6 illustrates the overhead
expressed as average number of inspected buckets per query. Clearly, more cells
must be checked for finer grid-based histograms (the same number in all three
variants). Thus, it takes more time to compute estimates, although never more
than 7 msec per query. With quad-histograms, fewer than 800 buckets per query
need be probed, incurring less than 0.1 msec in estimation cost. As reflected in
Fig. 6b, cost drops remarkably with increasing quadrant capacities as less buckets
are created. In contrast, aR-tree histograms (Fig. 6c) must check thousands of
buckets (within 3 msec max), although the number diminishes with larger page
sizes (i.e., more entries per node). aR*-trees perform better, as they inherently
incur less overlaps among sibling nodes and thus excel in pruning power.
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Fig. 6. Estimation overhead per query at various spatial subdivisions
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Fig. 7. Estimation quality for various spatial subdivisions

Yet, aR-trees seem unrivaled when it comes to quality of selectivity estimates.
Figure 7c reveals that error is always less than 10% for standard aR-trees, reach-
ing maximal discrepancy for larger page size (8 KB). But with aR*-trees, error
never exceeds 5%, beating all other histograms. Figure 7a shows that Centroid
histograms consistently surpass other grid-based variants and get more reliable
for smaller cell sizes. Euler histograms are 20% off for most subdivisions, but
always yield better estimates than Cell histograms. The latter are vulnerable to
multiple counts, so they should not be trusted at finer granularities. For quad-
histograms (Fig. 7b), error is stable around 15% no matter the quadrant capacity,
as multi-counting never occurs. With the extra benefit of fast estimation, quad-
histograms look robust enough to adjust even to skewed spatial distributions.

Comparison against varying range sizes. In Fig. 8 we plot how each his-
togram copes with varying range areas a% of U . We report representative results
for specific parameterizations per histogram (in bold in Table 2), which have
shown good behaviour in previous tests. Note that these settings generate buck-
ets of similar, but not identical capacity per histogram type. This happens
because buckets in quadtrees are determined on-the-fly according to data distri-
bution, whereas in aR-trees they depend on the insertion order as well.

Regarding estimation overhead (Fig. 8a), the number of inspected buckets
per query naturally increases with greater ranges. Quadtrees consistently req-
uire the fewest node inspections, while standard aR-tree histograms must probe
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Fig. 8. Comparison of spatial selectivity estimates for diverse range areas

thousands of nodes. This is also reflected in Fig. 8b, since estimation cost per
query is directly proportional to the amount of accessed buckets. Average cost
in aR*-trees for larger ranges competes that of grid-based histograms, and is
always kept below 1 msec per query. Euler histograms incur increasing cost for
larger ranges, as they must collect partial counts from many grid cells, edges
and vertices.

But the major concern is accuracy of selectivity estimates. As Fig. 8c shows,
aR*-trees are superior, incurring the less error. Especially for smaller ranges, it
should be expected that the number of qualifying geometries may be significantly
lower; hence, occasional false positives would lead to increasing errors. Yet, aR*-
trees never exceed a 5% error, whereas aR-tree estimates may be biased even by
20% for areas as small as a = 0.1% of U . Euler and Cell histograms fail for either
too small or too large range sizes, with error up to 40%. This originates from
the choice of grid granularity, which is not flexible to cope with widely diverse
query extents. Unfortunately, one cell size cannot fit every variation in query
ranges. This inherent weakness of flat, rigid decompositions is more pronounced
due to multi-counting in the associated buckets, hence these wide discrepancies
between estimated and actually qualifying geometries. Centroid histograms may
avoid this trap, and yield moderately good estimates especially for larger ranges.
In between, quad-histograms offer fair accuracy, about 15% off in most estimates.
Thanks to their negligible cost for probing (Fig. 8b), quad-histograms may be
considered as a good trade-off between overhead and quality.

Evaluation of mixed queries. Next, we use high-quality spatial selectivities
estimated from aR*-trees and compare plans for mixed queries with a spatial
predicate (of varying range a%) and a thematic predicate θ (of diverse selectivity
σθ too). We distinguish three alternative plans: (i) Plan BIND evaluates spatial
and thematic predicates separately, and binds partial results with matching IRIs;
(ii) Plan Spatial FIRST uses the spatial histogram to evaluate the range con-
dition, and then checks if any returned features qualify for the specified θ; and
(iii) Plan Thematic FIRST probes a hash index to identify features matching the
thematic condition, and then filters out those not intersecting the given range.
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Fig. 9. Evaluating diverse execution plans for mixed queries at varying selectivities

Figure 9 plots average execution times per query. When thematic selectivity
σθ is extremely low (Fig. 9a), it makes sense to evaluate thematic condition first,
then filtering its few results through the spatial range, and issuing final answers
almost instantly. But when more features potentially qualify for the thematic
predicate, other plans may be preferred. As shown in Fig. 9c, evaluating spatial
predicates first is essential for range sizes roughly smaller than 1% of U (i.e.,
low spatial selectivity), while binding partial results from separate evaluation
would be preferable when both selectivities are large. Thus, availability of reliable
spatial and thematic selectivities can guide choosing of cost-effective plans.

5 Concluding Remarks

In this paper, we examined techniques for selectivity estimation in queries over
large geospatial datasets. We enhanced well-known indexing methods towards
spatial analogues of histograms, which can quickly yield approximate, yet quite
reliable selectivity estimates for topological predicates. Our empirical study pro-
vided strong evidence that histograms adjusting to spatial density and skewness
can meet the performance and accuracy demands of query optimization.

It goes without saying that such selectivity estimators are also applicable in
standard spatial processing (i.e., all data on a single site). But, we deem that con-
cise histograms pay off in distributed processing, particularly when searching on
the Semantic Web. As a pointer to future research, handling locality-optimized
query plans in distributed RDF graphs is very challenging, since scalable evalu-
ation of spatial predicates must incur little inter-node communication.
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Abstract. Nowadays, the increasing development of positioning and
wireless communication technologies favors a better real-time integra-
tion and manipulation of large spatial databases. This offers many new
opportunities for the development of trajectory databases, but a num-
ber of research challenges are still open as the generated information is
often unstructured, continuous, large and sometimes unpredictable. The
research presented in this paper develops a modeling approach that inte-
grates the semantic, spatial and temporal dimensions when representing
spatial trajectories at the abstract and logical levels. A data manipula-
tion language that supports the querying and analysis of large trajectory
databases is also proposed. The spatial database model is based on alge-
braic data types, and a prototype is developed on top of the DBMS
PostgreSQL/PostGIS. The whole approach and the prototype develop-
ment have been experimented and applied to benchmark transportation
data derived from an origin-destination survey in the region of Quebec
in Canada.

Keywords: Trajectory modeling · Moving object databases · Abstract
data type · Temporal GIS

1 Introduction

Over the past few years many papers have been published on spatio-temporal
database modeling issues. These researches have focused on different needs
such as the integration of space and time and the representation of continu-
ous paths [3], relative motion [8], simulation and prediction of movements [9]
and semantic trajectories modeling [7], [13] [15], [17].

At another level, Time Geography has also long studied and provided a mod-
eling framework to represent the behavior of human beings in an urban space.
c© Springer International Publishing Switzerland 2015
J. Gensel and M. Tomko (Eds.): W2GIS 2015, LNCS 9080, pp. 124–142, 2015.
DOI: 10.1007/978-3-319-18251-3 8
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Time Geography provides a seminal and rich theoretical framework to com-
prehend and analyze transportation behaviors [1]. In particular, the concept of
space-time path has been suggested by early principles of Time Geography to
model human trajectories considered as a combination of dynamic (e.g., trips)
and static properties (e.g., activities) (cf. Figure 1). When integrated with Geo-
graphical Information Systems (GIS), Time Geography gives a rich set of mod-
eling and manipulation principles that could be applied to the representation of
human behavior [2], [5], [6], [10].

Fig. 1. The space-time path in Time Gography

However, despite its theoretical interest, Time Geography has not been fully
integrated as a modeling support for the development of spatio-temporal DBMSs.
So far, queries capabilities such as the ones provided by geo-relational languages
do not encompass sufficient data representation and query capabilities to com-
pletely model and manipulate trajectory data. In fact, current approaches do not
provide appropriate solutions to manipulate the semantics of spatio-temporal
data. There is also a lack of consensus regarding the development of spatio-
temporal data models.

The approach suggested in this paper introduces the principle of an Abstract
Data Type (ADT) that encapsulates the spatial, temporal and semantics asso-
ciated to a given trajectory. A spatial DBMS hosts the ADT as an extension
plugin and is handled as a native data type as suggested elsewhere for complex
data types [4], [11], [12], [14], [16], [18]. Overall, we propose a spatio-temporal
(STT) abstract data type based on an algebraic modeling of disaggregated
spatio-temoral trajectories. This supports the development of a set of operations
that represent and cover the dynamics and the relations that depict individual
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moving behaviors. The STT is experimented against an origin-destination study
hosted by Postgrsql/Postgis in which spatial data are handled by Quantum GIS
as a map visualisation interface.

The remainder of the paper is structured as follows. Section 2 presents the
main principles and definition of the STT abstract data type. Section 3 intro-
duces a collection of spatial, temporal and spatio-temporal operations over the
proposed SST abstract data type. Section 4 develops the prototype implemen-
tation and evaluation. Finally, section 5 concludes the paper and draws some
perspectives.

2 STT Abstract Data Type

The specification of the STT data type requires different sorts (i.e., types). Let
us assume the following usual atomic, complex, spatial and temporal data types:
Integer, Real, Boolean, String, Alist, Point, Polyline, Polygon, Time and Interval.
An activity description is formally given as a quadruple a = (l, ts, te, purpose)
where l ∈ Point represents its location, ts and te ∈ Time represent, respectively,
its starting and ending times, and purpose ∈ String its activity description (e.g.,
shopping, working). We formally define a trip as d = (ls, le, ts, te,mode, path)
where ls, le ∈ Point represent, respectively, its start and end locations; ts and
te ∈ Time represent, respectively, its starting and ending times; mode ∈ String
denotes the mean used to make a trip. The attribute path represents the geo-
metrical primitive of the trajectory, it can be directly considered as stepwise, for
example using a polyline data type, or in order to approximate a continuous trip
as a spatio-temporal sub-trajectory of type moving point as suggested in [4].

At the semantic level, a valid activity must start before it ends. A similar
constraint applies to trips. The set of possible activity values is denoted by
Da = {a|a.ts < a.te}. The set of possible trip values is denoted by Dd = {d|d.ts <
d.te}. Within a given STT, we assume that successive activities never temporally
overlap. We denote the activity set of a STT as the temporally ordered subset A,
as A = {ai|∀1 ≤ i < n : ai ∈ Da ∧ ai.te < ai+1.ts}. Similarly, the trip set of
a STT is the temporally ordered subset D, where D = {di|∀1 ≤ i < n : di ∈
Dd ∧ di.te < di+1.ts}. Consequently, a value of type STT is a pair (A,D) of
temporally ordered sets. The first state of a STT is a trip d1 succeeded by its
goal, which is the activity a1. The last state of the STT is the activity an. The
domain of the proposed type is then specified, on the basis of temporal and
spatial constraints as follows:

DSTT = {(A,D)|(1, 2)1 < i ≤ n : di.ls = ai−1.l ∧ di.ts = ai−1.te + 1
(3, 4)1 ≤ i ≤ n : di.le = ai.l ∧ di.te = ai.ts − 1} (1)

Constraints (1) and (3) model the spatial relations between a trip and its
previous and next activities, respectively. Constraints (2) and (4) model the
temporal relations between successive states. The combination of these con-
straints represents the chaining of a STT. Time is indexed by the set of integers
from 1 to n, the temporal granularity being application dependent.
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3 STT Manipulation Operations

We introduce different kinds of operations to manipulate and verify the coher-
ence of a STT, i.e., constructors (to create and modify a STT [11]), semantic,
spatial, temporal and spatio-temporal operations. Regarding the categories pro-
posed in our previous work [11], we added a sixth category encompassing the
whole set of operations serving the validation of the database coherence. In
the following paragraphs, we present short descriptions of these operations with
their signatures and the semantics of the most representative ones. Overall, these
operations constitute a set of core operations that can be also combined to build
up more complex operations, as well as additional operations can be specified
under similar principles.

3.1 Database Coherence

We introduce a set of operations that check the integrity of the STT data type.
These operations may be used by a developper at the initialisation step of the
STT data type. These operations permit to avoid errors related to the internal
data structure. These operations can also be used to validate the whole database
coherence.

The check activity : Activity → Boolean and the check trip : Trip →
Boolean operations ensure the spatial and temporal coherence of an activ-
ity or trip. The operation check stt : STT → Boolean verifies the value of
a STT type. The type is valid if the set of component trips and activities
respects the spatio-temporal chaining constraint previously defined. The oper-
ation exists stt: STT × Instant → Boolean checks the existence of a STT
at a given time. Next, we present an example of operation semantics formally
defined:

fcheck stt(stt) := (∀1 ≤ i ≤ n : check activity(ai) ∧ check trip(di) ∧ di.le =
ai.l ∧ di.te = ai.ts − 1) ∧ (∀1 < i ≤ n : di.ls = ai−1.l ∧ di.ts = ai−1.te + 1)(2)

3.2 Semantic Operations

Let us introduce a series of semantic operations that illustrate the potential of
the manipulation language. Basic manipulation operations such as counting the
number of components of a given trajectory or getting semantic attributes of
some trips or activities in a a given trajectory have been introduced in previous
works [11], [12].

Location operations: These operations retrieve the position of some specific
events into a STT trip/activity chain. Let us consider a trip or an activity as an
event, the values returned by this operation give an event at a determined posi-
tion (e.g Nth Activity : STT × Integer → Activity), an event list on a deter-
mined position (e.gActivities Before Trip :STT×Trip → Alist ) or an integer
denoting its position on the chain (e.g Position Trip : STT × Trip → Integer).



128 D. Zheni et al.

Given an object of type STT and a trip d, a semantic example of these operations
is illustrated as follows:

fActivities Before Trip(stt, d) := {ai ∈ A|1 ≤ i ≤ max} if (d �= d1) ∧
(∃1 ≤ max < n : d = dmax+1) (3)

Semantic restriction operations: A semantic restriction operation
At Activity Activity : STT × Activity × Activity → STT generates a new
trajectory from a subset drawn from an initial trajectory. This generation fulfills
several semantic parameters related to trips or activities. The parameters define
which parts to be selected from the initial trajectory. Given an object of type
STT and two activities a and aa such operation is defined as follows:

fAt Activity Activity(stt, a, aa) := ({a, ..., aa} ⊂ A, {Trip Before Activity(stt, a)
, ..., T rip Before Activity(stt, aa)} ⊂ D) if ∃1 ≤ i ≤ n, 1 ≤ j ≤ n : i < j ∧

ai = a ∧ aj = aa (4)

Semantic search operations: These operations retrieve some STT events on
the basis of their semantic properties such as the transportation mode or trip
motivation (e.g Activities With Mode : STT × String → Alist). Some of
these operations allow to browse into the STT chain using a semantic crite-
rion such as (Next Activity With Purpose : STT × Activity × String →
Activity) or (Previous Trip With Mode : STT × Trip × String → Trip).
Given an object STT and an object m ∈ String the semantics of an example of
operation is as follows:

fActivities With Mode(stt,m) := {a ∈ A|∃d ∈ D : m ∈ d.mode ∧ a =
Activity After Trip(stt, d)} (5)

Projection operations: The goal of these operations is to realize a tri-
dimentional projection of the trajectory as suggested by the Time Geography
framework. Such operations are useful to retrieve events independently of the STT
operations (e.g., Activity List that returns the list of activities of a given
STT : STT → Alist). Below, a semantic example of these operations is given.

fActivity List(stt) := stt.A (6)

Semantic similarity operations: These operations can verify for example if
two given trajectories are of the same order, n ∈ N, and have a similar semantics
behavior (e.g Semantic Similarity : STT × STT → Boolean). Such similar
semantics behavior means that each pair of activities having the same indexes
into their respective STTs must also have the same purpose and each pair of
trips must have the same mode. Given two objects stt1 and stt2 ∈ STT then
the semantics of such operation is expressed as follows:

fSemantic Similarity(stt1, stt2) := (card(stt1.A) = card(stt2.A)) ∧ (∀1 ≤ i ≤ n,

stt1.A.ai.purpose = stt2.A.ai.purpose ∧ stt1.D.di.mode = stt2.D.di.mode) (7)
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Semantic predicates: These operations are used to verify if a trajectory is
empty or if a given event belongs to the trajectory (e.g Include Activity:
STT ×Activity → Boolean). Therefore, a semantic example illustrates the case.
Given an object STT and an activity a then:

fInclude Activity(stt, a) := (a ∈ A) (8)

3.3 Spatial Operations

Let us introduce a series of projection, manipulation and similarity operations
that manipulate the spatial properties of the STT.

Projection operations into the spatial domain: These operations restrict
totally or partially the trajectory to the spatial domain (cf. Figure 2). Totally, if
the objective is to create “a spatial representation” of the trajectory. This case
models for example the spatial path or the itinerary taken by a moving object
(e.g Itinerary : STT → Polyline). Partially, if the focus is on the activity
locations of the moving object. Let us illustrate such projection operation with
the following example. Given an object stt with a STT of cardinality n ∈ N, and
concat as a spatial operation that denotes a polyline creation resulting from the
union of some adjacent polylines, we have:

fItinerary(stt) :=

⎧
⎪⎨
⎪⎩

d1.path if length(stt) = 1
l ∈ Polyline,

l = concat(< d1.path, ..., dn.path >) else

(9)

Spatial relations: Spatial operations model topological relations between either
a trajectory and a geometrical primitive or between different entities (e.g.,
STT Cross Polyline: STT × Polyline → Boolean) such as points (e.g., loca-
tions), polylines (e.g., itineraries) and polygons (e.g., parks). A signature and sem-
antic example of such operation are given below. Given the object stt, l ∈ polyline
and assuming a topological relation Cross, we have:

fSTT Cross Polyline(stt, l) := Itinerary(stt) Cross l (10)

Spatial neighborhood relations: These operations model neighborhood rela-
tions between different trajectories (e.g., STT SpatialNeighbour STT: STT×
STT × Real → Boolean) and between trajectories and spatial entities such as
points, polylines and polygones. These operations can be specified using prox-
imity calculus functions. Let us introduce the example of two objects stt1 and
stt2, and a real s number that materializes a proximity distance, the semantic
of a neighbor operation is as follows:

fSTT SpatialNeighbour STT (stt1, stt2, s) := Neighbor(Itinerary(stt1),
Itinerary(stt2), s) (11)
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Fig. 2. Example of spatial and temporal projections

Spatial calculus operations: Spatial calculus operations can material-
ize a large set of derivations such as the length of a trajectory, distance
between two trajectories or between a trajectory and some spatial entities (e.g
STT Distance Point: STT × Point → Real). An example of the semantic of
such operations is shown below. Given an object stt, and a point entity p, we
have:

fSTT Distance Point(stt, p) := distance(Itinerary(stt), p) (12)

Spatial search operations: These spatial search operations can retrieve some
elements according to some specific spatial properties such as some trajectory
activities performed at a specified location (e.g FirstActivity At Point:
STT × Point → Activity), road or zone. A semantic example of these oper-
ations is presented below. Given an object stt, and a point entity p, we have:

fFirstActivity At Point(stt, p) := ai ∈ A : (ai.l = p) ∧ (if ∃j �= i, 1 ≤ j ≤ n

such that aj .l = p ⇒ i < j)(13)

Spatial similarity operations: Such operations can for example verify if two
STTs follow the same spatial itinerary (e.g Spatial Similarity : STT ×STT →
Boolean). Given two STT objects stt1 and stt2 then the semantics of this oper-
ation is given as follows:

fSpatial Similarity(stt1, stt2) := Itinerary(stt1) Equal Itinerary(stt2) (14)
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3.4 Temporal Operations

Let us introduce a series of projection, manipulation and similarity operations
that manipulate the temporal properties of the STT.

Temporal relations operations: These operations are used to temporally
compare different trajectories according to some temporal constraints (e.g
STT After Time : STT × Time → Boolean). Let us introduce the signa-
ture and the semantic of an example to illustrate a temporal operation. Given
an object stt, a time instant t, we have:

fSTT After T ime(stt, t) := t < d1.ts (15)

Duration calculus operations: Mobile objects exhibit some specific properties
that can be temporally analysed. These operations can support the analysis of
the temporal properties of some trajectory activities (e.g Activities Duration:
STT → Real) and trips’ durations as illustrated in the following example. Given
an object STT, we have:

fActivities Duration(stt) :=
n∑

i=1

(ai.te − ai.ts) (16)

Temporal restriction operations: These operations restrict a given trajec-
tory stt to a “sub-trajectory” fragment of stt given some temporal constraints.
For example, the operation At Time : STT × Time → STT returns the min-
imal part of a STT (i.e., pair of activity/trip) which occurred at a given time.
The semantics of this operation is formally obtained as follows. Given an object
STT and a time instant t then:

fAt Time(stt, t) := (ai ∈ A, di ∈ D)if ∃1 ≤ i ≤ n : t ≥ di.ts ∧ t ≤ ai.te (17)

Projection into the temporal domain operations: Such operations project
a given trajectory to the temporal dimension. They can retrieve some specific
time instants (e.g First Time : STT → Time) or intervals such as the the time
interval during which the trajectory is defined (cf. Figure 2). For example and
given a STT instance the semantics of First Time is given as:

fFirst T ime(stt) := d1.ts ∈ Time (18)

Temporal search operation: These operations search for some specific prop-
erties of a given trajectory using a temporal criterion. For example, searching
for actions performed at a particular time instant (e.g Activity At Time :
STT × Time → Activity) or during a given time interval. Given a value stt
belonging to STT and a time instant empht belonging to Time then:

fActivity At T ime(stt, t) := ai ∈ A if ∃1 ≤ i ≤ n : t ≥ ai.ts ∧ t ≤ ai.te (19)
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Temporal similarity operations: These operations can for example compare
two trajectories to find out whether both trajectories have the same duration
and their events the same time indexes, or not (e.g Temporal Similarity :
STT × STT → Boolean). Given two STT objects stt1 and stt2, we have:

fTemporal Similarity(stt1, stt2) := (card(stt1.A) = card(stt2.A) ∧ (stt1.D.d1.ts

= stt2.D.d2.ts) ∧ (∀1 ≤ i ≤ n, stt1.A.ai.ts = stt2.A.ai.ts ∧ stt1.A.ai.te
= stt2.A.ai.te) (20)

3.5 Spatio-Temporal Operations

Spatio-temporal operations combine spatial and temporal operations to con-
struct specific queries. Meanwhile, a series of native spatio-temporal operations
are also considered: set (equality, difference, union, intersection), location-based
and neighborhood operations. Let us introduce an example of these operations,
specifically the operation Intersection :STT × STT → STT . Given stt1 and
stt2 two objects of STT type, we have fIntersection(stt1, stt2) that returns:

– a STT object named here as inter which is the first fragment chain that is
included in both stt1 and stt2. inter is returned if the following conditions
are satisfied:
1. inter = ({ai, ai+1...., aj}, {di, di+1...., dj}) : 1 ≤ i ≤ min(n1, n2) ∧ 1 ≤

j ≤ min(n1, n2)); n1 and n2 are length of stt1 and stt2 ;
2. inter ⊂ DSTT ∧ Includes(inter, stt1) ∧ Includes(inter, stt2);
3. ∃!H : (H ⊂ DSTT ∧ Includes(H, stt1) ∧

; Includes(H, stt2) ∧ STT Before STT (H, inter)
– ∅ otherwise

A worthwhile property of the algebraic model is its ability to take into account
the integration and manipulation needs of moving object applications as inspired
by the Time Geography framework. It also insures a unified and flexible represen-
tation thanks to the ADT approach and the STT that encapsulates the temporal,
spatial and semantics properties of a generic trajectory.

4 Implementation and Evaluation

The STT ADT has been implemented into the Postgresql/Postgis that has the
advantage of being an open source spatial DBMS also compliant with Open GIS
Consortium standards. It also offers several flexible tools to integrate new data
types such as basic types, composite types or user defined functions. The STT
has been specified as a composite type. As a new type, it is fully recognized by
Postgresql. The STT is materialized as a record represented by its attributes
and operations. Practically, the STT is a new “native type” and is handled as
such.
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STT associated operations are implemented as pl/pgSQL procedures (Post-
gresql pl/sql edition). This means that the STT source code uses Postgresql
native types and operations. Spatial types such as Linestring, Point and tem-
poral types such as Timestamp are also taken into account. For cartographic
visualization purpose, we use an open source GIS namely Quantum GIS to dis-
play STT spatial trip itineraries (polylines), activities locations (points) and
transportation zones (polygons).

4.1 Data Integration

The STT is composed of trips and activities. These components constitute the
trajectory events chain as inspired by Time Geography concepts. Activity and
trip objects are considered as composite types. This allows to represent these
concepts as records made of a fields list, each being an instance of a Postgresql
native type. Geometry type is used to represent spatial attributes and Timestamp
served to represent temporal attributes. The implementation is realized through
the Postgresql script such as:

CREATE TYPE Activity AS CREATE TYPE Trip AS
( ts timestamp, ( ts timestamp,

te timestamp, te timestamp,
l geometry, ls geometry,
"purpose" character varying ); "mode" character varying[],

path geometry );

A STT instance is composed of two ordered sets with the same cardinality.
One handles activities whereas the other refers to trips. Two arrays are used to
represent each of the activity objects and trip objects (Figure 3). These arrays
can be only manipulated by the associated and implemented operations.

The STT type and its operations are implemented by the instruction “CRE-
ATE TYPE AS”:

CREATE TYPE STT AS
( a Activity[],

d Trip[]
); ALTER TYPE stt OWNER TO postgres;

The array structure permits the manipulation of the STT ordered sets. Com-
parison between STTs is seamlessly performed. Semantic relations between STT
events are supported because activities and trips are semantically connected (i.e.,
each activity is specified by a trip objective and is labeled by a specific index).

4.2 Operations Integration

Each manipulation operation presented in the previous sections is mapped to
an algorithm for implementation purposes. As already mentioned, a pl/PgSQL
function, i.e., CREATE FUNCTION is used to code them as procedures. An
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Fig. 3. A STT object data structure

example of coded operation ADD, where check functions are called, is shown as
follows:

CREATE OR REPLACE FUNCTION Add(t STT,a Activity, d Trip)
RETURNS STT AS $BODY$
BEGIN

% Checking the validity of a, d and t using check operations
%Checking chaining conditions
IF((d.le = a.l and d.te + ’00:00:01’= a.ts) AND
(length(t)=0 OR (d.ts = t.a[length(t)].te +
’00:00:01’ AND d.ls = t.a[length(t)].l) ) ) THEN
t.a:=t.a|| a::activity; t.d:=t.d|| d::trip;
RETURN t;

ELSE
IF(not Equals(d.le, a.l)) THEN

RAISE EXCEPTION ’error conditions couple d/a’;
ELSE

IF(d.te + ’00:00:01’ <> a.ts) THEN
RAISE EXCEPTION ’error conditions d/a’;

ELSE
IF((d.ts <> t.a[length(t)].te + ’00:00:01’)) THEN

RAISE EXCEPTION ’error conditions d/a’;
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ELSE
IF(not equals(d.ls,t.a[length(t)].l)) THEN

RAISE EXCEPTION ’error conditions d/a’;
END IF;

END IF.
END IF;

END IF;
END IF;
RETURN t;
END; $BODY$ LANGUAGE ’plpgsql’ VOLATILE STRICT;

4.3 Experimental Data

Case study rational: In an urban context, downtown mobility is a crucial
problem that might have significant impacts on human quality of life. Trans-
portation management and planning are a difficult issue which is hampered by
the continuous extension of urban areas and development of activities in the
city. Studying urban mobility at different levels of abstraction is surely a valid
direction to explore to provide better transportation facilities, to decrease envi-
ronmental impacts and overall to improve human life quality. Studying trans-
portation trajectories, patterns and behaviors in the city can for instance bring
novel insights on:

– transportation users profiles and spatial patterns of transportation activities,
– transportation patterns per road category,
– origin, destination, duration and length of user’s itineraries categorised per

activity and sumamrization,
– vehicles flows from and to downtown at rush hours,
– trips motivation and kind of activities performed,
– parking practices for private vehicle or carpooling opportunities etc.

Such examples of transportation analysis may help when planning effective trans-
portation schemes. The next section introduces an application example of our
modeling approach applied to the city of Quebec and that models mobility
behavior based on journey records.

Database model for the study of urban transportation in the city of
Quebec: In order to test the implemented STT, let us first introduce a concep-
tual data model for an application that targets the analysis of mobility behaviors.
A series of preliminar models to that study has been proposed in early work [12],
[11]. The database schema developed is hereafter illustrated.

Road(id:integer, line:geometry, description:character variying)
Location(id:integer, loc:geometry, description:character variying)
City(id:integer, zone:geometry,...)
Aim(id:integer, name:character varying)
Mode(id :integer, name:charachter varying,...)
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Houshould(id:integr, NbrPerson:integer,...)
Person(id:ineger, idhous:integer, sex:character)
Pattern(id :integer, idpers :integer, day :date, traj :stt)

Three kinds of relation are distinguished: the first category models the trans-
portation environment: Route, Location and City. City describes a set of urban
zones. Route model the urban road network. Each Route is classified, that is,
Highway, Road or Tunnel. The relation Location describes some spatial locations
of interest. The second category includes Aim and Mode. Aim models the motiva-
tion of the trip while Mode the transportation means (private vehicle, cycle, walk,
public transportation, carpooling) used to reach the activity location. The last
category is composed of Houshould, Person and Pattern. Houshould describes
the household (e.g., members list, number of vehicles). Person relation describes
individuals (e.g. age, sex, profession, drive license) as members of Houshould
which aggregates them. Each individual is associated to one or more Pattern.
The last relation describes the transportation behavior (e.g., trips, date, start
time, end time, activities, mode, motivation, duration). This gives the descrip-
tion of the different itineraries taken by the individuals during their journey.

Origin-destination data set: The proof-of-concept STT is applied to several
data sets:

– Origin-destination (O-D) survey data realized in 2001 in the Quebec region.
– Cartographic data of the Quebec region municipalities including the road

network.

Origin-destination surveys have been widely used to sketch a region trans-
portation behavior. Origin-destination surveys represent a sample of the activ-
ities and displacements performed by a region household and their members.
Collected data on journeys are coded, processed and used as a reference database
for different transportation analysis. The survey database stores the trips of the
individuals who answered to the origin-destination conducted in 2001 by “la
Société de Transport de la Communauté Urbaine de Quebec (STCUQ)”. Each
row of the database records the journey of a given individual. Practically, the
relation Pattern is merged to the attribute traj of the Person relation, we obtain:

Person(id:integer, idhous:integer, traj:stt, day:date,...)

In order to fully exploit the benchmark data, a re-engineering and refinement
process was undertaken. At the end of the re-engineering and refinement process,
we obtained an experimental database composed of several tables. For instance
the table Houshould holds 4144 households, the table Person holds 9095 samples.

4.4 Experimentation

This section illustrates the potential of the STT approach by a set of queries
addressed to the experimental database and formulated according to the mobility
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behavior context. These queries are formulated in pseudo-code and then mapped
into the Pl/pgSQL language.

Query 1: What are the trajectories that, during the day, cross the downtown
from and to different locations out of it?

This spatial query explores the role of the downtown as a crossing area.
Mapped into Pl/pgSQL, this query is shown below:

SELECT Itinerary(pr.traj)
FROM person pr, city AS cv
WHERE cv.nom_mun = ’Charlesbourg’
AND STT_Cross_Region(pr.traj,cv.zone)
AND not Equals(First_Point(pr.traj), Last_Point(pr.traj))
AND not contains(cv.zone, First_Point(pr.traj))
AND not contains(cv.zone, Last_Point(pr.traj));

Called operations are typical spatial operations. STT Cross Region evalu-
ates the intersection between a STT and a polygon (i.e., downtown). First Point
and Last Point retrieve the origin and destination locations. Figure 4 shows a
cartographic representation of the query result.

Query 2: Which persons leave downton by car at the end of their journey
from their job location after 5 pm?

This query retrieves the individuals working in the downtown while using
their vehicle to leave their working place at a given time. To answer this query,
several conditions should be verified by several constraints and retrieval condi-
tions:

1. The last trip done by an individual should leave from its working place in
the downtown.

2. At this place, the individual performed an activity “Work”. This should be
the last minus one in the activity list.

3. The last trip should end outside the downtown.
4. The last trip should start at 5 pm.
5. The last trip should have a vehicle as transportation mode.

This query specification is made of a set of nested queries that browse the
individual records according to some constraints, e.g., mode, motivation, loca-
tion, time and trip position on the itinerary chaining. Semantic restriction oper-
ations are called to limit the individual trajectory span to the trip/activity pair
(i.e., last and the last minus one). The code used to run the query is shown
below.

SELECT pr.id
FROM (SELECT pr2.id AS pr2,At_Activity_Activity(pr2.traj,

Nth_Actvity(pr2.traj,length(pr2.traj)-1),
Nth_Activity(pr2.traj, length(pr2.traj)-1)) AS AtAA

FROM person AS pr2) AS sub_query,
person AS pr, city AS cv



138 D. Zheni et al.

Fig. 4. Query 1 results

WHERE pr2 = pr.id AND length(pr.traj) >=2
AND cv.nom_mun = ’Charlesbourg’
-- Conditions 1 and 2
AND contains(cv.zone,Last_Point(AtAA))
AND Activities_With_Pupose_Count(AtAA ,’1’) = 1
--Conditions 3 et 4
AND not contains(cv.zone, Last_Point(pr.traj))
AND Last_Time(AtAA)::time >= ’17:00:00’::time
--Condition 5
AND Trips_With_Mode_Count(At_Activity_Activity( pr.traj,

Last_Activity(pr.traj), Last_Activity(pr.traj)),’1’) = 1
ORDER BY pr.id;

The figure 5 displays the location of the results.
Query 3: For each individual making a trip to the downtown, calculate the

duration and length of his/her trip. Also what is the location of each of these
trips compared to the length of the other trips?

This operation derives the first trip of each individual. Such a trip must
start out of the downtown and end inside it. A semantic restriction operation
is called for each trajectory in order to select a sub-trajectory that refers to
the first trip/activity pair. The First Point and Last Point operations retrieve
the trip start and end locations. The Trips Duration operation returns the
time duration. The Spatial Lentgh returns the distance travelled. This query is
defined as follows:

SELECT Spatial_Length(sub_traj), Trips_Duration(sub_traj),
(Spatial_Length(sub_traj)*100)/Spatial_Length(traj))

FROM (SELECT At_Trip_Trip(pr.traj, First_Trip(pr.traj),
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Fig. 5. Query 2 results

First_Trip(pr.traj)) AS sub_traj, pr.traj as traj
FROM person AS pr, city AS cv
WHERE cv.nom_mun = ’Charlesbourg’
AND not contains(cv.zone,First_Point(At_Trip_Trip(

pr.traj,First_Trip(pr.traj),First_Trip(pr.traj))))
AND contains(cv.zone,Last_Point(At_Trip_Trip(
pr.traj,First_Trip(pr.traj),First_Trip(pr.traj))))

) as sub_query;

Query 4: Which individuals can carpool towards the downtown at the start
of the day with a given individual (having an ID equal to 3261401)?

The individual ID is drawn from the survey coding procedures. Individual
candidates to respond to this query should verify the following constraints:

1. They should move to the downtown at the start of the day.
2. Their location should be close to the one of the individual selected.
3. These individuals and the one selected must leave at close times.

In order to formulate this query, spatial, temporal and semantic operations
should be called. Only the first trip is considered. The Postgresql spatial function
contains checks if a spatial object contains another one. The Boolean result
selects a set of records. The selected ones are browsed by the First Point and
Last Point operations to retrieve the first and the last locations of the sub-
trajectories. The distance traveled is quantified and compared to the value equal
to 2500 meters. Finally, to test the temporal neighborhood, the time difference
between the two trajectories and t is compared to a threshold, e.g., 30 minutes.

Figure 6 illustrates the results by displaying the itinerary of the unique indi-
vidual retrieved by the query. The query as coded in Pl/pgSQL is illustrated as
follows.
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SELECT DISTINCT pr2.ID
FROM person AS pr1, person AS pr2, city as cv
WHERE pr1.id = 3261401 AND pr1.id <> pr2.id
AND length(pr2.traj) >= 1 AND cv.nom_mun = ’Charlesbourg’
--first trip’s destination location in the zone area
AND contains(cv.zone, Last_Point(At_Trip_Trip(
pr2.traj,First_Trip(pr2. traj),First_Trip(pr2.traj))))
-- starts trip from near places AND leave at close times
AND distance(First_Point(pr2.traj), First_Point(pr1.traj))<= 2500
AND ((First_Time(pr2.traj)::time <= First_Time(pr1.traj)::time
And (First_Time(pr1.traj)::time - First_Time(pr2.traj)::time)

< ’00:30:00’::interval) OR ((First_Time(pr2.traj)::time >=
First_Time(pr1.traj)::time And (First_Time(pr2.traj)::time
- First_Time(pr1.traj)::time)< ’00:30:00’::interval)));

Fig. 6. Query 4 results

Query 5: Find the trajectories that have some common activity and trip
behaviors

This query searches for individuals that made similar trips. It identifies indi-
viduals with common interests activities and displacement patterns. It calls the
spatio-temporal operation Intersects that checks if two trajectories have some
common events.

SELECT DISTINCT pr1.id, pr2.id
FROM person as pr1, person as pr2
WHERE Intersects(pr1.traj,pr2.traj) AND pr1.id <> pr2.id;

5 Conclusion

This paper introduces an ADT modeling approach oriented to the representation
of a spatio-temporal trajectory. The ADT favors the description of a STT on top
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of a formal algebraic model. The Time Geography theoretical framework provides
a support to the formal definition of the STT trips and activities that represent
the trajectory semantics in time and space. These modeling abstractions facili-
tate the representation of mobility behaviors, trips and activities manipulation
over the spatial and temporal dimensions. The modeling approach is comple-
mented by a set of spatial, temporal and semantic operations. The potential of
the STT approach is illustrated in the context of an origin-destination survey
in the city of Quebec. Future work will be oriented towards an extension of
the manipulation of the functions developed using Pl/pgSQL and to additional
experimental and application developments.
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Abstract. Trajectories have been providing us with a wealth of derived
information such as traffic conditions and road network updates. This
work focuses on deriving user profiles through spatiotemporal analysis
of trajectory data to provide insight into the quality of information pro-
vided by users. The presented behavior profiling method assesses user
participation characteristics in a treasure-hunt type event. Consisting
of an analysis and a profiling phase, analysis involves a timeline and
a stay-point analysis, as well as a semantic trajectory inspection relat-
ing actual and expected paths. The analysis results are then grouped
around profiles that can be used to estimate the user performance in
the activity. The proposed profiling method is evaluated by means of a
student orientation treasure-hunt activity at the University of Twente,
The Netherlands. The profiling method is used to predict the students’
gaming behavior by means of a simple team type classification, and a
feature-based answer type classification.

Keywords: Behavior analysis · Behavior prediction · GPS data · User
generated content

1 Introduction

Trajectories are more than a simple collection of geographical coordinates with
timestamps added to the mix. They represent user actions and can, when inter-
preted properly, lead to an in-depth analysis of behavior and, consequently, user
profiling. As a matter of fact, you are what you “where”!

Research involving trajectories has so far focussed on data management and
data mining aspects at the geometrical levels. Results have led, for example, to
improved telematics services using live traffic assessment by means of vehicle
tracking and, more recently, map construction algorithms resulting into auto-
matic road network generation and updates (e.g. [1]).
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-18251-3 9
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Focusing on the qualitative aspects, semantic trajectory compression meth-
ods have been introduced to reduce the size of the actual trajectory data. Essen-
tially these methods rely on decision points, or, landmarks, in combination with
movement vectors to reduce the number of position samples recorded for each
trajectory. Based on such landmarks, one would be able to characterize move-
ment at a high level based on traversed landmarks.

The scope of this work is now to identify an even higher level of abstrac-
tion and to abstract trajectories into user profiles based on their behavior as
derived from movement. Specifically, we derive user profiles through spatiotem-
poral analysis of trajectory data to provide insight into the quality of informa-
tion provided by users. The context of this work is the creation of a trajectory
analysis component inside a bigger architecture where user profiles and location
profiles play an important role, such as the one discussed in [2]. The presented
behavior profiling method assesses user participation characteristics in a trea-
sure hunt type event. We propose a method that allows us to map trajectories
collected during a treasure hunt to a certain user typology. Our overall method
consists of an analysis, and a profiling/prediction phase. The trajectory data is
analyzed using a timeline and a stay point analysis, as well as a semantic trajec-
tory inspection relating actual and expected paths. Timeline analysis detects the
differences between the users and their changing behavior over time. Stay point
analysis determines where teams spent a significant amount of time and helps us
in assessing the impact of the environment on user behavior. Trajectory inspec-
tion is then used to distinguish between engaged teams and indifferent teams.
The specific dataset used captures the answers and spatiotemporal character-
istics of 100+ students using the dedicated smartphone application developed
for making students acquainted with the city of Enschede. The outcome of the
analysis phase is used as input to the profiling and prediction phase. This work
proposes two methods, team type and answer type classification, to predict the
students’ gaming behavior. Team type classification uses two distinguishing fea-
tures, correctness and distance, to create a total of four profile types. Answer
type classification is based on a total of 10 features overall describing the teams
and their answers. The generated profiles and their features are used as input
to the automated generation of a decision tree to predict answer types. This is
especially useful in scenarios where answer correctness is not as sharply defined,
such as user generated reviews of products or places. To validate our method,
we use a treasure hunt contest as a case study. The data relating to this event
was collected using a mobile application. The application was used by several
hundred students. This treasure hunt was one of the program elements of the
welcome week for new students at the University of Twente, The Netherlands.
The students used 132 devices to participate in the Kick-In Quest using a specific
app on Android and iOS platforms. During the game, GPS data and answers
were collected in real real-time. Using this data and applying our profiling meth-
ods, we can clearly distinguish characteristic user types and reason about the
performance of specific profiles in the game. This final aspect demonstrates that
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trajectory data can be used to successfully reason about the behavior of users
and that we really are what we where!

The outline of this work is as follows. related work is discussed in Section 2.
Section 3 describes the data collection and treasure hunt game in the process.
How this data is then analyzed and how profiles are derived is described in
Section 4. Section 5 discusses the team type classification and the answer type
prediction mechanism. Finally, Section 6 gives conclusions and directions for
future work.

2 Related Work

Work on behavior profiling based on GPS data often describes the analysis and
prediction of travel patterns as for example described in [3–5]. In this paper
however, we focus on the behavioral patterns that follow from this movement,
but not the actual movement patterns themselves. This was also the focus of
Giannotti et al. [6] who use visited regions of interest (such as a railway sta-
tion, bridge, or a museum) and sequential patterns thereof to describe peoples’
movements. Zheng et al. [7] used a similar, but more formalized approach. Spac-
capietra et al. [8] introduced a conceptual model using movement types and
visits to specific points of interest to describe the behavior of people in sequen-
tial patterns including the movement. Yan et al. [9] introduce a framework for
semantic annotation of trajectories using several abstraction layers, and discuss
typical challenges when dealing with trajectory data from mobile devices.

Our timeline analysis resembles the approach taken by Guc et al. [10], but
contrary to their manual annotation approach, the annotation in our work is
done automatically. Our stay point analysis is based on the work by Zheng et
al. discussed in [7].

Several other interesting approaches for computing with spatial trajectories
are discussed in [11]. Recently, two in-depth overviews of the state of the art
in the field of modeling and semantic enhancement of trajectory data were pre-
sented by Parent et al. [12] and Jiang et al. [13]. Behavior, as we discuss it in
this paper, is defined as semantic behavior in [12]: “trajectory behavior whose
predicate bears on some contextual data and possibly on some spatial and/or
temporal data.”

3 Case Study and Data Collection

The trajectory data used in this work was collected as part of a case study that
involved 54 teams comprised of first-year university students, using a total of
132 mobile devices participating in a treasure hunt as part of the new student
orientation. In the following, we describe the event during which the data was
collected, the technology that was used, we provide a description of the collected
data, and describe the pre-processing of the data.
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3.1 Event

Every year, new students are welcomed to the University of Enschede with a
voluntary, but popular welcome week called the Kick-In. As part of the welcome
week for new Bachelor students in 2013, the Kick-In Quest, as seen in Figure
1, took place on a Saturday morning, from 10:00am until noon. The Kick-In
Quest manifested itself as a treasure hunt, in which students had to answer
questions at certain locations using a mobile app. Points were awarded for (i)
answering questions correctly, and for (ii) collected GPS location data. This was
explained to the students using information screens in the app. The students
worked together in teams, and were motivated to use multiple devices per team
to obtain more location points (resulting in more collected tracking data). The
awarded amount of points for correct questions was also based on the proximity
to the question location, which forced students to move around the town center
of Enschede, even if the answer was already known, or could be found online.
Each of the 54 teams that participated had its own designated question sequence,
guiding them to 20 locations. These sequences were put together from a total
of 24 questions and respective locations. It was not possible to look ahead or
change a previously entered answer in the app. In case the app was closed, the
app continued where it had previously stopped.

Fig. 1. Screenshot of the mobile application Kick-In Quest

3.2 Technology

The mobile application was developed using the PhoneGap platform [14]. This
platform allows app developers to build an application as if it were a web page
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using HTML5, CSS, and JavaScript. The features of the mobile device, such as
the GPS sensor, can be accessed through asynchronous JavaScript calls. Phone-
Gap supports many different platforms, but for this app only Android and iOS
were used.

3.3 Collected Data

During the game, trajectory data was uploaded from the mobile devices to a
server as tuples containing the trajectory id and all fields of PhoneGap’s Position
object : latitude, longitude, altitude, accuracy, altitude accuracy, heading, speed,
and timestamp. Furthermore, answer data was uploaded containing the following
information: question ID, trajectory ID, answer, latitude, longitude, accuracy,
and operating system (i.e., Android, or iOS).

500m

Fig. 2. Trajectory before removal of location references based on cell phone tower
locations. The signal keeps jumping back and forth between relatively accurate GPS
positioning and less accurate cell phone tower locations.
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3.4 Data Pre-Processing

Besides several minor data cleaning tasks, such as resolving differences between
the date formats of the different platforms, data pre-processing involved the
removal of location references based on cell phone tower locations and trajectory
point outliers.

Android offers two types of locations: fine-grained locations and coarse-grained
locations. PhoneGap uses the coarse location data when the fine-grained location
is unavailable. This results in trajectories as illustrated in 2. Coarse-grained
locations can be detected by setting a threshold on the accuracy value. Removing
all data points for which the accuracy value exceeds 50m has proven to filter out
all such course points. In addition, by using a realistic threshold for the speed
of the participants, extreme outliers were removed from the GPS trajectories
as well.

4 Spatiotemporal Behavior Analysis

Our first goal in this work is to analyze the trajectory data. Here we use three
methods to get an understanding of the data and the respective patterns in the
participants’ behavior. First, we perform a timeline analysis to observe the dif-
ferences between users, and changing behavior over time. Secondly, we use a stay
point analysis to determine where teams spent a significant amount of time, and
to inspect the impact of the respective environment on the participants’ behav-
ior. Lastly, we inspect the respective trajectories with respect to the expected
trajectories using the question locations.

4.1 Timeline Analysis

The spatiotemporal question-answer behavior results in a specific signature for
each group. Our hypothesis is that by quantifying this behavior, we can eas-
ily identify more or less successful participants. A timeline analysis is used to
relate the behavior of users by means of analyzing the spatiotemporal answering
behavior.

The questions in the treasure hunt were location-bound. This means that the
students were instructed to answer the question at a stated location, even if the
answer would be known or found online. The students were motivated to visit
the location by awarding an increasing amount of points based on the inverted
distance to that location at the moment of answering the question. Therefore,
to score the maximum number of points, the answers needed to be (i) correct,
and (ii) answered at the respective location. Combining right and wrong answers
with close or distance answer locations resulted in the four different answer types
shown in Table 1.

In Figure 3, we provide the timeline analysis graph for our case study. The
x-axis represents the time, the y-axis represents the team number. The teams
are ordered on the time of their first answer, starting at the bottom. The bar of
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Table 1. Spatial Question/Answer categories

Close Distant

Correct Correct Close (CC) Correct Distant (CD)
Incorrect Incorrect Close (IC) Incorrect Distant (ID)

each team consists of a sequence of answers and the time it took to answer each.
The longer each bar, the longer it took to answer. The four colors represent
the four answer types. CC answers are illustrated in green, CD in blue, IC
in yellow, and ID in red. For each answer, the start of the bar represents the
moment at which the question is presented on the screen, and the end of the
bar the moment the answer is entered in the application (with a small degree of
freedom for visualization purposes). For teams that used multiple devices, only
the first given answer is considered, because the mobile application often hints
at the correct answer after an answer is provided. This influenced the answering
behavior on the other devices.

The green (CC) answers, which are correct in both actual answer and loca-
tion, are more prominent towards the beginning of the game. CC answers take a
substantial amount of time to obtain, since the students have to move to the right
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Fig. 3. Timelines of teams. Colors indicate answer types. Highlighted teams are dis-
cussed in detail below.
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CC
328 (35%)

CD
418 (44%)

ID
152 (16%)

IC
43 (5%)

Fig. 4. Answer type frequencies. Only the first answer for each team has been taken
into account, in case a team participated with multiple devices, since the explanation
in the next screen often revealed the correct answer.

location. Therefore, a large part of the graph is green. Therefore, this visualiza-
tion type is very suitable to get insight into the amount of time spent on certain
behavior. If additionally it is of interest to see the ratio of behavior occurences,
other techniques can be used, such as the pie chart of answer types in Figure 4.
A closer look at Team 33, for example, shows a very green timeline, while only
9 out of the 20 answers are actually CC answers. The team with the highest
percentage of CC answers was Team 16, with 12 out of the 13 answers correct
and at the right location. Not only did this team have the highest percentage,
the score of 12 was a tie for the highest number of CC answers. A deeper analysis
of the data for this specific team gave us insight in their behavior. The reason
that this team could achieve this high number of CC answers without skipping
questions, by providing a CD or ID answer in between, was that it participated
with four devices, and split up into a walking group with two devices, and a
cycling group with two more devices. Judging by the perfect timing of which
devices were used to answer the question first, we can conclude that they must
have communicated about this throughout the game.

From this timeline, we can detect several team behavior types. Some teams
were indifferent about the outcome of the entire game, which is reflected by a late
starting time, short answering times, and many incorrect answers (e.g., Teams 51
and 52 in Figure 3). Other teams were indifferent about answering the questions
at the right location, while still trying to answer questions correctly (e.g., Team
2). Teams like Team 1 just wanted to finish the game. Finally, teams like Team
16 were dedicated throughout the entire game. From those teams that played
the game all the way until the end, there is another behavior pattern that can
be detected. They rushed towards the end of the game. This can be seen by the
many CD and ID answers towards the end (e.g., Team 33). Another important
observation is that there were barely any teams that were consistent in their
answer types, except for team 16 that has a nearly entirely green timeline. A
deeper analysis of this observation was done using the bar chart in Figure 5. This
chart, combined with the knowledge of question locations from Figure 6, shows
that remotely located questions were fare less popular to be answered near the
stated location.
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Fig. 5. Answer type frequencies by question ID. Questions 21 and 22 were located
remotely, and therefore had a large amount of CD (blue) and ID (red) answers.

In addition to the timeline analysis, different visualizations are useful to
compensate for the coloring bias that is induced by the fact that some behavior
requires more time than other behavior. In the treasure hunt case for example,
CC answers require more traveling time than CD answers. This results in an
overall “greener” graph, while the pie chart in Figure 4 shows that CD answers
(blue) are actually more common.

4.2 Stay Point Analysis

Stay point analysis is another form of a spatiotemporal analysis that provides
insight into the most significant locations of the people’s stop-and-go behavior.
Stay points are defined as points where the speed was below a certain threshold
for a respective time period. This analysis is uncoupled from that what the
students were asked to do (answering questions), and gives us more insight into
what they actually did besides playing the game.

In our case study, we use a speed threshold of 1m/s and a stay threshold
of 30s. To overcome the problem of GPS signals bouncing around when no, or
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Fig. 6. Stay points derived purely from GPS data. Blue circles indicate detected stay
points, the red circles and numbers indicate the question locations. The park in the
northwest corner is the location of the event that took place afterwards. Question 4 (in
the southeast) was in a supermarket.

little movement is observed, we did not use the typical sampling rate of 1Hz, but
compared the position with to a GPS signal sample of 5s ago (under-sampling).

The results of this analysis are shown in Figure 6. The red circles are the
actual question locations. Blue circles are used to visualize the stay points after
clustering them on a trajectory basis. Multiple blue circles located close to each
other therefore represent multiple trajectories slowing down significantly in that
area. For visualization purposes, the radius size of the question location circles
has been reduced to 25m, as opposed to the 100m used to distinguish between
“close” vs. “distant” answers in the timeline analysis.
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Several groups of stay points can be detected. The cluster of points in the
upper left corner of the map reveals the location of the next program element for
the students. Several teams went to this location early, or left the app running
while the game was already over. The game was initiated near the center of the
map. This is where the students were supposed to gather, and obtained a team
code to start the app. Question no. 4 was to be answered inside a supermarket.
The cluster of stay points in the lower right corner of the map surrounds that
location. Judging by the time spent near this supermarket, several students
went into the supermarket for more than just the answer of the question. The
slow movement afterwards is probably caused by the consumption of snacks and
drinks afterwards.

4.3 Trajectory Inspection

To gain further insight into the behavior of individual teams, we carried out a
visual inspection of trajectories. This revealed some challenges as several teams
had turned off their GPS tracking between answering questions. Also, we could
cluster the trajectories into four types, (i) barely moving, (ii) not leaving the
center of the town, (iii) leaving center of town once, and (iv) moving around.

Figure 7 shows examples of different trajectory types. However, no clear
correlation could be found between the correctness of answers and the movement
patterns of the teams. For example, Team 25 for example answered 10 questions,
all correctly, without moving substantially.

5 Behavior Prediction

In many scenarios of behavior analysis, the correct behavior is unknown. An
example scenario is the analysis of reviews and ratings of geo-referenced objects,
such as restaurants. The ability to distinguish serious users from the less serious
ones, allows us to predict the quality of their content. In the case study, we
have this information on answer correctness, and used this as a ground truth to
validate two prediction mechanisms built using our approach. The first one, a
simple team type classification, is mainly based on the outcome of the timeline
analysis. For the second one, a machine-learning approach to predict the answer
types, we have used the outcome of all three analyses.

5.1 Team Type Classification

A simple team type classification categorizes teams into four groups using (i)
start time and (ii) average speed of each team. Table 2 shows the resulting four
types. Teams that started within 2000s of the first starting team were classified
as early starters. The cut-off speed between the slow and fast teams was set
at 1.2859m/s, the median speed of all teams. For teams that participated with
multiple devices, the entire travelled distance was divided by the total amount
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(a) Type 1 - Team 51 barely participated
and answered the questions from a cafe
near the start of the event.
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(b) Type 2 - Team 1 participated, but
did not leave the center.
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(c) Type 3 - Team 14 actively partici-
pated and moved somewhat around to
answer questions.
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(d) Type 4 - Team 16 actively partici-
pated, and visited even remote question
locations.

Fig. 7. Raw trajectories of several teams. Each device (per team) has an own color for
the trajectory. The red numbers indicate the question locations for that specific team.
Teams were unable to look ahead to the next questions.

of time the devices submitted a GPS signal. Teams that answered less than 10
out of the 20 questions were not taken into account for this classification.

The radar charts in Figure 8 show the distribution of answer types for each
team type. Each of the four axes represents the corresponding answer type.
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Table 2. Team characteristics

High average speed Low average speed

Early start time Serious Get-It-Over-With
Late start time Rushed Indifferent

Again, it can be seen that IC (incorrect + close) answers are very uncommon
(none of the teams had more than 20% IC answers), which also makes them
hard to predict. CC answers (correct + close) are much easier to predict and are
especially common among the teams classified as Serious. CD (correct + distant)
answers are especially common among Get-It-Over-With teams. ID (incorrect +
distant) answers can be found primarily among Indifferent teams, and to a lesser
degree among Rushing teams.

5.2 Feature-Based Answer Type Classification

Rather than classifying team behavior, we, in the following, examine answer type
behavior. We created nine features to describe the team’s behavior in general,
and one feature to compare the answer to the answer of other teams:

On a team basis we record the following features.

1. start time,
2. average speed of all the team’s trajectories (total distance divided by the

total time),
3. maximum covered distance,
4. time spent using the application,
5. number of devices,
6. median distances travelled between answers,
7. median time elapsed between answers, and
8. number of stay points

To relate the response to other teams, we also record

9. whether or not the answer is prevalent answer of all teams.

We use a brute force approach to find the combination of features that leads
to the best F -measure (the harmonic mean of precision and recall as commonly
used in Information Retrieval) for answer correctness prediction. The best com-
bination of features to predict CC answers turned out to be a combination of
the (i) start time, (ii) the duration, (iii) the median distance between answers,
and (iv) whether or not the answer is the prevalent answer of all the teams.

To validate the results of this method, we carried out a 10-fold cross vali-
dation. Compared to the baseline method, which assumes all answers are CC
answers, this prediction mechanism performs well in precision (0.5369), decent
in recall (0.5321) and also performs slightly better in F -measure (0.5274) than
the baseline method. Since the majority vote is a very strong feature for answer



156 V. de Graaff et al.

CC

CD

IC

ID1

1

0.8

0.8

0.6

0.6

0.4

0.4
0.2

0.2

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

(a) Serious teams have a strong tendency
towards CC answers.

CC

CD

IC

ID1

1

0.8

0.8

0.6

0.6

0.4

0.4
0.2

0.2

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

(b) Get-it-over-with teams have a strong
tendency towards CD answers.

CC

CD

IC

ID1

1

0.8

0.8

0.6

0.6

0.4

0.4
0.2

0.2

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

(c) Rushed teams typically have a high
ratio of CD and ID answers, and very
little CC answers.

CC

CD

IC

ID1

1

0.8

0.8

0.6

0.6

0.4

0.4
0.2

0.2

0.2

0.2

0.4

0.4

0.6

0.6

0.8

0.8

1

1

(d) Indifferent teams have a strong ten-
dency towards of ID answers.

Fig. 8. Radar charts of answer types for each team type. Each of the four axes repre-
sents the corresponding answer type.

correctness prediction, results are even better when we predict ID answers, with
an F -measure of 0.8686.

This section has shown two methods of how to use aspects (features) of “rich”
trajectory data to predict user behavior. While the results are encouraging, we
will in subsequent work experiment with larger datasets to verify these findings
and improve on our methods.

6 Conclusions and Future Work

Trajectory data is so more than a temporal sequence of position samples. Com-
bined with the right metadata, as in this case question/answer behavior in a
treasure hunt, it represents rich spatiotemporal data that can be used to ana-
lyze user behavior, which is a first step towards the creation of user profiles.
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This work has shown how behavior patterns can be detected from trajectory
data using several types of analyses. Although these methods have been derived
in the context of a treasure hunt scenario, they are generally applicable for the
analysis of “rich” trajectory data. The stay point analysis can be used to detect
station locations in commuter data, taxi stops, traffic lights, and traffic bottle
necks. The timeline analysis is useful for contrasting the behavior of people. In
the specific visualization, the colors of the bars can represent other classification
technique, such as for example sentiment analysis. Using the various analysis
methods, this work demonstrates user behavior prediction based on various fea-
ture sets of the semantic treasure hunt trajectory data. Experimental evaluation
has shown that indeed user behavior is codified in this trajectory data.

We can give the following directions for future work. Recently, we collected
a new trajectory set using a similar setup, but with less potential for game-
breaking behavior. This new data set will be used to detect Point-of-Interest
visits from trajectory data, which can be used for building user profiles at another
abstraction level. Similar to the virtual disc around the question locations in
this paper, induced by the 100 meter vicinity criterium, Polygons-of-Interest,
as discussed in [15], can then be used to detect the presence in a pre-defined
area. Our goal will be to derive automatic methods for the profiling of users
based on their rich trajectory data. Such profiling approaches will be especially
helpful when trying to assess movements of large groups of people, e.g., urban
commuting behavior, tourism, and large scale events.
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Abstract. Managing the data generated by emerging spatiotemporal
data sources, such as geosensor networks, presents a growing challenge
to traditional, offline GIS architectures. This paper explores the develop-
ment of an end-to-end system for near real-time monitoring of environ-
mental variables related to wildfire hazard, called RISER. The system
is built upon a geosensor network and web-GIS technologies, connected
by a stream-processing system. Aside from exploring the system archi-
tecture, this paper focuses specifically on the important role of stream
processing as a bridge between data capture and web GIS, and as a
spatial analysis engine. The paper highlights the compromise between
efficiency and accuracy in spatiotemporal stream processing that must
often be struck in the stream operator design. Using the specific example
of spatial interpolation operators, the impact of changes to the configu-
rations of spatial and temporal windows on the accuracy and efficiency
of different spatial interpolation methods is evaluated.

1 Introduction

Geosensor networks present a range of challenges to traditional GIS architec-
tures, including dealing with large volumes of highly dynamic data and the inher-
ent unreliability of such geosensor networks. Nevertheless, connecting geosensor
networks and web-GIS holds the potential for fine-grained monitoring in near
real-time of important environmental changes.

In the paper we explore the architecture of a research prototype, called
RISER, that uses geosensor networks and web GIS technologies to monitor envi-
ronmental variables relevant to wildfire hazard. A key component of the architec-
ture is the stream processing system, which provides a bridge between streaming
geosensor data and a traditional spatial database, generates real-time notifica-
tions, as well as performing real-time spatial analysis. The paper demonstrates
the potential of stream processing in this architecture through the example of
spatial interpolation.

The key contributions of this paper are: 1. the presentation of the architec-
ture of our system, integrating stream-processing with a geosensor network and

c© Springer International Publishing Switzerland 2015
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web GIS technologies; 2. a detailed investigation of the design of stream pro-
cessing operators for spatial interpolation; and 3. an empirical exploration of the
characteristics of spatial interpolation operators that provide a suitable balance
between accuracy and efficiency.

Following a review of related literature connected with scalable and online
spatial algorithms (Section 2), Section 3 describes the architecture of the RISER
system, in particular highlighting the central role of the stream processing plat-
form. Section 4 outlines the implementation of stream operators for online spatial
interpolation. Section 5 tests these operators with a large simulated spatial data
set, while Section 6 concludes the paper with a look at future work.

2 Background

The development of portable, low-cost, and power-efficient wireless sensor nodes
and sensors is enabling the widespread use of wireless geosensor networks [19].
Sensor networks typically consist of tens or hundreds of nodes continuously sens-
ing their environment. In the future, these networks are expected to scale to
thousands or even millions of nodes.

Traditional GIS architectures are well-adapted for offline algorithms. In an
offline environment, an algorithm is expected to have complete information about
the input data to be processed. However, emerging data sources, such as wire-
less sensor networks, are much more suited to online processing. In an online
algorithm, the algorithm cannot know in advance what data it will receive, and
must instead deal with new data sequentially as it arrives [1]. Clearly, real-
time geosensor networks require an online information processing environment,
accepting new data as it is generated. Conventional offline spatial algorithms
cannot always be easily adapted to an online environment, because of the com-
putationally intensive nature of many spatiotemporal algorithms combined with
the need for generating results in real time [11].

Fundamental spatial algorithms are frequently computationally intensive. For
example, spatial interpolation methods such as thin plate spline [8] and Krig-
ing [18] require the solution a large set of linear equations. Similarly, although
efficient database joins have been developed in the specific instances of object
tracking and spatial event detection [2,3,13], in general the problem of spa-
tiotemporal joins remains computationally challenging in an online environment.
Thus, a key challenge for online spatial algorithms is scalability.

One approach to increasing efficiency that has a long history in GIS is paral-
lelization [10,14]. The challenge of parallelization is to identify a decomposition
of the computation that can be efficiently solved using a divide-and-conquer
approach. This decomposition is frequently spatial, an instance of data paral-
lelism. For example, Nittel et al. [15] solved the online k-mean clustering problem
for spatial data by first dividing data into spatial subregions small enough to be
stored in the in-operator memory. Serial k-mean clustering is then conducted over
each subregion to obtain a set of weighted centroids. These are then recombined
using a single, efficient pass of a weighted k-mean clustering. Data paralleliza-
tion is also used in [11], where source and target data points are divided using
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a uniform grid decomposition to efficiently compute an IDW (inverse distance
weighting) interpolation. Our approach in this paper similarly uses a uniform
grid decomposition of source data points as a part of one of our interpolation
operations.

An alternative to spatial decomposition is decomposition by task. For exam-
ple, task decomposition schemes have been developed for IDW [5,6,17,24] and
Kriging [9] spatial interpolation. These interpolation algorithms runs in parallel
for each target point in the surface. Thus, every target point in the surface is
interpolated with access to the whole source data, leading to an exact solution,
but no reduction in overall computational load. Combinations of task and spatial
decomposition are also possible (e.g., [7]).

Instead of parallelization, another possibility is to subsample the data streams,
reducing the computational overheads by computing with a smaller data set. Uni-
form (blind) sampling is simple and fast, but it does not take into account the spa-
tial and temporal characteristics of the data stream. Instead, Jin et al. proposed a
spatial subsampling approximation to the k-mean clustering problem in [12]. The
algorithm first applies serial k-mean clustering to a small random (blind) sub-
sample from the original data set. Next, the algorithm iteratively adds further
data points from the complete data set to this initial subsample based on prox-
imity to the boundary of clusters. Dependent on the number of iterations, the
approach reduces both the time complexity and the accuracy of the clusters pro-
duced, although the requirement to store the entire data set does not change the
space complexity. In a similar way, Ali et al. used stored sensor data about past
changes to estimate the likelihood that new data will provide important informa-
tion about monitored events [4]. The approach then subsamples and prioritizes
processing based on this estimate. Another important area for subsampling strate-
gies has been streaming trajectory data. Subsamples may be based, for example,
on whether new data strongly indicates a change in the direction of movement of
an object [21] or deviation from its expected trajectory [23].

In this work, we apply ideas from both parallelization and subsampling in
the development of a stream operator for spatial interpolation in the context of
an online algorithm.

3 Architecture

The RISER project (resilient information systems for emergency response) aims
to develop new technologies and information systems capable of capturing, col-
lating, and communicating timely and relevant information, even in the extreme
and unexpected circumstances surrounding an emergency. As part of this project,
a prototype system for real-time environmental monitoring of changes relevant
to wildfire hazard has been developed and deployed. The RISER system has
three main components:

– RISERnet: RISERnet is a redeployable research wireless sensor network
for monitoring environmental changes. The network currently consists of 70



164 X. Zhong et al.

a. RISERnet geosensor mote b. RISERview iPhone interface

Fig. 1. RISERnet wireless sensor mote in Olinda, Victoria (a) and RISERview web-
interface to real-time sensor data (b)

wireless sensor motes (Libelium Waspmotes), with on-board sensors moni-
toring environmental parameters including temperature, humidity, soil mois-
ture, solar radiation, wind speed and direction. The network has been
deployed in wildfire-prone environments in Olinda, in Powelltown, and in
Anglesea, in Victoria, Australia (Figure 1a). The motes are on average about
80m from their nearest neighbor. Different network topologies have been
adopted across the three sites. The Olinda network consists of 40 sensor
motes which were deployed on a 4 × 10 grid. In Anglesea, a star topology
was adopted. The Powelltown site has heterogeneous vegetation so an irregu-
lar deployment was used, in order to form a robust multi-hop mesh network.
The motes were distributed more densely in dense-vegetation regions, where
RF attenuation is higher. In sparse-vegetation regions, the motes are farther
from each other.

– RISERview: RISERview is a web-based interface to data from RISERnet.
The Leaflet-based map interface includes a timeslider to allow access to both
real-time and historical sensor data, as well access to detailed current and
historical data from individual nodes (Figure 1b).

– Middle-tier: The architecture middle tier is constructed from a PostGIS
spatial database for historical data storage and a stream processing system
for notifications, spatial analysis, and bridging the PostGIS spatial database
and the streaming sensor data.

The overall RISER system architecture is shown in Figure 2. Each geosensor
node in the RISERnet network captures data from its on-board sensors a regular
intervals (configurable, but by default every 15 minutes). Nodes communicate
real-time sensed data to on of four special gateway nodes (called Meshliums)
via a wireless (WiFi) multihop mesh network. Gateway nodes forward aggre-
gated data via a 3G WAN connection to the stream processing platform, imple-
mented in IBM InfoSphere Streams. The stream processing platform is discussed
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further in the following section. Amongst its functions the stream processing
platform updates the PostGIS spatial database with new data tuples. In turn the
RISERview user interface presents current and historical data from stored in the
spatial database based on a Node.js server, a Leaflet map interface, and a D3.js
interface to the graphs of historical data at each node.

3G/GPRS
to Internet

WiFi
mesh

network
Gateway

(Meshlium)

Sensor Motes
(Libelium Waspmotes)

Stream platform
(IBM InfoSphere

Streams)

Spatial 
database
(PostGIS)

User interface
(Node.js, Leaflet, 

D3.js)

RISERnet Middletier RISERview

Notifications, alerts, 
spatial analysis, ...

Fig. 2. RISER system architecture

3.1 Stream Processing

Stream processing systems are amongst the most familiar class of information
systems that adopt an online approach to information processing. In a stream
processing system, online algorithms are implemented as operators that can be
applied to dynamic, sequential input data sources (termed “streams”). Just like
a GIS, one can approach the architecture of a stream processing platform from
the perspective of the key functions of a spatial database: data capture, storage
and management, retrieval, and analysis.

Data Capture. Traditional databases are not well-adapted for frequent updates
and highly dynamic data (a challenge that some other areas, such as moving
object databases, have also faced [25]). In most spatial databases, the capture
of new data is a relatively infrequent operation, with data occasionally input,
for example, from stored spatial data files. By contrast, in stream processing
systems, data capture is continually occurring. Typically, such data consists of a
sequence of timestamped tuples, each containing a spatial reference (e.g., a point
or polygonal region), some measured observations (such as temperature or soil
moisture), and potentially an object identifier (e.g., the identity of the person
or vehicle to which that tuple refers). In stream processing, data steams are not
allowed to be blocked in any situation: the stream processing system must be
ready to accept new data items at any time, even at uncertain and time-varying
rates.
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Data Storage and Management. In traditional databases, data once captured
can be restructured and managed at any time, for example through generation
of indexes. In stream processing systems, however, data once captured must be
managed “in motion” and input tuples may only be seen once at a stream’s input
port [16]. Thus, stream processing systems involve the design and definition of
a workflow, where data is passed through a sequence of stream operations as
it is received. Stream operations can include “split” (to split and send multiple
copies of the stream in parallel to different process); “filter” (to discard data
that does not meet some criteria); “aggregate” or “functor” (to perform some
processing operation upon the data, such as spatial analysis, below); as well as,
for example, storage in a traditional database for subsequent offline query and
analysis (cf. Figure 2).

Another key restriction of stream data storage and management is that the
order of input tuples is decided by upstream operators [16]. Thus, it is not
possible to rely on tuples arriving at an operator in the order of their timestamps.
The distinction is akin to the conventional distinction between valid time (the
time at which a change or observation occurred in the world) and transaction
time (the time when transaction involving a data item occurred in the database)
in temporal database systems [26]

Data Retrieval. Efficient retrieval of data is a key function of databases. A
wide range of ingenious spatial indexes, for example, ensure that complex and
voluminous spatial data can still be retrieved efficiently from a spatial database.
However, because of the continuous and high rate of update of data streams,
an important challenge of stream processing systems is to make efficient use
of volatile (rather than persistent) memory. Thus a key restriction of stream
processing systems is that only a limited number of tuples can be saved in the
in-operator (volatile) memory [16]. Tuples that are not needed frequently can still
be stored and indexed in persistent database storage, and retrieved as required.
However, efficient and low-latency stream operations also typically require a
significant amount of data in volatile working memory.

Data Analysis. Finally, at the core of any stream processing system is its stream
operations: the online algorithms that enable efficient and accurate processing of
dynamic data. Just like a spatial database system, a spatiotemporal stream pro-
cessing platform is expected to implement spatial data analysis functions, such as
computing geometric or topological spatial relations, performing network anal-
ysis, or spatial interpolation. The challenge of designing spatiotemporal stream
operators is to scale to large data volumes and high data rates, at the same time
as achieving low latency, near real-time execution [17]. Further, the results of
a stream operator should still be of comparable accuracy as the conventional
offline alternative [16]. Balancing the needs for both high scalability and high
accuracy is at the core of spatiotemporal stream operator design.
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3.2 Stream Processing Platform

RISER uses IBM InfoSphere Streams, a commercial stream computing platform
with a modular, component-based programming model. Developers are able to
build user-defined functions and operators with C++ and Java APIs, integrated
using InfoSphere Streams own Stream Programming Language (SPL). The plat-
form offers specific functionality within a number of toolkits:

– SPL Standard toolkit : includes data source and sink operators, utility oper-
ators, and relational operators.

– Geospatial toolkit : offers a limited number of functions for spatial analysis
and supports different earth models (e.g., WGS84). Developers can define
point, line, and polygon objects; calculate the distance between two points
under different earth models (distance function); convert distance between
different unit systems; and determine whether an objected is contained in a
polygon object (isContained function).

– Database toolkit : provides a set of SPL operators that can integrate a stream
programs with most external database systems.

– Complex Event Processing toolkit : developers can define their own “patterns”
for events to detect and track.

– Mining toolkit : provides operators for data classification, clustering, regres-
sion, and associations.

– R-project toolkit : provides access to the R statistical computing environment.
– TimeSeries toolkit : facilitates time series data analysis on the InfoSphere

Streams.

In RISER, the stream processing platform forms the bridge between the
data streams emanating from the geosensor network and all the other uses of
these streams. For example, a notification service can easily be implemented as a
stream operator to immediately alert engineers when nodes or sensors appear to
have developed a fault (e.g., become non-responsive or generate spurious data),
or when sensor values go beyond predefined thresholds. The stream processing
platform also updates a conventional spatial database (PostGIS) as new data
from the sensor network is received, which in turn is used for the basic user
interface (RISERview, Figure 2). However, in the following section, we examine
the development of a suite of stream operators to perform online spatial analysis
on the sensor data streams.

4 Stream-Based Spatial Interpolation Operator

While the positions of sensor nodes in the field may be irregular (as described in
section 3), bushfire spread simulation tools, such as PHOENIX RapidFire [22],
require regular, gridded inputs. Hence in order to connect the RISERnet streams
to such tools, the measurements need to be interpolated spatially. Moving beyond
using streams for simple notification and database update, a stream-based inter-
polation operator was required for monitoring spatial change no only over the
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point locations of sensors, but interpolated over the whole monitored space. The
operator needed to be efficient, scaling to not only tens or hundreds of nodes,
but the thousands of nodes or more envisaged in future larger deployments.

Before exploring the performance of the interpolation operator, in the fol-
lowing section, In this section, we briefly outline the key design concepts used
in constructing the stream interpolation operator, with reference to two funda-
mental stream constructs: ports and windows.

4.1 Ports

A fundamental part of the anatomy of any stream operator are its input and
output ports. Input ports accept data from streams, as well as potentially other
sources (such as configuration parameters); the results of processing the input
streams itself produces one or more data streams, generated at the output ports.
Operators in InfoSphere Streams are composable, where the outputs of stream
operators can be connected to the inputs of other operators in a workflow (see
Figure 3).

Fig. 3. Polymorphic spatial interpolation operators embedded in RISER stream
workflow

Our stream interpolation operator is designed to support four common spa-
tial interpolation algorithms: inverse distance weighting (IDW), natural neigh-
borhood (NN), thin plate spline (TPS), and ordinary Kriging (OK). While these
spatial interpolation techniques differ widely in their specific algorithmic details,
from the perspective of a stream processing system they are structurally similar,
requiring two input ports and one output port (see Figure 3).

The first input port is configured to accept the source points for the interpola-
tion (in our case, those data items from the geosensor network). The attributes
of these source tuples must include the coordinates and values at the source
points. The second input point accepts tuples describing the set of target (out-
put) points for which data will be interpolated. These tuples contain simply the
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coordinates of the target points. The single output port outputs the interpola-
tion results: the values interpolated at the target points based on the data from
the source points.

InfoSphere Streams allows stream operators to be polymorphic. Given the
commonality in underlying structure, all four spatial interpolation algorithms
were implemented within a single stream operator. The underlying code imple-
menting each specific algorithm was written using a combination of Perl and
C++. A configurable parameter allows the underlying structure to be reused,
and the user to specify which of the four interpolation algorithms are required
at a particular time.

4.2 Windows

Another fundamental concept in stream operator design is windowing. For many
operations, including spatial interpolation, it does not make sense to process
each input data tuple individually, immediately it is received. Rather, incoming
data from a stream may need to be held in a buffer for a short while in order for
a stream operator to process a batch of recent data together. A port’s windowing
type and policy defines the characteristics of that buffer.

Temporal Windows. Temporal windows decompose data streams into dis-
crete units for processing. Two of the most common types of temporal window
are tumbling windows and sliding windows. A tumbling window has a flush pol-
icy, which specifies when the entire contents of the window is expunged. Thus,
streaming data is continually input into the window, until the flush policy is
triggered and the process begins again. A sliding window is akin to a FIFO list,
and is configured through a trigger policy and an eviction policy. When the
trigger policy is satisfied, the window generates an event to execute a function
on the tuples currently in the window. When the eviction policy is satisfied, the
window expunges old tuples from the window.

These policies can be count-based (e.g., dependent on the number of tuples in
the window); time-based (e.g., dependent on the maximum difference in times-
tamps between valid tuples in the window); delta-based (dependent on the max-
imum difference in value between valid tuples in the window); or in the case of
tumbling windows punctuation-based (based on an “signal” from an upstream
operator that the window should be flushed). Although not all stream process-
ing platforms implement all policy types, count-based and time-based policies
at least are common to any stream processing system (cf. [20]).

In the case of our spatial interpolators, the windowing type and policy has
a critical role in controlling the stream operator. The second input port (target
points) of the operator supports only punctuation-based tumbling windows. This
ensures as many target points as needed can be provided, and only explicit
punctuation by an upstream operator can cause the target points to be reset.

The first input port (source points) of our operator is configured as a tumbling
window, rather than a sliding window, since source points need to be processed
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once, as a set, once sufficient source data has been received from the stream.
This port supports any of count-based, delta-based, time-based, and punctuation
based tumbling temporal window configurations. When this port’s window is
flushed, an event is generated that causes the expunged set of tuples from the
window to be treated as source points for the chosen spatial interpolation. The
values at the target points are interpolated and submitted to the output port,
followed by a window marker punctuation to inform the downstream operators
that the most recent interpolation is finished.

Spatial Windows. Unlike temporal windows, InfoSphere Streams does not
offer native support for spatial windows. However, it was straightforward to
develop code for implementing four types of spatial windows—extent-based,
distance-based, k-proximity, and tessellated spatial windows, after [20]—based
on existing functionality.

Distance- and Extent-based Spatial Windows. Distance-based windows filter out
data in the stream that is greater than some specified distance from a known
point. Extent-based spatial windows generalize distance-based windows by fil-
tering out data in the stream that falls outside the extents of a defined region,
potentially of arbitrary shape. In practice, however, the region covered by an
extent-based spatial window must be able to be defined by an expression with
finite number of variables (such as a polygon).

In implementing distance- and extent-based spatial windows, a custom stream
operator was constructed using the distance and isContained functions native
to the Geospatial Toolkit (distance-based and extent-based spatial windows,
respectively).

k-proximity Spatial Windows. k-proximity windows are applied over the loca-
tions in the stream, finding the k-nearest neighbors (kNN) for each of a set of
input seed points [20]. A k-proximity spatial window operator was implemented
in a similar way to the distance-based spatial window, with the addition of an
efficient k-nearest neighbors search algorithm (based on the nn-c library).

Tessellated Spatial Windows. A tessellated spatial window operator is a gener-
alization of an extent-based spatial window to a partition of space (such as a
grid). Thus the tessellated spatial window operator works in a similar fashion
to the extent-based spatial window. The key difference is instead of filtering out
tuples outside the defined extent, the tessellated spatial window operator adds
a new attribute to every tuple based on the ID if the region in which the tuple
is contained.

As we shall see, spatial windowing, and in particular tessellated spatial win-
dows, play an important role in making spatial interpolation scalable in the cases
of OK (ordinary Kriging) and TPS (thin-plate spline) interpolation.
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5 Results

The spatial interpolation stream operators were successfully implemented, and
operate smoothly and in real-time upon the geosensor network data generated
by RISERnet. However, in order to provide a more rigorous test, the operators
were also tested on simulated data for two reasons: 1. simulated data allows us to
know the “true” surface and compare evaluate accuracy of different operator and
windowing options; 2. simulated data allows arbitrarily large sets of source data
points to be generated, where today’s real geosensor networks are still limited
in size to only tens or hundreds of nodes.

5.1 Experimental Design

Simulated Surface. A dynamic temperature field was simulated using a mix-
ture of 2,000 Gaussian functions. The signs of these functions obey a first-order
binomial distribution B(1, 0.5). The centers of the Gaussian functions are dis-
tributed uniformly across the test area. The ranges of the Gaussian functions is
a uniform random number between 0.2 and 0.3. A snapshot of the temperature
field is shown in 4.
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Fig. 4. A snapshot of the “true” simulated surface to be interpolated

Simulated Network. Further, up to 32,000 randomly distributed wireless sensor
nodes connected via a total of 16 gateways were assumed to be deployed across
the simulated testing area. Like a real sensor network, the simulated sensor nodes
formed a multi-hop mesh network and forwarded sensed data to their nearest
gateway (see Figure 5a, with gateways marked and subnetworks differentiated
using different colors). The input tuples to the stream interpolation operator
was generated by sampling this surface with data captured at these points by
simulated sensor nodes. As for RISERnet, the nodes and the subnetworks are
synchronized, with nodes reporting sensor readings to the associated gateway
periodically. The gateways then relay the readings to the stream system.

However, geosensor networks are inherently unreliable. Nodes may occasion-
ally fail to correctly generate or communicate data for a variety of reasons, and
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Fig. 5. Simulated temperature field and wireless sensor network (a), along with subset
of dots of which the colours illustrate the subnetworks. Gateways are represented by
the circles with a cross.

data is frequently lost either in communication or at the source. Nodes further
from the associated gateway require more hops to relay a message, increasingly
the likelihood of data loss. To improve the realism of our simulation, the possi-
bility of successful communication is also modeled as:

P (r) = (1 − g) exp
(
− r2

2σ2
r

)
+ g (1)

where r is the distance from the node to the associated gateway, g = 0.1 is the
nugget, and σr = 0.25. Figure 5b shows an example realization of the subset
of successfully communicating nodes at one particular epoch. In practice, this
means approximately 30% of the data from the network is successfully received
by the stream processing operator at any one epoch. Thus for a network of 8,000
nodes, on average 2,500 data points may actually be received and processed at
any one epoch. This high level of attrition reflects the extremes of our practical
experience with real networks wireless geosensor networks like RISERnet, where
at any one epoch substantial proportions of data may be lost, even though over
time very large volumes of data are received.

Spatial Windowing. The computationally intensive nature of spatial interpola-
tion necessitated the use of tessellated spatial windows to partition the networks
into tractable subregions. Three different spatial partitions were tested, shown
in Figure 6: a regular grid; the Voronoi diagram, based on the locations of gate-
ways as seeds; and a customized scheme based on the Delaunay triangulation of
the gateway locations.

To aid comparison, the three partitions were designed with the same number
of elements in the partition (16). The grid-based decomposition is straightforward
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Fig. 6. Three tessellated spatial window schemes: (a) uniform grid; (b) Voronoi dia-
gram; and (c) Delaunay triangulation-based partition

to generate. The Voronoi-based decomposition reflects the subnetworks. The
Delaunay-based triangulationexplicitly combinesdata fromdifferent subnetworks.
Later experiments will investigate the effects of the different windowing schemes.

5.2 Interpolation Technique

Figure 7 depicts typical results from applying the different interpolation opera-
tors, in this case to a simulation with 8,000 sensor nodes (approximately 2,500
tuples points at each epoch). Figure 7a shows the mean processing time for our
stream operator to generate the output using the different interpolation methods
and Voronoi-based spatial windowing. Figure 7a shows the mean error (RMSE) of
the output generated, when compared with the original simulated surface.
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Fig. 7. Mean processing time (a) and error (b) for four interpolation techniques, based
on 8,000 sensor nodes (≈2,500 data points)
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As might be expected, the results show the NN and IDW interpolation schemes
are substantially faster to compute than TPS or OK, due to their lower computa-
tional complexity. However, all interpolations could be computed in a reasonable
amount of time for a practical stream processing system, less than 25 seconds in
the worst case, and less than one second in the case of NN or IDW. As might also
be expected, the increased efficiency of NN and IDW comes at the cost of decreased
accuracy.The benefit of usingTPSandOKare that the provide a better characteri-
zation of the surface. In practice, the best balance between efficiency and accuracy
will depend on the specific application. For example, in cases where the interpo-
lated surface is required as an input to a bushfire simulation system, higher accu-
racy interpolation is highly desirable, due to the likely amplification of errors in the
interpolated surface due to error propagation.On the other hand,where the surface
is required purely for visualization or real-time applications, more efficient but less
accurate methods are more appropriate, especially for larger geosensor networks.

5.3 Scalability of Kriging

Taking Kriging as the least efficient interpolation method, further experiments
examined the balance of efficiency and accuracy of ordinary Kriging over the a
range of network sizes and spatial windowing options. Figure 8 shows the process-
ing time and output RMSE for the OK stream operator for 625, 1.25K, 2.5K, 5K,
and 10K data points (i.e., 2K, 4K, 8K, 16K, and 32K sensor nodes). The Figure
clearly shows that theVoronoi tessellated spatialwindow scheme is consistently the
most efficient, outperforming either the uniformgrid or theDelaunay-based spatial
windows. Conversely, the Voronoi scheme is consistent the least accurate, outper-
formed by both uniform grid and Delaunay-based schemes. Statistical hypothesis
tests confirm this observation in all cases at the 5% level, with the only exception
of the runtimes of the very smallest data sets (625 and 1.25K data points).
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Fig. 8. Mean processing time (a) and error (b) for OK interpolation over 625, 1.25K,
2.5K, 5K, and 10K data points (2K, 4K, 8K, 16K, and 32K sensor nodes)
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The explanation for these differences comes from the structure of source points
within each cell of the tessellation. The nature of the Voronoi tessellation means
that in general the set of Voronoi cells tend to have a similar number of source
points. As a consequence, the performance of the stream interpolator within each
spatial window is similar. However, cutting across Voronoi cells, the Delaunay-
based tessellation tends to have rather more variable numbers of source points in
each window. The overall time taken for interpolation is limited by the worst case of
each individual spatial window, and hence the Delaunay-based tessellation tends
to perform worst.

However, in terms of accuracy, the structure of the Voronoi cells means the
Voronoi boundaries tends lie in locations where there is least information from the
sensor nodes (because those nodes are necessarily furthest from the gateway, and
so more likely to suffer data loss). As a result, edge effects reduce the accuracy of
interpolation across the Voronoi cells. Conversely, the Delaunay-based triangula-
tion cuts acrossVoronoi cells, averagingdata fromdifferent subnetwork in the inter-
polation, and reducing edge effects. In both cases, the grid-based decomposition
provides and intermediate case between these two extremes.

6 Conclusions

In this paper we have showcased the RISER system, which combines data from a
redeployable geosensor network currently in a wildfire prone area of Victoria, Aus-
tralia, with web-GIS technologies for data storage and presentation. However, the
inherentlydynamic, voluminous, unreliabledata fromgeosensornetworksdemands
the use of online processing methods, such as stream processing, rather than the
offline, batch-based processing commonly used with GIS. Thus, the overall sys-
tem architecture has a stream processing platform at its heart. The paper explores
the characteristics of the stream processing core, as well as the detailed design of
a stream processing operator for spatial interpolation, implementing four differ-
ent interpolation techniques. An brief empirical exploration of the performance of
this operator highlights the balance between efficiency and accuracy that must be
struck in stream-based interpolation. More efficient interpolation techniques and
spatial windowing structures tend to lead to less accurate results, and vice versa.

Current work is investigating further the development of substantially more
efficient stream-based interpolation algorithms, for example, by taking advantage
of temporal autocorrelation in sensor readings. Future work will also investigate a
wider range of streaming spatial analysis operations, as well as investigating other
approaches to stream interpolation that may have a larger influence upon the bal-
ance between efficiency and accuracy, such as stream subsampling.
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Abstract. Crowdsourcing market systems (CMS) are platforms that
enable one to publish tasks that others are intended to accomplished.
Usually, these are systems where users, called workers, perform tasks
using desktop computers. Recently, some CMS have appeared with spa-
tiotemporal tasks that requires a worker to be at a given location within
a given time window to be accomplished. In this paper, we introduce
the trajectory recommendation problem (or TRP) where a CMS tries to
find and recommend a trajectory for a mobile worker that allows him
to accomplish tasks he has some affinity with without compromising his
arrival in time at destination. We show that TRP is NP-hard and then
propose an exact algorithm for solving it. Our experimentation proved
that using our algorithm for recommending trajectories is a feasible solu-
tion when up to a few hundred tasks must be analyzed to find an optimal
solution.

Keywords: Spatial task assignment · Task recommendation · Spatial
crowdsourcing

1 Introduction

Over the last years, many crowdsourcing market systems (CMS) in which a
group of users, called workers, can contribute to achieve goals or solve tasks have
appeared. These systems make use of the human intelligence to accomplish tasks
that computers alone are not efficient in or not able to accomplish themselves
[8], such as text translation, voice transcription, semantic tagging of images,
content creation and others. The Amazon Mechanical Turk (MTurk) is probably
the best known example of such kind of systems that also includes names as
CrowdFlower1 and oDesk2.

More recently, a different kind of CMS has appeared, e.g. Sereale3, TaskRab-
bit4, Medusa [13], where a requester may publish a spatiotemporal task that
1 http://www.crowdflower.com
2 http://www.odesk.com
3 https://www.sereale.fr
4 https://www.taskrabbit.com
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requires a worker to be in a specific location within a given time window in
order to accomplish it. For example, a spatiotemporal task may request some-
one to go to the intersection of two streets within a specific time window and
record a short video using his smartphone in order to allow a third party system
or someone else to analyze the current traffic status there. In general, most spa-
tiotemporal tasks requires the worker to use a mobile device (e.g., smartphone
and tablet) and its embedded sensors (e.g., camera, GPS, microphone) to be
accomplished. However, some other tasks such as “clean up my house between
8:00 am and 11:30 am” may be still considered spatiotemporal tasks, although
not requiring a smartphone for accomplishing.

In this work, we focus on CMS containing spatiotemporal tasks. More specif-
ically, we focus on the following scenario. A worker wants to travel from a loca-
tion to another and the CMS opportunistically recommends a trajectory for
accomplishing spatiotemporal tasks in chain without compromising his arrival
in time at the destination. According to Musthag and Ganesan [11,12], provid-
ing workers with such trajectory recommendation can improve their efficiency
when dealing with spatiotemporal tasks. Moreover, such “action plans” have
shown to be useful to workers in online crowdsourcing [9], and could be useful
for spatiotemporal tasks as well.

When recommending a trajectory, besides respecting the deadline, other
aspects must be also taken into account. For example, every task is associated
with a time window during which it can be accomplished. Thus, a trajectory
must lead a worker to arrive at a task within its time window. Furthermore,
rather than recommending a shortest path to the worker, the goal of the system
is to recommend a trajectory with tasks with which the worker has the great-
est possible affinity,5 and consequently very likely to be accepted. We call the
problem of finding such trajectory for a worker a Trajectory Recommendation
Problem, or TRP. The main contributions of this paper are the presentation
and formalization of TRP and an exact algorithm for solving it.

The remaining of this work is organized as follows. In Section 2, we define
formally the Trajectory Recommendation Problem and study its complexity. In
Section 3, we present a brute-force approach for solving TRP and then pro-
pose a better exact algorithm. Section 4 reports the results of our experiments.
In Section 5, we review the related works. Section 6 concludes the paper and
presents our future work.

2 Trajectory Recommendation Problem

2.1 Preliminary Definitions

A task s is a request for a service to be fulfilled by a worker in a given location
within a given time window. We characterize a task as s = (ls, τs

1 , τs
2 , δs), where

ls is the location where the task must be accomplished, τs
1 ∈ N and τs

2 ∈ N

5 The affinity (or interest) of the worker for a task s is represented as a utility func-
tion u(s).
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are respectively the earliest time and the latest time (time window) in which a
worker must start doing it, and δs is the duration of a task.

2.2 Problem Definition

Definition 1. An instance of the trajectory recommendation problem TRP is
a tuple (S, u, lo, ld, τo, τd,G), where:

– S = {s1, . . . , sn} is a set of tasks;
– u : S → R

+ is a utility function, which maps each task si with a utility, that
we write u(si), specifying the interest of the worker for this task;

– lo is the initial location (origin) of the worker;
– ld is the final location (destination) that the worker has to reach;
– τo ∈ N is the earliest time in which the worker can start traveling from

location lo;
– τd is the latest ending time (deadline) at which the worker must arrive at

location ld;
– G = (V,E, d) is a weighted directed graph, where V = ({ls|s ∈ S} ∪ {lo, ld})

is the set of vertices (or locations), E ⊂ V 2 is the set of edges, with v �= v′

for each (v, v′) ∈ E, and d is a cost function mapping each edge (v, v′) ∈ E
to a number in N specifying the time it takes to travel from location v to v′.

Let I = (S, u, lo, ld, τo, τd,G) be an instance of the TRP. A trajectory for I
is a sequence T = 〈(sT

1 , t1), . . . , (sT
m, tm)〉 of tasks to be executed attached with

a respective time of arrival. The time of arrival is defined as follows:

ti =

{
max(τ sT

1
1 , τo + d(lo, ls

T
1 )) if i = 1

max(τsT
i

1 , ti−1 + δsT
i−1 + d(ls

T
i−1 , ls

T
i )) if i > 1

where max models that a worker may wait for τ
sT
i

1 in order to accomplish task
sT

i if he arrives before its time window.
A trajectory T is valid if and only if it satisfies all the following conditions:

1. for all (sT
i , ti) ∈ T , ti ∈ [τ sT

i
1 , τ

sT
i

2 ] (a task should be done in the correct time
window); and

2. tm + δsT
m + d(ls

T
m , ld) ≤ τd (the worker must arrive at his destination before

the deadline).

For the sake of simplicity, in the remaining of the paper, sometimes we refer
to a trajectory as a sequence of tasks. For example, let A, B, and C be tasks
and T = 〈(A, tA), (C, tC), (B, tB)〉 be a trajectory on these tasks. The trajectory
T can be also represented as 〈A → C → B〉 .

Given a valid trajectory T , the utility of T is simply the sum of the utilities
associated with every task executed on the trajectory, namely:

u(T ) =
∑

(sT
i ,ti)∈T

u(sT
i )
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We can now put things together and define the trajectory recommendation
problem as follows:

Problem TRP

Input: A tuple (S, u, lo, ld, τo, τd, G).

Question: What is the valid trajectory T , if any exists, with the highest utility?

2.3 Problem Complexity

In the following sections, we will assume that for any TRP instance considered,
both u (the utility function) and d (the cost function) are polynomial-time com-
putable. Under this assumption, we prove that the decision version of TRP is
NP-complete by reduction from the Traveling Salesman Problem (TSP) defined
as follows:

Problem TSP

Input: A set C = c1, . . . , cm of m cities, a distance function d : C × C → N,
and an integer k

Question: Is there a permutation σ of [1, m] such that d(cσ(m), cσ(1)) +
∑m−1

i=1 d(cσ(i), cσ(i+1)) ≤ k?

Theorem 1. Given a tuple (S, u, lo, ld, τo, τd,G) and a number k, deciding whether
there exists a valid trajectory T , such that u(T ) ≥ k is NP-complete. That is,
the decision version of TRP is NP-complete.

Proof. Membership to NP follows from the fact that the validity of a trajectory
can be checked in polynomial time, as well as the computation of its utility. For
hardness we can use the following reduction. From an instance ((C, d), k) of the
TSP, we can create the instance ((G,S, u, lo, ld, τo, τd), k′) of the decision version
of TRP defined as follows:

– G is a complete graph between m vertices (v1, . . . , vm), and d(vi, vj) =
d(ci, cj);

– S = {s1, ..., sm}, where lsi = vi, τsi
1 = 0, τsi

2 = k and δsi = 0;
– u(si) = 1 for all i;
– lo can be any vertex in the graph;
– ld = lo;
– τo = 0;
– τd = k;
– k′ = m.

Suppose that there is a valid trajectory T in this TRP whose utility is greater
than or equal to k′ = m. It means that all the tasks are accomplished in T .
Given the definition of a valid trajectory, it means that: (i) the trajectory passes
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through all the nodes in the graph, and (ii), the total duration of this tra-
jectory is less than k (the deadline). This is exactly a solution for the initial
instance((C, d), k) of the TSP.

Conversely, suppose that there is a solution σ to the initial TSP instance.
Suppose w.l.o.g that vσ(1) = lo and sσ(i) is a task whose location is vσ(i). Then
one can easily see that the following trajectory:

〈sσ(1) → sσ(2) → sσ(3) → · · · → sσ(m)〉
is a valid trajectory (with a total duration of at most k).

3 Algorithms

A brute-force approach to solve TRP is to find all possible trajectories, verify
which ones are valid and then which one presents the highest utility among them.
Although this brute-force algorithm guarantees correctness, it is computationally
very expensive. The total number of trajectories to be created and analyzed by
the algorithm is the permutation of k tasks from a total of n, being n = |S|,
where k varies from a trajectory of one task to a trajectory involving all the n
tasks:

n∑
k=1

n!
(n − k)!

=
n!
0!

+
n!
1!

+ · · · +
n!

(n − 1)!

For example, a set S = {s1, s2} would derive in a total of 4 possible trajec-
tories, 2 with two tasks (k = 2): 〈s1 → s2〉 and 〈s2 → s1〉; and 2 with just one
task (k = 1): 〈s1〉 and 〈s2〉.

3.1 Exact Algorithm

In this section, we present an approach that also gives as an output an exact
answer for TRP with non negative utilities for tasks. This algorithm is based
on the following lemma.

Lemma 1. For all trajectories T ⊂ T ′, u(T ′) ≥ u(T ) if the utility of a task can
not be negative.

Proof. Obvious from its definition.

For example, the trajectory T ′ = 〈A → B → C〉 derived from the trajectory
T = 〈A → B〉, i.e., T ⊂ T ′, has a utility u(T ′) at least as high as u(T ), since
uA + uB + uC ≥ uA + uB . Hence, if any valid trajectory T can be expanded by
the addition of a new task and the result is a valid trajectory, the former can
be discarded as an answer for TRP, because there is another trajectory T ′ ⊃ T
with a utility at least as high as u(T ). Thus, to define an answer for TRP, this
algorithm finds the set of valid trajectories that can not be expanded any further
by the addition of new tasks and compare its elements’ utilities. In the following,
we present the main function of the proposed algorithm.
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Input : An instance of TRP
Output : A trajectory with maximal utility

1 for s ∈ S do
2 if τs

1 > τd OR τs
2 < τo then

3 S = S − {s} ;

4 end

5 end
6 for s ∈ S do
7 Trajectory T = new Trajectory() ;
8 Set candidateTasks = S.clone() ;
9 expand(T, s, candidateTasks, u, lo, τo, ld, τd, *bestTrajectory, G);

10 end
11 return *bestTrajectory;

Algorithm 1. Proposed algorithm

In the main function, the first step performed is to prune the set of tasks S by
removing all those that are can not be accomplished during the period between τo

and τd. Then, for each task left it calls the algorithm’s most important function:
expand. The expand function is responsible for creating/finding valid trajectories
recursively. The intuition behind expand is simple. First, it tries to add a new
task to the end of a trajectory and then verifies if the new trajectory is valid. If
it is, the function tries to expand even further recursively. If it can not expand
further, it compares the trajectory with the best trajectory yet found and prunes
the invalid trajectory. Following we present expand in details.

The expand function first verifies if it is possible for the worker to travel from
the location (called position) of the last task of the trajectory to the new task,
accomplish it and travel to the destination arriving before the deadline τd. If it is
not the case, the task is removed from the set candidateTasks, i.e., from the set of
tasks that may be added to the current trajectory in order to expand it further.
This decision is due to the fact that if a task E can not be added to the end of a
trajectory 〈A → C → B〉 without compromising its deadline, then it, of course,
can not be added to the end of the expanded version 〈A → C → B → D〉. Thus,
this task is never analyzed again when expanding the original trajectory or any
of its derived trajectories.

In case, for example, a new task s′ can be added to the end of a trajectory T
without compromising its deadline, the function checks if a worker that follows
T would be able to arrive within the time window [τs′

1 , τs′
2 ]. If so, the new task

is added to the end of the trajectory, removed from candidateTasks and the
function calls itself recursively for all tasks left in candidateTasks. Finally, if
the trajectory is not expanded for all candidateTasks, the function compares
its utility with the one of the best trajectory yet found. If it is higher, the new
trajectory found is considered to be the best one and so on.

It is worth noting that other prune strategies can/should be also implemented
in the algorithm. For example, the best possible utility for a trajectory is the
one of a trajectory with all tasks s ∈ S. This could be a stop condition in
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1 Function expand(T, s, candidateTasks, u, position, τ , ld, τd,
*bestTrajectory, G)

2 τ = max((τ + G.distance(position, ls)), τs
1 );

3 dTaskToDestination = G.distance(ls, ld);
4 if τ + δs+ dTaskToDestination ≤ τd then
5 if τ ≤ τs

2 then
6 position = ls;
7 T.add(s, τ);
8 τ = τ + δs;
9 candidateTasks = candidateTasks.clone();

10 candidateTasks = candidateTasks −{s};
11 canExpand = false;
12 for s′ ∈ candidateTasks do
13 canExpand = canExpand OR expand(T.clone(), s′,

candidateTasks, u, position, τ , ld, τd, *bestTrajectory, G);

14 end
15 if NOT canExpand then
16 if *bestTrajectory = null OR u(T) > u(*bestTrajectory)

then
17 *bestTrajectory = T;

18 end

19 end
20 return true;

21 end

22 else
23 candidateTasks = candidateTasks −{s};
24 end
25 return false;

26 end

Function expand

the algorithm if found. However, for the sake of simplicity it is not added in
this paper.

Example: Consider an instance of TRP as shown in Figure 1 where S =
{A,B,C}, τo =1:15 pm and τd = 2:00 pm. In this example, the algorithm first
tries to remove from S any task having a time window completely disjoint from
the time window [1:15 pm, 2:00 pm] ([τo, τd]), though all tasks are within this
periods. Then, for each task in S, the function expand is called passing also an
empty trajectory as parameter. When executing on task A, the algorithm veri-
fies if trajectory 〈A〉, the result of adding A to the end of an empty trajectory,
is valid. Since it is, it tries to expand further by calling expand recursively for
each task s ∈ {B,C} passing now trajectory 〈A〉 as parameter. The trajectory
〈A → B〉 is also valid therefore the algorithm tries to expand further. However,
this time, 〈A → B → C〉 is found to be invalid because a worker could not
complete it and arrive before the deadline at ld. Since 〈A → B〉 can not be
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Fig. 1. Tasks configuration in an example of TRP instance

expanded and there is no current best trajectory yet, it is considered to be the
best one found. After that, the function returns the recursion to 〈A〉 and tries
to expand it to 〈A → C〉, which is also valid and can not be expanded further.
The utility of trajectory 〈A → C〉 is then compared against the one of 〈A → B〉,
and as it is higher, 〈A → C〉 becomes the current best trajectory. Following,
the recursion returns and the algorithm searches new trajectories using 〈B〉 as
a baseline. By expanding 〈B〉, a new best trajectory is found: 〈B → C → A〉.
Finally, the algorithm searches for better trajectories using 〈C〉 as baseline, but
no trajectory better than the current best one is found, and thus, 〈B → C → A〉
is returned as an answer for the TRP problem. Figure 2 shows the full search
space of trajectories in this given example. Dark gray tasks are tasks present in
invalid trajectories that were pruned, while light gray are also in invalid trajec-
tories but were analyzed. Although in this example only one invalid trajectory
is pruned, our experiments with synthetic data sets have shown that our prune
strategy greatly reduces the execution time of the algorithm for bigger entries
compared with the brute-force approach.

4 Experiments

In order to analyze the feasibility of using our proposed algorithm for solving
TRP, we have conducted some experiments over synthetic data sets. These data
sets were obtained through a small program created where it is possible to enter
as input a number of tasks and receive as output a randomly generated instance
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Fig. 2. Search space for the exact algorithm

of TRP. Although essentially random, all data sets shared some two common
characteristics. First of all the total time length [τo, τd] of a trajectory was fixed to
1 hour. Second, all tasks generated presented an intersection between their time
window and [τo, τd]. Our experimentation were performed using a Mac Book Pro
Retina with OS X Yosemite as operating system, a 3GHz Intel Core i7 processor
and 8Gb 1600MHz DDR3 ram memory. The experiments were implemented
using Java as programming language.

During the experimentation, we first analyzed the execution time of the
brute-force approach compared with the one of the algorithm we proposed. Our
first experiment has consisted in executing each algorithm 1000 times for ran-
domly generated inputs of each size: 5, 6, 7, 8 and 9 tasks. Thus, in total we first
executed 5000 times for each approach. Figure 3 shows a comparison between
the average execution time in milliseconds of our proposed approach and the
brute-force one. It is possible to see that with 9 tasks, the time for solving TRP
using brute-force is already 250 milliseconds while our approach is still next to
zero. In fact, even with 9 tasks the average execution time of our approach was
0,064 milliseconds. Although in the worst case (when all possible permutations
of tasks are valid) our approach can generate as much trajectories as the brute-
force one, our prune strategy is responsible for this difference between the two
execution times.

In our second experiment, we have analyzed the execution time of our app-
roach individually. We have executed our algorithm 500 times for randomly
generated inputs of sizes varying from 10 to 100 task, 10 by 10. In total, it ran
5000 times. Figure 4 shows the results of the experiment in milliseconds. Even
with 100 tasks as input, our algorithm proved to be capable of providing an
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Fig. 3. Comparison of our algorithm and the brute-force one

answer for TRP in an average of 80 milliseconds. Although not presented in the
graph, we have also performed some tests with data sets of 200 hundreds tasks,
the average execution time was already about 2,5 seconds.

Our experiments have proven that our proposed algorithm is a feasible solu-
tion for TRP providing an optimal answer for up to 100 tasks in average less
than 80 milliseconds. Moreover, if the CMS does not need a result for the trajec-
tory recommendation immediately, even an instance of TRP with a few hundred
tasks can be processed within a few seconds. As mentioned earlier in this section,
although our algorithm present a worst case that generates as much trajectories
as the brute-force approach, the experiments has shown that our prune strategy
greatly reduces its search space and execution time.

5 Related Work

In this section, we present a review of task recommendation in CMS and discuss
works related to task scheduling in crowdsourcing systems. Then, we present a
related problem called Time-Constrained Traveling Salesman Problem or
TCTSP.

In order to leverage the overall number of tasks accomplished in a CMS, some
researchers have proposed the usage of recommendation systems to suggest tasks
with high utilities for a worker without considering their sequence. Although
in a first look it may appear simple to recommend a task according to this
ranking of utilities, the real challenge here is to find or estimate the utility of
a task to a worker. In general, the literature [1,5,10,14] propose to estimate
such values based on the interests/preferences and skills of a worker that are
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Fig. 4. Execution time of our algorithm

implicitly discovered by analyzing his usage of the CMS. Some other works may
differ slightly. For example, Difalla et al. [4] use a similar approach for utility
estimation according to the preferences and skills of a worker. However, such
information is discovered from his profile extracted from social platforms, and
not by his usage history of the CMS. The main differences between our approach
and these works using task recommendation is that the sequence in which the
tasks must be accomplished is not taken into account in the later. When not
dealing with spatiotemporal tasks, this sequence may not be always relevant.
However, for tasks with strict time window and location to be accomplished the
order plays an important role. In this work, we use the concept of utility of
task to estimate the overall utility of a trajectory under the assumption that
the utility of all task is already estimated and given as an input of the TRP
problem.

Another area related to our work is task scheduling in spatial crowdsourcing
systems. Kazemi and Shahabi [6] propose an approach where a system, provided
with a set of workers, their locations and a set of spatiotemporal tasks, tries
to assign a schedule to workers that maximizes the overall number of tasks
accomplished. Another similar work by Kazemi et al. [7] has for goal to maximize
the number of spatiotemporal tasks done. In order to do so, it assigns as many
tasks as possible to workers matching their locations and the reputation of a
worker with the reputation required by a task. Finally, Deng et al. [3] propose a
way to recommend a schedule to a single worker, given his location and a set of
spatiotemporal tasks, that maximizes the number of tasks accomplished by him.
The originality of our work is based on the following characteristics. First, none
of these works considers the preferences of the worker when recommending or
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assigning. If a set of tasks that displeasure a worker is recommended or assigned
to him, he may refuse to accept the suggestion or even worse, follow the schedule
providing bad results for tasks. Furthermore, the spatiotemporal tasks in these
works are considered to have a deadline, but not an earliest start time, i.e. a
task does not present a time window. Finally, none of these works focus on the
particular scenario where a worker is moving from an origin to a destination
where he must arrive before a given deadline.

Finally, it is also worth noting a variation of TSP, known as TCTSP, which
is very similar to the TRP. In particular, this variation also includes time window
constraints for visiting a city and the possibility to wait for a time window to
open [2]. The main differences between the TCTSP and our approach is that
the goal of the former is to minimize the time/distance necessary for visiting
all cities and the later is to maximize the utility of a trajectory. Moreover,
smaller differences are also present in the problem formalization. For example,
no deadline is defined for the arrival at the final destination.

6 Conclusion

In this paper, we have introduced and formalized the trajectory recommendation
problem TRP that allows a worker to accomplish tasks he has affinity with,
without compromising his arrival in time at destination. Moreover, we have
proven that TRP is NP-hard and proposed an exact algorithm for solving it.
Our experimentation has demonstrated that it is feasible to use our algorithm
in a scenario with up to one hundred tasks having an average response time of
a few milliseconds and a few seconds for a few hundred tasks.

As a future work, we plan to study the feasibility of adaptation of algorithms
for the TSP/TCTSP to the TRP. We also plan to propose approximation
algorithms to provide an answer to TRP when more tasks are to be handled.
We also plan to experiment the acceptance ratio of recommended trajectories
by workers. Further, we plan to investigate whether the similarity between a
recommended trajectory and the one the worker usually follows may influence
the acceptance or not.
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Abstract. One of the most important aspects to consider when com-
puting large data sets is to distribute and parallelize the analysis algo-
rithms. A distributed system presents a good performance if the workload
is properly balanced. It is expected that the computing time is directly
related to the processing time on the node where the processing takes
longer. This paper aims at proposing a data partitioning strategy that
takes into account partition balance and that is generic for spatial data.
Our proposed solution is based on a grid model data structure that is
further transformed into a graph partitioning problem, where we finally
compute the partitions. Our proposed approach is used on the distributed
DBSCAN algorithm and it is focused on finding density areas in a large
data set using MapReduce. We call our approach G2P (Grid and Graph
Partitioning) and we show via massive experiments that G2P presents
great quality data partitioning for the distributed DBSCAN algorithm
compared to the competitors. We believe that G2P is not only suitable
for DBSCAN algorithm, but also to execute spatial join operations and
distance based range queries to name to a few.

Keywords: Partitioning · Graph partitioning · DBSCAN · MapReduce

1 Introduction

One of the most important aspects to consider when computing large data sets is
the parallelization of the analysis algorithms. Computationally or data-intensive
problems are primarily solved by distributing tasks over many computer proces-
sors [1]. However, algorithm parallelization is not sufficient to guarantee efficiency
because it depends on data partitioning. Clearly, in case of high skew data dis-
tribution the processing time will be bounded by the node where the process
takes longer. Moreover, a data partition technique should take into account how
the data is handled by the algorithm. Thus, specific data partitioning tech-
niques should be developed for coping with algorithms needs. With this problem
in mind, we focus, in this paper, on a particular data partition technique for
DBSCAN algorithm.
c© Springer International Publishing Switzerland 2015
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Among many types of clustering algorithms, the density-based ones are more
suitable to detect clusters with varied densities and different shapes in spa-
tial data. One of the most important density-based clustering algorithms is the
DBSCAN (Density-Based Spatial Clustering of Application with Noise) [7]. Its
advantages over other clustering techniques are: DBSCAN groups data into clus-
ters of arbitrary shape, it does not require the number of clusters a priori, and it
also deals with outliers in the dataset. However, DBSCAN is a time-consuming
algorithm compared to other clustering algorithms such as k-means. Moreover,
the increasing amount of data using only a single processor in the clustering
process is an inefficient approach. Recently, many researchers have begun to
use cloud computing infrastructure in order to solve scalability problems of tra-
ditional algorithms that run on a single machine [5]. Therefore, the strategy to
parallelize the DBSCAN in shared-nothing architecture is considered an efficient
solution to solve such problems [18].

In our previous work [4] we proposed a distributed and parallel version of the
DBSCAN algorithm through the MapReduce paradigm. However, its partition-
ing strategy is developed for a particular application (traffic jam identification),
and it still does not guarantee the load balance among the processing nodes. As
we know, a distributed system presents a good performance if the workload is
well balanced, as the total computing time is expected to be directly related to
the node where the processing takes longer.

The main contribution of this paper is a partitioning strategy that takes into
account partition balance and that is generic for spatial data. Our proposed
solution is based on a grid model data structure that is further transformed
into a graph partitioning problem, where we finally compute the partitions, as
described in Section 4.1. Our approach is named G2P (Grid and Graph Parti-
tioning). We believe that G2P is not only suitable for DBSCAN algorithm, but
also to execute spatial join operations and distance based range queries to name
a few.

Related works, such as [5] and [9] also use MapReduce to parallelize the
DBSCAN algorithm but both take advantage of data replication. [5] requires
some parameters for tuning data partitioning, although a way to estimate the
value of these parameters is not presented in that paper. In our experiments we
confirm that our approach presents better results than [5]. We show the quality
of our partitioning approach with respect to the load balance.

The structure of this paper is organized as follows. Section 2 presents the rela-
ted works and Section 3 our problem statement. The Section 4 addresses the
methodology and implementation of this work, which involve the solution of the
problem. The experiments are described in Section 5. Finally, the conclusion and
future work are presented in Section 6.

2 Related Work

The algorithms OPTICS [2] and DBCURE [20] discover clusters based on the
density of points, but with widely varying densities. PDBSCAN [12] is a parallel
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implementation of DBSCAN. However, PDBSCAN does not take advantage of
the the MapReduce model. Another related work is GRIDBSCAN [16] that is
not suitable for large amounts of data. In this work we use a distributed and
parallel version of DBSCAN with MapReduce that is suitable for handling large
amounts of data.

The paper [9] proposes an implementation of DBSCAN with a MapReduce of
four stages using grid based partitioning. After that, the dataset is partitioned.
The authors also presents a strategy for joining clusters that are in different
partitions and contain the same points in their boundaries. Such points are
replicated in the partitions and the discovery of clusters which can be merged
in a single cluster is analysed from them. Note that the number of replicated
boundary points can affect the clustering efficiency, as such points not only
increase the load of each compute node, but also increase the time to merge the
results of different computational nodes.

Similar to the previous work, [5] also proposes a DBSCAN implementation
using MapReduce and a grid based partitioning, called DBSCAN-MR. To parti-
tion the points, [5] presents a great cost to create the grid, moreover this phase
is centralized. The dataset is partitioned in order to maintain the uniform load
balancing across the compute nodes and to minimize the number of points to be
replicated in the several partitions. Another disadvantage is that the strategy
proposed depends on two input parameters, which are not trivial to set in order
to get a good partitioning. The DBSCAN algorithm runs on each compute node
for each partition using a kd-tree index. The merge of clusters that are in distinct
partitions occurs when there is a point that belongs to both partitions and it is
a core point in any of the them. If it is detected that two clusters should merge,
they are renamed to a single name. This process also occurs in [9].

Our work is similar to the papers [9] and [5], as they consider the challenge of
handling large amounts of data using the MapReduce paradigm to parallelize the
DBSCAN algorithm. However, our paper presents a generic partitioning strategy
that offers a small overhead and does not depends on additional parameters as
[5] depends. The data distribution is well balanced among the processing nodes,
once we transformed our problem into a graph partitioning problem as shown
in Section 4.1. Furthermore, the strategy we use to merge clusters does not
require replication as presented in [5]. The paper [19] also presents a strategy
for distributed DBSCAN using MapReduce, however it is not a suitable solution
for commodity cluster computing as our approach.

3 Problem Statement

The distributed DBSCAN strategy used in this work focuses on finding density
areas in spatial data using MapReduce. The first phase in this strategy is parti-
tioning the data among the processing nodes. However, the partitioning should
not be specific for a particular application (e.g. traffic jam identification), and
we need to guarantee the load balance among the processing nodes.

There are many problems that are modeled as a graph partitioning problem.
They involve a surprising variety of techniques in this context. The applications
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include parallel processing, road networks, image processing, VLSI design, social
networks and bioinformatics. We also map our partitioning problem as a graph
partitioning problem. Before defining the version of graph partitioning problem
used in our work, we need to introduce some definitions.

Definition 1 (Graph definition). Let G = G(V,E) be an undirected graph,
where V corresponds to the set of vertices and E corresponds to the set of edges.
Both vertices and edges are weighted. Let ψ(vi) denotes the weight of a vertex
vi ∈ V . For each edge (vi, uj) ∈ E, ω(vi, uj) denotes its weight and it is defined
as ω(vi, uj) = ψ(vi) + ψ(uj).

Let S ⊆ V , S = {(v1), ..., (vm)}, the weight of S is Ψ(S) =
∑m

i=1 ψ(vi).
Similarly R ⊆ E, R = {(v1, u1), ..., (vn, un)}, the weight of R is Ω(R) =∑n

i=1 ω(vi, ui).

Definition 2 (k-partition definition). A k-partition of the graph G(V,E) is
a mapping of V into k disjoint subsets S such that ∪S ⊆ V and V ⊆ ∪S.

Definition 3 (Cut Edge definition). A cut edge C=(S,T) is a partition of V
of a graph G=(V,E) into two subsets S and T. The cut edge set of a cut C=(S,T)
is the set R = {(vi, uj) ∈ E|vi ∈ S, uj ∈ T} of edges that have one endpoint in
S and the other endpoint in T.

For the (k,x) balanced partition problem [22], the objective is to partition
G(V,E) into k components S of at most size |S| ≤ x ∗ ( |V |

k ), while minimizing
the weight of a cut edge set R (Ω(R)).

It’s worth noting that this problem has many well-known tools implementing
an approximative solutions for it. In this work we will use METIS [21]. So we
can formulate our problem statement as follows:

Problem Statement: Given a data set of d-dimensional points DS = {p1, p2,
..., pn} and a set of virtual machines V M = {vm1, vm2, ..., vmk}, the problem
consists in partitioning DS in k disjoint sets according to the following criteria:

1. The partitions should be balanced. Considering that in a distributed envi-
ronment, the total processing time is expected to be directly proportional to
the size of the largest partition, since it takes longer to compute.

Table 1. Notation

Notation Meaning

G Graph G(V,E)

ψ(vi) The weight of vertex vi ∈ V

Ψ(S) The weight of a vertex set S ⊆ V

ω(vi, uj) The weight of edge (vi, uj) ∈ E

Ω(R) The weight of a edge set R ⊆ E

DS spatial data set

GDS grid data structure
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2. As the data partitioning is the first phase in the distributed DBSCAN algo-
rithm, each cluster should be entirely contained in a single partition in order
to decrease the number of merge cases in the proposed approach.

We will use these two criteria to evaluate our approach in Section 5. Next, we
propose a new partitioning approach G2P (Graph and Grid Partitioning) which
is generic and takes into account the data distribution. Table 1 summarizes some
concepts explained in this section and that are used in what follows.

4 Methodology and Implementation

In this section, we present our partitioning approach G2P and the distributed
DBSCAN used in this work.

4.1 G2P: Graph and Grid Partitioning

One of the main advantages of G2P proposed for distributed DBSCAN is taking
into account partition balance and being generic for spatial data.

The partitioning problem addressed in this work is modeled as a graph par-
titioning problem. Foremost, we group the data with aid of a grid data structure
that distributes the data in its cells. Thus, points with near spatial positions are
in the same cells or in adjacent cells. Therefore, we convert this grid to the input
graph for the graph partitioner algorithm. Thus, our approach is carried out in
two phases:

1. First phase: Transform the input of our partitioning problem into the input
of the graph partitioner problem. We present it in Section 4.1.1.

2. Second phase: Generate the partitions by transforming the output of the
graph partitioner problem into an output for our partitioning problem. This
phase is presented in Section 4.1.2.

4.1.1 First Phase. In this section, we describe how to transform an input of
our partitioning problem into an input for the graph partitioner problem, i.e.,
how to use the data set DS and V M information to build a graph G with weight
assigned to its vertices and edges. We also show that the output of the graph
partitioner problem is a partitioning to G in such way that we can construct a
partitioning for DS.

In order to generate G, we introduce an intermediate step. Firstly, we build a
grid data structure (GDS) from DS. Then, we build G from GDS as described
next.

4.1.1.1 Grid building First, we build a grid data structure GDS from DS.
As we consider the spatial position of each point in the dataset, it is necessary
to assume a coordinate system that will be used as a reference to position the
points in the different cells. Each cell Ci,j of GDS is composed of a subset of
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points that belong to DS. Note that i and j indicate the position of the cell
in the space region using the coordinate system and i and j may be negative.
Therefore, we choose a random point from DS to be the reference point.

Let o = (x,y) be a point chosen as reference for the coordinates system to
be adopted and p = (x′,y′) be some point that we aim to find the cell that it
belongs to. So that, p belongs to Ci,j where

i = � (2 ∗ √
2 ∗ (x − x′)) − eps

2 ∗ eps
	 (1)

and

j = � (2 ∗ √
2 ∗ (y − y′)) − eps

2 ∗ eps
	 (2)

These equations are obtained by setting the diagonal of any two adjacent
cells Ci,j and Ck,l (i.e., where either |i − k| = 1 or either |j − l| = 1) equal to
eps.

4.1.1.2 Graph building After the grid GDS is constructed, the next step corre-
sponds to generate an input graph G that will be given as input for the graph
partitioner problem.

Let |Ci,j | be the number of points in the cell Ci,j . From that, we construct
the input graph G(V,E) which is generated according to the following steps:

1. For each cell Ci,j in GDS, add a vertex vi,j to V and set ψ(vi,j) = |Ci,j |.
2. For each pair of adjacent cells Ci,j and Ck,l where either |i−k| = 1 or either

|j − l| = 1, add edge (vi,j , vk,l) to E and set ω(vi,j , vk,l) = ψ(vi,j) + ψ(vk,l).

In this way, the inputs for the graph partitioning problem are the graph
G, the number of machines k as the number of partitions to find and x equals
to 1. We set the parameter x equals to 1 because our goal is load balance the
partitions.

4.1.2 Second Phase. There are many well-known tools that implement
approximative solutions for the graph partitioning problem. As stated before,
we chose to use METIS in this work. The output of METIS is a k-partition of
G in k disjoints subsets S.

Our approach provides well-balance partitions because it is an output of
METIS which ensures high quality partitions [21]. For an edge (vi, uj) ∈ E of
G(V,E), the weight ω(vi, uj) represents the density of the region comprised by
the corresponding cells uj and vi in the grid GDS. As we map our problem to
the graph partitioner problem and it minimizes the weight of the cut-edges, we
avoid that two cells that compose a high-density region are allocated to distinct
partitions. This prevents that each density cluster be contained in more than
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one partition in order to decrease the number of merge cases in our proposed
approach.

Considering this, note that our approach obeys to the criteria enumerated
before. Next, we present the distributed DBSCAN algorithm used in this work.
The DBSCAN main idea is to analyze, for each point in the dataset, whether it
has a certain number of points (MinPts) within a radius of eps or not, using
this criteria to define clusters. Both, MinPts and eps are input parameters.

4.2 Distributed DBSCAN using MapReduce

In this section, we detail the phases to parallelize DBSCAN using the MapReduce
programming model. These phases are illustrated in Figure 1.

Fig. 1. All the phases of distributed and parallel DBSCAN execution

In the first Map phase, each row from the dataset is described as a pair
〈key, value〉, such that the key refers to the partition identifier and the value
refers to a geographic location where the data was collected, which may be in
any coordinate system. Next occurs the Reduce phase, which receives a list of
values that have the same key, i.e. geographical locations of the same partition.
The DBSCAN algorithm is applied in this phase using the kd-tree index [3] and
the result is stored in a database. This means that the id of each cluster and the
information about their points, such as latitude, longitude or if a point is a core
point or noise, are saved.

As the DBSCAN algorithm is processed in a distributed manner and the
dataset is partitioned, it is necessary to check and discover which clusters of
different partitions intersect and might be merged into a single cluster. In other
words, two clusters may have points at a distance less than or equal to eps, in
such way that if the data were processed by the same reduce or even if they
were in the same partition, they would be grouped into a single cluster. Thus,
the clusters are also stored as geometric objects in the database and only the
objects that are at a distance of at most eps will be able to go to the next phase
which is the merge phase. Tuples with pairs of candidate clusters to merge are
given as input with the same key to the next MapReduce process.

The next phase aims at checking the merge of clusters and it is also described
by a MapReduce process. The Map function is the identity function. It simply
give as input each key-value pair to the Reduce function. The Reduce function
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(a) G2P (b) DBSCAN-MR

Fig. 2. Partitioning example

receives as key the lowest id cluster from all the clusters that are candidates to be
merged into a single cluster. The value of that key corresponds to the other merge
candidates clusters’ ids. In this phase, if two clusters should be merged into a
single cluster, the information about their points are updated. The correctness of
this merge clustering strategy and of the distributed DBSCAN algorithm were
presented on, [4]. Differently from related works, this algorithm considers the
chance of a noise point in a cluster to become a border or a core point after the
clusters are merged.

5 Experimental Evaluation

We analysed the quality of G2P with regard to the load balance rate across
several scenarios. We compared our results to the data partitioning approach
(PRBP), proposed in DBSCAN-MR [5] and the results showed that G2P pro-
duces much more balanced partitions than DBSCAN-MR.

As in both solutions the partitioning is a centralized phase, the infrastructure
used in the experiments is composed of a single machine, running Ubuntu 14.10
as operating system, and 8GB of RAM available.

The dataset used in this evaluation is composed of geolocations of photos
from Flickr all over the world, provided by Yahoo! Webscope [23]. It contains
about 49 million geotagged photos. We performed experiments with subsets of
this dataset that have different sizes in order to measure how does the strategies
behave when the dataset grows. Also, for each strategy, the parameters eps and β
that describe the partitions sizes were varied. The parameter β will be explained
below.

Also, it is important to notice that G2P is capable of cutting the space in
multiple directions, i.e., it does not only cuts the space horizontally or vertically,
as shown in Figure 2a. The PRBP strategy, instead, only considers these two
types of cutting, what might easily split a cluster into different partitions, causing
an increase in the processing time of the merge phase of DBSCAN. As shown in
Figure 2b, some dense areas are split into several ones.

For G2P, we varied the parameter K (number of partitions) from 1 to 24,
for all the datasets. That makes, for each of k value, ideal partition sizes. We
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(a) G2P (b) DBSCAN-MR

Fig. 3. Unbalancing analysis

compare the size of the larger partition to the ideal size to measure how far it is
from the perfect partitioning.

For DBSCAN-MR we varied the β parameter, that specifies the maximum
size for a partition. For some scenarios, the partitioning algorithm might not
be able to split some datasets, what might cause the not attendance of this
requirement and, consequently, load unbalance.

Effect of the Dataset Size
In these experiments, the size of the dataset varies from 1.000.000 to 32.000.000
points. We can observe in Figure 3 that for both strategies the unbalancing floats
around the same values for all the dataset sizes. Furthermore, we can notice that
G2P has a much lower unbalancing in comparison to DBSCAN-MR strategy in
all the scenarios.

Effect of Eps
Increasing the value of eps means increasing the size of the cells of the grid,
which implies directly on the region of the space it covers. Thus, the larger the
cells, more points fit in it. One can easily see that it is easier to reach a better
load balance among partitions if there is more cells with less points in each one
of them, than if the grid is composed of less cells with more points in each one.

As shown in the Figure 3, the higher the eps value, the higher the unbalanc-
ing. Although, for the same values of eps, we observe that G2P has varied, in
average, about 4% from the lower value of eps to the higher one. On the other
hand, PRBP increased its unbalancing around 40% in average.

Effect of K
We also performed experiments varying the number of partitions k. When parti-
tioning the dataset, a higher number of partitioning implies directly on the size
of these partitions. As the partitions are smaller, a little variation cause a much
higher unbalance. As shown in the Figure 4, the aggregated unbalance for the
higher values of k is noticeable greater than for the lower ones. Although the
unbalance increases, it is, for all the experimented scenarios, below 10%.
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Fig. 4. The aggregate unbalancing for the datasets from 1 million points to 32 million
points as K increases

6 Conclusion and Future Work

We proposed G2P (Grid and Graph Partitioning), a data partitioning strategy
that takes into account partition balance and that is generic for spatial data.
G2P is based on a grid model data structure that is further transformed into a
graph partitioning problem entry, where we finally compute the partitions. G2P
is used on the distributed DBSCAN algorithm and it is focused on finding density
areas in a large data set using MapReduce. We performed massive experiments
which confirmed that our approach produces very well balanced partitions in
comparison to our related work DBSCAN-MR.

As future work, we would like to focus on other techniques that are able to
speed up the clustering processing. When dealing with huge amounts of data,
mechanisms to assist the acceleration of the clustering process may be proposed
in the various stages of processing. The use of the grid data structure can be
useful in computing clusters at the partitioning stage, which might certainly
save time in later steps. We also intend to study the reuse of results of previous
computations, adjusting just the clustering parameters, which is a problem that
was not addressed by any work in the literature to the best of our knowledge.
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