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Editorial

The increase in world population along with a significant ageing portion forces rapid
rise in healthcare cost. The healthcare system is going through a transformation in
which continuous monitoring of inhabitant is possible even without hospitalization.
The advancement of sensing technology, embedded system, wireless communica-
tion technology, nano-technology, and miniaturization make it possible to develop
smart wireless electronic systems to monitor activities of human beings continu-
ously. The developed wearable sensors monitor physiological parameters along with
other symptoms to decide whether any abnormal and/or unforeseen situation hap-
pened. The necessary help can be provided at the time of dire need. The physical
and physiological activity monitoring of human based on wearable sensors are ex-
tremely important to provide necessary help before any unforeseen accidents hap-
pened as well as can predict the immediate future of the individual in terms of health
condition.

This Special Issue titled "Wearable Electronics Sensors: for safe and healthy liv-
ing" in the book series of "Smart Sensors, Measurement and Instrumentation" con-
tains the invited papers from renowned experts working in the field. A total of 14
chapters have described the advancement in the area of Wearable Sensors, Wireless
Sensors and Sensor Networks, Protocols, Topologies, Instrumentation architectures,
Measurement techniques, Energy harvesting and scavenging, Signal processing,
Design and Prototyping in recent times.

The first chapter by A. Nag and S. C. Mukhopadhyay has described the overview
of the current and past means of wearable sensors with its associated protocols used
for communication. It concludes with the ways the currently dealt wearable sensors
can be improved in future. In Chapter 2, W. Xu and M. C. Huang has presented a
concept of Total Health is which transforms the healthcare with an aims for complete
24/7 coverage. The challenges that come with bringing technology into widespread
use have been discussed.

The design of a novel biometric algorithm which based on biometric feature Elec-
trocardiogram (ECG) and Data Authentication Function (DAF) for the security of
Body Sensor Network instead of utilizing traditional key generation procedure has
been presented in chapter 3 by S. Pirbhulal, H. Zhang, W. Wu and Y.T. Zhang.
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Wearable health monitoring systems face a number of hurdles to become a
reality. The enabling processors and architectures demand a large amount of en-
ergy, requiring sizable batteries. In chapter 4, H. Ghasemzadeh and R. Jafari have
discussed a granular decision making architectures for physical movement moni-
toring applications. Such modules can be viewed as tiered wake up circuitries. The
signal processing based decision making, in combination with a low-power micro-
controller, allows for significant power saving through an ultra-low-power process-
ing architecture.

Falls are the single largest cause of injury for elderly people. Falls may lead to
several major health problems for the elderly and immediate help need to be pro-
vided to reduce the risk of complications. An interrupt-driven fall detection algo-
rithm has been proposed and implemented by J. Yuan and K.K. Tan in chapter 5
which consumes much less power because Wearable Devices (WD) only process
upon hardware and timer interrupts, and stay in sleep mode to conserve power the
rest of time. Since WDs do not stream massive data wirelessly, this algorithm also
saves tremendous transmission power and network bandwidth.

Widespread adoption of smartphone based medical apps is opening new av-
enues for innovation, bringing mobile medical applications (MMAs) to the fore-
front of low cost healthcare delivery. The chapter 6 by P. Bagade, A. Banerjee and
S. K. S. Gupta have focused on a novel app development methodology, where trust-
worthiness of a MMA can be objectively evaluated by generating evidences using
automatic techniques.

K. Takei in chapter 7 has introduced a flexible and wearable healthcare devices
with an emphasis on inorganic nanomaterials and printing techniques to be real-
ized for medical purposes and even predict illness prior to the onset of symptoms.
A resistive, fabric-based temperature sensor that can determine temperature between
25◦C and 45◦C by monitoring variations in the material’s electrical resistance suit-
able for wearable devices has been presented by N. J. Blasdel and C. N. Monty in
chapter 8. The chapter 9 by M. Farooq and E. Sazonov has discussed use of strain
sensors in wearable devices. Strain sensors have been used to monitor deformation
under applied load. Special focus has been placed on textile based and inkjet-printed
strain sensors.

M. A. F. Pimentel, P. H. Charlton, and D. A. Clifton have described a novel
technique for measuring Respiration rate (RR) using waveform data acquired from
wearable sensors in chapter 10. The technique derives RR from a physiological sig-
nal which is routinely acquired by many mobile sensors: the photoplethysmogram
(PPG). The goal of this method is to improve upon existing methods, which simply
report RR values without probabilistic estimation, and which therefore suffer the
lack of robustness that prevents their use in clinical practice.

The chapter 11 by C. Occhiuzzi, C. Vallese, S. Amendola, S. Manzari and
G. Marrocco described a fully passive RFID Ambient Intelligence platform, here-
after denoted as NIGHTcare, for monitoring people during the night. Battery-less
tags are integrated into clothes and dispersed in the environment. A long-range
UHF RFID reader illuminates the scene and the collected tags’ responses, arising
from the interaction between the subject and surrounding environment, are real-time
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processed. The goal is detecting the presence or the absence of the user in the
bed, his jerky movements and his motion patterns, accidental falls, persisting
absence from the bed and prolonged periods of inactivity as well as his instantaneous
sleeping posture.

G. Li, T. Liu, and Y. Inoue have used six-axial force sensors and inertial sensors
together to construct a wireless wearable sensor system for the successive and non-
laboratory measurement of gait as reported in chapter 12. The system consists of the
wearable sensor shoes and motion sensors. The experiment results showed that the
wearable system is able to measure the ground reaction force (GRF), joint angles,
joint forces and joint moments.

In chapter 13, K. Odame and V. Hanson have explored the feasibility of control-
ling a hearing aid with a brain-computer interface (BCI) that is based on auditory-
evoked electroencephalography (EEG) responses to an open set of natural auditory
stimuli. To address practical concerns about the size and latency of the BCI, the per-
formance implications of using single-channel EEG, semi-dry electrodes and single
trial detection of the EEG signal have been examined.

The last chapter by Y. Lin and D. Schmidt talked about wearable sensors to col-
lect biological feedback. Biological feedback from an interacting human can be
useful for robots during human interaction. The feedback can be used to increase
the effectiveness and safety of a robot’s actions during interaction, which in turn
will make humans more comfortable with the interaction. The chapter has discussed
varying types of interaction under development, and show how feedback from wear-
able sensors could greatly increase robot performance.

I do sincerely hope that the readers will find this special issue interesting and use-
ful in their research as well as in practical engineering work in the area of wearable
sensing technology. We are very happy to be able to offer the readers such a diverse
special issue, both in terms of its topical coverage and geographic representation.

Finally, we would like to whole-heartedly thank all the authors for their contri-
bution to this special issue.

Subhas Chandra Mukhopadhyay
School of Engineering and Advanced Technology (SEAT),

Massey University (Turitea Campus)
Palmerston North, New Zealand

S.C.Mukhopadhyay@massey.ac.nz
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Wearable Electronics Sensors: Current Status 
and Future Opportunities 

Anindya Nag and Subhas Chandra Mukhopadhyay 

Massey University, 
Palmerston North, New Zealand 

Abstract. The technological advancement in the past three decades has impacted 
our lives and wellbeing significantly. Different aspects of monitoring our 
physiological parameters are considered. Wearable sensors are one of its most 
important areas that have an ongoing trend and have a huge tendency to rise in the 
future. The wearable sensors are the externally used devices attached to any 
individual to measure physiological parameters of interest. The range of wearable 
sensors varies from minuscule to large scaled devices physically fitted to the user 
operating on wired or wireless terms. Many common diseases affecting large 
number of people notably gait abnormalities, Parkinson’s disease are analysed by 
the wearable sensors. The use of wearable sensors has got a better prospect with 
improved technical qualities and a better understanding of the currently used 
research methodologies. This chapter deals with the overview of the current and 
past means of wearable sensors with its associated protocols used for 
communication. It concludes with the ways the currently dealt wearable sensors 
can be improved in future.     

1 Introduction 

The betterment in the field of medical science has its adverse effect on the 
abhorrent increase in population in the last five decades. As per the ongoing trend, 
the current population is likely to reach 10 billion by next three decades [1]. This 
massive growth also tends to increase the people above the age of 65 double its 
present value [2]. To have a better treatment facility other than hospitable 
conditions, elderly people are looking for better options with certain prominent 
protocols. The smart homes, since its development, have always been a better 
choice for the monitoring of people of all ages. The research goes on ways to give 
a better life for the people who are incapable of doing day-to-day activities of their 
own. The smart homes are being used for monitoring the behavioural pattern and 
activities people for more than ten years. But there are some clauses that are 
followed by the people operating these automated homes, like 1. Use of video 
cameras intrude the privacy of the people living in these homes are avoided. 2. 
Minimum use of technological hardware to decrease the complexity of the overall 
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system. 3. Maximizing the security of data regarding any individual. Different 
types of sensors are used in these homes to monitoring various activities in these 
homes. Wearable sensors are one of the externally close fitted sensors to an 
individual monitoring the activities of the connected person. The wearable sensors 
are operated in both wired and wireless manner. A single wearable sensor is used 
to measure more than one physiological parameter, for example, the wrist watch 
[3-5] measures the heart rate, blood pressure, body temperature [6] of the 
individual wearing it. Research works have also been done on the individualistic 
measurements of parameters of gait analysis [7-19], blood pressure [20, 21], 
respiration rate [22-25] at different intervals, heart beat [26-31], human posture 
[32], cigarette smoking [33], etc. One of the primary objectives of using these 
wearable sensors is to minimize the disturbance faced by the person being 
operated on. Some of the sensors are used in proximity like for measuring sweat 
[34-36], and some are worn on the hands or other body parts of the user [37-44]. 
Human activity recognition [45-47] is another aspect on which considerable work 
is done. Different wireless technologies are acquired to work along with these 
sensors for the real-time data collection.   

2 Motivation 

The amount of population in New Zealand grew from around 800,000 to 
4,000,000 in the last century [2]. The number of people above the age of 65 is 
likely to increase to 230,000 in the next decade. So the need of smart homes is 
likely to increase in the future. The elderly people have a tendency to live 
independently or in their homes. They do not prefer to be monitored in every step 
or visualized doing any activity. Therefore, the smart homes are built on the 
residing home of the people so that they do not face a change in ambiance.  
The smart homes designed for the elderly people are customized to make sure that 
the caregiver is in a continuous touch with the people living in these homes so that 
any abnormality in the house can be notified. Different kind of alarm systems is 
installed in the smart homes to take immediate action. The sensors used in the 
smart homes can be categorized into wearable and non-wearable. Fig. 1 represents 
the estimated change of the elderly population for 100 years. The non-wearable 
sensors are the ones mainly used for the detection of usage of different electrical 
objects [48] or the position of the individuals residing in the house [45-47]. They 
are also used to keep a note of the ambient conditions of the people living in. The 
wearable sensors are attached to the clothes, accessories or bare body of the 
individual for the measurement of individualistic parameters.   

Wearable sensors are in more need in future because they have a few distinct 
advantages over the non-wearable ones like 1.They can be placed dynamically and 
moved according to the need. 2. They can be turned on only when the measurement 
is to be taken. 3. They can be designed according to different parameters to be 
measured. 4. They are designed to be smaller in size in order to fit comfortably 
causing minimum disturbance to the person under consideration. So the increase in 
wearable sensors would help to detect number of measured parameters, as well as 
the actual physiological conditions of the person being monitored on real-time.  
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Fig. 1 Estimated change in population in 100 years [49] 

3 Physiological Conditions That Are Measured by Wearable 
Sensors 

With the current lifestyle, a person tends to face from number of problems in 
his/her body which needs attention. It is tough to experience the hospital 
conditions every time a person suffers from a minor or major disease. So, it is 
recommended to scrutinize every physiological parameter possible as soon as 
possible. Some of the typical physiological parameters need to be monitored on a 
regular basis are:   

1. Body temperature – The temperature of a human body is one of the vital 
parameters to know the condition of a person. A normal body temperature 
ranges between 350C to 380C. Any aberration from this range indicates the 
abnormality of the person. In many cases, high rise of temperature causes death. 
Analogue or digital thermometers are used for the measurement of temperature. 
But they are only used when the patient is in need. Any deflection from the 
ideal temperature of a human body proves the person is already affected. In 
older persons, the temperature of the body tends to decrease with the typically 
defined temperature. This is due to the incapability of the body to control the 
temperature. This may increase (hyperthermia) or may decrease (hypothermia) 
the temperature of the body from a normalized temperature. So, in order to 
avoid any critical condition, it is better to use a temperature sensor to keep a 
note of the temperature at regular intervals. Now, there are various types of 
temperature sensors with different ranges [50]. Many of them have been used 
for the temperature monitoring of the rooms the elderly people reside in. The 
temperature sensors to be used for body temperature measurement need not be 
of higher range. It may not have to vary more than 200C, the field to be lying 
from 300C to 500C. The temperature sensors are constructed along with other 
measurement parameters in a complete wearable sensor. Only in few cases, the 
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temperature sensor, used as a wearable sensor is extensively classified for body 
temperature variation.    

2. Heart rate- The heart rate (HR) is unarguably the most pivotal variable that 
matters in a human body. This needs to be working in perfect condition every 
time for the well-being of a person. The heart is responsible for pumping 
blood to all the parts of the body, so any change in the HR will also change 
the blood pressure and other parameters of the body. In earlier days, the HR is 
calculated by the auscultation process by a stethoscope, but that is manual 
which makes it prone to error and takes a long of time for the calculation of 
healthy number of patients. The HR of a healthy person is 72 times per 
minute. But the frequency of HR of any individual tends to change from that 
of a healthy value depending on activities and physiological state. As the age 
of an individual increases, the person experiences more abiotic pollution that 
degrades the condition of an individual's heart. The measurement for the HR 
of these affected people with an infection has been reported [27]. With the 
change in the heart beat rate, many kinds of cardiovascular diseases happen. 
Extensive work has been done on the monitoring of the HR of an elderly 
person [26-31]. The wearable sensors are connected to the person’s chest to 
measure and analyse the HR of an individual. Like body temperature 
measurement, the HR of an individual is also calculated along with other 
parameters with different devices like accelerometers [26] connected to the 
human body. The measurement of HR is done in both wired [28] [30] and 
wireless way [26] where in later part, the nodes are connected to the chest and 
signals are wirelessly collected to a receiver connected to a computer. 

3. Respiration rate- The respiration rate (RR) of a human being is the foremost 
external sign to verify if a person is healthy or not. The RR of a person at all 
ages tends to be constant. However, the elderly people sometimes find it 
difficult to breathe normally. Internal structures of lungs and breathing system 
changes in as the age progresses, causing it difficult for an elderly person to 
breathe. The rate of extraction and contraction of the lungs decreases that 
leads to forcible breathing of the individual. The extensive research works 
[22-25] have been done by monitoring the RR. It is favourable to use 
wearable sensors for continuous monitoring [22] of the respiration rate of a 
person. Miniaturized battery-operated devices [25] are used for the detection 
of rate of respiration. But it would be favourable to have a system of RR 
detection which can be operated wirelessly. This is because the connection of 
the wearable sensor wired into the monitoring system will cause uneasiness to 
the person and, as a result, change the rate of respiration.  

4. Blood pressure- The blood pressure (BP) of a person signifies what the 
arterial pressure of the blood at which it is circulating in the body. The 
increase (hypertension) or decrease (hypotension) of BP in the body 
malfunction the system of the body. The real reason for the change in BP is 
still under research, but some of the causes might be stress, and overweight. 
Increase in BP leads to other problems especially in the heart. The change in 
BP is not very detrimental till the age of 45 for both men and women and then 
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gradually tends to become more prominent. The BP of a healthy person is said 
to be 120/80 [51, 52] where, the systole is 120, and the diastole is 80. 
Anything above 140/90 or below 120/80 is a matter of concern and should be 
checked. A number of work [20, 21] has been done on the monitoring of BP 
of a person. The wearable sensors are used; similar to the measurement of HR 
are connected to the body of the individual being monitored. 

5. Gait Analysis- Gait analysis, even though is not ancient research has come up 
to the limelight in the past fifteen years [7-9] [11, 12] [19]. The gait and 
proper balance of an elderly person is one of the main consequences of being 
healthy. The problems are associated with a decreased speed of walking, 
abnormal walking stances leading to strokes and falls. Abnormality in gait is 
the primary reason for falls. One of the concerns regarding falling is that it 
will result in recurrent falls. The change in the gait posture among the elderly 
people also causes other associated problems like bend standing position, 
taking too much time to walk to reach a destination or standing on two feet. 
There could be many reasons for gait problems like cardiovascular diseases 
and psychiatric conditions. The cardiovascular diseases include fear of falling 
and sleeping disorders for the elderly people, and the cardiovascular diseases 
include arterial disease or congestive heart failure. Another reason for 
declining might be due to irregular habits and obesity. Due to the 
modernization of the technical world, the amount of physical activity has 
decreased in a substantial quantity. This has led to an increase in the cases of 
gait abnormalities. The amount of research work [7-19] for gait analysis is 
done on a significant number and is likely to increase in the future. Using 
wearable sensors for gait analysis is one beneficial way to make sure that the 
gait posture is nearly normalized. The elderly person wearing wearable sensor 
and walking might lead to the person walking in a slower pace but will 
decrease the chances of falling. The person would be under continuous 
monitoring while walking or standing.   

6. Spinal posture- The spinal cord is the central platform on which human body 
rests. As the age increases, the bones of a person’s body tend to become 
weaker. This leads to loss of weight and the change in the posture of an 
individual. The position of a person decides the way he/she stands, sits or 
walks. When the structured bones of the spinal cord called vertebrae tend to 
lose the fluid present in the inner spatial region of two bones, the structure 
tends to contract, and the overall shape becomes small. As a result of this, the 
overall height of the person decreases a bit. This causes a stooped like posture 
of the individual while standing or walking. The person tends to be more bent 
while standing or walking. The legs become weak and tend to experience 
more falls. The wearable sensor should be used to determine the degree of 
change of spinal posture of the person. Research work has been done on the 
determination of spinal posture [53] by integrating the sensor with the 
garment. But the person does not have to keep wearing the sensor on a 
continuous matter as the spinal cord posture would not change very rapidly. 
The testing of the position of the elderly person can be done once in a week or 
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two. In this manner, the wearable sensor would not have to put on all the time 
for its monitoring. A person, in general, will not be willing to put on a sensor 
fitted garment. So, particular clothing can be made with sensor fitted to it, but 
to be used on a weekly basis.  

7. Sweat rate- The sweat is related to the physical activities of a person as well 
as the ambient conditions. When a person does rigorous exercise, too much of 
glucose content comes out his body in the form of sweat. Glucose is the 
primary energy source for human beings. The content of glucose is sugar that 
is a monosaccharide that is broken down in the body to provide energy. When 
any activity involves physical exhaustion, sweat comes out of the body. For 
example, when the athletes participate in any running activity, too much 
sweat comes out of the body. Now, in typical cases, the sweat does not come 
out when a person is not doing any activity. So, it preferable to use a wearable 
sensor to monitor the sweat rate of an individual when any activity, for 
example, jogging or cycling is done. A considerable amount of research work 
[34-36] has been regarding the monitoring of sweat rate has been done in the 
recent years. But if any wearable sensor is used, for example, like the one 
used detection of heart rate of respiration rate, the sensor, not being used 
separately can be integrated with the clothing that will be located in the close 
proximity to the skin or attached to any part of the body to determine the 
sweat rate during any physical activity.          

8. Parkinson Disease- One of the common diseases in today’s day world 
affecting over five million [8] people worldwide is Parkinson disease. These 
conditions are mostly seen in elderly persons with above over 60 years. The 
main reason for this disease is not entirely known yet but anatomically, the 
formation of proteins is caused in specified regions called ‘Lewy bodies' [54]. 
These structures are formed in brains leading to abnormality. The elderly 
people face this disease with a small of young people affected by it. Some of 
the symptoms caused by this illness can be tremors to a part and gradually to 
the whole body, loss of willingness to show emotions, inability to maintain 
balance of the body. The cure for this disease is not known yet because of the 
lack of knowledge of the actual symptoms, but the initial stages can be treated 
with medications. Now, CT scans can be done by the doctors to detect the 
formation of protein bodies in the brain, but by that time, the disease would 
already have affected the body in a substantial amount. A considerable 
quantity of research work [55-57] regarding analysis of tremor of Parkinson’s 
disease has done with the help of Markov’s models. The wearable sensors 
have been used and the level of tremor has been analyzed. The wearable 
sensor in this disease would play a vital role as the checking of this neural 
disease in initial stages could prevent future worse symptoms.            

9. Arm and limb motion- The degree of ease of movement of arm and legs of an 
elderly person decreases as the reflex of the muscles reduces. As the age 
progresses, the fat storing capability of the body reduces. So, due to decrease 
in fat content, the muscles contract and as a result of which, the inner spatial 
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gap between the bones reduces. So, any sudden jerk in the hand or leg can 
cause the bone to break. The elderly people find it very difficult to move their 
arms to do any physical activity. The joint between the two bones also 
becomes stiff as it loses the fluid between them. One of the ways to increase 
the flexibility of the arms and limbs is to do exercise, but still the possibility 
of the reduction in motion remains in a large percentage. Fig. 2 shows a wrist 
sensor used for detection of arm motion. The wearable sensors can be used 
here to note the degree of movement of arms and perform continuous 
monitoring to determine the change in movement gradually. One of the other 
benefits of continuous monitoring would help to develop the movement of the 
arms and limbs after a fall. Work regarding the arm and limb movement  
[59-62] has been done involving wearable sensors. Modelling concerning the 
movement of upper limb motion and accelerometer is used for the analysis of 
the arm motion. The wearable sensors might be well knitted to the garments 
worn everyday to know the ease at which the person can movement the 
operated part and can act accordingly in case of any anomaly. Fig. 3 depicts a 
wearable sensor on a patient’s leg to detect the movements.  

 

 

Fig. 2 Use of wrist sensors to detect its motion [58] 
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Fig. 3 Use of wearable sensors for the detection of knee and limbs [63] 

10. Stress Monitoring- Stress is one of the common problems that people face in 
everyday life. Stress causes people to have all sorts of anxiety, hypertension, 
etc. The stress not only affects young people, but can also affect the elderly 
people. The old people tend to recapitulate the memories of their experience 
and can express a lot of emotions that includes stress. Persons in all age, 
especially from 35 can experience daily tensions that might lead to prolonged 
stress. The result of prolonged stress might result in nervous problems, heart 
attacks. The problem with the elderly people is even if they are under stress 
for any reason; they might not be able to or voluntarily show any emotions 
out of it. This can even cause more stress and even loss of sleep. The pressure 
monitoring is one of the important issues to be dealt with, especially in a 
smart home. It might look that the person being monitored on other aspects 
like heart rate, respiration rate, etc. Is healthy and thus ignoring the stress 
factor can be suffering from internal emotional problems that the person is not 
able to explain. Due to this, the person will eventually become weak and a 
result of which the person will start to face physiological problems. Research 
work [64, 65] regarding the stress monitoring has been done on in recent 
years on and off smart homes. One of the innovative ways [66] to determine 
the level of stress is to detect the respiratory pattern of the operated 
individual.  

4 Sensors for Physiological Parameters Monitoring 

Different types of sensors are being developed and used for the monitoring of 
physiological parameters in and out of smart homes. Some of the sensors are 
available in the market and used for the monitoring by improvising an algorithm 
to operate the sensor. A few of the sensors are: 
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1. Piezoresistive Sensor: These are the sensors used for force or pressure 
measurement of a particular type. They are used for force or pressure 
measurement in smart homes. When any pressure, is applied to it, the 
resultant voltage applied to it increases, as a result of which, the resistance of 
these sensors decreases. These sensors are placed beneath the legs of the 
chair, bed and sofa and beneath the brim of the toilet. These sensors are 
available in various ranges of resistances ranging from 0-1lb, 25lbs, 100lbs 
and 1000lbs. The construction of the piezoresistive sensors are simple [67] 
and is same for all the sensors constructed of this type. Two layers of 
polyester film are stuck on two sides with a conductive material like silver 
applied on top of it with a layer of pressure sensitive ink. An adhesive ink is 
also added to the two sides of the sensor. The central circular region of the 
sensor is the sensing area and the force exerted on the sensor has to be applied 
to this circular region. The conducting material, i.e., silver is extended forms 
the connected leads to making the sensor electrically conductive.  
The piezoresistive materials can also be integrated with other conducting 
materials for cardiopulmonary signs monitoring [68] and other parameters.  
A conditioning circuit is fabricated with the sensor to collect the data and 
send it wirelessly through one of the communication protocols to the receiver. 
The circuit is placed near the devices or person to be monitored, and the 
sensor is placed beneath the object.  

2. Sweat rate sensor: Sweat is the form of an energy that goes out from the 
body. The main constituent of sweat is glucose. The glucose in the body is 
broken down into simpler constituents to provide energy. Any physical 
activity will lead to perspiration called sweat. The monitoring of sweat can 
help to detect the amount of body glucose that comes out. Fick’s law of 
diffusion can be applied for the measurement of sweat. The sweat rate sensor 
can also be used as a wearable sensor by integrating it with the garment to 
measure both pH and sweat during any physical activity [36]. The pH 
measurement of sweat is important for the diagnosis of any diseases can be 
made from the nature of the sweat. One of the important factors for measuring 
sweat rate is the sensor should be placed in proximity to the skin. The water 
vapour evaporated from the skin is absorbed by the sensor to determine the 
constituents of the sweat. In many sports activities like football, rugby, the 
amount of sweat coming out from the body is too high. This leads to a high 
chance to dehydrate the body. In order to identify the characteristic condition 
of a person to sustain any activity with experiencing fatigue or too much 
tiredness, it would be better if the optimum level of work that a person can 
sustain is diagnosed beforehand. 

3. Shoe monitor sensor: These sensors are used for monitoring of locomotion 
of individuals in smart homes. The shoe sensor is laboratory made shoes fitted 
with pressure sensors and accelerometers. The sensor can also be used in in 
smart homes where the motion is monitored by the wireless communication 
protocol from the sensor attached to the shoe. The shoe sensor is an important 
parameter to be monitored in an elderly smart home as the older people face 
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frequent falls. The athletes can also be monitored with shoe sensors to 
determine the speed or characteristic pattern of his/her running. The 
monitoring of other physiological parameters like gait analysis [7-19], 
condition of the foot. The range of parameters can even be increased by 
experimenting in a simulated condition to determine the change in running or 
walking pattern caused by the person due to fatigue experienced for a 
prolonged time for the activity. The shoe sensor can also be used in medical 
applications for determining other physiological parameters like heart 
conditions, blood pressure while walking or running at different paces. The 
complexity of shoe sensor is the positioning of the sensors on the heel, toes or 
the region between. Sometimes it might be possible that the person wearing 
the shoe sensor is not exerting enough pressure on the all the sensors 
connected to the shoe. Another issue related to the use of many homogenous 
sensors is the analyses of received data of different sensors. The application 
of shoe sensors might increase in future to deal with the medical conditions of 
people in a better way. Fig. 4 shows a common shoe sensor with its circuitry 
used for detection of any sports activity.  

 

 

Fig. 4 Shoe sensors used for monitoring sports activity [69] 

4. Blood pressure sensor: The indication of change of blood pressure grows to be 
an important factor for people above 50 years. The systolic and diastolic 
measurements determine the hypertension caused to an individual. There  
are four readings [70] for the blood pressure measurement, namely 
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prehypertension, high blood pressure- stage 1, high blood pressure- stage 2, 
hypertensive crisis, where the systolic and diastolic readings are 120-139/80-89, 
140-159/90-99, 160 or higher/100 or higher and higher than 180/higher than 
100 respectively. The mercury sphygmomanometer is replaced by other 
techniques [71] measuring the systolic and diastolic pressure with mean arterial 
pressure. The use of the traditional method for blood pressure measurement 
was done using cuffs strapped to the hand. Volume-Oscillometric techniques 
[20] are also used for the measurement of blood pressure based on the change 
in pressure caused by the rise and lowering of an individual’s arm. The 
principle of oscillometry states that the difference between the mean internal 
arterial pressure and mean external cuff pressure is zero, the magnitude of 
arterial volume pulsations reaches its highest value. Hypertension is one of 
the major causes of coronary heart disease, stroke and other heart related 
diseases. Prehypertension is another concern that happens when the blood 
pressure of an individual reaches the higher end of the normal reading. Many 
research works [20, 21] has been done regarding the measurement of  
blood pressure through different techniques based on the same principle of 
calculation of blood pressure.   

5. Pulse oximetry sensor: These types of sensors [72-75] are used for the 
measurement of oxygen saturation level in blood. The sensor is attached one 
part of the body, and the signal goes to the monitor with the cable attached to 
the sensor. One of the advantages of using this technique is that the process 
can be carried out anywhere without the blood samples taken from the body 
for measurement. In this process, two wavelengths are passed through the 
body calculating the absorbance caused by the arterial blood. The reason for 
passing two wavelengths is to measure the absorption coefficients due to the 
difference in concentration of haemoglobin and deoxyhaemoglobin level in 
blood. The signal is inverted and divided into AC and a DC component 
representing light absorption of the tissue and arterial blood. The disadvantage 
of this technique is that the signal cannot be collected wirelessly, even though 
the portability of the system is possible. The monitoring of the saturation level 
of oxygen is on a continuous matter is done in different situations to check 
ventilation and aircraft applications. The sensor is connected to any region 
where tissue is present. Reusable and non-reusable connecting regions are 
available where the former is more expensive, and the latter is attached to the 
reusable region. The oximeters are normally attached to the finger for 
measurement. A big disadvantage of pulse oximeters is that, even if there is 
insufficient flow of oxygen in the blood, the saturation level of blood might 
be high, so it would be insignificant to use these devices to measure the 
amount of oxygen.  

6. Personal Digital Assistant (PDA): PDA can be described the combination of 
computer and smart homes. Some of the features of smart homes, like touch 
pad, may not be available in PDA, but it the earlier version of smart homes that 
is portable and consists of many features of the computer. The PDA is used a lot 
in monitoring of different physiological parameters nowadays [76, 77] where 
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the patients can be continuously monitored by the sensor connected to him/her 
and sending the data wirelessly to the receiving end through the PDA. The also 
usually consists of a memory card that can store the data monitored, or the data 
downloaded for PDA used for other applications. It can also be used a phone or 
to send a fax. The use of PDA might go down with the invention of smart 
phones, but still it is largely used for monitoring purposes. One of the 
advantages of using a PDA instead of a USB is that the data can be immediately 
sent the receiving station wired or wirelessly. Many operating systems like 
Windows, Linux, EPOC, Newton, etc. can be used on PDAs. Other applications 
with the PDAs are in medical applications, navigation monitoring and since the 
device can be connected to internet both wired and wirelessly, it can also be 
used for entertainment purposes.  

7. Accelerometer: Accelerometers or acceleration sensors are devices that are 
used to determine the speed or to be precise, the acceleration of a person 
experienced in a fall position. In other words, it is used to measure the relative 
acceleration. The presence of accelerometer in any given frame determines 
the relative acceleration relative to that frame. Four kinds of accelerometers 
are available, namely piezoelectric, piezoresistive, capacitive and servo type 
sensors. They work on the principle of generation of electricity, change in 
resistance, change in capacitive effect, and change in heat induction 
respectively. The use of accelerometers has increased to a large extent for the 
monitoring of movements in [26] [47] and out [78] of smart homes. The 
accelerometers are mainly used in smart homes for continuous monitoring for 
posture recognition, physical activity [79] and monitoring of movements [80]. 
The use of accelerometers has greatly increased due to the falls [81, 82] faced 
by the elderly people in smart homes. The use of accelerometers has also 
grown to be in other applications like medical, transport, industry, 
engineering, etc. The uses of accelerometers are expanded by integrated with 
the garments for continuous monitoring of the movements. This would help to 
determine the average speed a person moves in the house and also the cause 
and time of the fall. The uses of accelerometers will increase in the future 
with the betterment is size, power requirement, portability. Fig. 5 shows a 
shoe sensor connected with Zigbee for wireless monitoring of movements. 

8. ECG: This is a very common technique for the measurement of heart signals. 
The electrodes are connected to the heart for the detection of the rhythm of the 
heart. Heart is divided into four chambers, namely two arteries and two 
ventricles. Ten electrodes are connected to the body with the machine reading 
the signals, even though the number might vary. Twelve leads are attached to the 
electrodes, namely augmented, standard and chest leads. A proper connection 
between the electrode and the skin is made by applying a gel in between them. 
The phenomenon can be divided into two categories, depolarization and 
repolarization. The change in heart beats causes changes in the conduction 
properties of the skin. The cell being at rest are negatively charged and is known 
as repolarization. When the membranes pump blood, the heart muscles contracts 
and lose the charge, known as depolarization. The change in the muscle's travels 
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from one cell to another which is detected by the electrodes connected to the 
skin. The ECG of a person is done to detect the abnormality in breathing, heart 
problems and emergency situations. The smart homes have been using wearable 
sensors [84-89] for the monitoring of heart signals by integrating the electrodes 
with the garments. The continuous monitoring of the heart rhythm of the elderly 
has to be performed to determine any sudden heart attack. Portable ECG [84-86] 
systems are also being developed to be carried to avoid the electrodes being 
integrated with the garments. It might be cases that the system developed for 
performing ECG would also include the devices for the measurement of other 
physiological parameters. Extensive research work [84-89] has also been done 
on the use of internet for the performance of this process. Fig. 6 depicts the 
rhythm of the heart beat being monitored.  

 

Fig. 5 Use of accelerometers used gait analysis [83] 

 

Fig. 6 Representation of rhythm of heart beat by ECG [90]  
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9. Light sensor: The light sensors are the ones that show a change in their 
properties on exposure to light. They are used in a wide range of applications 
like navigation, medical, military, home monitoring. They are used for 
generation of electricity from light energy. The range of light sensors can be 
divided roughly into four categories namely photo-emissive, photo-voltaic, 
photo-junction and photoconductive sensors. The photo-emissive are the ones 
that release free electrons on exposure to light. The photons are emitted from 
the device hitting the surface of the sensor. It then emits the electrons. The 
number of electrons emitted from the surface of the sensor depends on the 
frequency of the photons smacking on the sensor. The photovoltaic sensors 
generate a voltage on reception of energy in terms of photons. These types of 
materials are used for solar cookers where the light energy is converted into 
electrical energy. Semiconductor materials like silicon and germanium are used 
for the fabrication of these sensors. The cut-off voltage has to be crossed for the 
generation of voltage. The photoconductive sensors are the ones where  
the conductivity of the material changes on reception of light. The material with 
the absence of light on it has high resistance to it. Elements like lead sulphide, 
lead selenide are used to make photoconductive materials. The continuous use 
of non-renewable sources will lead the increase in the use of light sensors is 
likely to increase in the future due to its renewable nature. Fig. 7 shows a light 
sensor commonly used for security purposes. 

 

 

Fig. 7 Light sensors used for security purpose [91] 

5 Types of Activities 

As the impact of wearable sensor increases, the types of activities to be monitored 
are also increasing. The wearable sensor, depending upon its size, shape, 
durability, can be used in a lot of applications in today’s world. Some of them can 
be categorized as: 
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1. Physical activities: Normally, the use of wearable sensors is much associated 
with the activities performed inside the smart homes. Even though some of 
the activities like human navigation, monitoring of physical activities of the 
elderly at home can be performed with the wearable sensor, most of the 
physical activities are to be performed outside the smart homes. Some of them 
can be categorized as: 

a. Jogging/running: This is one of the common uses of wearable sensor 
where it is normally seen that a sensor is strapped around the arm of the 
runner to monitor different attributes like number of steps, breathing rate, 
body temperature. The size of the wearable sensor used in this activity is 
compact and is self-operated. The sensor can also be used to collect the 
data wirelessly to monitor the running or walking of patients with asthma 
or dementia. Even the sensor can be integrated into the clothing of the 
elderly people, and monitoring can be done for their movements. The 
wearable sensors to be used in the smart homes are needed to be operated 
wirelessly as the use of this sensor will reduce the use of passive infrared 
sensors that is normally used for movement monitoring. Now, the 
parameters of the sensor monitoring a runner can also be increased like 
including the GPRS and the stress factor or emotional condition of the 
person so that any difficulty faced by that person performing the activity 
can be addressed immediately. The person can also be monitored while 
walking so that any mismatch of the way to the destination of that person 
can be dealt with without the use of cell phones or trackers. Without the 
use of wearable sensors attached to the garments, other sensors like 
accelerometers can also be used to know the pace of the person while 
running or walking. The person can attached the accelerometer working 
on a modelled algorithm to analyze the speed of that person. Fig. 5 shows 
another shoe sensor connected with an accelerometer for detection of 
movement. 

b. Driving: In today’s fast pacing world, driving is an everyday activity. 
People drive cars every day to go to different places like work, home, 
parties. Professional people drive buses, trucks and other bigger 
automobiles. To have a better view and understanding of  the position and 
condition of a person driving a vehicle, wearable sensors can be used with 
that person. It might be difficult for a person to use a wearable sensor on 
his arm while driving, especially that of professional vehicle, but the 
wearable sensor can be attached to other parts of the body for its 
monitoring. One of the bigger reason for the use of wearable sensor is to 
reduce the fatality rate. In today’s technologically progressing world, 
every person almost owns a care in towns and cities. The number of 
vehicles has increased to around 1.5 million in this world. As a result, the 
number of accidents has also increased considerably. Sometimes, it is 
heard in the news that a car or bus has faced an accident, and it has been 
founded in two days. The problem was with the location of the accident 
where normally not too many people visit. To avoid these type of 
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circumstances, a sensor can be used to monitor the position of the vehicle. 
One possible option might be to contact sensor to the vehicle. But, it 
might be possible that the person who is supposed to drive the vehicle 
may not be within it at a particular moment when the vehicle is parked or 
other people to be monitored may not be present in the vehicle at 
particular circumstance, even if the car is monitored, it will be of no use. 
A sensor can be connected to the person or people monitored individually 
that can be operated wirelessly in order to locate the position of those 
people. A wearable sensor can be fitted to the garment as the activity of 
running or jogging for the ease of the person to be monitored. This is 
because it might be very difficult for the person, especially the one who is 
driving, to wear externally fitted wearable sensor to be inspected while 
driving. There might be some situations where it will be needed 
continuously to monitor more than one person in a vehicle. It would be 
better to introduce a one-to-many transceiver where the signal can be 
captured from different nodes connected to different people and identified 
according to the identification number. There might be situations where 
the vehicle might be located at places where it might be difficult for 
receiving the signals from remote locations. The mobile phone can be one 
of the probable options for the communication in which the data can be 
sent to the mobile phones of the receiving station in a continuous manner. 
The older people, even though, may early drive can face a lot of problems 
while driving. Due to the problems with their eyesight, loss of reflexes, 
there is a high probability of accidents while they are driving. The 
wearable sensors can be attached to their body parts for determining their 
mental condition while driving. 

 

Fig. 8 Sensors attached to shoes to monitor the activity [92] 
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c. Playing any sport/athlete: Wearable sensors can be a big advantage for 
any sport played. The sensor can be connected to the athlete or player 
performing any activity, and the level of emotion, anxiety, excitement can 
be monitored. Sometimes, it happens that the player is undergoing through 
an emotional turmoil before or during a match, the wearable sensor 
connected to the player can detect the exact emotional state of the player. 
The physical injuries among players can also be reduced by the use of the 
sensors as the connected sensors can continuously monitor the change in 
physical state of the person. Monitoring of a lot of characteristics of the 
human body like body temperature, heart rate, sweat rate can be done 
during the sports activity with the wearable sensor. For example, in 
football, it is seen that some players become tired of playing for the 
stipulated time. The connected wearable sensor can detect the tiredness of 
a person can generate a pattern for different players in the game. One of 
the disadvantages of using a separately connected wearable sensor during 
any sport is, the sensor might get damaged by harsh physical contact in 
some of the activities like football, karate, etc. The sensors can be 
wrapped with a strap around the person’s body part that is to be least 
exposed to physical contact. Some sports like sky diving, water rafting 
will require a high degree of dauntless that might not be present in few 
people. This will lead to an increase in adrenaline level and eventually 
cause heart and neural problems. The use of sensors can detect the change 
in hormonal levels and determine the extreme condition of the person. 
This might also happen to a person getting involved with any sport or 
adventurous activity for the first time. The person will have some fear 
about the upcoming experience of the sport and will have tension. 
Recently, prominent amount of work [45] [93] has been done regarding 
the monitoring of sports activities by designed sensors. Sports have 
become one of the common  reasons to increase the interaction among 
different countries of the world. Every five years, more and number of 
athletes participate from different countries in Olympics [94]. In order of 
scrutinize the condition of every player, checking if they are on steroids or 
not, sensors can be used for the activity or sport they perform. The sensor 
has to detect the energy level of that athlete compared to others to verify 
the absence of drugs in that person. The wearable sensors can be designed 
in such a way that the person finds it least difficult to perform wearing that 
sensor.  

d. Writing/Reading: Even though performing these activities is not so 
strenuous compared to playing sports or driving, but it can still be 
considered one of the physical activities, especially when a high degree of 
performance is required in this field for a long period. Writing or reading 
may be considered as a physical activity that is done sitting or lying. But 
performing these activities also creates pressure in the brain causing 
nervous fluctuations. In today’s competitive world, every student has to 
remain at his/her peak in terms of performance. The students taking exams 
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on a regular basis are under pressure to perform well. This happens with 
the research scholars and people working the administration section as 
well. The constant pressure of performing well especially in written and 
oral exams brings a person under a lot of pressure. A sensor connected to 
electrodes can be attached to the person’s brain to determine the mental 
condition of the person. It might be the case that the person is under 
tremendous pressure of dealing with the exam. These situations on long-
term cause sleeplessness and heart related problems. The use of sensors 
can also help the universities and companies to choose a person as their 
candidature whose can hold his/her nerve in critical conditions. The use of 
wearable sensor might be a bit difficult in this activity especially when 
giving an exam or oral presentation as the concentration of the person 
might be defocused due to the sensor. Even if the testing is done in 
laboratory conditions, it is still different from the laboratory conditions. 
Another aspect to be noted in this activity is that the data collected during 
the monitoring of the neural conditions to determine stress should be kept 
highly confidential to avoid any future problems for that person. The data 
from the nodes has to be collected wirelessly and away from the subject. It 
may be possible to determine the stress condition of that person on 
simulated conditions perfecting to the original one, but may be avoiding 
the original condition avoid the conundrums faced by the person with the 
sensor fitted.    

 

Fig. 9 Wrist worn sensor used for hand motion detection [95]  

2. Non-physical activities: Maximum of the activities that takes place in an 
elderly smart home is non-physical. Due to the lack of many movements of 
the older people, they perform most of their activities from one position. 
Some of the non-physical activities that can be considered within and outside 
the smart homes for the use of wearable and non-wearable sensors are: 
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a. Sleeping: One of the most common activities, especially for older people 
is sleeping. A normal person, before the age of 60, requires at least 8 hours 
of sleep a day. The older people need at least 10 hours sleep a day. An 
elderly person might face a lot of problems during the sleep of which 
he/she might be unaware of. Some of these problems might be breathing 
problems, heart related problems. In order to monitor any anomaly during 
the sleeping periods, sensor can be connected to the bed, or the person 
being operated. In some of the works [96-98], a piezoresistive sensor is 
used beneath the legs of the bed or the mattress to determine the sleeping 
position and the timings of the sleep. The sensors also monitor the timing 
of the sleep at which it is most effective during the night. Even the 
wearable sensors can be considered for the monitoring of sleeping pattern. 
If an elderly person faces any respiratory problems during sleep, the 
sensor can immediate defect it and steps can be taken accordingly. The 
wearable sensor has to be fitted to the person is such a way that the person 
does not face any discomfort while sleeping. The consistency of the heart 
rate can also be checked during the sleep by fitting the sensor to the 
garment the person wears during the sleep. The sensor can also analyse the 
position or changes in position that the person makes during the sleep. 
Non-wearable sensors can include the monitoring of emotional condition 
of the person when he is sleeping. It might be possible in some cases that 
the person is experiencing a bad dream that causing stress and tension that 
might permanently imprint that image into his dream. Monitoring can be 
done to analyse the fluctuation of emotion a person experiences during his 
dream. This might be particularly helpful for elderly people as their 
anatomical conditions are weaker than that of a healthy person. The 
wearable sensors can also be tested in simulated conditions to determine 
the health conditions like tremors, too much thirstiness during the sleep.  

b. Talking: This is one of the important characteristics that drastically 
reduce in old age. The older people tend to talk less due to some reason. 
They stay quick most of their time. This might be normal in maximum 
circumstances, but in certain cases, they might be going through an 
emotional turmoil that they are unable to share with anybody and as a 
result of which their health deteriorates more. Both wearable and non-
wearable sensors can be used for monitoring the emotional condition of 
the elderly person while talking about different subjects. A normal healthy 
person with age between 25 and 50 would take on various topics that 
affect him/her in daily life. In might be possible in certain cases that the 
person is not willing to talk about things that bother in his/her life. This 
might be affecting him/her emotionally in a long-term, which, as a result, 
would not be good both for her heart and brain. It would be useful to have 
a sensor to identify the emotional condition of the person when the person 
is not willing to talk. But there would certainly be cases where the person 
will not be willing to experience their emotional state as they are not ready 
to open up. The experiments can also be performed at simulated 
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conditions to differentiate between the responses in emotional 
characteristic between two persons talking on the same topic. This would 
also lead to analyse the way a person tries to think a particular topic.        

c. Watching television/ playing computer games: It is seen that a person is 
highly entertained while watching television or playing computer games. 
The children normally remain excited to watch their favourite programmes 
on television or play computer games at particular stipulated times. It 
would be useful to use a sensor to determine the excitement level of a 
person while performing these activities. The elderly people in smart 
homes can also be monitored when they watch television determine the 
tiredness they face or sleepiness that feel. It may also be useful to use a 
wearable sensor to determine the effect in eyes of watching television or 
playing computer games for people of every age. The sensor can be used 
in a simulated condition of people with different age, gender with different 
intervals of time performing these activities to diagnose the level of effects 
that are taking place on two separate individuals. In today’s world, using 
computer for professional and personal work has become a common task. 
Almost everyone uses the computer every day to do some work. Use of 
computer for longer periods of time will cause adverse effects on eyes. 
The wearable sensors can be used to detect the rate of adversity in the eyes 
with continuous use of computer on a daily basis. It can be seen [99] that 
watching television causes obesity among children. The children of age 
between 10 to around 20 watch television almost every day for watching 
some specified programmes. This might also affect the posture at which 
they watch television and simultaneously gaining weight on the body. It 
might be useful to use a sensor that might detect the change in weight with 
every posture they watch television. Watching television among kids 
might also affect their psychological thinking, tending to act more the way 
they watch the programmes in the television. It might be helpful to detect 
the thought process of the children to determine the way they think to act.  

d. Different activities in a smart home: We have been running a continuous 
system for more than one year dealing with the different activities and issues 
encountered in a smart home. Daily activities that include both physical and 
non-physical are monitored in a continuous manner. Different types of 
sensors that include passive infrared (PIR), electrical sensors, force sensors 
and temperature sensors, are connected at different locations of the house 
and electrical objects to parameterize the readings at different intervals of 
time. Solar temperature sensors are connected outside the house to keep a 
note of the ambiance temperature. Extensive research work [100-119] has 
been carried regarding the designing and functioning of a smart home. Real-
time data collection and analysis is done to decrease the complexity of the 
system and deal with the integral parameters like power management, cost 
effectiveness and to make the system more user friendly. The future work is 
to make the system more compact and developing it to a larger scale.    
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6 Wireless Technologies 

Wireless technology has recently [120-122] gained a lot of popularity in 
electronics and electrical sector. The use of wireless communication has increased 
the degree of interaction between two or more nodes. The wireless technology has 
led the formation of networks involving the transmission of data between nodes 
simultaneously. The sensors used in smart homes can be conveniently operated via 
wireless technology. Some of them which are commonly used are: 

1. Wi-Fi: This is the most common technology in recent days in almost every 
institute, company and home. The Wi-Fi is a serial standard if IEEE 802.11. 
The applications with Wi-Fi are continuously growing and are making the use 
of internet in an efficient way. Wi0fi makes the use of broadband access. 
Some of the advantages of using Wi-Fi are marked by its speed, coverage of 
transmission of data and security. The Wi-Fi is also gaining its popularity 
[123, 124] in local area network and private area network. The heterogeneous 
sensors used in smart homes can be connected at different locations in the 
house, and the data can be simultaneously collected from all the nodes to the 
receiving node via separate identification number of nodes. The wearable 
sensor can also be collected by the person being monitored, and the data can 
be received wirelessly to avoid the use of disturbance caused to the person by 
the use of wires. The use of Wi-Fi is also being used in telemedicine [125] to 
measure the heart rate, blood pressure of the patient more quickly. The use of 
this technology also ranges to games, entertainment, telephone, photos and 
videos. The future of Wi-Fi is foreseen to be brighter with the involvement of 
this technology in wider range of applications.    

 

 

Fig. 10 Wi-Fi and Bluetooth used for data transfer [126] 
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2. Bluetooth: This is similar wireless technology to Wi-Fi specially used for 
low range communications. The security issue of Bluetooth is better as 
compared to Wi-Fi. A security key has to be provided by both the users in 
order to transfer any data. The authentication key is scripted so that any 
intruder injected virus will not be able to hack it. The variation of types of 
data send through Bluetooth is very much similar as compared to Wi-Fi 
through which text, multimedia messages could be exchanged. One of the 
most common uses of Bluetooth is the transmission of data between cell 
phones where the data is simultaneously sent from different phones to one, 
but not vice-versa. This technology uses Frequency-hopping spread spectrum 
in the 2.4 GHz ISM frequency band with the transfer of data at 1 Mbps. The 
use of Bluetooth is significant if the monitoring of different activities both 
inside [123,127] and outside smart homes. One of the disadvantages of this 
technology is the limitation of range between the transmitter and receiver. The 
distance upon which is the communication via Bluetooth between two devices 
can take place is around 10 metres that do not have to be necessarily in line of 
sight. The blue is rather used as wireless personal area network whereas the 
Wi-Fi is used a wireless local area network.  

 

Fig. 11 Bluetooth and Zigbee functioned in daily life [128] 

3. Zigbee: This is a very popular technology for low power application. It is 
based on the IEEE standard 802.15.4. It also works on short range, almost up 
to 30 metres [129]. The working principle of Zigbee is very simple making it 
one of the best choices for the transmission of data in smart homes. The 
Zigbee works ideally between 2.8V to 3.9V. It is also highly secured like 
Bluetooth as the transfer of data takes place after the matching of 
identification number between the end devices connected to the sensor and 
the receiving node. Zigbee is smart homes is used [130] as routers and end 



Wearable Electronics Sensors: Current Status and Future Opportunities 23 

 

devices with the formation of different networks collecting data from the end 
devices to the coordinator connected to the computer via routers. The 
application of Zigbee also includes medical science [131], industrial sectors 
[132] and environmental monitoring [133, 134]. The application with short-
range, low power, highly secured data transfer is ideal for Zigbee. The nodes 
operating on the principle of Zigbee should have a high battery life. There is a 
slight time delay between the transmission and reception of the data between 
the nodes. This principle works on unslotted CSMA/CA principle that is 
different from the Bluetooth that uses a slotted one. The main advantage of 
Zigbee over another communication protocol is that it requires very low 
power for transmission of data from heterogeneous sensors.   

4. NFC: Near-field communication (NFC) is similar to Zigbee protocol with the 
exception that the communication range decreases to 10cms. It uses 
13.56MHz frequency bands with the speed ranging from 106 to 424 
Kbits/second. RFID is used for communication by this technology. Active or 
passive modes are used in this phenomenon for transmission. The rate of 
transmission is chosen by the main device providing the RF field while the 
receiving node uses load modulation technique to receive the data from  
the transmitting node. Three modes named target, initiator and peer to peer 
are available to work with this technology. A lot of medical applications [135] 
are using NFC as their communication protocol for monitoring of blood 
pressure, heart rate. Alzheimer patients, as well as other medication 
monitoring, are well monitored with NFC technology. Smartphones [136], 
security [137] gaming and other common applications [138-143] are the 
reasons of popularity NFC. The communication between smartphones takes 
place with tags attached to it. One other advantage of using NFC is the 
availability of sending and receiving the data simultaneously, apart from the 
fact that the power required for exchange of data is the least in this protocol 
compared to Bluetooth, Zigbee and Wi-Fi. There is a major disadvantage of 
using NFC than Bluetooth and Wi-Fi other than the range of communication 
is the security. Since, no pairing between devices is required for this 
technology; malware can be introduced in the data transmitted between two 
nodes.          

7 Current Status and Future Opportunities 

Though there are many wearable sensors available in the market, most of them are 
still not universally accepted by the general public. There are many reasons, and 
the sensor/system’s manufacturers face a lot of challenges. In order to make 
wearable devices common item of our daily lives, there is a need for overcoming 
several major technological cum social challenges. The most important challenge 
being the drastic reduction of the cost of fabrication of wearable sensors. The total 
cost of the wearable system should be affordable to low income earners. To make 
it feasible there us a need of breakthrough in sensor hardware such as the sensing 
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elements, signal processing and computational parts and communication system 
should be small in size and consume less amount of battery power [144]. There 
should be a trade-off between user comfort, long-term wearability and reliable 
measurement and communication. It is a general social condition that most people 
do not want to wear uncomfortable sensors to monitor their health unless they 
have serious health problems [144]. The wearable system should be light in design 
and will be worn at a place of the body so that it is not uncomfortable to wear 24/7 
for 365 days. To make the wearable devices more acceptable to society, there is a 
need for more widespread clinical trials, and they should be robust for long-term 
monitoring of people for real-life conditions [145]. So far wrist watch, bangle or 
necklaces are such devices that are comfortable to many people. Another 
important requirement is continuity of high quality of service. The wearable 
devices should be waterproof and is robust so that it is safe from physical damage 
due to fall or any such incident. The same type of devices may not be suitable for 
everyone, so there is a need of understanding the requirement and to address that. 
The wearable devices should be interoperable so that the devices are compatible 
with other existing devices manufactured by different companies [146]. This 
means that the device can be easily replaced when they become damaged or stops 
satisfactory operation. The wearable devices will be battery fed so the design of 
electronics including communication should be sympathetic to energy 
consumption. There are many chronic illnesses, neurological disorders, and mental 
health issues including diabetes, autism spectrum disorder (ASD), depression, 
drug addiction, and anxiety disorders for which wearable devices will be 
extremely useful [147]. Another challenge is faced to convince people about the 
usage of personal data for privacy consideration. It is to be ensured that the 
collected data will not be misused at any cost. 

Even though, there are some challenges on the design issues, usages and 
acceptability of the wearable sensors but the market and development is at full 
swing. The continuous research and developmental works are going on to address 
the issues faced by the wearable electronic sensors and continue to do so in the 
future. The growth of the wearable electronics and fitness monitoring market will, 
in turn, provide good revenue opportunities for MEMS motion sensor 
manufacturers [148]. The revenue for MEMS motion sensors in wearable 
electronics and fitness monitoring climb to $31.0 million in 2013 from $20.0 
million range in 2012, and then jump 33 percent to $41.3 million in 2014 [148]. It 
is expected even a larger increase, equivalent to 47 percent, will occur in 2015 
when takings amount to $60.8 million and continue to grow in 2016 and beyond. 
The figure 12 presents the forecast of global MEMS shipments for wearable 
electronics and fitness monitoring devices. 
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Fig. 12 The market of MEMS sensors for wearable electronics [148] 

Though there may be some issues in terms of long-term monitoring using 
wearable sensors but that sensors and wireless technology had advanced to a point 
where they could bring amazing experiences to fitness and health for a short-
duration use [149]. Use of intelligent armbands for tracking physical activities, 
wearable electronics and fitness monitoring devices are attracting increased attention 
from health-conscious consumers. One of the very interesting developments of 
wearable electronics in recent times is the Google Glass [150]. Google Glass is an 
attempt to free data from desktop computers and portable devices like phones and 
tablets, and place it right in front of the eyes of the viewer. Google Glass is a 
camera, display, touchpad, battery and microphone built into spectacle frames so 
that a display is perched in the wearer's field of vision, allowing him to film, take 
pictures and search and so on. Wearable electronics could open up new applications 
such as memory aids and navigational tools [151,152]. There are a lot of 
developments taking place in the area of smart watches [153] which can provide a 
significant amount of physiological information, as well as physical activities. In the 
future the data measured by the wearable sensors may be collected by IoT (Internet 
of Things) based system and will be available to be visible to everyone through a 
secured access may be necessary. It may also be possible to use all the measured 
data of daily activities to find the model the lifestyle of human. One interesting 
opportunity to the manufacturers will be to looks into ways of reduction of the 
electronic-waste by developing new types of materials which will not be hazardous 
to the environment. 

8 Conclusion 

The use of wearable sensors has recently gained a popular trend for continuous 
monitoring of different physiological parameters related to an individual. The 
sensors connected externally to different parts of the body as well as to the 
garments can specifically detect the parameter it is used for. Some of the sensors 
are designed in a way to the diagnosis of more than one physiological parameter. 
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The chapter lists some of the applications that can be considered for the use of 
sensor, both wearable and non-wearable, some of which as mentioned are already 
in use. It also briefly explains some of the wireless technologies currently used for 
operating the different sensors related to its application. The technologies 
explained cover most of the applications in the field of home monitoring system. It 
also reviewed some the signal processing techniques used for the monitored 
parameters. Lastly, it provides the current market condition of electronics with its 
probable future possibilities.    
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Abstract. Ubiquitous personal monitoring of health is being rapidly devel-
oped in recent years. However the concept of pervasive computing in health-
care focuses on individual systems. We propose that Total Health is the
transformation of healthcare that aims for complete 24/7 coverage in which
no one system can provide. We discuss what are the challenges that come
with bringing technology into widespread use. Following this discussion, a se-
lection of current applications in healthcare is presented. These applications
use state-of-the-art systems that relate to personal health monitoring with
the goal of providing a 24/7 picture of one’s health. The key requirements of
these systems is that they provide continuous available monitoring, must be
as unobtrusive as possible, require as little human intervention as possible,
identify and alert health risks, and be cost effective.

1 The Total Health Concept

We begin by defining a number of important concepts and then we describe
what Total Health means.

Firstly, Eysenbach [1] defined e-health as:

An emerging field in the intersection of medical informatics, public health and
business, referring to health services and information delivered or enhanced
through the Internet and related technologies. In a broader sense, the term
characterizes not only a technical development, but also a state-of-mind, a way
of thinking, an attitude, and a commitment for networked, global thinking, to
improve health care locally, regionally, and worldwide by using information
and communication technology.

This definition of e-health places the practice of healthcare in-line with the use
of electronic systems that is not just limited to Internet technology. For ex-
ample, e-health can mean the application of electronic health record systems
in hospitals, i.e. hospital information systems (HIS), radiological information
systems (RIS), picture archive and communications systems (PACS). It in-
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cludes primary care office computerized systems, electronic prescriptions and
order entry, and even email systems. Furthermore, telemedicine has been de-
veloped significantly such as in teleradiology and telepathology [2], and new
applications for remote vital signs monitoring are now seeing increasing favor.

Secondly, we discuss ubiquitous computing, also known as pervasive com-
puting. Mark Weiser first coined the term ubiquitous computing and states
the following at the beginning of his influential work [3]:

The most profound technologies are those that disappear. They weave them-
selves into the fabric of everyday life until they are indistinguishable from
it.

His vision listed a number of properties which are summarized here. Service
is present everywhere. This is the idea of ubiquity, meaning everywhere. A de-
vice can either be wearable, or other devices can be available wherever you go.
It is not the device but an environment. It is not a single device, but a col-
lection of devices that work together to form a service and create the system
environment. The user is not conscious of the device being used. In contrast
with smartphones or laptops that demand the attention of the user, ubiq-
uitous computing devices work for the user in the background. The user,
although aware that nearby devices exist, need not actively interact with the
devices nor need to worry that the services of the devices are running.

So we are now in a position to state what Total Health means:

Total Health strives for complete 24/7 coverage of well-being through the use of
ubiquitous computing that focuses on e-Health monitoring, diagnosis, alerting,
and action.

It is the round-the-clock environment of health management and technology
utilization with as little human intervention as possible. Devices are required
to be as unobtrusive as possible. This means that wireless solutions are prefer-
able over wired solutions. Non-contact sensing is preferred over contact sens-
ing. It is as if technology is not present at all, yet information is gathered
and analyzed, results concluded, and a plan of action advised. No one system
can provide complete 24-hour coverage, however, the Total Health concept
strives for this using complementary systems. Total Health aims for anytime
and anywhere health assurance. In later sections, we describe current technol-
ogy and innovation related to wireless healthcare. Since continuous coverage
of personal monitoring requires multiple systems, we identify the issues and
gaps between systems, and we describe how Total Health could be achieved.

2 Why Total Health Is Important?

Healthcare costs are a major portion of the US gross domestic product, cur-
rent estimates by OECD are approximately 17% of GDP [4]. This is the
highest in the world; most developed nations have their healthcare spending
between 7 - 11% of GDP. Not only is the US healthcare spending at a very
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high level, it has been increasing since the beginning of the recorded data
in 1960’s. There are many reasons why this is so: the population is aging,
utilization of health services is increasing, more advanced technology is used,
labor resources are not increasing at the same rate as usage, insurance costs
escalates with liability issues, and so healthcare is getting more expensive [5].

Chronic illness accounts for 78% of the total US healthcare spending [6].
From the 2004 US in-patient cost estimates on Medicare by the Agency for
Health Quality Research, Healthcare Cost and Utilization Project, the five
most costly of the chronic diseases in the US are: coronary artery disease
($39.6 billion), heart failure ($19.8 billion), mental health disorders ($11.4
billion), chronic obstructive pulmonary disease ($8.2 billion), and diabetes
($7.4 billion) [6]. These staggering amounts lead many to believe that much
of the costs are preventable.

Approximately 95% of the $1.4 trillion that we spend as a nation on health
goes to direct medical services, while approximately 5% is allocated to pre-
venting disease and promoting health. [7]

The vast majority of the expenses is being incurred on prolonged hospital
stays and managed care after which the chronic conditions have progressed
past any turning point. Only 5% is spent on prevention. If many of these
conditions are prevented earlier in the cycle by detecting occurrences of key
indicators or proactively monitoring high-risk patients, then a major portion
of the healthcare costs will be eliminated. It is clear that chronic conditions
currently are not being managed correctly. Even treatment at any earlier
stage will reduce some of the costs.

Unfortunately, the current medical environment is one of reactive action
and it is too late in many cases. By that point, the costs have escalated into
the hundreds of thousands of dollars per patient. Some studies have shown
up to 40% reduction in hospital admissions, 67% reduction in mortality and
62% reduction in bed days of care [8].

One solution is to provide as much out of hospital care as possible. This
could be in the form of trained health care providers that operate outside of
the hospital and are focused on personalized home-based care. Unfortunately
this would not address the ever increasing health bill, since the current labor
force would be stretched thin and in turn require more and more people
to be trained in healthcare. By adding more people, the total expense for
healthcare would increase.

The other and more reasonable solution would be relying on technology.
Technology can provide monitoring services not only within hospital environ-
ments but also at home. Current research has focused on many approaches
to home-based remote monitoring. User initiated measurement devices such
as weight scales and blood pressure monitors are one form of technology
that have been wirelessly connected to monitoring systems. More ubiquitous
systems such as those that are smartphone-based are also included in these
solutions. These types of systems are not location dependent and professional
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medical help can be contacted when needed or, ideally, professional medical
help will contact the patient when pending danger occurs.

Such Total Health systems are complementary to the traditional forms of
healthcare services and are not intended to replace them. The overall goal is
to improve the quality of healthcare while reducing the costs. To this end,
the strategy of moving the healthcare process toward the patient for in-home
care, relying more on the patient’s own personal needs and control, actually
promotes active, healthy living style. In the end, Total Health improves the
overall quality of life.

Fig. 1 Transformation of Healthcare Environment

Not only are there cost benefits and reductions in the need for ongoing
medical interventions, but also these continuous systems improve the compli-
ance of medical condition management. It is estimated that up to $100 billion
is wasted due to poor medical adherence [9]. Continuous health management
systems can address some of the problems with non-compliance. With auto-
matic analysis tools, pertinent data can also be presented to the user about
health issues. Furthermore, mobile communication with healthcare providers
can provide current monitored data as well as important alerts.

So, the goals of Total Health are:

• Use ubiquitous technology for sensing, monitoring, analyzing, and com-
municating to effectively manage healthy living.

• Be available 24/7.
• Be as unobtrusive as possible. Be as comfortable as possible.
• Require as little human intervention as possible.
• Identify important indicators of possible health risk.
• Provide information to the user or medical providers about health alerts.
• Be cost effective. Reduce costly and unnecessary medical services that are

common with current healthcare practices.
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3 What Is the Impact?

It is important to realize that the change to Total Health is a cultural and so-
ciological change. It requires a change in people’s thinking, a change in one’s
idea of healthcare control, and a change in responsibility. The current land-
scape of healthcare has a limited supply of healthcare providers and they are
usally overwhelmed by the process of information collection. It is a reactive
environment in which action is taken after significant events occur. However,
a shift in the process will allow physicians to concentrate on providing the
medical expert care at the right time [5]. Continuous remote monitoring of
the patient takes much of the load away from doctors. The focus toward pa-
tient monitoring will relieve much of the work of the healthcare professional.
It requires a paradigm change toward user responsibility and pre-emptive
action. Continuous and ubiquitous healthcare systems provide a promising
answer to today’s medical questions.

The impact of Total Health is a three-fold transformation in the health-
care environment: (1) from episodic examination to continuous monitoring;
(2) from disease diagnosis to disease prediction; (3) from reactive treatment
to pre-emptive prevention. Figure 1 summarizes this change in healthcare.
Currently episodic patient examination only captures snapshots of the health
status of individuals. Total Health aims for continuous coverage of healthcare.
Currently, a disease is only diagnosed if a patient has a health complaint and
makes a visit to a healthcare professional. The focus of healthcare change
aims to move the analysis toward prediction. Once conditions have been di-
agnosed in patients, reactive treatment plans are prescribed. However, often
this is too late. We must strive for pre-emptive prevention of medical condi-
tion. There are existing steps toward pre-emptive prevention, such as early
screenings for breast cancer and prostate cancer, however there is more that
can be done.

4 What Are the Challenges of Total Health?

The goals of Total Health are ambitious and there are many factors that
contribute to its future success. Bott et al. describe some of the challenges
in bringing ubiquitous computing to healthcare [10]. Adams and Brown note
some ethical issues involved in continuous monitoring of patients [11]. Little
and Briggs discuss real survey responses about the main concerns of shared
personal data [12]. In this section, we summarize some of the challenges of
bringing Total Health to all, with the focus on technological issues.

Continuous patient monitoring generates a considerable amount of raw
data which leads to storage problems and information overload. If the data is
stored in the device, then it creates an issue of memory storage. If the data is
to be sent remotely to physicians, then there is a huge demand on the com-
munication process. Data size can be reduced by periodic sampling; however,
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this requires to be balanced with the continuous monitoring requirements of
the system. Periodic sample will reduce both the local storage requirements
of the device as well as communication requirements.

Other types of applications do not require raw data at all; instead, an
analysis or summary of the data is used. In other applications, anomaly
detection is done. In these situations, local device processing of the data is
performed, and then the results are logged or transmitted.

Questions that are raised about data management are about how reliable
and accurate the data process can be. Certainly errors do creep into systems,
but how tolerant of errors should systems be? Issues such as the reliability of
data and even of data transmission to physicians need to be considered by
implementers and users of these systems. During medical emergencies, it is
critical that systems can communicate with medical providers and also with
time constraints. There are issues with mobility of systems. Ideal systems
should work indoors and outdoors, as well as moving between mobile network
cells.

One issue that could severely hamper the widespread adoption of remote
monitoring is the health risk associated with the radiation effects of wireless
technology. The World Health Organization and the International Agency
for Research on Cancer has recognized that ”radiofrequency electromagnetic
fields as possibly carcinogenic to humans” [13]. To this end, wireless technol-
ogy aims at lowering the power consumption of mobile communication and
has the benefit of improving the battery life of the mobile devices.

One of the major challenges in remote mobile devices is the use of conven-
tional batteries which are heavy, rigid, and do not last long. More research
needs to be done in developing batteries which are light, flexible, and easily
chargeable [14]. The transformation toward pro-active monitoring requires
better power supply management and longer battery life.

In all of the above situations, there is always the consideration of costs to
implement and costs to maintain. We have discussed the need to reduce the
overall healthcare spending, but it mandates that the change in technology
and labor will be low cost. This is the assumption, however, there is no up-
to-date reports on real financial improvements.

The rate of adoption to change in technology is remarkably slow in the
medical industry. Compared to banking, such as in online account man-
agement, electronic medical records have been slow to gain widespread use.
Healthcare has lagged behind other industries in electronic records keeping.
There are many reasons for this. The cost of moving to electronic data man-
agement is high and only larger institutions are able to absorb the costs.
Private practices and small communities cannot justify the expenditure.
Healthcare workflow is not easily standardized or amenable to electronic for-
mats. So, the healthcare environment is possibly set for a dramatic change
in lifestyle.
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Fig. 2 Applications of Total Health

5 Total Health Applications

In this section, we detail a selection of medical applications where continuous
monitoring systems will affect the change toward better human health. There
are many more applications that will see huge benefits that are not described
here. Figure 2 shows five applications that have seen promising system de-
velopments: heart failure, pressure monitoring, fall detection, mental health
assessment, and applications for rehabilitation.

Within each application, there could be a number of systems that work
together to provide complete coverage. Each of the systems can be broadly
categorized [15] into:

• Mobile devices: devices that are portable such as smart phones, tablets,
PDAs, and even laptops.

• Wearable items: devices that can be a part of clothing or e-textile, or
devices that are strapped to the body.

• Stationary devices: devices such as sensors embedded or mounted in fur-
niture, building walls, or fixed structures.
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Although there has been a lot of development and good applications for
implantable devices, such as pacemakers, defibrillators, diabetic implants, we
shall not include such devices in this paper due to their invasiveness.

The following subsections introduce current development as well as rele-
vant applications for the technology. We also identify the challenges in bring-
ing the systems to widespread use. No one system can effectively satisfy all
the requirements of Total Health. A combination of systems would work to
complement each other. We also discuss the gaps and overlaps in the systems.

5.1 Heart Failure Prediction

Cardiopulmonary signals are the most important human biomarkers and have
many important medical implications, especially for chronic health conditions
such as heart diseases, chronic obtrusive pulmonary disorders (COPD) disease
and diabetes. A significant portion of that cost comes from the expense of
monitoring patients and transferring the recorded data to physicians.

A technology that is currently being investigated is a Doppler radar to
measure human vital signs [16]. It is a non-contact autonomous vital sign
monitoring system, called Smart Radio (Figure 3). Based on Doppler theory,
this economic and lightweight Doppler-radar system senses chest wall move-
ment and heartbeat, which are highly correlated to respiratory rate and heart
rate. This enables wireless vital sign measurements that are completely un-
obtrusive and can pass through clothing. Compared to traditional vital sign
measurement instruments, Smart Radio is easier to deploy and more conve-
nient to use due to the non-contact sensing and auto-calibration scheme.

Fig. 3 Smart Radio [16]
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Cardiovascular disease is the No. 1 cause of death in the past 30 years.
Longitudinal monitoring on heart status is important for heart failure pa-
tients. WE-CARE [17](see Figure 4) is an online risk-monitoring systems
which measures ECG signals to offer real-time risk monitoring. For the sake
of the sustainability of use, a compressed sensing based technique is fed into
the system to reduce power consumption. This research product has been
approved by Ministry of Health (MOH) in China and under evaluation by
thousands of heart failure patients.

Fig. 4 WE-CARE [17]

Suh et al. developed a remote patient monitoring system called WANDA
to monitor subjects post-surgically who had suffered congestive heart fail-
ure [18]. The system integrates weight scales, blood pressure monitors, blood
glucose meters, and cell phones via Bluetooth (Figure 5). Once all patient
data has been measured, the information is communicated automatically over
cell phone networks to servers located on the Internet where the data is an-
alyzed by health professionals. Complete history of the patients is stored in
databases and any anomalies can be detected and the patient notified imme-
diately. Many of the large medical device companies are offering their own
versions of remote patient monitoring such as Philips’ Telestation, Bosch’s
Health Buddy, and Honeywell’s Genesis DM.

The systems do rely on daily action by the patient, but give them reminders
to use the monitors when overdue. The cost benefit is realized when a single
medical provider can monitor a group of patients under their care. Early
detection of problems is referred to specialized care before major problems

Fig. 5 WANDA [18]
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occur and avoid expensive re-hospitalizations. The process of remote patient
monitoring is becoming increasingly used and the range of applications is
expanding from heart monitoring (e.g. chronic heart disease) to diabetes,
hypertension, and lung disease (e.g. chronic obstructive pulmonary disease).

An important part of these systems is feedback and education. It is gen-
erally known that feedback of progress is a good method of continued en-
couragement. These systems also provide education through multimedia and
online coaching. The current trend is availability of information. All of the
above systems have methods to communicate data into cloud networks typ-
ically through cell phone networks to the Internet. Data can be stored in
personalized electronic health record systems that can provide a complete
longitudinal record of the patient’s medical history. Medical professionals to
provide the best ongoing healthcare can access this information, if they obtain
required authorization.

5.2 Pressure Ulcer Reduction

E-textile sensors can record biometric data during the day while patients
wear such devices as WE-CARE, and at night they are monitored by Doppler
technology in their beds, this would be a good step toward Total Health. The
gaps could be the current ECG recording requires direct skin contact sensors,
so further research needs to be done in finding non-contact ECG recording.
In fact, non-skin contact sensors have been developed [19]. These sensors can
be attached to clothing and can detect changes in the electrical field around
the patient. The sensors need not be attached directly to the skin. This one
significant advance toward Total Health since placing sensors on clothes is
less obtrusive that directly on the skin.

E-Textile sensors applied in Smart Cushion system for dedicated under-
hip pressure analysis while sitting. Xu et al. [20] developed a dynamic time
warping based algorithm to recognize different sitting postures base on Smart
Cushion.

Sleep plays a pivotal role in the quality of life, and sleep posture is related
to many medical conditions such as pressure ulcers. A pressure-sensitive bed
sheet system provides an unobtrusive method for sleep posture monitoring
and sleep analysis [21]. Further application is on-bed physical rehabilitation
for those who are recovering from surgery or for the bed prone.

Although this system is not mobile, it is hoped to be cost effective enough
for it to be widely distributed, less than $1,000. For comfort the bed sheet feels
like a regular bed sheet, and does not require wearable devices for monitoring.
The combination of radar-based vital sign measurement, Smart Radio, and
pressure sensitive bed sheet enables comprehensive monitoring of patients
during their sleep.
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Fig. 6 Smart Cushion

Fig. 7 Smart Bedsheet

5.3 Fall Detection

Annually, 1.8 million older adults are treated for falls, which results in $20 bil-
lion in direct costs in 2008 [22, 23]. A lightweight smart shoe and supporting
infrastructure aims at gait and human balance monitoring. This system com-
prises accelerometers, compass, and pressure sensors mounted within shoe
insoles with built-in Bluetooth communication to cell phones [24, 25, 26].
This system monitors walking behavior and uses instability assessment to
classify various types of activity. Due to the challenge power consumption,
an energy-efficient adaptive sensing was proposed which can effectively reduce
the number of samples required per frame and still keep good signal quality
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Fig. 8 Smart Insole

and gait parameters [26]. An important application of this technology is to
determine fall risk and identification of episodes as precursors to instability.
For mainstream use, the cost of smart insoles need to be viable, currently
the estimated manufacturing cost is under $200 with further research being
continued.

For applications, such as activity monitoring, the smart insole captures
a record of a person’s activity. This is beneficial for obesity analysis and
general fitness. Other applications are pressure ulcers that develop especially
for diabetics. The smart insole can analyze the pressure distribution of a
person’s foot and generate alerts for prolonged pressure points.

Smart Headset is a lightweight EEG signal sensing and analysis devices,
and it can calculate the level of concentration of users while walking. Intelli-
gence also has been built into an assistive device like the smart cane [27]. The
smart cane is design to monitor and predict situations of high falling risk.
The same technology is employed in smart crutches. Having to use crutches
does not occur frequently for most people, and the proper use of crutches
requires a balanced amount of pressure. Pressure sensors can give the best
feedback to the user.

5.4 Mental Health Assessment

Autism spectrum disorder (ASD) is a neurodevelopmental disorder defined by
atypicalities in three major symptom domains: communication, social interac-
tion and behavior [28]. Children with ASD have impaired social interaction,
impaired verbal and non-verbal communication, and restricted, repetitive or
stereotyped behavior, which may result in lifelong disabilities. These disorders
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Fig. 9 Smart Cane [27]

both across and within individuals present particular challenges for autism di-
agnosis and treatment. ASDTab, a novel in-homeASD assessment tool, mainly
comprises three parts, as show in Figure 15: (1) Visual Stimuli Design, (2)
Gaze Estimation System and (3) Data Post-processing. ASDTab implements
a highly-accurate eye-tracking and collects the gaze points of the child which
means the impression of the interest areas of the child, it is important for ASD
diagnosis.

Fig. 10 ASDTab system mainly involves three parts: (1) Visual Stimuli Design;
(2) Gaze-point Estimation; (3) AOI (area-of-interest) Detection
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Fig. 11 Smartphone Monitoring for Management of Parkinson’s Disease [29]

Fig. 12 Smart Watch for Dementia Patients [30]

Parkinson’s Disease (PD) is a disabling neurodegenerative disease affect-
ing millions of people worldwide. Teresa et al. [29] developed a system for
portable monitoring of Parkinsonism based on EEG signal features and ad-
vanced techniques for monitoring human movement from gyroscopes and ac-
celerometers.

Dementia means cognitive impairment that makes functioning in daily life
more difficult in the older population. A Smart Watch System was developed
for dementia patients to improve their health and safety [30]. The smart
watch system includes a wristwatch-type device and server system. The device
includes a built-in GPS, ambient light sensor, acceleration sensor, and to
communicate with the server system. The system can create a personal profile
for patients and monitor the location, motion through the amount of light
and step count.

5.5 Obesity Control

Nutrition-related diseases are nowadays a main threat to human health and
pose great challenges to medical care. A crucial step to solve the problems
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Fig. 13 AutoDietary [31]

Fig. 14 Motion sensor for Activity Recognition [32]

is to monitor the daily food intake of a person precisely and conveniently.
AutoDietary [31](see Figure 13), a wearable system to monitor and recognize
food intakes in daily life, is developed to collect food intake sensor data,
which is highlighted by a high-fidelity microphone worn on the subject’s neck
to precisely record acoustic signals during eating in a non-invasive manner.
The corresponding application on the smartphone which aggregates the food
intake recognition results in a user-friendly way and provides suggestions on
healthier eating, such as better eating habits or nutrition balance.

Wearable sensors, specifically inertial sensors, continue to be used in ac-
tivity recognition systems and devices. Alshurafa et al. [32] designed a robust
activity recognition framework for health and exergaming using wearable
sensors. The application is a novel exergaming environment aimed at using
games to reward physical activity performed throughout the day, to encour-
age a healthy lifestyle.

5.6 Rehabilitation

People with stroke often need physical therapy services to improve stroke
symptoms or retain functionality and independence with daily activities.
SmartGlove consists of five-finger bending sensors and is a finger angle ex-
traction device which is packaged in an easy-to-wear and adjustable manner
for a patient with an upper extremity rehabilitation progress [33].
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Fig. 15 Smart Glove [33]

Fig. 16 Smart Spirometer [34]

Smart Spirometer (See Figure 16) is a mobile-phone based platform to
measure lung function parameters (FEV1, FVC, PEF), which are critical
clinic evidences for CPOD, asthma, and cystic fibrosis diagnosis. Taking
advantage of the existing built-in microphone in every phone, this system
modeled the microphone frequency-domain response on airflows and has
the function of accurate lung function measurement. Moreover, to increase
patient-compliance for breathing exercise, this system has a phone video game
for daily respiration exercise and training [34].

Frozen shoulder is a common condition characterized by painful and lim-
ited range of motion. Using interactive technologies can help patients com-
plete the exercises crucial to their rehabilitation. Huang et al. [35] created
a virtual reality game-based treatment system that encourages patients to
participate in regular rehabilitation. Vision and inertial sensors are used to
collects patient ROM data during the game tasks for further analysis.

For people with imbalance and vestibular dysfunction issues, this study used
VR video games that adopted Cawthorne&Cooksey exercises and machine
learning-based classifiers as a balance assessment tool [36]. The objective of this
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Fig. 17 Intelligent Frozen Shoulder Rehabilitation System [35]

Fig. 18 Imbalance and Vestibular Dysfunction Rehabilitation System [36]

study is to validate aVRsystem that canbe used for balance rehabilitation.The
consistent findings between the performance data and balance assessmentmea-
surements suggest that this VR game-based exercise may be applicable to the
clinical assessment and rehabilitation of people with vestibular dysfunction.

6 Conclusion

This paper presented the concept of Total Health. It is clear that complete
health monitoring is the way forward. In fact, remote patient monitoring
devices had the fastest growth in yearly revenue of any medical device sec-
tors and the US market will be worth $20 billion in 2016 [37]. The future
of healthcare will see a boom in patient-controlled out-of-hospital monitor-
ing, with personal health data shared with the patient’s healthcare provider.
There is much hope that continuous and ubiquitous healthcare systems will
supply a solution for today’s healthcare situation. However, this will require
a transformation of the current concept of healthcare.
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Abstract. In Body Sensor Networks (BSN) several sensor nodes are attached on, 
inside or around human body to monitor vital sign signals such as, 
Electrocardiogram (ECG), Electroencephalogram (EEG), Blood pressure etc. The 
information from each sensor node is very significant; therefore privacy and security 
is very important during data transmission in BSN. The conventional cryptographic 
approaches make use of cryptographic keys to achieve authentication, and use of 
these keys not only require high resource utilization and computation time, but also 
consume large amount of energy, power and memory in BSN. Therefore, it is 
necessary to develop power efficient and less computational complex authentication 
technique for BSN. In this paper we design a novel biometric algorithm which is 
based on biometric feature Electrocardiogram (ECG) and uses Data Authentication 
Function (DAF) for the security of BSN instead of utilizing traditional key 
generation procedure. Our proposed algorithm is compared with two cryptographic 
authentication techniques, Data Encryption Standard (DES) which is symmetric or 
private-key based encryption technique and RSA (Rivest Shamir Adleman) which is 
asymmetric or public-key based encryption scheme. Simulation is performed in 
MATLAB and results explain that our algorithm is efficient in terms of transmission 
time utilization and average remaining energy. 

Keywords: Body Sensor Network, Biometric, Electrocardiogram (ECG), Heart 
Rate Variability (HRV), Security. 

1 Introduction 

These days Wireless Sensor Networks (WSNs) technology has attracted vast 
attention in different domains. Wireless Body Area Networks (WBANs) or BSN is 
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very important application of WSNs for healthcare monitoring, which is the 
wireless network of different in-body, on-body and around-body associated sensor 
nodes. The general BSN architecture is demonstrated in Fig.1, it contains three 
parts as presented in S. D. Bao, et.al [1]. In the first part, BAN-Coordinator 
receives the vital and unique information from each sensor node, that data is the 
real time information of human body such as heart rate, Electrocardiogram (ECG), 
temperature,blood pressure, etc.  That physiological data from all subjects is 
stored at sink (may be cellular device or PDA) and deliver that information to 
remote server in second part. The third part allows access to the concerned doctor 
or authorized person from server.  

 

 

Fig. 1 Body Sensor Network Architecture [9]  

The BSN is the best way for telemedicine and m-health but as sensor nodes 
carry very vital information, therefore data privacy is one of the major aspects in 
these networks. Along with privacy, data security is also the important factor. 
Only authorized person should access the information generated by nodes, 
therefore security should be implemented in all aforementioned parts of system. 
However, due to small size and their energy constrained nature security is very 
important in BSN as discussed in H. Wang, et.al [2].  Whereas, each human body 
has different behavior, that is why it will be difficult for attacker to hack the data. 
Therefore features of human body can be used to implement security in BSN. 

Biometric technology is automatic detection of persons in the behavioral or 
physiological traits. In our research we used electrocardiogram (ECG) as a 
biometric characteristics. The heart beats of human body produce electrical signals 



A Novel Biometric Algorithm to Body Sensor Networks 59 

 

continuously and collection of these electrical currents are termed as ECG.  
The ECG is a unique individual trait, whereas its properties completely depend on 
human body and heart beats. To become ensure about ECG as a biometric feature, 
it is essential to know ideal biometric characteristics [3-5], as shown in Table.1. 

In sensor networks many security protocols with symmetric as well as 
asymmetric keys are employed to obtain privacy, reliability and accuracy during 
data transmission C. S. lang, et.al [6]. Whereas, the BSN is the different from 
other ad-hoc networks because of interference in body mobility and inadequate 
computing resources of human body, therefore simple and efficient authentication 
and confidentiality techniques are very important in BSN.  

Several symmetric key-based encryptions techniques have been introduced in 
last decade for BSN.  S.D.Bao,et.al  in [7], designed a symmetric key based 
approach , they claim that their approach is efficient to secure BSN during data 
transmission,  but  only one private key is used in whole BSN, therefore if any 
sensor node is compromised then private information will no more be secure as 
presented in C. William, et.al [8]. One solution to overcome that problem is to use 
multiple keys in BSN, if any one key is disclosed it will not affect the security of 
network. By introducing multiple keys, key management is very complex during 
encryption and decryption. Therefore many protocol such as; SSL (Secure Sockets 
Layer) utilizes private key approach during data transmission. 

Table 1 Ideal biometric trait properties [16] 

Property Name Detail 
Universal Almost acquired by all or major portion 

of population hold 
 

Unique Two individuals have enough 
difference for identification 

Everlasting Having ability to not to change with 
respect to time 

Measurable convenient to obtain for an individual 
technically 

Efficient provide high-quality performance in 
terms of speed, accuracy with limited 
resource utilization 

Adequate acceptable to human i.e. patient as well 
as organization to utilize as an identifier  
 

Unassailable quite complicated to recreate by fake 
acts 

 
In asymmetric public key encryption different keys are used for both encryption 

and decryption. On the one hand, it has advantage over symmetric cipher of 
multiple keys utilization, through this way level of security and privacy can be 
increased. However, on other hand these techniques are resource constrained  
as explained in C. C. Y. Poon, et.al [4]. Therefore asymmetric cipher is not  



60 S. Pirbhulal et al. 

 

cost-efficient and feasible solution for BSN. Whereas, some researchers introduce 
the hybrid approach for symmetric and asymmetric to increase the security and 
privacy in BSN. C. S. lang, et.al [6], presents a hybrid technique in a more 
effective way to implement authentication, integrity and confidentiality, all these 
conventional approaches are based on public or private keys to secure human body 
information in BSN. 

However, wavelet-domain HMM (Hidden Markov Model) based approach to 
secure BSN in H. Wang, et.al [2], increases the performance of network because it 
does not require synchronization and generation of external keys. When 
physiological and behavioral characteristics are used instead of external keys to 
implement security in WBAN is referred as biometric based authentication 
[10][11], they used human body features as generation of multiple keys for entity 
identification to implement security and privacy in WBAN during data 
transmission. This biometric based security increases reliability, provides rapid 
action and cost efficient solution as compared to conventional cryptographic key-
based authentication. Therefore in modern research biometric characteristics are 
utilized for implementing security in WBAN. 

In [12], S.D.Bao, et.al designed architecture of BSN and model to implement 
security by using physiological feature of human body. They used collective 
approach of wireless channel as well as bio-channel for data authentication. F.Miao, 
et.al in [13] used ECG as biometric triat to secure BSN, they used AES (Advanced 
Encryption standard) to generate keys from ECG for data integrity, data 
authentication and privacy between source and destination. The major drawback 
of their research was that their technique was based on asymmetric key based, 
which is not energy efficient and cost-effective solution.  

The Physiological Signal based Key Agreement (PSKA) scheme is proposed in 
K. K. Venkat, et.al [14]; it uses Fuzzy vault logic between source and destination 
for key synchronization. In their research encoding of key is done with polynomial 
on source and at destination decoding procedure is utilized based on chaff points 
to restructure the key. There are two problems associated with that technique i) if 
key size is small, hacker can guess key by brute force attacks, ii) if key size is 
large, destination will require high computational cost for polynomial due to 
availability of used chaff points. In [15], GH Zhang, et.al introduced fast method 
to generate key from biometric feature ECG, hamming distance is used to find 
interval between any two generated keys. The randomness and uniqueness of keys 
are measured to check the accuracy of theses keys. In S. Cherukuri, et.al [16], the 
authors put forward a security strategy for BSN; their approach provides 
inexpensive and easy method for data transmission. According to S. D. Bao, et.al 
in [1], the IPI (Inter Pulse Interval) can be used as biometric trait for entity 
identification to obtain security in BSN. Lin Yao,et.al in [17], develop a  data 
integrity and data confidentiality technique for BSN in which ECG is utilized as a 
biometric trait for key generation and encryption. Their research presents 
Syverson-van Oorschot (SVO) logic for correction and verification of results, as 
that technique performs well in security implementation, but is less power 
efficient and requires a lot of time for data authentication due to computational 
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complexity. Shu-Di-Bao, et.al [18], proposes Inter-pulse intervals (IPI) from ECG 
and Photo-plethysmogram (PPG) as biometric characteristics to accomplish 
security in WBAN. They support the performance of their protocol with false 
rejection rate and false acceptance rate. Their research claims accurate security 
model for WBAN, but due to complexity involved during key generation process 
in their designed scheme it does not provide cost efficient and energy efficient 
solution for data authentication in BSN. 

The IPI of biometric feature PPG is used for generation of distinctive keys is 
studied by G. H. Zhang, et.al [19], furthermore; these keys were applied for 
synchronization between source and destination to execute security in WBAN. 
The matchless and difficult algorithm used for key generation in this paper, 
guarantees that accurate authentication can be obtained. However, computational 
complexity is the major drawback of their research, because high cost, energy and 
power are required to implement this technique in WBAN.  S. N. Ramli, et.al 
[20], designs a biometric based model; it uses Message Authentication Protocol 
(MAC) as a key for authentication between source and destination, and omits 
complex key generation methods for implementing authentication in BSN.  The 
MAC is based on R-Peak detection and Heart Rate Variability (HRV) calculation 
of physiological feature ECG.  Their work does not discuss energy efficiency as 
well as power efficiency. 

One of the major problem in all aforementioned research is that they used 
different security techniques, algorithms and models such as, PSKA based fuzzy 
logic, SVO etc, these all are based on key generation mechanism, which is 
complex and time consuming procedure, also their research do not discuss energy 
efficient and power efficient security approach for BSN. To remedy all these 
problems, we propose a novel unique algorithm based on ECG as biometric trait in 
which Data Authentication Function (DAF) is presented and difficult key 
generation procedures are excluded to secure BSN. DAF consists three basic parts; 
detection of QRS-complex, HRV calculation and authentication protocol. The 
authentication protocol is the ratio of Low Frequency-to-High Frequency ratio, 
and it is acting as key between source and destination to implement security in 
BSN.  However, to further increase the security hashing algorithm SHA1 is used 
to hide original message before its transmission. 

Rest of the paper is organized as follows. In section 2 motivation is presented, 
section 3 presents proposed algorithm, section 4, section 5 and section 6 include 
performance analysis, simulation environment and  simulation and results 
respectively, finally paper is concluded in section 7. 

2 Motivation 

Body area networks (BANs) seamlessly connect miniaturized and low-power 
devices and biosensors that are worn on or implanted in human body. The 
development of BANs is emerging as one of the main research trends, particularly 
to collect and jointly process biological data for continuous and long-term 
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monitoring of health conditions. Since medical and health data are private and 
sensitive information that are protected by law in many countries, for example, by 
the Health Information and Portability Accountability Act (HIPAA) in the USA, 
the European Union Directive 2002/58/EC in Europe, and Law of the People’s 
Republic of China on Medical Practitioners in China, the security of data 
transmission within BANs must be addressed in order for them to be widely used 
in real-life health applications. Although BANs share some common features with 
generic wireless sensor networks (WSNs), it is anticipated that the two networks 
should have very different security schemes [21]. WSNs have many constraints, 
such as low computation capability, small memory, and limited energy resources, 
and the security issues of them have been previously addressed in literatures. 
SPINS is a suite of security protocols optimized for sensor networks, where the 
base station accesses nodes using source routing. Differed from SPINS, 
Undercoffer et al. [22] proposed another protocol that relies upon broadcasts and 
provides a mechanism for detecting certain types of aberrant behaviours. TinySec 
is the first fully implemented link layer security architecture for WSNs. It 
generated secure packets by encrypting data using a group key shared among 
sensor nodes and calculating a message integrity code (MIC) for the whole packet, 
including the header. These security methods those were proposed or implemented 
for WSNs are not optimal, if not impractical, for BANs, which require a  
security solution that consumes even less energy and memory space than generic 
WSNs [21]. 

A unique feature of this solution is the generation of random keys by 
physiological data (i.e. a biometric approach) for securing communication. Our 
research aims to produce cost efficient (by offering less computational complexity 
and low resources utilization), time efficient (by requiring less transmission time 
for processing as complex keys are being omitted), energy and power efficient (by 
demanding less energy and power consumption) as well as accurate authentication 
model for BSN. The beauty of our algorithm is that it eradicates conventional 
procedure of key generation and uses biometric feature i.e. ECG as authentication 
protocol to secure transmission between nodes in BSNs.  

3 Proposed Algorithm 

In our research, we extended the work of S. N. Ramli, et.al [20], the block diagram 
of our proposed algorithm for data authentication in BSN is shown in Fig. 2. The 
authentication protocol mentioned in Data Authentication Function (DAF), is acting 
as a key, once this key matches between source and destination than message can be 
transmitted. In case receiver does not match statistically, transmission will not get 
start and message will be discarded as shown in demonstrated in Fig. 2. 
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Fig. 2 Block diagram of Biometric-based Proposed Algorithm 

Our proposed algorithm is simple because it eliminates the use of complex key-
based techniques. As in BSN those methods not only require high computational 
cost for keys management and its distribution, but also consume a lot of time, 
energy and power during data transmission. Although by using DAF, data 
reliability and accuracy can be achieved, but to increase the level of security 
before sending patient’s data to DAF for authentication, our proposed algorithm 
utilizes SHA-1 hashing scheme for encryption of original message. This hashing 
technique is very simple, easy to apply and less complex in managing keys, 
therefore it provides low cost encryption. 

3.1 Data Authentication Function (DAF) 

The Data Authentication Function (DAF) is shown in Fig.2, which includes three 
main parts; QRS detection; HRV calculation; and authentication protocol. The 
authentication protocol used in DAF is responsible to make decision either to 
transmit data to destination or discard the message initiated from source. ECG is 
used as biometric trait for authentication in our proposed algorithm.  
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3.1.1 Wearable System for Biosignal Collection  

Electrical considerations for the system platform are driven by its use model. It 
must perform at least as well as commercially available devices, with a small and 
comfortable form factor. It must be able to record ECG continuously for at least 
one week. Dry noncontact electrodes work based on the capacitive coupling 
between the skin and the conductive disc which leads to the polarization of the 
electrode, causing displacement current to flow for a while. The proposed 
capacitive coupling based is composed of a conductive textile fabric electrode, 
clothes and the skin of the subject, as shown in Fig.3. To achieve strong capacitive 
coupling, we can increase the area of contact, use a thin insulator layer or include 
an insulator with a high dielectric constant. Dry noncontact electrodes are 
sensitive to motion artifacts, but show better behavior in terms of decreased skin 
irritation. 

We design a measuring device to extract ECG signal from a textile electrode 
(Fig. 1). The measuring device of ECG and breathing signal is constructed using 
filtering and amplification circuit, and its block diagram as shown in Fig.1. The 
device consisted of a common part and a differential separation filter for sensing 
ECG signal and breathing activity respectively. The common part was composed 
of two buffers, which functioned as an impedance of the capacitive coupling with 
low impedance required by the subsequent circuitry. Operational amplifier ICs 
with high input resistance were used in the present study. The differential 
separation filter described in the subsection A and a driven-right-leg (DRL) 
circuit. The differential separation filter separated the input signal into high 
frequency component containing ECG signal (>1Hz) and low frequency 
component including breathing signal (<1Hz). The separation filter was 
constructed of two sets of subtracter, amplifiers and integrators. The book diagram 
in circuit was employed in order to reduce common mode noise mainly due to 
power line interference. 

The differential separation filter separated the input signal into sets of 
subtracters, amplifiers and integrators according to DC suppression circuit. The 
part for sensing ECG signal consisted of an instrumentation amplifier, a high-pass 
filter(HPF), a low pass filter(LPF) and two inverting amplifiers. The circuit 
elements of the HPF and the LPF were designed in order to obtain a cutoff 
frequency of 5 and 40Hz, respectively. Although electrocardiograph for diagnostic 
purpose requires a bandwidth from 0.01 to 100Hz, we narrowed the bandwidth of 
the developed part for obtaining breathing activity. And the part for sensing 
breathing signal is constructed of a high-pass filter (HPF of 0.1Hz). 
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Fig. 3 Block diagram of capacitive measurement system 

3.1.2 HRV-Calculation 

Software platform is responsible for extracting bio-information from raw data and 
for calculating the corresponding characteristic parameters of the bio-signal to 
provide HRV based key for the proposed algorithm. Physiological signals are 
usually weak and easily corrupted by various kinds of noise (power line 
interference, electrode contact noise, baseline drift, instrumentation noise, motion 
artifacts, electrosurgical noise, and other less significant noise sources), which 
cannot be filtered completely by the hardware platform. Therefore, a digital 60-Hz 
notch filter for minimizing the power line interference, a finite impulse response 
(FIR) band-pass filter for correcting baseline wander, a multi-scale mathematical 
morphology (3M) filter for eliminating motion artifacts and power line 
interference, and a differential operation method (DOM) for smoothing and 
normalizing have been integrated into the software. In order to measure the HRV, 
an adaptive QRS detect algorithm, which was easy to implement on a simple, real-
time device developed by our laboratory in a previous study, has been adopted to 
extract RR interval series for HRV analysis, with 99.3% detection rate. The 
calculated time domain(Mean RR, SDNN, rMSSD, pNN50), frequency domains 
(VLF, absolute and normalized LF, HF, total power), geometric (TINN, HRV TI) 
and nonlinear measures (Poincare plot, Detrended fluctuation analysis) of HRV 
are obtained according to the standards of measurement, proposed by the Task 
Force of the European Society of Cardiology and the North American Society of 
Pacing and Electrophysiology, which describes the detail of physiological 
correlates of HRV and calculation methods. 

3.1.3 Autentication Protocol 

The LF/HF ratio approach is used for decision either data transmission will be 
carried out or not. It will act as key, if source and destination both matches by 
authentication protocol then original information generated from sender can be 
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transmitted to receiver. But before sending data to DAF, this data is encrypted by 
using low cost hashing algorithm to increase the level of security.  

There are two methods to evaluate HRV. The first one is evaluation of HRV in 
time domain by investigating ECG’s RR intervals chain. However, second method 
is based on frequency domain analysis of ECG, in which same spectrum of 
identical RR intervals are analyzed. The frequency domain approach has 
following benefits in comparison with time domain approach 

i) Their results could be presented with the absolute value (magnitude) of 
variability as power spectrum function. 

ii) Same spectrum of identical RR intervals is analyzed, and it decomposes 
chain of successive RR intervals as addition of functions of sinusoidal 
with different frequencies and amplitudes. 

iii) The frequency specific fluctuations of signals can be studied by 
analyzing its  power spectrum or frequency 

iv)  The spectral analysis displays fluctuations of heart rate at different 
frequencies, Fast Fourier Transformation (FFT) and Autoregressive 
modelings (AR) are renowned methods for its analyzing. 

Due to these advantages, we prefer to use frequency domain approach to measure 
efficiency of our proposed algorithm. For conventional HRV measurements, there 
are three spectral components are explained [23]; a) Very Low Frequency (VLF) b) 
Low Frequency (LF) c) High Frequency (HF). The VLF component has range of 0.0 
to 0.04 Hz and it is related to not fast regulatory methods. The range of LF 
component is 0.04 to 0.15 Hz; it is useful for reflecting sympathetic activity. The 
reflecting vagal activity is performed at HF components having range of 0.15 to 
0.4Hz. The ratio between LF and HF is utilized to specify steadiness between both 
components of Autonomic Nervous System (ANS) action; the sympathetic and 
parasympathetic. The heart rate is increased and decreased by sympathetic and 
parasympathetic respectively. Further, statically calculated index of LF and HF 
can be used to calculate which factors are important for autonomic misbalance. 
Therefore, this ratio is utilized as authentication protocol in our proposed 
algorithm to reduce the computational complexity so to provide efficient approach 
to secure BSN.   

3.1.4 DAF Algorithm  

The algorithm 1 explains how DAF (Data Autentication Function) is generated by 
using MATLAB. It involves three basic parts QRS detection, HRV calculation 
and authentication protocol. In our algorithm, Pan and Tompkins approach [24-25] 
is used for QRS detection based on three steps: Linear filtering, non-linear 
transformation and threshold detection. The linear filtering is based on 
differentiation which is basically high-pass filtering process. It amplifies higher 
frequencies that are characteristic for the QRS- complex and attenuates lower 
 



A Novel Biometric Algorithm to Body Sensor Networks 67 

 

frequencies that are characteristic for P and T deflections. Consider [ ]r n  is the 
input raw ECG signal, and [ ]O n  is the output of linear filtering, which is the 

linear combination of [ ]1d n  and [ ]2d n , first derivative and second derivative of 

[ ]r n respectively. The non-linear transformation is achieved by the combination of 
squaring operator and moving windows integration .The squaring operator [ ]s n  
as shown in eq. (4) gives optimal output by squaring [ ]O n . In QRS complex, it 
performs suppression, if any difference arises due to P and T deflections and also 
enhances amplitude of high frequency components. The ( )y n  represents moving 
window integration, it helps to make output from squaring operator further 
smooth.  The threshold detection is essential step to discover the QRS-complex. 
For all value of i , where i  is the number of heart beats or ECG signals  
involved in the ECG waveform, if outputs of non-linear transformation [ ]y n  is 
greater than or equal to the predetermined threshold all these outputs will be 
termed as QRS-complex. Once the QRS-complex is detected, next step is to 
determine the R-Peak, just by finding the absolute value or index of QRS-
complex. In ECG, Q-to-Q intervals are the time intervals between successive heart 
beats during whole QRS-complex; they are also normally termed as RR intervals. 
However, FFT is used to determine power density spectrum by using a hanning 
windows (H), then we can find VLF, LF and HF.  Finally, LF/HF ratio is used as 
authentication protocol. 

3.2 Low Cost Encryption 

In our research, we use SHA-1 as low cost encryption technique to increase level 
of authentication. Although DAF can provide authentication but for extra security, 
less expensive and flexible encryption technique is used in proposed algorithm as 
shown in Fig.2. The SHA-1 stands for Secure Hash Algorithim-1. It produces 20 
bytes or 40 hexadecimal digits hash value, because it implements security in many 
applications and protocols, few are enlisted here Secure Sockets 
Layer (SSL), Internet Protocol Security (IPSec), Secure Shell (SSH) and Transport 
Layer Security (TLS ). It is very simple and cost-effective because it does not 
require high resources for encryption and decryption. The proposed algorithm 
provides unique, accurate and efficient technique to secure BSN and its 
authentication is verified twice; i) by using DAF, and ii) by low cost encryption. 
Our designed algorithm is simple and effective and based on LF/HF ratio, as 
authentication protocol for implementing security in BSN. 
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Algorithm 1. Data Authentication Function 
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4 Performance Analysis 

The block diagram of our proposed algorithm is shown in Fig.2, uses 
authentication protocol in DAF as key to achieve security in BSN, no external 
keys are required for data authentication; this advantage leads our algorithm 
toward simplicity in comparison with other traditional cryptographic approaches. 
However, key management and its distribution make conventional methods more 
complex and ineffective. 

In symmetric encryption conventional schemes, only single key is used for both 
encryption and decryption; there are two main reasons to cause high transmission 
time in these approaches. Firstly, unique keys are generated for different rounds 
from initial key such as in 64bits DES original key, from which other 8 different 
keys of size 56 bits are generated. Secondly, they support only fix block size of 
data such as 64 bits for DES. If data is more than 64 bits, it must be divided into 
multiples of 64, and data is transmitted in multiple rounds. 

However, for asymmetric encryption process, even more complex and time 
consuming algorithm is utilized for key generation and data transmission. RSA is 
one of the examples of public-key encryption, which uses public and private keys 
for encryption and decryption respectively. 

To explain the efficiency of our proposed algorithm for data authentication in 
BSN, simulation environment with real-time data of several patients was created 
and parameters used in performance analysis are shown in Table 2. We used real 
time ECG data of 20 years old female patient, which is received by associated 
sensor on his body. The length of this ECG data is 258decimal values in different 
matrix format, and each decimal value is equal to 36 bits which means overall 
length in binary is 9216 bits.  

In our proposed algorithm, if authentication protocol i.e. ratio of LF/HF ratio, 
matches between source and destination then all 9216bits will be transmitted in 
one round, this is the main reason to make our proposed protocol efficient.  
Whereas, this is not true for DES and RSA, because DES only support block size 
of 64bits and in RSA message of one decimal (i.e. 36 bits) value can be 
transmitted at a time.  

a) Transmission Time 
The transmission time is the amount of time required for data transmission from 
source to destination. It depends upon the number of rounds involved during 
transmission. As number of rounds increases; transmission time will increase as 
shown in eq. (1).  

t N kr= ×            (1) 

Whereas t  represents total transmission time, and Nr  demonstrates number 

of rounds and complexity involved per round is denoted by k . For our proposed 

algorithm , Nr =1 because all data is transmitted in one round, if key matches 

between source and destination, authentication protocol in DAF is acting as key. 
Due to this reason proposed algorithm requires less transmission time in data 
transmission, so is simple and cost-effective for implementing security in BSN.   
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For DES, number of rounds depends upon the initial key size and length of data 
generated from source. The number of rounds is directly proportional to length of 

data and inversely proportional to initial key size. In eq. (2) Lb , Ki  represents 

length of data in bits and initial key size in bits, respectively. 
LbNr
Ki

=                                 (2) 

In our simulation Lb  is 9216 bits and Ki  is 64 bits for DES, therefore 

Nr will be 144 rounds 

9216
144

64

LbNr
Ki

= = =
 

The overall number of keys required for all rounds ( Nk ) depends upon Nr and 

keys required per round ( Kr ) as shown in eq. (3). 

N N KrrK = ×                  (3) 

144 8 1152NK = × =
 

It can be visualized that DES uses 144 rounds and 1152 keys in order to 
achieve authentication, also this complex calculation takes longer transmission 

time as compared to our proposed algorithm. For RSA, number of rounds Nr  

equal to the length of data in decimal ( Ld ), in our simulation Ld is 258, therefore 

Nr is also 258. As transmission time depends upon number of rounds and 

complexity involved per round, in both conditions RSA requires more time to 
process complete data than our proposed algorithm and DES. Because for our 

proposed algorithm. DES and RSA Nr =1, Nr =144 and Nr =258, respectively.  

b) Average Remaining Energy 

Let Ei  is the initial energy of source and destination for data transmission. The 

amount of energy consumed is proportional to the transmission time, larger the 
time required for processing; more the energy consumed. To check whether our 
proposed algorithm is energy efficient or not, it is necessary to determine the 
average remaining energy of nodes. The eq. (6) calculates average remaining 

energy of nodes; where, Ers and Erd  represents remaining energy of source and 

destination, respectively; which depends upon data length ( Ld ), data rate ( D ) 

and transmitting /receiving power ( Tx / Rx ) as shown in eq. (4) and eq. (5). 
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[( ) ( / )]( 1)1

N
E E T L Drs xi j dj

∑= − ×−=
                   (4) 

[( ) ( / )]( 1)1

N
E E R L Dxird j dj

∑= − ×−=
                  (5) 

( ) / 2E E Ear rs rd= +                      (6) 

The value of Ear  is high for our proposed algorithm, because it requires less time for 

processing. Therefore, it can be said that proposed algorithm consumes less energy than 
DES and RSA, because it requires less transmission time than conventional methods. 

 
c) Power Utilization 
Our proposed algorithm is also power efficient, because utilization of power depends 
upon energy consumption and transmission time.  As we explained earlier that our 
proposed algorithm utilizes less energy and time for data transmission, hence it can be 
stated that less power will be utilized to secure BSN. The amount of power utilized 

( Pu ) can be measured by any one of following equations 

  
1

P [2 ( )]( 1)1

LN dE T Ru x xiit D
∑= × − +−=

                    (7)         

The algorithm 2 represents the performance analysis of our proposed algorithm, in 
which M represents the original transmitted from source, C is the cipher text generated 
after applying low cost encryption, where as S and D are the source and destination 

respectively. The authentication protocol   a p  is the ratio between LF and HF, if it 

matches between S and D, then transmission will be started. After data transmission, 

total transmission time, average remaining energy and power utilization, t  , Ear , Pu  

are calculated to evaluate the performance of proposed algorithm.   

5 Simulation Environment 

MATLAB is used in our simulation. It is assumed that initial energy is 1 joule  
for both source and destination. It is considered that transmission power,  
receiving power and data rate as -25dbm, -95dbm and 256Kbps, respectively.  
A comparative analysis of proposed algorithm based on ECG as biometric trait 
and two conventional cryptographic security approaches; Data Encryption 
Standard (DES) which is symmetric or private-key based encryption technique 
and RSA (Rivest  Shamir Adleman) which is an asymmetric or public-key based 
encryption method. In this research real time data of ECG from physioNet 
including two data bases; MIT-BIH Normal Sinus Rhythm Database (nsrdb) and 
MIT-BIH long-Term ECG Database (ltdb) was used. Overall we have analyzed 
ECG data of 20 patients in between age of 20 to 80. 
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Table 2 List of abbreviations used in performance analysis 

Abbreviation Detail Abbreviation Detail
t  total simulation 

time 
Lb  data length in 

binary  
k  complexity per 

round  
Ei  Initial energy 

Nr  number of rounds Ers  Remaining energy 
from source 

Nk  overall keys  
required for all 
rounds 

Erd  remaining energy 
for destination 

 
Kr  number of keys 

required per round 
Ear  average remaining 

energy 

Ki  initial key size Tx  transmission power 

Ld  data length in 
decimal 

Rx  reception power 

D  data rate Pu  Power utilized 
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6 Experimental Results 

The Fig.4 represents ECG waveform of 20 years old subject (female). The grid 
interval used in this waveform is 0.2 seconds and amplitude is 0.5 mV, a 12-bit 
Analog-to-Digital converter sampling at 128Hz frequency is used to get digital 
signal. The RR-interval representation at different time durations of mentioned 
subject is shown in Fig. 5, this time interval is distance between two consecutive 
R-peaks. The Figs.5 (a), 5(b) and 5(c) exploit the RR-interval for time duration of 
1minute, 1hour and for complete wave respectively. The Fig.6 demonstrates 
histogram of RR-interval for different time durations. The Figs.6 (a), 6(b) and 6(c) 
explain histogram for RR-interval representation for time duration of 1minute, 
1hour and for complete wave, respectively. 
 

 

Fig. 4 ECG waveform of 20years female patient 

The RR-intervals are further used to determine HRV by using different time 
domain as well as frequency domain approaches. The ratio LF/HF is used as 
authentication protocol between source and destination in our proposed algorithm 
to provide efficient solution to secure BSN as shown in Figs. 7, 8 and 9.  Our 
proposed algorithm eliminates the need of complex key generation procedure, 
which is more cost-effective and efficient approach that existing techniques for 
data authentication in BSN as shown in Table 3. Fig.7 shows total amount of 
transmission time required for proposed algorithm, DES and RSA is 0.214 ms, 
3.40ms and 6.40 ms respectively. From results it can be analyzed that proposed 
algorithm consumes less time than traditional cryptographic techniques during 
transmission. In parallel with more transmission time consumption, the key 
generation procedure for two cryptographic techniques consumes more resources, 
such as, transmission time execution. Fig.8, shows the average remaining energy 
of our proposed algorithm, DES and RSA of 0.998 joules, 0.963 joules and 0.932 
joules respectively. The implementation of proposed algorithm is simple and easy 
than DES and RSA, therefore it requires less time and energy than both 
conventional techniques. Total power consumed by proposed algorithm, DES and 
RSA during data transmission is 9.64mW, 10.05mW and 10.10mW respectively, 
as shown in Fig.9. Hence, we can say that our proposed algorithm is power-
efficient than DES, and RSA. 
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(a) 

  
(b) 

                
(c) 

Fig. 5 RR-Interval representation (a) RR-interval for 1minute, (b) RR-interval for 1hour, 
and (c) RR-interval for complete wave  
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(a) 

            
(b) 

  
(c) 

Fig. 6 Histogram representation of RR-interval (a) Histogram representation of RR-interval 
for 1minute, (b) Histogram representation of RR-interval for 1hour and (c) Histogram 
representation of RR-interval for complete wave  
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Fig. 7 Total transmission time  

 

Fig. 8 Average Remaining Energy   

 

Fig. 9 Total Power required  
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Table 3 Comparison between proposed algorithm, DES and RSA 

 Transmission 
Time  
 (ms) 

Average 
Remaining 
Energy(Joules) 

Power 
Utilization      
(mW) 

Proposed Algorithm 
(Biometric-based) 

0.214 0.998 9.64 

DES(Symmetric 
Encryption Approach) 

3.40 0.963 10.07 

RSA(Asymmetric- 
Encryption Approach) 

6.20 0.934 10.10 

7 Conclusion 

This paper presents one efficient and cost-effective algorithm based on ECG as 
biometric characteristics to attain security and privacy in BSN, whereas ECG is 
used as biometric feature.  The real-time data of ECG from physiobank is used in 
simulation; we utilized two data bases namely MIT-BIH Normal Sinus Rhythm 
Database (nsrdb) and MIT-BIH long-Term ECG Database (ltdb) to carry out 
experiments. The real-time ECG data of 20 patients of the age in between 20 to 80 
is received from both databases. The aim of our research is to minimize time 
consumption during key generation mechanism in conventional methods. 
Therefore, we utilize the ECG as biometric feature to implement security; the Data 
Authentication Function (DAF) is applied in our proposed algorithm instead of 
generation of complex keys. The DAF involves three  major steps i) detection of 
QRS-complex iii) to calculate Heart Rate Variability v)the LF/HF ratio  is used as 
authentication protocol, the output of authentication protocol is acting as key 
between source and destination in our research paper. Transmission between 
source and destination will only begin if this ratio LF/HF matches, otherwise 
message will be discarded. Although DAF provides the authentication, but to raise 
the further level of security, we added low cost hashing encryption scheme in our 
research. The source performs encryption of message by SHA1, before processing 
to DAF. Simulation results show that our proposed scheme outperforms 
symmetric encryption based technique DES and asymmetric encryption based 
algorithm RSA. Finally, it can be concluded by simulation results that our 
proposed algorithm requires less transmission time than DES and RSA as, 0.214 
ms, 3.40ms and 6.40 ms, respectively. Average remaining energy of our proposed 
algorithm, DES and RSA is 0.998 joules, 0.963 joules and 0.932 joules 
respectively. Total power required by proposed algorithm is 9.64mW which is 
lower than DES and RSA with total power consumption of 10.05mW and 
10.10mW respectively. As fewer resources are required during data transmission, 
therefore our proposed algorithm claims to offer cost-efficient solution than 
conventional approaches for security of BSN. 
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Abstract. Advances in technology have led to development of wearable sens-
ing, computing and communication devices that can be woven into the physi-
cal environment of our daily lives, enabling a large variety of new applications
in several domains including wellness and health care. Despite their tremen-
dous potential to impact our lives, wearable health monitoring systems face
a number of hurdles to become a reality. The enabling processors and archi-
tectures demand a large amount of energy, requiring sizable batteries. In this
chapter, we discuss granular decision making architectures for physical move-
ment monitoring applications. Such modules can be viewed as tiered wake
up circuitries. The signal processing based decision making, in combination
with a low-power microcontroller, allows for significant power saving through
an ultra low-power processing architecture. The significant power saving can
be obtained by performing a preliminary ultra low-power signal processing
and hence, keeping the microcontroller off when the incoming signal is not
of interest. The preliminary signal processing is performed by a set of special
purpose functional units, also called screening blocks, that implement tem-
plate matching functions. Furthermore, an optimization problem is presented,
in this chapter, to select screening blocks such that the accuracy requirements
of the signal processing are accommodated while the total amount of power is
minimized. Finally, this chapter concludes with experimental results on real
data from wearable motion sensors. These results show that granular deci-
sion making modules fine tuned for signal pre-screening can achieve 63.2%
energy saving while maintaining a sensitivity of 94.3% in recognizing physical
activities.

1 Introduction

Long-term pervasive sensing and monitoring can aid in diagnosis and track-
ing of many medical conditions such as Parkinson’s [21, 29] and in extracting
biokinematic characteristics of human body such as gait parameters [23, 14].

c© Springer International Publishing Switzerland 2015 81
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Advances in technology have led to development of wearable sensing, comput-
ing and communication devices that can be woven into the physical environ-
ment of our daily lives, enabling a large variety of new applications in several
domains including wellness and health care. These systems, also called Body
Sensor Networks (BSNs), enable real-time monitoring of the human body.
A BSN consists of several nodes placed on the human body that provide
sensing, processing and communication capabilities. BSNs offer the unprece-
dented ability to monitor patients in a natural setting for an extended period
of time.

Despite their tremendous potential to impact our lives, wearable health
monitoring systems face a number of hurdles to become a reality. In partic-
ular, the enabling processors and architectures demand a large amount of
energy, requiring sizable batteries. This creates challenges for further minia-
turization of the wearable units.

In addressing energy concerns in wearable monitoring platforms, this chap-
ter presents an ultra low-power granular decision making methodology based
on coarse-to-fine grained signal processing techniques requiring low to slightly
higher power. This architecture is presented in the context of physical move-
ment monitoring which aims at detecting target physical activities/actions
such as ‘walking’, ‘sit to stand’, ‘kneeling’, or ‘lie to sit’. The granular decision
making module (GDMM) will remove actions that are not of interest as early
as possible from the signal processing chain, deactivating all remaining sig-
nal processing modules, including the microcontroller. The granular decision
making module can be viewed as a tiered wake up circuitry. It is composed
of hundreds or thousands of choices of screening blocks, although this chap-
ter considers only a specific case where bit resolution of sensor readings is
used to optimize power consumption of decision making architecture. Each
screening block is essentially a classifier with several tunable parameters, by
which power versus classification accuracy can be adjusted.

Emerging applications of health care monitoring have unique properties
motivating a granular decision making architecture: signals and events ob-
served from the human body are slowly changing [25]. They are governed by
the physics of the human body (e.g., kinematics, dynamics) which constrains
the variations and reduces the randomness in the signals. In addition, events
of interest, which may require the microcontroller’s attention, often occur
with a low duty cycle [7]. This chapter attemts to exploit these properties
and introduce programmable multi-level information driven decision making
techniques that are highly power optimized.

2 Preliminaries

The problem discussed in this chapter is energy savings in BSNs through a
preliminary signal screening block, called granular decision making module.
Before going into more details of the ultra low-power architecture, several
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Table 1 Notations

Term/Abbreviation Description

BSN Body Sensor Network
GDMM Granular Decision Making Module
MSPC Main Signal Processing Chain
MCSP Minimum Cost Screening Path

â target action
A set of m non-target actions
T template generated for target action â

γ(T, S) similarity score between template T and signal segment S
n maximum number of quantization bits provided by ADC
Bi i-th screening block
thri threshold value for screening block Bi

bi bit resolution of screening block Bi

tpi true positive rate, percentage of target actions accepted by Bi

fpi false positive rate, percentage of non-target actions accepted by Bi

λ desired true positive rate
wi per-action energy consumption of Bi

preliminary discussions are needed to provide sufficient background on wear-
able systems and related low-power design approaches. Throughout this chap-
ter, the notations listed in Table 1 are used.

2.1 Wearable Sensor Unit

A BSN is composed of several sensor nodes mounted on the patient’s body,
embedded with the clothing, or implanted in the human body. Physical move-
ment monitoring uses inertial information acquired by motion sensors such
as accelerometers, gyroscopes, and magnetometers. An example of a sensor
node platform is TelosB mote [30] from XBow, with several analog-to-digital
(ADC) channels responsible for acquiring and digitizing analog signals. It
allows for integration of external sensors such as motion sensors within the
TelosB sensor board. The ADC (Analog to Digital Convertor) unit within
the microcontroller can sample sensor data with a specific resolution. For in-
stance, a MSP430 microcontroller embedded with TelosB may have an ADC
unit with 12-bit resolution. The sensor node has also a radio module for
communication with other nodes in the network or with a gateway such as
a cell phone. Ideally, a granular decision making can be a screening module
fully integrated with the microcontroller. For the purpose of simplicity and
evaluation in this chapter, however, we assume that a wearable sensor unit
is used only to collect data in order to design the high level architecture of
the granular decision making module. In other words, in Section 5, the data
collected from such a wearable sensing platform will be used to validate the
architecture presented in Section 3.2.
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Fig. 1 MSPC (Main Signal Processing Chain) for action recognition.

2.2 Main Signal Processing Chain

The goal of main signal processing chain (MSPC) is to extract useful informa-
tion from sensor data. Frequently, this data is a high-level observation, such
as “Is the subject running?” or “What is the stride length when the subject is
walking?”. In other words, the purpose of main signal processing is to provide
a ‘fully’ SW programmable environment for development of ‘highly’ reliable
signal processing technique for action detection/verification and extracting
details from the signals (e.g., balance during ‘sit to stand’ when it occurs).

Out of all possible actions, mostly only a few are of interest to the main
signal processing, for example ‘walking’ or ‘sit to stand’. Therefore, the main
signal processing needs to classify actions of interest prior to extracting any
further details about actions. The overall goal of the classifier is labeling
actions of interest, also called target actions. Figure 1 shows a typical signal
processing model commonly used for movement monitoring applications and
algorithms appearing in literature [42]. In this model, signals are processed
in real time by a series of processing blocks to arrive at a classification result.
These processing blocks include filtering, segmentation, feature extraction,
and classification and parameter extraction. The filtering is generally applied
to remove sensor artifacts and noise. In the context of action recognition,
segmentation determines portions of the signal that represents a complete
action, segregating activity versus rest. Features are functions run on the
segmented data to decrease dimensionality of the signal without significantly
reducing the relevant information. Statistical features are frequently used for
action recognition [12]. Finally, each node uses the feature vector generated
during feature extraction to determine the most likely action by utilizing
some classification algorithm such as k-Nearest Neighbor (k-NN) [10].

2.3 Low-Power Wearable System Design

Several ultra low-power wearable systems, with power budget of less than
1 mW, with signal processing capabilities have been proposed. These sys-
tems, however, are either not programmable (except that they may provide
a few tunable parameters), or the programmability is handled completely by
a microcontroller. An intraocular CMOS pressure sensor system implant was
proposed which contains an on-chip micro mechanical pressure sensor array,
a temperature sensor, a microcontroller-based digital control unit, and an RF
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transponder [37]. An interface chip for implantable neural recording was pro-
posed with tunable band-pass filters and adjustable gain [18]. A batteryless
accelerometer system, with 3D loop antenna, was proposed that utilizes the
radio wave for power feeding and signal communication as RFID. However,
the control unit of the system is a microcontroller and is unclear how it can
be powered up by energy scavenging [34].

Several other systems were suggested that are primarily tailored towards
specific applications. Examples include a machine-learning based patient-
specific seizure detector [36], an implantable blood pressure, ECG sensing
micro-system with adaptive RF powering [4, 5, 2, 6], an implantable bat-
teryless telemetric micro-system for EMG recording [28] and a batteryless
MEMS implant for cardiovascular applications [24]. An ultra low power sens-
ing device for measuring pulse oximetry was presented in [38]. The work in
[20, 33] introduces a battery-free sensing device with radio frequency energy-
harvesting from wireless module.

There has been efforts towards creating ultra low-power semiconductor
components. Multi-threshold CMOS (MTCMOS) circuits is an example [8]. A
wireless system with MTCMOS/SOI circuit technology was suggested which
lowers the supply voltage of the LSIs 0.5 V and reduces the power dissipation
to 1 mW [9]. 1 mW, however, is still larger than the energy budget of the
energy harvesting circuits. The power budget of energy harvesting circuits
is often tens of μWs. For example, a batteryless vibration-based energy har-
vesting system was proposed for ultra low-power ubiquitous applications that
can generated 36.79 μW [3].

The ultra low-power processing model presented in this chapter employs
a sequence of lightweight built-in classifiers and operates in a chain. The
idea of using a cascade of simple classifiers for performance enhancement
is studied in a variety of image processing subfields including detection of
handwritten digits [44], face detection [27], and many other object detection
areas [39]. The approach proposed by Viola and Jones for object detection
[39] is a widely used technique in which a cascade architecture is proposed
to boost the classification performance. This object detection framework is
primarily used for face detection applications [40] and employs an AdaBoost-
like scheme to perform both feature selection and classifier training. A set of
classifiers are arranged in a cascade in order of complexity, where each suc-
cessive classifier is trained only on those selected samples which pass through
the preceding classifiers. If at any stage in the cascade a classifier rejects
the current sub-window, no further processing is performed and continues on
searching the next sub-window [41]. The idea of combining simple classifiers
to achieve higher accuracy is also discussed in [31] where authors suggest to
use a single accelerometer for activity monitoring and combining classifiers
using plurality voting. Much work has been done on selecting only relevant
pieces of information for classification. Selecting only individual features for
each activity can improve the performance as demonstrated in [15]. In [17]
AdaBoost is used to select a small number of features in order to ensure fast
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classification. The algorithm automatically selects the best features and ranks
them based on their classification performance. Given the maximum number
of features that the activity recognition system can use, the system automat-
ically chooses the most discriminative sub-set of features and uses them to
learn an ensemble of discriminative static classifiers for activity recognition.

As stated previously, the idea of granular decision making for wearable
systems is motivated by sparsity of the events that occur in health monitor-
ing applications. Sparsity of events has inspired many studies in the past in
other monitoring applications. An example of these studies is Lucid Dream-
ing [16] that is proposed for use in structural crack monitoring. The system
performs high resolution sampling of sensor data in bursts upon occurrence of
an event of interest. This wake-up circuit consumes only 16.5 μW. CargoNet
[19] is another system aimed at environmental monitoring and is capable of
asynchronous wake-up upon occurrence of exceptional events. The wake-up
module uses adjustable thresholds to adapt to dynamic environments. The
power consumption of the system is reported to be less than 25 μW. The work
in [1] employes a decision tree model to activate sensor nodes and adjust their
sampling rates. The performance of the decision tree classifier is comparable
with that of the support vector machines while the decision tree consumes
significantly less energy. Another example is the system presented in [32]
which uses an ultra low power front-end analog circuitry to enable/disable
digital component of the system by examining the power spectrum of the sig-
nal. Furthermore, an acoustic surveillance system is presented in [13] which
implements a digital VLSI periodicity detector (with a core power consump-
tion of 835nW) to wake up the system. The detection criterion is based on
the degree of low-frequency periodicity in the acoustic signal.

3 Signal Screening for Power Saving

This section presents different components of the signal screening archi-
tecture. The section starts with a describtion of the motivation for signal
screening first, and presents a high-level view of the system followed by more
detailed information on each component.

3.1 Motivation

Most BSN applications are only concerned with a very small subset of human
actions. For instance, gait analysis only is concerned with ‘walking’, fall detec-
tion with ‘falls’, Parkinson’s disease monitoring with certain movements such
as ‘tremors’ [29], sleep apnea with ‘restless leg syndrome’ and ‘periodic limb
movements’ [26]. In real-time continuous patient monitoring, these target ac-
tions occur infrequently. Considerable energy is wasted processing non-target
actions. As a result, efficiently rejecting non-target actions with a screen-
ing classifier could lead to a significant increase in system lifetime through
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Fig. 2 Motivation

deactivating the main processor which provides the full signal processing
for classification. This way, an ultra low-power screening block activates the
MSPC only when a target action is observed. Clearly, one requirement of such
screening classifier is to achieve a significantly high precision, true positive
rate, in detecting target actions (activating main processor due to occurrence
of a target action). To obtain high true positive rates, the screening architec-
ture may accept some non-target actions. Such actions determine the false
positive rate. For the actions that the screening block cannot reject reliably,
the MSPC will be activated. The main advantage of this method is the power
saving due to removing non-target actions from the signal processing chain,
deactivating the remaining modules in the signal processing chain. Note that
the false positives may not result in inaccurate activity monitoring because
they can be rejected by the MSPC through more intenstive signal process-
ing. Furthermore, a chain of classifiers, which perform coarse to fine grained
preliminary processing, can be used. In this chapter, we focus on using a
sequence of classifiers that differ in the level of bit resolution of sensor read-
ings. Lower level classifiers operate at lower precision and consume less power
while higher level classifiers have higher percision at the cost of higher power
consumption.

Figure 2 illustrates motivation behind using a sequence of screening blocks
with low-to-high bit resolution. This figure shows real signals collected with
our wearable sensors where only three actions are used for visualization. The
graphs show raw sensor readings from Z-axis accelerometer of a node placed
on the ‘waist’ of a subject. Assume ‘Rising from Bending’ (bold blue plot)
is the action of interest and the other two actions, ‘Sit to Stand’ (dashed
black plot) and ‘Step Backward’ (dashed red plot) may occur as non-target.
The graph on the left shows sensor readings with 12 bits of ADC resolu-
tion. Clearly, the target action (‘Rising from Bending’) can be distinguished
from the two other actions on the 12-bit graph. This can be accomplished by
a template matching function as will be discussed in Section 4.1. Let us as-
sume that all actions are equally likely. Therefore, a 12-bit template matching
needs to be active all the time monitoring incoming signals. It would activate
the main signal processing chain only when a target action occurs (33.3% of
the time). Now assume that two classifiers with 1-bit and 5-bit resolutions
are used, as shown in middle and right graphs, instead of a 12-bit classifier.
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As shown in the figure, a 1-bit resolution classifier can reject ‘Sit to Stand’
as not being the target action. However, it cannot reject a ‘Step Backward’
action as the signal has the same value as the target action (see blue and
red graphs in the 1-bit resolution scenario). A not-rejected action, however,
can be further processed by the next classifier in the chain (a 5-bit resolution
classifier) where ‘Step Backward’ and ‘Rising from Bending’ actions are dis-
tinguishable. Therefore, an incoming signal can be reliably classified as either
‘target’ or ‘non-target’ after passing through a sequence of two classifiers with
lower bit resolutions than the 12-bit classifier. In this example, a 1-bit resolu-
tion classifier is active all the time while a 5-bit classifier is active only 66.7%
of the time. Note that a sequence of lower resolution classifiers can potentially
consume a lot less power than a classifier with full scale quantization.

3.2 Architecture of Wearable Unit with Signal
Screening

An overview of the system architecture for low-power signal processing is
shown in Figure 3. There are four main components of the platform: the sen-
sors, the special purpose functional unit or granular decision making module
(GDMM), a low-power general purpose processor, and the radio. Human ac-
tions can be examined using motion sensors such as accelerometers and gyro-
scopes. The sensor readings are sent through an ASIC architecture including
an analog-to-digital converter (ADC) and GDMM, which digitizes the read-
ing and performs screening tests. The ADC is an essential component which
acquires and digitizes analog signals for further analysis. The MSP430 mi-
crocontroller used for the experiments presented in this chapter has an ADC
unit with 12-bit resolution. Any action accepted by the GDMM will be for-
warded to the MSPC for further processing. The following two subsections
present details of the signal screening architecture. The MSPC presented in
Section 2.2 is implemented on the main processor where the results can be
transmitted through the radio.
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3.3 Granular Decision Making

The power saving model operates based on a set of screening blocks per-
forming template matching on incoming signal. Each screening block can be
adjusted to perform preliminary signal processing at different precision rates
at the cost of power usage. An example of tunable parameters is the number
of quantization bits or bit resolution of the sampled data. Specifically, opti-
mizing the screening architecture with respect to bit resolution is the main
focus of this chapter. Figure 4 illustrates GDMM in connection with other
components of the system where screening blocks operate at different bit
resolutions. The module includes digital pre-filtering, a buffer, and a chain
of screening classifiers as described previously. The data from body-mounted
motion sensors is frequently noisy. A moving average filter is enough to filter
the signal and remove high frequency noise [11].

Each screening block in the chain is applied in a sequence that will be
detailed in Section 4. The processing stops as soon as a screening block in
the chain rejects the incoming action. Activating screening blocks in serial
introduces a time delay for each subsequent block. In order to allow each
block to operate on the proper signal segment, a single buffer is used.

The lowest level screening block (i.e., B1) has the lowest precision (e.g.,
1-bit resolution) but is also the least energy consuming block. An active
screening block makes a preliminary binary decision (Accept/Reject) on
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incoming signal. A higher level block (e.g., B2) is activated only if the incom-
ing action is accepted by the preceding block (e.g., B1). Clearly, the block at
the lowest processing level (e.g., B1) needs to be active all the time, process-
ing incoming signals. In Section 4, an optimization problem aiming to find
the optimal sequence of the screening blocks is presented where quantization
bit is considered as the tunable parameter.

The Activation Module is responsible for turning on the next screening
block or the MSPC. In other words, activation of the screening blocks and the
main processor are programmable thought the activation module. A higher-
level screening block is activated only if the current action is accepted by its
preceding block.

3.4 Screening Blocks

Each screening block compares the incoming signal against a predefined tem-
plate over a fixed window. The comparison is made using template matching
operations. The template matching, shown in Figure 5, is based on Normal-
ized Cross Correlation (NCC) [43] which will be discussed in Section 4.1.
Template matching is implemented using a multiplier-accumulator (MAC)
circuit. Real-time signal processing requires high speed and high throughput
MAC units that consume low energy, which is always a key to achieving a
high performance low-power computing system.

Each screening block is a binary template classifier based on the cross
correlation score obtained by comparing the incoming action with a pre-
computed template of the target action. This comparison assigns a score
value, γ, based on a similarity measure between the signal segment and the
template. For classification decision, γ is compared against a threshold value,
thri, and the action is classified as either accept or reject. A rejection causes
processing to stop for that action.
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4 Optimization of Granular Decision Making Module

The GDMM in Figure 4 is composed of several screening blocks that form a
decision path for classification. Each block is associated with a quantization
bit level which affects performance of the classification. Finding minimum set
of screening blocks and their ordering is challenging because each block has
a different operating point depending on the bit resolution and the threshold
used for classification. In this section, an optimization problem is formulated
to find the optimal decision path forming the best sequence of screening
blocks for examining each incoming action.

4.1 Template Matching

Given a target action â and A = {a1, a2, . . . , am} a set of m non-target
actions, template T , associated with â, is generated from a set of training
trials. Templates are generated as shown in Definition 1 using a set of training
trials. During real-time operation of the system, a classification decision is
made by comparing the incoming action to the predefined template. The
comparison is made based on the similarity score defined in Definition 2.

Definition 1 (Template). Given an action ai with L number of training
trials, a template Ti for ai is the best representative trial with respect to the
similarity score γ between all pairs of the trials. The trial with the highest
summed similarity score between itself and the other trials is selected, as
shown in (1).

Ti = argmax
al
i

∑

r

γ(ali, a
r
i ) (1)

Definition 2 (Similarity Score). Given two time series signals f and g of
length N , the similarity score γ(f ,g) between the two signals is defined based
on their normalized cross correlation by

γ(f, g) =

∑N
t=1[f(t)− f̄ ][g(t)− ḡ]√∑N

t=1[f(t)− f̄ ]2
∑N

t=1[g − ḡ]2
(2)

where f̄ and ḡ denote mean values of f and g.

4.2 Performance of Screening Blocks

Each screening block performs preliminary classification based on the score
associated with cross correlation between the template and the incoming
action. A screening block Bi rejects the incoming action if the score is smaller
than a certain threshold thri. Classification performance of a screening block
Bi depends on thri and the bit resolution of the block, bi. The threshold
is set during the training to obtain a pre-specified precision associated with
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a desired performance criterion. The larger the threshold is the higher the
likelihood of rejecting an incoming action. Therefore, the threshold value
directly affects the true positive rates (tpi) and false positive rates (fpi). The
granular decision making architecture aims to minimize power consumption
of the system while maintaining a given lower bound on the true positive
rate (λ). The module introduces a decision path including a sequence of the
screening blocks. The power consumption of the module is determined by
the acceptance rate of the screening blocks on the path (ri) and the energy
consumption of each block (wi). Let us call this problem Minimum Cost
Screening Path (MCSP). In the remainder of this section, we study this
problem by mapping the entire set of screening paths onto a graph model
and formally formulating the problem on the proposed graph.

Definition 3 (Block Acceptance Rate). For each screening block Bi on
a decision path, an acceptance rate ri is defined by

ri = tpi + fpi (3)

where tpi and fpi refer to true positive rate and false positive rate of the
block Bi. The acceptance rate ri is clearly determining percentage of the
actions (including target and non-target) accepted by Bi.

Note that true positive rate and false positive rate concepts are absolute
measures and do not carry the effect of one screening block on the other. That
is, tpi and fpi values are calculated while all actions are fed to Bi. Similarly,
the resulting acceptance rate, ri, represents percentage of the actions that
pass through a block if all actions are used as input to that block.

4.3 Problem Formulation

In order to present the minimum cost screening path (MCSP) problem, all
possible decision paths are mapped onto a graph model called screening graph.
This model is then used to find the optimal path including a subset of screen-
ing blocks and their ordering for preliminary signal screening.

Definition 4 (Screening Graph). Given a set of screening blocks {B1,
. . . , Bn} with bi < bi+1, the screening graph G={V ,E,W} is a direct acyclic
graph defined by a set of vertices, V , a set of edges, E, and sets of weights, W
associated with vertex set. The set of vertices, V , is {s, v1, . . . , vn, t} where s
is a dummy node connected to all other nodes, and t is the destination node
associated with the main signal processing chain. Thus, |V |=n+2. Further-
more, each vertex vi (1 ≤ i ≤ n) is associated with a screening block Bi. An
edge eij (i < j) connects a vertex vi (corresponding to a lower level block Bi)

to vertex vj (corresponding to higher level block Bj). Thus, |E|= (n+1)(n+2)
2 .

The set W={w1, . . . , wn} denotes cost of each vertex for processing a single
incoming action, and is associated with the energy consumption of corre-
sponding screening blocks.
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Definition 5 (Outgoing Flow). For each vertex ui ∈ V on a path P={s,
u1, . . . , ul, t} of length l from s to t, define an outgoing flow (fi) rep-
resenting percentage of actions that are passed through the corresponding
block Bi. The set of outgoing flows for vertices on the path P is denoted by
F={f1, . . . , fl}.

Note that the outgoing flow, fi, associated with Bi is different from the
acceptance rate, ri. Acceptance rates define percentage of actions that can
be accepted by individual screening blocks, independent of how they are
connected to other blocks. Outgoing flows, however, represent percentage of
actions that are accepted by a particular block while considered as part of
the screening graph. Each fi is a function of ri and acceptance rate of the
preceding blocks on the path as discussed later in this section.

For the dummy node s, fs=1 resulting in an outgoing flow of 1. The idea
is to feed all actions to the dummy node first. A path from s to t deter-
mines what screening blocks are activated during preliminary classification.
Furthermore, ws=0 because the dummy node does not represent a physical
component of the system. Also, a zero outgoing flow is assigned to the des-
tination node (ft=0) because MSPC is the last processing component of the
system and does not convey actions to any subsequent module. The energy
consumption of the destination node, wt, is the amount of energy required
for running MSPC on the main processor.

Figure 6 shows the screening graph with v1 to vn corresponding to n screen-
ing blocks. As mentioned previously, the energy cost of a screening block Bi

is denoted by wi per incoming action. Therefore, the overall cost of each
screening block depends on the percentage of the incoming actions that are
passed through the decision path to the screening block Bi. This is directly
defined by the outgoing flows. The objective is to find the decision path with
minimum overall cost.
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Fig. 7 A minimum cost decision path is P={s, u1, u3, t} with a total cost of
505 nW

To better describe how the overall cost for a path from s to t is calculated
,a synthetic screening graph (Figure 7) with three screening blocks indicated
by u1, u2, and u3 is presented. Each vertex has an outgoing flow, fi and a
weight denoted by wi. The weights are shown in nW with destination node (t)
having a significantly larger amount of power consumption (e.g., wt=1000) as
it corresponds to the main signal processing chain. A path P={s, u1, u3, t}
which is the minimum cost path has a cost of 505 nW. The edge (s,u1) has a
cost of fs×w1=1 nW. The next edge, (u1,u3) has a cost of f1×w3=4.8 nW.
Note that f1 is the minimum rate among all previously traversed vertices
(s and u1). The cost for the edge (u3,t) is f3 × wt=500 nW. Similarly, ft is
the smallest acceptance rate among previously traversed nodes (s, u1, u3). In
general, however, if ri is not the smallest rate among all preceding nodes, the
cost for an edge eij is a function of acceptance rates on all traversed nodes. In
this example, acceptance rates are monotonically decreasing. Thus, the cost
for each edge eij can be computed based on the rate and weight of adjacent
vertices (i.e., ri and wj). In order to formally define the MCSP problem, let
us define the cost for each decision path on a given screening graph.

Definition 6 (Decision Path Cost). Given a screening graph G, the total
cost for a decision path P={s, u1, . . . , ul, t} of length l is given by

wP = fsw1 + f1w2 + f2w3 + . . .+ flwt(4)

= rsw1 +min(rs, r1)w2 +min(rs, r1, r2)w3 + . . .+min(rs, r1, . . . , rl)wt(5)

where ui ∈ V , ri is the acceptance rate for vertex ui, and rs=1. Furthermore,
each term fiwj = min(rs, r1 . . . , ri)wj represents the cost associated with
the edge eij=(ui,uj) on the path.

The intuition behind using min function in the above formulation is that
the acceptance rates, ri, are all calculated with respect to the source node,
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s, rather than the adjacent node in the graph. Therefore, each ri denotes
the percentage of the actions that can pass through Bi if the node is placed
adjacent to s (i.e., all actions are fed to the block). As it can be observed
from Definition 6, the cost for each edge eij on the path depends on the cost
of uj and acceptance rate of all previously traversed nodes.

Problem 1. Given a screening graph G, the MCSP problem is to find a
decision path, P̂ , with minimum cost.

Definition 7 (Path Acceptance Rate). For a decision path P from s to t
on the screening graph G, the acceptance rate RP is defined as the percentage
of actions that are accepted by all the nodes on the path, and is given by

RP = minui∈P (ri) (6)

4.4 Shortest Path Solution

The problem presented in Section 4.3 is different from the traditional shortest
path problem because the contribution of an edge to path cost depends not
only on the cost of that edge but also on the costs of the edges already
traversed. A special case of this problem with applications in multimedia
data transmission has been studied in [35].

The MCSP problem can be transformed to the traditional shortest path
by simplifying some of the assumptions on acceptance rate of our screening
blocks. It can be shown that under these realistic assumptions, the problem
can be solved with computationally simple shortest path algorithms. In fact,
the classifiers under consideration in this chapter use the same template and
signal, but linearly quantized at different bit levels. From this model, several
basic assumptions can be inferred.

1. The target actions are rejected in approximately the same order by all the
screening blocks on the decision path. Equivalently, if a target action is
rejected by Bi, it is also rejected by Bj while j > i. In other words, a
higher level block Bj may reject some target actions that are accepted by
Bi. Therefore, compared to a lower level block, a higher level block may
have smaller or equal true positive rate (tpj ≤ tpi).

2. Similarly, the non-target events are rejected in approximately the same
order by all the classifiers. Thus, a higher level block Bj may reject some
non-target actions that are accepted by a lower level block Bi. Therefore,
compared to a lower level block, a higher level block may have smaller or
equal false positive rate (fpj ≤ fpi).

3. Classifiers at higher quantization bit levels perform better or equal to
classifiers at lower bit levels. That is to say, for two screening blocks with
equal true positive rates tpi = tpj = F and j > i, then rj ≤ ri. In fact, in
order to achieve the lower bound λ on true positive of the entire granular
decision making, we set the threshold thri on each screening block such
that the fixed true positive rate of λ is obtained.
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Theorem 1. If u1, u2, . . ., uk (associated with screening blocks B1 . . .Bk)
form an optimal decision path, the cost of an edge eij is a function of wj

and ri.

Proof. As shown in (4), the total cost associated with edge eij on path P is
given by

we
ij = min(rs, r1, . . . , ri)wj (7)

The assumptions on monotonically decreasing acceptance rate would result
in ui having smallest acceptance rate among all preceding nodes. That is
min(rs, r1, . . . , ri)=ri. Therefore,

we
ij = riwj (8)

An immediate implication of Theorem 1 is that the cost of each edge on
the decision path is deterministic and can be computed before running any
algorithm for computing the path. Therefore, the problem is transformed into
a simple shortest path problem [22].

Calculating shortest path on Directed Acyclic Graphs (DAGs) is com-
putationally less expensive than general graphs, based on the principal of
topological ordering. It can be done by processing the vertices in a topologi-
cal order and computing the path cost from each vertex to be the minimum
cost obtained via any of its incoming links. Each screening graph in our mod-
eling is a DAG with a unique topological ordering. This ordering is specified
by the directed path that contains all the vertices. In the example shown
in Figure 8, the topological ordering is {s, u1, u2, u3, t}. In this example,
costs associated with edges are calculated by applying (8) on the graph in
Figure 7. The shortest path from s to t is {s, u1, u3, t}, which is calculated as
follows. Vertex u1 has only one incoming edge. Thus, there is only one path
from s to u1 with the cost of 1. The next vertex in the topological ordering
is u2 which has two incoming edges associated with two paths ({s, u1, u2}
and {s, u2} with the costs of 4.2 and 4 respectively. Therefore, minimum cost
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Table 2 Experimental Actions

No. Action

1 Stand to Sit
2 Sit to Stand
3 Sit to Lie
4 Lie to Sit
5 Bend and grasp
6 Rise from Bending
7 Kneel
8 Rise from Kneeling
9 Look Back
10 Return from look back
11 Turn clockwise
12 Step forward
13 Step Backward
14 Jump

path from s to u2 is {s, u2}. Similarly, u3 has three incoming edges which
indicate three paths {s, u2, u3}, {s, u1, u3}, and {s, u3} introducing costs
of 8.2, 5.8, and 6. Consequently, {s, u1, u3} is the minimum cost path from
s to u3. And finally, destination t has four incoming edges representing four
candidates for the shortest path. These paths include {s, u1, u3, t}, {s, u2,
t}, {s, u1, t}, and {s, t} with the costs values of 505.8, 704, 801, and 1000
respectively. Thus, {s, u1, u3, t} is the overall shortest decision path from s
to t with a cost of 505.8.

5 Performance Analysis

This section presents an assessment of the discussed power saving model
using real data collected from motion sensors duirng daily physical activities.
The evaluation is done for identifying each one of the 14 target actions listed
in Table 2. In each phase, one of the actions is considered as target action
and the rest as non-target. The analysis uses data collected through a set of
experiments with three male subjects, all between the ages of 25 to 35 and
in good health condition.

5.1 Datase

The dataset used for analysis contains data from nine motion sensor nodes.
Each sensor node has a 3-axis accelerometer and a 2-axis gyroscope. For
simplicity, only one sensor/node is used for detecting each target action (e.g.,
Z-axis of the node placed one the ‘waist’ for ‘sit to stand’). For actions that
require multiple sensors, the same methodology can be used. That is, the
template matching on multiple nodes/axes can be utilized to activate MSPC.
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In this case, a data fusion algorithm will be used to combine decisions made by
different sensors and decide if the microcontroller needs to be turned on/off.

5.2 Parameter Setting

As discussed in Section 4, a screening graph has two set of parameters
which are used for constructing optimal decision path. These parameters
include weights (W ) and incoming rates (R) associated with different screen-
ing blocks. Both parameters are calculated using training trials. Weights are
calculated based on the amount of energy consumed by corresponding screen-
ing blocks. Incoming rates are calculated by examining percentage of training
trials that are accepted by each screening block.

To estimate the energy consumption of each screening block, the screen-
ing blocks are implemented using template matching units as described
previously. Template matching function is modeled using Verilog. The cross-
correlation is implemented by a series of MAC steps depending on the number
of incoming samples. At each clock instant, the digitized template data and
the incoming signal data are multiplied and added to the previous MAC
value. The multiply-add operation repeats depending on the length of the
template, to calculate the cross correlation function. All the operations are
carried out at a low frequency of 20 Hz. The design is synthesized using
Synopsys with the 45nm NanGate Open Cell library. The switching activity
is then considered and the power numbers are computed in Synopsys. The
power values ranges between 0.34 nW for the 1-bit block (w1=0.34) and 1.45
nW for the 12-bit screening block (w12=1.45).

In order to calculate the incoming rates (R) on individual vertices of the
screening graph, the threshold (thri) is set on each screening block such that
the desired true positive rate (λ) is obtained. In fact, the threshold is set to
guarantee the lower bound λ on the overall true positive rate of the system.
Therefore, the threshold on each screening block Bi is given by

ˆthri = argmax
thri

tpi ≥ F (9)

Note that tpi (sensitivity) decreases as thri grows. Thus, thri is set to the
largest possible value that meet the desired sensitivity requirement. Thus,
once can start with a small value (e.g., close to ’0’ which would result in
100% sensitivity) and increase this value as long as the sensitivity rate is
above the desirable rate.

5.3 Decision Paths

Table 3 shows decision path reported by the optimization technique while the
desired true positive rate (λ) varies from 50% to 100%. In this table, a node
‘s’ denotes the source and a ‘t’ represents the destination node (associated
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Table 3 Shortest paths for detecting ‘sit to stand’

Sensitivity (%) Decision Path Path Activation (%) Classifier Threshold

50 s → B1 → B12 → t 4.76 0.95
55 s → B1 → B12 → t 5.71 0.94
60 s → B1 → B12 → t 5.71 0.94
65 s → B1 → B12 → t 7.62 0.93
70 s → B1 → B12 → t 9.05 0.92
75 s → B2 → B12 → t 12.9 0.86
80 s → B2 → B12 → t 12.9 0.86
85 s → B2 → B12 → t 14.3 0.85
90 s → B2 → B12 → t 16.7 0.84
95 s → B2 → B12 → t 22.9 0.80
100 s → B2 → B12 → t 22.9 0.80

with the main processor). In all cases, only two screening blocks are chosen
by the algorithm. Note, however, that the total energy depends also on the
bit resolution of the individual screening blocks. For example, B12 consumes
more power than B1 and B2. An interesting observation is that more power
hungry blocks (e.g., B2) are chosen as the desirable sensitivity increases. This
observation can be interpreted as follows. When sensitivity rate increases,
lower quality blocks (e.g., B1 in this example) may not be able to provide the
amount of granularity required for obtaining the desirable sensitivity. Thus,
higher level blocks (i.e., B2) get activated to provide sufficient performance.

The third column in Table 3 shows path acceptance rate, percentage of
the time that the main signal processing chain (MSPC) is activated by the
algorithm. The first screening block (e.g., 3-bit or 4-bit template matching
block) is active all the time. However, the second screening block is activated
based to the outcome of the previous template matching.

The last column in Table 3 shows the threshold values assigned to the last
screening block (i.e., B12) on the path. These values determine how similar
an incoming signal and the target template need to be in order to classify
the signal as target. Correspondingly, this indicates the amount of difference
between a non-target action and the target action in order to properly clas-
sify them. We recall that the classification is based on the similarity score in
Definition 2. If the similarity score between an incoming signal and the tem-
plate exceeds the threshold, the signal is classified as target. Otherwise, the
signal is classified as non-target, resulting in the main processor remaining
inactive. Clearly, the threshold value for a particular GDMM depends on the
sensitivity of the system, which is a design parameter. Higher sensitivities
incur smaller thresholds, allowing more actions to be classified as target.
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Fig. 9 Results for detecting ‘Sit to Stand’.

5.4 Power Analysis

The power optimization problem with a desired true positive rate would lead
to a shortest path problem as explained in Section 4.4. Power and accuracy re-
sults for detecting ‘sit to stand’ through the granular decision making module
(GDMM) are shown in Figure 9. Figure 9(a) shows the power consumption
of the GDMM. The power consumption ranges from 0.64 nW to 1.02 nW
with an average of 0.84 nW.

As expected, Figure 9(b) confirms that MSPC is activated more often when
a higher sensitivity is desired. The value of path activation ranges from 4.8%
for the case of 50% sensitivity to 22.9% for the case of 100% sensitivity.

The power consumption of the decision making module can be compared
with that of an MSP430 microcontroller which consumes 3 mW in active
mode. Figure 9(c) shows the amount of power savings obtained by our system
compared to a system with the microcontroller being instantly active (a direct
connection between node s and t in the screening graph). As expected, the
higher the true positive rate is, the lower energy saving that can be achieved.
Depending on the desired sensitivity, the percentage of power saving ranges
from 76.8% to 94.8%.



Ultra Low-Power Hardware-Assisted Signal Screening 101

Once the optimal decision path is constructed, it can be used to measure
its actual precision when test trials are applied. This simulates a real-time
scenario where incoming signals are examined by the decision making module
for identification of a specific target action. For this purpose, the sensor data
are fed to the optimal decision paths shown in Table 3. The actual measured
sensitivities are shown in Figure 9(d). The values range from 53.3% to 100%
with an average of 77.6%. Note that all values on the graph in Figure 9(d) are
above the dashed line, which implies that the measured sensitivity is always
higher than the desired lower bound (λ).

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

0.5

1

1.5

Action

P
ow

er
 C

on
su

m
pt

io
n 

(n
W

)

 

 

S=0.5
S=0.7
S=0.9

(a) Power Consumption of the GDMM

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

10

20

30

40

50

60

70

80

Action

P
at

h 
A

cc
ep

ta
nc

e 
(%

)

 

 

S=0.5
S=0.7
S=0.9

(b) Path Acceptance Rate

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

20

40

60

80

100

Action

P
ow

er
 S

av
in

g 
(%

)

 

 

S=0.5
S=0.7
S=0.9

(c) Power Saving

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0

20

40

60

80

100

Action

M
ea

su
re

d 
S

en
si

tiv
ity

 (%
)

 

 

S=0.5
S=0.7
S=0.9

(d) Measured Sensitivity

Fig. 10 Results when each action is considered as target action. Results are shown
for three different values of desired sensitivity (S=50%, S=70%, S=90%).

5.5 Single Action Detection

In order to establish the robustness of our granular decision making architec-
ture with respect to different target actions, the data are used and each action
in Table 2 is considered to be the target action. In each case, appropriate tem-
plate can be chosen and the specific action can be considered as the target.
For each target action, the optimal decision path is then constructed from the
screening graph as discussed in Section 4. For extracting each decision path,
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Table 4 Power consumption and savings for detecting multiple actions

S=0.5 S=0.7 S=0.9

Power Consumption (mW) 2.7 3.6 3.9
Power Saving (%) 71.5 38.3 20.9

the thresholds are set on each template matching block to meet the desired
true positive rate. The sequence of the screening blocks on the decision path
is used to accept/reject each incoming signal and activate MSPC. The set of
screening blocks is then employed to classify the target movement. The re-
sults obtained from this analysis are shown in Figure 10(a)-Figure 10(d) for
three different sensitivity rates. In particular, the discussed system achieves
an average power saving of 63.1% while maintaining a sensitivity of 92.7%.

Figure 10 shows the details of this analysis. Figure 10(a) shows power
consumption of GDMM for detecting each one of the 14 target actions. For
the case of a 90% sensitivity, the power consumption of the GDMM veries
depending on the target action. It ranges from 0.543 nW for ‘Rise from Bend-
ing’ to 1.45 nW for ‘Stand to Sit’ and ’Kneel’. On average, the screening path
consumes 1.14 nW. The amount of power saving ranges from 22.7% to 92.4%
with an average of 63.1% while maintaining a minimum sensitivity of 90%.

5.6 Detecting Multiple Actions

Thus far, the presented performance analysis considers the case where the
granular decision making module is trained to monitor only one particular
action (associated with the template) and the analysis is presented accord-
ingly to wake the main processor up upon occurrence of the target action. Yet,
this methodology can be extended to detect a group of target actions. In case
of multiple target actions, one can use one of the following approaches: 1) The
most straightforward, but not essentially optimal, approach is to replicate the
decision making module for each action of interest where each module clas-
sifies one target template and activates the main processor independent of
the others. This approach may result in less power saving because similarity
among target actions is not taken into consideration and therefore, some of
the modules might be redundant; 2) Another approach is to generate a unique
template that represents all actions of interest and use that template as target
template. This method is more efficient, but may not be feasible if actions
of interest are significantly different in terms of structural patterns, which
makes generation of a common template challenging; 3) If a large number of
target actions with significant structural variations are given, a combination
of the two aforementioned approaches can be used. Similar actions can be
grouped together to generate a unique template, and one granular decision
making module can be constructed per action group.
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Table 5 Similarity scores for irregular walking (a1 is ‘touch right side’ and a2 is
‘touch left side’)

γ(a1, a1) γ(a2, a2) γ(a1, a2)

Mean Value 0.81 0.79 0.68
Standard Deviation 0.17 0.18 0.10

In order to provide insight into how detection of multiple actions can be
addressed using the GDMM, the first approach (using one GDMM for each
target action) is used in this chapter to detect the first four actions in Table 2.
The results are illustrated in Table 4 for different sensitivity values.

6 Conclusion

This chapter presented a light-weight signal processing methodology for Body
Sensor Networks applications by early rejection of non-target actions. The
discussed hardware-assisted algorithm uses template matching blocks at dif-
ferent bit levels and finds an optimal order for their execution. The results
demonstrate the effectiveness of this architecture in reducing the power con-
sumption of the system. In particular, it achieves an average energy saving
of 63.1% while maintaining 94.3% true positive rates in detecting actions of
interest.
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1 Introduction

As people age, many people experience health problems like heart attacks, strokes,
accidental falls. When such events occur, immediate help is crucial to reduce the risk
of complications or even deaths and greatly increase the likelihood of a return to in-
dependent living. To offer a sense of security to seniors and bring peace to their fam-
ily members, automatic health monitoring is needed to detect such emergencies and
raise timely alerts to family members. Currently, this need is remedied by Personal
Emergency Response Systems (PERS). With PERS, seniors wear a pendant/watch
which is wirelessly connected to a base unit with a built-in telephone. When needing
help, they press a button to speak to an emergency response centre. Modern PERS
offer more functionalities such as fall detection and heart rate monitoring. Notable
examples are Philips Lifeline with AutoAlert and myHalo monitoring. However,
PERS typically use point-to-point wireless technologies which impose a hard limit
on the reception range. PERS typically works well within 100 meters, preferably
with line-of-sight. In addition, PERS charge expensive monthly fees (e.g. US$53
for Lifeline [1] and US$59 for myHalo [2]), which are heavy financial burdens for
seniors.

2 Related Research

2.1 Heal Monitoring Using Wireless Sensor Networks

Since the emergence of wireless sensor networks (WSN), numerous health monitor-
ing systems based on WSN have been proposed. Malan et al. [3] designed a multi-
hop WSN called CodeBlue for emergency and disaster responses. Sensor nodes
periodically transmit packets containing heart rate, oxygen saturation (SpO2) in
multiple hops to a PC or a PDA. [4] implemented a multi-hop WSN called Alarm-
Net for assisted living and 24/7 monitoring of temperature, activity, luminosity, elec-
trocardiography (ECG) and oxygen saturation (SaO2) in a residential environment.
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AlarmNet also integrates a WBAN (Wireless Body Area Network) called SATIRE
for classifications of activities of daily living. SATIRE logs and caches accelerome-
ter data in flash memory and upload when close to a remote processing unit.

2.2 Fall Detection Using MEMS Sensors

In recent years, there is an increasing trend in utilizing MEMS accelerometers to
detect falls. Some [5, 6, 7, 8, 9, 10, 11] used a single triaxial accelerometer attached
to torso (e.g. waist, chest or pelvic). Others such as Kangas et al. [12] used more
than one accelerometer to study waist, wrist and head simultaneously. Researchers
at MIT [13] use multiple miniature and low-cost devices called Wockets to collect
human motion data using accelerometers at various parts of the human body so as to
increase accuracy and detect a wide range of activities. MEMS accelerometers are
capable of generating massive amount of data within short periods. As pointed out
by [7], in studies of falls using accelerometers, a sampling frequency ranging from
50 Hz to 250 Hz is typically required so as not to miss high frequency components
which might contain a fall. Processing massive accelerometer data in real-time is too
expensive for a resource-constrained device thus most researchers choose to stream
data wirelessly to a remote processing unit instead. However, continuous wireless
transmission consumes bandwidth and drains battery life quickly. This approach is
acceptable for research studies but impractical in real applications.

3 Motivation

Aforementioned reasons and technologies motivate the development of a low-cost
and scalable wireless health monitoring system, e-Guardian, for the lone elderly.
It aims to transform elder-care into a collaborative effort mainly involving people
who live with the elderly, rather than a private company that provides service at sub-
scription charges. e-Guardian takes advantage of recent advances in wireless sensor
networks (WSN), hardware miniaturization, MEMS (microelectromechanical sys-
tems) sensors, mobile computing and machine learning.

In an e-Guardian system, a base station (BS) starts a local wireless network and
a number of range extenders (RE) extend the network to cover a much larger area.
The highlight of e-Guardian is a set of small, light weight and low-power wearable
devices (WD). A WD consists of a micro-controller unit (MCU), a RF (radio fre-
quency) transceiver and several miniaturized sensors. It can be used to summon help
and automatically detect accidental falls, monitor simple activities such as walking,
casual movement and inactivity.

e-Guardian is simple and low-cost, yet still capable of alerting caregivers at life-
critical moments. Its scalability allows sharing of a single system (together with
SMS and data subscriptions) among multiple seniors, which reduces cost per capita
significantly.
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4 Challenges

e-Guardian employs multi-hop WSN which is essential for achieving scalability
but it usually suffer from limited bandwidth. As the number of wearable nodes in-
creases, network at the remote processing unit will be easily congested. To deal with
this problem, e-Guardian takes a decentralized approach to process raw sensor data
locally in WDs. WDs are based on low-power 8-bit MCU with limited clock speed
and memory so they cannot handle expensive computations. e-Guardian avoids this
by utilizing advanced digital sensors which support hardware interrupts as well as
data buffering. An interrupt-driven fall detection algorithm has been proposed and
implemented which consumes much less power because WDs only process upon
hardware and timer interrupts, and stay in sleep mode to conserve power the rest of
time. Since WDs do not stream massive data wirelessly, this algorithm also saves
tremendous transmission power and network bandwidth.

5 System Architecture

Fig. 1 shows the system architecture of e-Guardian. Essentially, e-Guardian embod-
ies a wireless infrastructure which provides a wireless link between caregivers and
seniors wearing WDs. Inter-device communications are enabled by ZigBee, which

Fig. 1 e-Guardian’s System Architecture
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is a low-cost, low-power and secure wireless mesh network standard. ZigBee is self-
organizing and self-healing. If an existing route is broken, a route discovery will be
initiated automatically and a new route will be established. In this way, e-Guardian
can cover a single household with its surroundings or an entire village/community
area.

BS is the gateway device between ZigBee and cellular networks. It integrates
a GSM/GPRS module which is used to implement two alternative channels, SMS
and Internet, for commanding and accessing information. e-Guardian can be imple-
mented to connect to a TCP (Transmission Control Protocol) server. On top of that,
an HTTP (Hypertext Transfer Protocol) server can be configured to allow users to
access e-Guardian anywhere via a web browser.

In e-Guardian, BS and REs are mains-powered with fixed locations. WDs are
battery-powered and can move freely in a local e-Guardian network. To achieve
long battery life, WDs only incorporate sensors which support duty-cycling or hard-
ware interrupts. Example sensors include digital MEMS accelerometers, body tem-
perature sensors, light sensors and heart rate sensors.

6 Realization

6.1 e-Guardian Devices

An e-Guardian prototype has been developed to show the concept and various fea-
tures of e-Guardian. Fig. 2(a) shows a BS prototype which consists of a ZigBee
module CC2430 from Texas Instruments and a GSM/GPRS module GM862 from
Telit. BS is configured as a ZigBee Coordinator, responsible for starting up the net-
work. A command parser has been implemented to allow users to interact via either
SMS or Internet. Fig. 2(b) shows an RE prototype. It routes data packets for other
devices and is powered by the mains supply. Whenever there is any dead spot, a
RE is all that is needed. Fig. 2(c) shows a prototype of a WD which consists of
a CC2430 chip and a digital MEMS accelerometer (ADXL345 from Analog De-
vices). It is configured as a sleeping ZigBee End Device. The design philosophy of
WD is that seniors are only expected to press a panic button to summon help and all
other features are automatic.

Fig. 2 (a) Base Station, (b) Range Extender, (c) Wearable Device
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6.2 TCP/HTTP Server

A TCP/HTTP server allows caregivers to access e-Guardian via a web browser. A
prototype TCP server is developed using Twisted, an event-driven asynchronous
network framework for Python. The TCP server accepts connections from an
e-Guardian system and the HTTP server on behalf of a client connection from a
web browser. Upon a client connection, the TCP server will populate all online
e-Guardian systems so a client could choose one to communicate with. A Web-
Socket application has been developed using Python, HTML and Javascript, and
is hosted using a small standalone WebSocket server called pywebsocket. Web-
Socket, as standardized in HTML5, is a web technology which allows a web browser
to exchange messages with a HTTP server in real-time without periodic polling.
Fig. 3 shows a web connection from a Safari browser in an iPhone 4S.

Fig. 3 e-Guardian Web Application

7 Fall Detection

7.1 MEMS Accelerometers

In recent years, MEMS (microelectromechanical systems) inertial sensors have
sparked an intense interest in studying falls. [14] and [15] separately implemented
fall detection algorithms right within Android phones, taking advantage of their
built-in accelerometers and high-level APIs (application programming interface).
[5, 16, 6, 7, 17, 8, 18, 10, 11] used a single triaxial accelerometer attached to cer-
tain parts of the torso (waist, chest, back or pelvic) to study falls. Some used more
than one accelerometer. For example, [12] studied accelerometers on waist, wrist
and head simultaneously. Some others [19, 20] used gyroscopes in addition to ac-
celerometers. [19] used a triaxial accelerometer on waist and a bi-axial gyroscope
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on thigh. [20] studied a triaxial accelerometer and a triaxial gyroscope on both chest
and thigh.

MEMS accelerometers have also been used to study activities of daily livings
(ADLs) [21, 22, 23, 24]. In this field, Wockets [13] is a notable open source project
which aims to build hardware and software that permits automatic, 24/7 physical
activity and context detection on mobile phones. Wockets are miniature and low-
cost devices that collect human motion using accelerometers, and send raw data
via Blue-tooth to users’ mobile phones for further processing. Wockets are placed
at various positions of the human body to increase robustness and accuracy thus
detecting a wide range of activities.

MEMS accelerometers, small and low-power, are well-suited for battery-powered
wearable devices. However, they can generate a huge amount of data quickly. In
studies of falls using accelerometers, a sampling rate ranging from 50 Hz to 250
Hz is typically required [7], in order not to miss critical high frequency components
(e.g., a sudden fall). Assuming a sampling rate of 50 Hz, even if each axis is rep-
resented by a single byte, there will be 150 bytes of information per second for a
triaxial accelerometer. Analyzing each piece of data is no easy task for a resource-
constrained device which typically has limited processing power. For practical im-
plementation of fall detection and ADL classification algorithms, a design can take
one of the three approaches below.

I. Remote Processing: Stream accelerometer data wirelessly to a base unit which
has more processing power or,

II. Local Processing: Implement an algorithm completely within a wearable unit
which is typically resource and power constrained or,

III. Heterogeneous: Pre-process raw accelerometer data (e.g., run-length encoding,
feature selection, dimensionality reduction) so as to compress it into smaller
size, and then transmit wirelessly to a base unit for further processing.

Approach I consume tremendous bandwidth and power due to continuous wire-
less transmission. Approach II drains batteries quickly due to continuous process-
ing of accelerometer data and classification algorithms. Approach III seems most
promising. However, it remains a challenge to design a preprocessing algorithm that
is lightweight and capable of transforming raw data effectively into much smaller
feature sets.

In studies of falls or ADLs evaluated above, except for a few which chose to
store data on an SD card [17, 10, 12] for off-line processing, all took a remote
processing approach to stream raw accelerometer data wirelessly to a remote unit
via either Blue-tooth [8, 18, 9, 25] or ZigBee [5, 11, 19]. This approach is acceptable
and usually the most convenient for research studies. However, it is challenging
to make practical use of algorithms designed this way in a small wearable device
while achieving long battery life. For instance, Wockets continuously stream raw
accelerometer data via Blue-tooth which is very power consuming for both Wockets
and mobile phones. In fact, Wockets were designed only to meet a goal of 24-hour
performance on one charge.
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People become increasingly forgetful as they age so charging/replacing batteries
should be as infrequent as possible. A practical fall detector should have a battery
life of several months in order to make it appealing to the elderly. For instance,
a senior might fall once a year. If a fall detector needs recharge once every two
days, this will translate to 365/2 = 182.5 charges per fall. As a result, the senior
will probably be reluctant to wear one on a 24/7 basis. Therefore, a practical fall
detector should have a battery life of several months in order to make it appealing
to the elderly.

This paper approaches fall detection and ADL classification from a practical
point of view. A fall detection algorithm and an ADL classification algorithm are
proposed, both of which are very power-efficient and can be implemented in most
8-bit MCUs (micro-controller unit) with limited RAM (random access memory)
and clock speed. Both algorithms are based on a digital MEMS accelerometer which
supports interrupts and data buffering. They take an interrupt-driven approach which
is completely different from conventional approaches where an algorithm must ex-
amine and process every piece of data sampled at high frequencies. The interrupt-
driven approach allows a host MCU to examine significantly less data and only
process upon an accelerometer interrupt or a timer interrupt. Thus, it conserves both
power and bandwidth.

7.2 Analog vs. Digital Accelerometer

An analog tri-axial MEMS accelerometer requires three dedicated ADC (analog-to-
digital converter) channels on the host MCU to continuously convert accelerometer
signals into digital representations. Currently, MEMS accelerometers are shifting
from conventional analog types to digital types. A digital accelerometer typically fea-
tures a serial interface which is either SPI (Serial Peripheral Interface) or I2C (Inter-
Integrated Circuit). It is less susceptible to noise than its analog counterpart. Digital
accelerometers often have a FIFO (first-in/first-out) memory block for buffering data
and various interrupt features such as data-ready, free-fall, inactivity, activity, wake-
up, single-tap, double-tap and orientation. Some have built-in low/high-pass filters.
Some has taken even bigger steps by incorporating advanced technologies into a
single MEMS chip. For instance, InvenSense released a family of MEMS chips that
combine several inertial sensors with an on-chip low-power Digital Motion Proces-
sor (DMP) [26]. This DMP can carry out simple processing and calculations so as
to offload the host MCU and thus reduces overall power consumption.

Digital accelerometers are gaining popularity as they are used in many battery-
powered devices where there is a strong need to relieve burdens on host MCUs. De-
pending on MEMS vendors, each digital accelerometer offers slightly different sets
of features. Nevertheless, most digital accelerometers support FIFO and common in-
terrupt features including activity, inactivity, free fall. Creative use of these features
can save tremendous amount of computational resource. For instance, acceleration
data can be queued in FIFO and when it reaches certain amount, an interrupt will
be generated to notify the host MCU to retrieve all data at once. If an accelerometer



114 J. Yuan and K.K. Tan

is stationary, an inactivity interrupt will be asserted and the host MCUs could go to
sleep without examining any data. However, taking advantage of such advanced fea-
tures does come at a price which is the lack of portability. If an algorithm exploits a
particular feature of an accelerometer which is not available elsewhere, it cannot be
ported to other accelerometers without tweaking the algorithm. In contrast, analog
accelerometers are free from such concerns.

It is noticeable that in the pstudies of falls and ADLs evaluated above, all used
an analog accelerometer except for [5, 11]. However, [5, 11] used it in a way no
different than analog accelerometers, i.e., raw accelerometer data was simply read
and streamed to a remote base unit for processing.

Despite the lack of portability in algorithms designed for digital accelerometers, a
digital accelerometer outperforms its analog counterpart by several orders in term of
power saving. In this paper, a digital MEMS accelerometer, ADXL345 from Analog
Devices, is used to implement a fall detection algorithm and an ADL classification
algorithm.

7.3 ADXL345 Basics

ADXL345 supports various interrupts, of which INACTIVITY, ACTIVITY,
FREE FALL are important for the proposed algorithms. For both ACTIVITY and
INACTIVITY interrupts, there are two modes, DC mode and AC mode respec-
tively. In DC mode, the current acceleration magnitude is directly compared with
THRESH ACT and THRESH INACT, threshold values for ACTIVITY and INAC-
TIVITY respectively. In AC mode, for ACTIVITY detection, a reference value is
taken as the acceleration value at the start of activity detection. New samples of ac-
celeration are compared to this reference value and ACTIVITY is triggered if the
difference exceeds THRESH ACT. For INACTIVITY detection, a reference value is
used for comparison and is updated whenever the device exceeds THRESH INACT.
Subsequent samples are compared against this reference value.

To reduce the number of ACTIVITY and INACTIVITY interrupts, ADXL345
provides a link mode functionality. Link mode delays the start of ACTIVITY detec-
tion after an INACTIVITY is detected. Only after ACTIVITY is detected, INAC-
TIVITY detection then begins, preventing the detection of ACTIVITY. Link mode
makes it possible that when an accelerometer is static, no repeated INACTIVITY
interrupts will ever be generated.

ADXL345 offers an FIFO of 32 sets of accelerometer data. FIFO has four modes,
of which TRIGGER mode is important for the two algorithms. A trigger evepnt
refers to interrupts assigned to either INT1 or INT2, which is configurable. A trigger
level for FIFO can be set to a number n, which can be anywhere between 0 to 31
(inclusive). Upon a trigger event, the FIFO will discard all accelerometer data in
FIFO except the latest n samples. The FIFO will continue to fill up till it is full. This
feature allows FIFO to retain a window of 32 samples around a trigger event and the
host MCU can choose to run a relatively complex algorithm on these 32 samples.
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Interrupts together with FIFO allow both algorithms to skip the majority of ac-
celerometer data and only examine a tiny portion which is of interest.

7.4 Embedded Software Environment

CC2430 in WD runs a ZigBee software stack called Z-Stack. Z-Stack is built on
a cooperative, round-robin scheduler called OSAL (Operating System Abstraction
Layer) which provides timers, memory allocation, inter-task communication, inter-
rupt handling, and power management, etc. At the low level, OSAL interfaces with
ISR and board hardware. OSAL has a high level software timer implemented on
top of one of the on-chip hardware timers. This high level timer is used to imple-
ment a flexible recurrent timer routine that can be enabled and disabled any time the
program wishes.

Besides the timer routine, CC2430 also implements two hardware ISRs for INT1
and INT2 pins respectively. These three routines will be placed where the code for
both algorithm resides.

7.5 Accelerometer Placement

Currently, most fall detection algorithms and ADL classifiers are based on ac-
celerometers attached to parts of a torso. Accelerometer data collected at wrists
are typically used to complement accelerometers attached to torsos. [12] evaluated
accelerometers placed at waist, wrist and head and concluded that wrist was not
optimal for fall detection. [27] argued that a wrist-worn accelerometer could not
reliably distinguish falling and sitting down.

Placing accelerometers at the center of gravity is the most reliable means, but also
the least comfortable on a daily basis. A wrist-watch type would be the most accept-
able as it can remove social stigma associated with wearing a medical or health care
device. Another advantage of a wrist device is high acceptability for wearing at night
and during bathing. The proposed algorithms are based on wrist-worn accelerom-
eters despite higher false positive rates due to complicated movements of wrists in
daily activities.

7.6 Fall Detection Algorithm

The proposed fall detection algorithm is derived from an algorithm [28] proposed in
an application note by Analog Devices. The original algorithm characterizes a fall
by examining four phases of a fall – INITIAL STATUS, WEIGHTLESS, IMPACT
and MOTIONLESS. In a valid fall, WEIGHTLESS, IMPACT and MOTIONLESS
must occur in succession within predefined time intervals. A fall is finally quali-
fied if vector difference between final orientation and initial orientation surpasses a
threshold, which indicates a significant orientation change.
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The original algorithm has three major limitations.

1. It relies heavily on the host MCU to check the accelerometer’s interrupt status
every 20ms using a recurrent timer interrupt, even if seniors may be sleeping
through the whole night. This approach wastes the majority of processor time
doing useless checking.

2. It assumes a fixed initial status of gravity orientation (x = 0, y = -g, z = 0).
Immediately after the wearer falls, the final orientation will be significantly dif-
ferent than the fixed initial orientation. This assumption only makes sense if an
accelerometer is worn with one axis parallel to the gravity, (e.g. when the ac-
celerometer is embedded within a belt worn by a standing human subject). The
assumption is totally invalid if the accelerometer is wrist-worn.

3. The proposed FREE FALL threshold will lead to continuous assertions when
an accelerometer is positioned in certain orientations, even though the wearer is
not falling. This will be explained thoroughly in Section 7.6.2 below.

The proposed algorithm has made significant improvements in terms of power
saving by removing its timing dependency on the host MCU as much as possible.
As sleeping is an instinct of a ZigBee End Device, this algorithm spares the host
MCU from periodical polling and allows the host MCU to stay in deep sleep mode
completely when there is no interrupt.

7.6.1 Output Data Rate (ODR)

Conventional fall detection algorithms require sampling rates of no less than 50Hz.
ADXL345 provides lower ODR by decimating a common sampling frequency. Fre-
quency components higher than an ODR such as a sudden and short impact are
likely not to be present in sampled data. However, ACTIVITY and FREE FALL are
based on undecimated accelerometer data so frequencies up to 1600Hz are always
captured. Thus, ADXL345 can be safely set to a lower ODR without worrying that
high frequency components such as a fall will ever be missed.

The proposed ODR is 25Hz. At this rate, FIFO will be able to hold 32/25 = 1.28
seconds of data. As FIFO TRIGGER mode is used, only the latest 16 samples are
kept upon a trigger. These 16 samples, corresponding to 0.64 seconds of accelerom-
eter data, will be used for estimation of initial postures of a wrist.

7.6.2 Threshold of Falling

During a fall, a wrist typically falls from a high level to a low level within a very
short time. During this time, the accelerometer attached to the wrist will experience
some gravity loss, which is reflected in the accelerometer reading by all axes con-
verging towards zero. This pattern can be exactly captured by using FREE FALL
interrupt.

[28] proposed 0.75g and 30ms for THRESH FF and TIME FF which are thresh-
old and time windows of FREE FALL interrupt respectively. There is a serious flaw
with this threshold. ADXL345 asserts FREE FALL when all axes are smaller than
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Fig. 4 All Axes with Equal Angles with the Gravity

THRESH FF for a time longer than TIME FF. This assertion is not based on the
vector sum of all axes which is sv =

√
x2 + y2 + z2. There is a possibility that

the accelerometer is positioned such that all axes have equal angles with the gravity
vector, as shown in Fig. 4.

The projection of the gravity vector onto each axis can be calculated by using
volume of the triangular pyramid. Assuming that the three sides on the top all have
a length of 1, the height h can be calculated to be

√
3
3 and the projection angle is

θ = sin−1(
√
3
3 ). Thus, the projection of the gravity into each axis will be

√
3
3 g ≈

0.57735g. When the accelerometer is positioned as in Fig. 4, FREE FALL interrupts
will be continuously asserted as all axes are smaller than THRESH FF (0.75g). This
will be inaccurately detected as a long free-fall in the original algorithm.

The new threshold proposed is 0.5625g which is the largest configurable value
under 0.57735g. The TIME FF is correspondingly smaller, which is set to 20ms
instead. This setting has been tested to be responsive enough when wrists lower
down relatively quickly in experiments.

7.6.3 Threshold of Impact

During a fall, a wrist will typically hit something. The impact can be detected by us-
ing ACTIVITY interrupt. However, during ADLs, there are occasional movements
leading to relatively high impacts. Impacts caused by ADLs are normally smaller
than impacts caused by falls but there is a region of overlap between the two, as
studied by [29]. A threshold must be set to differentiate fall impacts from ADL im-
pacts. From extensive experiments, during a fall, this impact will easily exceed 4g
while ADLs only occasionally exceed this value.

The ACTIVITY interrupt is asserted when any of the axes exceeds THRESH ACT.
Due to a problem similar to that in Section 7.6.2, during an impact, the vector sum
of the impact could have a direction with the same angles with all axes. Thus, this
impact will be projected equally to each axis, leading to smaller values detected at
each axis. This scaling factor is still

√
3
3 . Therefore, THRESH ACT is set to be 2.25g,

the largest configurable value under
√
3
3 × 4g ≈ 2.31g.

7.6.4 Assumption of Orientation Change

Most fall detections using accelerometers around torsos could easily assume that
before and after a fall, there will be significant change in orientation [20, 18, 30, 11].
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For wrists, it is less certain to assume an orientation change. However, extensive
experiments performed by human test subjects show that during an actual fall, the
orientation or posture of wrist will almost certainly change. This is due to the fact
that, most falls occur when seniors are upright (walking or standing). As a result,
their lower arms usually point roughly downwards. After falls, their lower arms will
be typically horizontal. Therefore, after a fall, at least a slight orientation change
could be legitimately assumed.

The assumption of slight change in orientation will help eliminate the majority
of ADLs. As discussed in Section 7.6.3, there is an overlap between impacts due
to falls and impacts due to ADLs. During ADLs such as sitting down and resting
arms on chairs, wrists will typically hit things, thus leading to impacts, which can
be relatively high sometimes. However, most conscious human actions usually do
not result in much change in orientation before and after impacts. This is certainly
not always true. Nevertheless, the assumption of slight change in orientation is able
to filter out quite a lot of ADLs while it is less likely to filter out a fall mistakenly.

The slight change in orientation is quantitatively defined as a relatively small
vector difference of 0.5g between the gravity vector measured in the accelerometer
before and after a fall.

7.7 Algorithm Description

The proposed algorithm is modeled as a finite-state machine. A flow chart shown in
Fig. 5 is used to illustrate the algorithm. It essentially consists of six states, from F0
to F5. The details of this algorithm are described as below.

(F0) F0 is the initial state as well as reset state. ADXL345 is initialized as follows:

a. Data rate: 25Hz.
b. ACTIVITY, INACTIVITY are enabled and mapped to INT1. ACTIVITY

threshold is 2.25g. INACTIVITY threshold is 0.5g and its detection time
window is 1 second.

c. Link mode is enabled. By enabling link mode in the state F0, INACTIVITY
will not be asserted repeatedly if seniors are not moving (e.g. sleeping).

d. FREE FALL is enabled and mapped to INT2. FREE FALL threshold is
0.5625g and its detection window is 20ms.

e. FIFO is initialized to TRIGGER mode and is triggered by FREE FALL.
When triggered, FIFO will hold the latest 16 samples before the trigger,
discard earlier ones, continue to collect until full.

f. When returning from other states, CC2430 timer ticks (started in F1) will
be stopped and the system is reinitialized.

(F1) When FREE FALL is asserted, the algorithm enters F1.

a. FIFO is triggered and will hold latest 16 samples.
b. CC2430 starts a 100ms timer. This timer is recurrent, which means it will

start another 100ms timer when the previous one expires.
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Fig. 5 Flow Chart of the Proposed Fall Detection Algorithm

c. Link mode is disabled, so both ACTIVITY and INACTIVITY are ready to
be detected.

d. If FREE FALL is asserted for more than 300ms (i.e. 3 timer ticks), a critical
free-fall alert will be generated.

(F2) If ACTIVITY is asserted within 200ms after FREE FALL was asserted, the
algorithm enters F2, otherwise F0.

a. ACTIVITY is disabled. During an impact, ACTIVITY might be asserted
multiple times since link mode is disabled in state F1. One assertion is
enough for judging an impact and subsequent assertions are inhibited by
disabling ACTIVITY.
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b. CC2430 retrieves 16 data samples in FIFO, averaging the first 10 samples
as the initial posture of wrist. At a data rate of 25Hz, 10 samples equal to
0.4 (10/25) seconds of data, 0.24 ((6-6)/25) seconds before FREE FALL.
This initial status will be useful in F3.

(F3) If INACTIVITY is asserted within 3.5s after ACTIVITY, the algorithm enters
F3, otherwise F0. In F3, CC2430 retrieves the latest 10 samples and does an
average on them as the final posture of wrist. The vector difference between
the final and initial postures is calculated.

(F4) If the difference exceeds 0.5g which suggests a slight change in orientation, a
fall alert is generated and the algorithm enters F4.

a. ACTIVITY is enabled again.
b. INACTIVITY detection time window is set to 10s to determine if there is a

long fall (long motionless).
c. If ACTIVITY is asserted in F4, the system goes to F0 and gets ready for

another round of detection.

(F5) If INACTIVITY is asserted after 10s, this indicates long motionless and the
system goes to F5. A critical fall alert is raised and the system goes to F0
immediately.

7.8 Experimental Studies

7.8.1 Trial Study

A trial study has been carried out to evaluate fall detection accuracies in real world
scenarios at Jurong Central Daycare Centre, which is a typical elder-care center in
Singapore. It takes care of seniors from 9 a.m. to 6 p.m., Monday to Friday. The
trial started from 9th July to 9th August, 2012. There were altogether 24 week days
during the whole trial period. Three senior volunteers were willing to participate in
this study. They wore WDs when they arrived at 9 a.m. and took them off before
they left at 6 p.m..

During the period of this trial study, no real fall occurred. However, this study
still provided valuable information about one important factor of a fall detection al-
gorithm - false positives. A total number of 83 false positives were registered. This
means that, on average, each WD had a false positive rate of 83/(24× 3) ≈ 1.153
times per day. For comparison, the best false positive rate in all fall detection algo-
rithms for measurement at parts of a torso is 0.6 false positive per day, as evaluated
by [7]. Considering that wrists are more difficult to study than parts of a torso, this
rate of false positives is encouraging.

7.8.2 Simulated Falls

As it is difficult to obtain real-world falls, tests of the proposed fall detection algo-
rithm were simulated by four young subjects. Each of them wore a WD on his/her
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Fig. 6 Total False Positives in the Trial

left wrist and performed 4 types of activities: (1) walking, (2) walking upstairs, (3)
walking downstairs, (4) walking some distance away, sitting down in a chair beside
a desk and doing things such as writing, picking up and putting down random ob-
jects. Each person performed each activity five times for two minutes each time.
Then activities (1), (2), (3) were performed again for five times, but each with a fall
in the middle. Test results are shown in Table 1.

Table 1 Simulated Fall Results

Activity type With a fall Falls detected
(1) yes 19/20
(1) no 0/20
(2) yes 19/20
(2) no 0/20
(3) yes 17/20
(3) no 0/20
(4) no 3/20

It is observed that during continuous walking, falls were never be falsely trig-
gered as INACTIVITY interrupt did not have a chance to assert. While sitting down,
wrists occasionally hit the desk with high impact, a false positive fall will be acci-
dentally triggered. It can also be observed that young subjects easily created false
positives (3/20). In contrast, seniors in their real daily lives only creates 1.153 times
per day as evaluated in Section 7.8.1. A very probable reason is that young stronger
subjects create large impacts in their ADLs which were easily confused with a fall
in the fall detection algorithm, as discussed in Section 7.6.3
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7.9 Power Improvement and Battery Life Analysis

To simplify the estimation of improvement in power consumption compared to the
original algorithm, a WD is assumed to be static so it never triggers FREE FALL
and ACTIVITY interrupts. This will be true the majority of the time considering that
seniors are relatively inactive. The original algorithm requires CC2430 to trigger a
timer event every 20 ms. CC2430 consumes 492 μA current in the active mode
(with radio off) and 0.9 μA in the sleep mode. It takes at least 54 μs to switch from
sleep mode to active mode and vice versa. Context switch due to interrupt handling,
calculations and serial communications with ADXL345 are all assumed to be quick
and thus neglected for the convenience of estimation. The duty cycle of the 20 ms
timer interrupt will be 54μs× 2/20ms = 0.54%. The average current consumption
will be 0.54%× 492μA+ (1− 0.54%)× 0.9μA ≈ 3.55μA. Compared to the new
algorithm which never uses this 20 ms timer when static, the power consumption
is nearly four times (3.55/0.9 ≈ 3.94). In reality, interrupt handling, calculations
and serial communications will take quite some time. Therefore, the actual power
saving is much more than four times.

The total current consumption of a WD is measured by connecting a 7.5Ω resistor
in series with it. The WD polls message from its parent range extender once every 5
seconds. Fig. 7 shows a measurement of power consumption of the WD when stati-
cally placed. It can be clearly seen that two current peaks are spaced by 5 seconds.
Each current peak corresponds to CC2430 waking up from sleep mode for polling.
The magnitude of the current peak is approximately 4.4×50mV/7.5Ω = 29.33mA.
The sleep current appears to be noisy and is too small to be visible. Instead, it was
measured by a multimeter to be 69μA. Within the 69μA sleeping current, 40μA is
attributed to the current consumption of ADXL345 at an ODR (output data rate)
of 25Hz. The remaining 29μA is consumed by CC2430 in sleep mode and its
peripherals.

Fig. 7 Current Consumption Measured by an Oscilloscope (duration of 10 seconds)



Inexpensive and Power-Efficient Wireless Health Monitoring System 123

Fig. 8 Current Consumption Measured by an Oscilloscope (duration of 50 milliseconds)

Zooming in to a current peak reveals more details. Fig. 8 shows the same current
peak for a duration of 50 milliseconds. Equation 1 estimates the power consumption
during a single current peak by evaluating the area of the current peak. The bottom of
the current peak spans a time frame of approximately 2.1 horizontal divisions. Then
the 2.1 division is subdivided into 0.9, 0.5, 0.2 and 0.5. The total area is calculated
by summing the four approximately rectangular blocks.

Ppeak ≈ (1.7 · 0.9 + 4.6 · 0.5 + 4.3 · 0.2 + 1.7 · 0.5) · 50mV · 5ms

7.5Ω
(1)

≈ 0.1847mA · s

The power consumption during sleep in a 5-second time frame is 69μA× 5s =
0.345mA · s. Therefore, the total current consumption within 5 seconds is 0.1847+
0.345 = 0.5297mA · s. Then, it follows that the current consumption of a day is
0.5297 × (12 · 60 · 24) = 9153.2mA · s = 2.5426mAh. Assuming a button cell
battery with a nominal capacity of 200 mAh, it could power a WD continuously for
200/2.5426 ≈ 78.7 days.

8 Activities of Daily Living

In the proposed fall detection algorithm, depending on the wrist’s movement, the
algorithm flows dynamically among the six states. The time it spends in each state
gives a lot of information about activities of a wearer.

Traditionally, studies of ADLs such as Wockets aim to identify a number of ac-
tivities including walking, climbing stairs, sitting, sleeping, bathing, cooking, using
multiple sensors. In this paper, since only one accelerometer is used, only a few sim-
ple activities can be inferred from accelerometer data. The identifiable activities are
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“Walk”, “Random”(random wrist movements), and “Quiet” (no movement at all).
These activities are purely inferred from accelerometer information. However, it is
possible to categorize these activities into more specific activities or even abnormal-
ities by using accelerometer data along with additional contextual information such
as time and location. For instance, “Quiet” at mid night most likely means sleeping.
Too many “Random” incidences during night might indicate poor sleeping quality.
“Quiet” in bath rooms longer than certain time (e.g ., 30 minutes) is abnormal and
an alert can be raised.

8.1 Feature Extraction

The features used to study ADL are extracted from the fall detection algorithm.
However, a minor change is necessary, which does not affect the correctness of the
proposed fall detection algorithm but will increase the number of interrupts gener-
ated when the wrist is doing “Random” activities. This change is made to state F0.
Originally, in state F0, ACTIVITY threshold is set to 2.25g while INACTIVITY
threshold is 0.5g, as shown in Fig. 5. Even though these two thresholds are initial-
ized in state F0, they are not used until state F2 and state F4. To capture ADL, a
change needed is to set both thresholds to 0.75g in state F0, an empirical threshold
obtained by experiments. Both interrupts need to operate in AC mode and link mode
is still enabled. By setting both thresholds to the same small value, when a wrist
moves a small amount, ACTIVITY will be asserted, and when the wrist is relatively
static, INACTIVITY will be asserted in 1 second. This setting only lives within
state F0. Whenever the fall detection algorithm transits to state F1, both thresholds
will be immediately configured to 2.25g and 0.5g for ACTIVITY and INACTIVITY
respectively.

With above hardware settings, four types of events can be identified from the fall
detection algorithm and they are named with the following conventions:

E0 : generated whenever an INACTIVITY interrupt asserts in state F0
E1 : generated whenever an ACTIVITY interrupt asserts in state F1
E3 : generated whenever the fall detection algorithm transits from state F1 to F2

There are underlining physical meanings associated with these four events. E0
is generated whenever a wrist changes from active movements to motionless. E1 is
generated when the wrist slightly moves or changes orientation. This corresponds
to casual movements human makes during ADLs. E2 corresponds to weightless-
ness at the wrist, which is generated when the wrist is lowered from a higher level.
This happens when the subject falls, walks (swings arms) and sits down. During
ADLs, accelerometer values will typically fluctuate around the gravity value. Cap-
turing only the weightless part is good enough to estimate the activity level. E3 is
typically generated during drastic movements such as a fall, suddenly sitting down
and putting down arms onto desks.

Along with above events, directions of Y-axis during the occurrence of these
events are also taken as a feature. Fig. 9 shows the alignment of axes of the ac-
celerometer when worn by a human subject on his left wrist. Y-axis is always aligned
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Fig. 9 Alignment of Accelerometer Axes when worn by a Human Subject

with the subject’s lower arm. Y-axis information is critically important for estimat-
ing ADL as Y-axis is typically pointing approximately downwards when the human
subject is standing or walking. During sleeping, Y-axis is usually approximately
horizontal.

8.2 Preprocessing

Fig. 10 shows raw data collected from a WD worn by a human subject who per-
formed two actions including “Walk” and “Random” (“Quiet” is not shown as it
basically contains no events). Each action lasted exactly a minute. Below is a list of
intuitions based on the raw data.

• During “Random”, only E0 and E1 are generated in alternating manners (as the
accelerometer’s link mode is enabled).

• During “Walk”, as the arm swings, FREE FALL interrupt will be generated and
the fall detection algorithm moves from state F0 to state F1. As there is no impact
following FREE FALL during walking, the fall detection algorithm returns to
state F0 shortly. This pattern repeats and generates a lot of E2 as well as E0 and
E1 along the way. Also observe that Y-axis values are always positive as Y-axis
typically points downwards during walking.

• During “Quiet”, no events will be generated.

An ADL classifier is to be designed to differentiate these actions automatically.
It is to be noted that events can be generated at any time depending on wearers’

activity. These events are asynchronous and non-uniform with respect to time, as
opposed to typical uniform time series accelerometer data sampled at constant rates.
Thus, the proposed ADL classifier is an asynchronous event-driven classification
algorithm that only computes upon occurrence of an event.

The ADL classifier is designed to be run completely inside a WD, similar to the
fall detection algorithm. When a new event occurs, the classifier needs to determine
the type of ADL based on the current event as well as events in the past few seconds.
Currently, the “past” of an event has been defined as a time window of 10 seconds
before and including this event. To take the past into consideration, a classification
algorithm can take one of the two approaches below:
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Fig. 10 Four Events and Corresponding Y-Axis Values

1. Upon occurrence of an event, the host MCU retrieves all events in the past 10
seconds it stored earlier, together with their time stamps, and determine the
current ADL based on these events.

2. The classification algorithm can construct an energy function for each event
which records this event’s activeness in the paPst 10 seconds. This energy func-
tion decays according to time. Thus, an event just occurred recently leaves more
energy at the present time than an event which occurred a long time ago. The
host MCU could tell if an event has just occurred recently by evaluating current
energy level of this event.

The proposed ADL classifier takes the second approach. The first approach re-
quires uncertain amount of memory space to keep track of all events in the past 10
seconds, which should be avoided in an 8-bit MCU. In addition, it will compute the
same event multiple times as the 10-second time-window shifts by one each time.
The second approach can be easily implemented and requires less computational
resources. For each of the four events (E0, E1, E2 and E3), an energy function is
proposed to keep track of the activeness of this event in the recent past.

The contribution of an event to its energy function decays with time. An expo-
nential decay function is proposed in Equation 2.

η(t) = e−t/τ . (2)

where t is the elapsed time and τ = 10 seconds which means that an event’s energy
decays to e−1 ≈ 0.37 of its original value after 10 seconds.
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Upon the occurrence of an event, energy of all events in the past are reduced by a
factor η (0 < η ≤ 1) which is related to the elapsed time of the previous event. The
energy of the occurred event will be incremented correspondingly. The exponential
function for computing the decay factor can be efficiently approximated by using a
look-up table and interpolation in host MCUs.

The proposed ADL classifier is completely event-driven as it only computes upon
occurrence of an event. This leads to a problem when a WD is “Quiet”. Consider
a human subject is walking initially and suddenly keeps still. An event E0 will
be generated one second after he keeps still. At this point, the classification of his
action over the past 10 second could be “Walk”. As no event will be generated after
this E0, the algorithm will not compute at all thereafter and the classification result
remains as “Walk” which does not reflect the fact. To resolve this issue caused due
to no events ever being generated during “Quiet”, an artificial event is created and
named as E−1 to signify its special purpose. Upon occurrence of an E0 event, after
which might follow a long “Quiet” period, a dummy check event is scheduled to
be set in 5 seconds using a timer. Any other event which occurs before this timer
expires will cancel this timer. If no other event cancels, the algorithm, upon seeing
this dummy event, will reset energy functions of all events to zero.

The proposed energy function is in fact a modified exponential smoothing algo-
rithm for non-uniform time series. It is elaborated in Algorithm 1.

Algorithm 1. Exponential Smoothing for Non-uniform Time Series

Data: D =
{
d0, d1, ..., di, ..., dn

}
is a non-uniform time series, where

di = (ti, ei) is a time-and-event pair at time ti and ei ∈ {−1, 0, 1, 2, 3}.
Result: Energy value Aj

i for each event Ej where j ∈ {0, 1, 2, 3}.
begin

Aj
0 ←− 1 for j = ei

Aj
0 ←− 0 for all j ∈ {0, 1, 2, 3} where j �= ei.

α ←− 0.6
for i ∈ {1, 2, ..., n} do

Δt ←− ti − ti−1

η ←− e(−
Δt
10 )

if Δt ≥ 5 then
Aj

i ←− 0 for all j ∈ {0, 1, 2, 3}
else

for j ∈ {0, 1, 2, 3} do
Aj

i ←− η ×Aj
i−1

if ei ≥ 0 then
Aei

i ←− (1 − α)×Aei
i + α/η
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The effect of an energy function is analogous to a leaky bucket with a hole on the
bottom. Such a bucket leaks faster when there is more water in it due to higher pres-
sure difference. In about 10 seconds, a full bucket will retain only 37% of its original
capacity. Each event has a corresponding leaky bucket. Upon seeing an event, the
proposed smoothing algorithm adds a fixed amount of water into the event’s corre-
sponding bucket. By looking at the amount of water in all buckets at any given time,
the algorithm can tell which event has just recently occurred.

Applying the proposed smoothing algorithm to the non-uniform series in Fig. 10
yields energy levels for all four events, as shown in Fig. 11. Upon occurrence of any
event, energy functions for all events will be evaluated. Thus, at any time instant
when an event occurs, there are four energy values corresponding to four events.
Together with Y-axis value at this instant, there are totally 5 features which can be
fed into a classifier.

Fig. 11 Energy Values for All Four Events

8.3 Decision Tree Training

ADL classifications using analog accelerometers typically use classifiers such as
LDA (linear discriminant analysis), naive Bayes, SVM (support vector machine),
ANN (artificial neural network), decision tree classifier, etc, which have been com-
pared by [22, 31, 32]. The proposed ADL classification employs decision tree learn-
ing as decision trees can be efficiently implemented as a number of if-else or switch
statements. In contrast, ANN and SVM classifiers involve multiplications of floating
point numbers which can not be efficiently calculated in an 8-bit MCU.
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Decision tree learning has been extensively used in statistics, data mining and
machine learning. C4.5, developed by Ross Quinlan, is a well-known learning algo-
rithm for generating decision trees. As it accepts numerical attributes, data obtained
from the Algorithm 1 can be conveniently fed into a C4.5 training algorithm. This
paper uses a C4.5 implementation in Weka (Waikato Environment for Knowledge
Analysis), a data mining suite developed at the University of Waikato.

As there is no event data generated during a “Quiet” period, the training data will
be biased towards “Walk” and “Random” as they have more training samples. To
prevent this, artificial data is injected into the training data every 1 second during
“Quiet” periods. These artificial data has E0, E1, E2 and E3 all equal to zero, to
indicate that none of the interrupts will be generated during a “Quiet” period. Y-Axis
values are random values between −g and +g, which is based on an assumption that
tilt level of an arm can form any angle with the gravity vector during “Quiet”.

Listing 1 Part of the Training Data in ARFF

@RELATION ADL
@ATTRIBUTE E0 NUMERIC
@ATTRIBUTE E1 NUMERIC
@ATTRIBUTE E2 NUMERIC
@ATTRIBUTE E3 NUMERIC
@ATTRIBUTE YAXIS NUMERIC
@ATTRIBUTE TARGET {Random , Walk , Q u i e t }
@DATA
0 . 5 9 4 4 4 5 8 6 6 7 5 1 , 0 . 6 0 5 6 0 6 0 2 7 6 2 3 , 0 . 0 , 0 . 0 , 0 . 7 1 7 6 , Random
0 . 8 7 4 1 2 5 2 6 4 6 3 2 , 0 . 5 5 3 0 9 4 9 3 2 6 4 , 0 . 0 , 0 . 0 , 0 . 0 3 1 2 , Random
. . .
0 , 0 , 0 , 0 , 0 . 7 2 5 0 8 4 1 2 5 3 0 7 , Q u i e t
0 ,0 ,0 ,0 , −0 . 2 1 8 7 0 217 3083 , Q u i e t
. . .
0 . 6 5 0 8 1 7 7 5 3 9 8 2 , 0 . 6 1 8 0 2 5 4 6 0 7 3 9 , 0 . 0 , 0 . 0 , −0 . 2 1 8 4 , Walk
0 . 5 9 1 6 5 8 5 2 6 5 5 8 , 0 . 8 8 4 7 3 2 1 0 0 3 2 7 , 0 . 0 , 0 . 0 , 0 . 0 6 2 4 , Walk

8.4 Classification Algorithm

Six groups of ADL data have been collected from six young human subjects. Each
subject performed 4 minutes of “Walk”, 4 minutes of “Quiet” and 5 minutes of
“Random”. Four out of the six groups of ADL data are used training data and the
other two are used as testing data.

Running the decision tree algorithm on the training data (with reduced error prun-
ing enabled and the number of folds set to 3) leads to the following decision tree
shown in Fig. 12.

The resultant decision tree accords well with human intuitions. It selects energy
values of E0 as the root split, which is the most obvious feature that differenti-
ates “Quiet” from other ADLs. Between “Walk” and “Random”, it determines that
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Fig. 12 Decision Tree After Training

Y AXIS values are the best to differentiate them. It is also to be noticed that, two
other features E1 and E3 do not appear in the decision tree. E1 has a strong cor-
relation‘ with E0 because link mode of ADXL345 makes them always appear in
alternating manners. E3, corresponding to impacts, which seldom appears in the
training data, thus is not shown in the decision tree as a dominant factor. The re-
sultant decision tree suggests that feature E1 and E3 could be removed from the
feature set as they either has little effect or is redundant.

8.5 Classification Accuracies

The confusion matrix in Table 2 only shows classification accuracies in terms of
events. Due to bias in the number of sampled events, events occur frequently during
“Walk” period while rarely during “Quiet” period. A better representation of the
classification accuracy should be based on time instead of events. Fig. 13 show the
details of the classification results for one of the testing subjects along the time line.
Activity of the first 240 seconds is “Walk”, followed by another 240 seconds of
“Quiet” and ended by 300 seconds of “Random”. It can be seen that the classifier
performs fairly well. In fact, it is robust enough that in the “Random” period, the
subject pauses a few seconds in between. Thus, the labels for that interval is actually
incorrect. Nevertheless, the classifier is robust enough to capture those and correctly
identify it as “Quiet” segments.

Table 2 Confusion Matrix of Two Testing Sets

Classification Outcome
Number of Events Random Walk Quiet
Random(492) 0.945 0.154 0.024
Walk(475) 0.053 0.846 0.026
Quiet(496) 0.002 0.000 0.950
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Fig. 13 ADL Classification of a Human Testing Subject

Fig. 13 shows the classification accuracies along the time-line. Within a total
period of 780 seconds, the correctly classified time is 740.76 seconds. As a result,
the classifier is accurate 94.97% of the time for this test set.

9 Conclusions

e-Guardian is a simple, low-cost, low-power and scalable health monitoring system
for the lone elderly. In the event of accidental falls, wearable devices worn by seniors
will automatically notify caregivers. A fall detection algorithm and an ADL classi-
fication algorithm for the wearable device have been proposed. Both algorithms are
interrupt-driven and can be efficiently implemented in small MCUs by taking ad-
vantage of interrupt and FIFO features in modern digital sensors. They are more
power-efficient than conventional algorithms which must examine and process each
sample of accelerometer data. By processing data locally, a WD does not have to
wirelessly stream massive sensor data out thus saving both power and bandwidth.
Less bandwidth consumption results in better scalability which allows a single sys-
tem to accommodate more WDs, thus reducing the cost of use per senior greatly.
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Abstract. According to industry surveys, by 2018, more than 1.7 billion smartphone
and tablet users will have downloaded at least one mobile medical app (MMA) [40].
Such widespread adoption of smartphone based medical apps is opening new av-
enues for innovation, bringing MMAs to the forefront of low cost healthcare deliv-
ery. These apps often control human physiology and work on sensitive health data,
thus it is necessary to have evidences of their trustworthiness before actual mar-
keting. The key challenges in ensuring trustworthiness of MMAs are maintaining
privacy of health data, long term operation of wearable sensors and ensuring no
physical harm to the user. Traditionally, clinical studies are used to generate evi-
dences of trustworthiness of medical systems. However, they can take a long time
and could potentially harm the user during studies. Thus it is essential to establish
trustworthiness of MMAs before their actual use. One way to generate such evi-
dences can be using simulations and mathematical analysis. These methods involve
estimating the MMA interactions with human physiology. However, the nonlinear
nature of human physiology makes the estimation challenging.

Thus, it is required to analyze and develop MMA software while taking into ac-
count its interactions with human physiology to assure trustworthiness. This chapter
focuses emerging app development methodologies, which support automatic evalua-
tion of trustworthiness of MMAs by supporting automatic generation of evidences.
This methodology involves, a) evidence generation to assure trustworthiness i.e.
safety, security and sustainability of MMAs and b) requirement assured code gen-
eration for vulnerable components of the MMA without hindering the app devel-
opment process. These methods are intended to expedite the design to marketing
process of MMAs. In this regard, this chapter discusses example models, tools and
theory for evidence generation with the following themes:

• Software design configuration estimation of MMAs: Using an optimization
framework which can generate sustainable and safe sensor configurations while
considering interactions of the MMA with the environment.

• Requirements verification of the MMA design: Using models and tools to ver-
ify safety properties of the MMA design which can ensure the verified design
will not cause any harm to the human physiology.
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• Automatic code generation for MMAs: Investigating methods for automati-
cally generating safety, sustainability and security assured software for vulnera-
ble components of a MMA.

• Performance analysis of MMA software developed using evidence-based
approach: Evaluating quality and response time of MMA software developed
using evidence-based approach .

1 Introduction

Use of mobile medical apps (MMAs) in healthcare is becoming prevalent as they
provide low cost healthcare delivery [40]. These apps often control human physi-
ology by acting as a controller to wearable and implanted medical devices such as
artificial pancreas which automatically controls the blood glucose level by infusing
insulin. They also provide diagnosis using physiological data collected by implanted
sensors. Such close interaction of MMAs with human physiology make them criti-
cal. Thus, despite their ability to provide low cost healthcare delivery, getting these
apps in the market is a tedious process e.g. design for the automated artificial pan-
creas came in 1999s [28]. However the actual app is marketed in 2014, which is a
first generation app and capable of only predicting hypoglycemia (low blood glu-
cose level) [65]. Due to involvement of human physiology, MMAs are technically
challenging to implement and get market approval which requires to establish trust-
worthiness of these apps. Trustworthiness of MMAs can be viewed as having prop-
erties such as interaction safety, communication and storage security and wearables
sustainability [44]. Assuring these trustworthy properties in MMAs is challenging
due to difficulty in extracting their interactions with human physiology, which leads
to lack of mathematical structure to objectively provide evidences of the MMAs.
The evidence can be defined as a set of observations on certain properties of MMA
software and its effects on the human body, generated through the usage of sci-
entifically sound emulations, clinical studies, simulations and mathematical proofs.
Traditionally, emulations and clinical studies are used to generate evidences of trust-
worthiness of MMAs. However they can be difficult and costly to be comprehensive
due to the requirement of approval from institutional review board (IRB) and patient
availability. These techniques can also potentially harm the user and may take long
time to establish their trustworthiness. Simulation and mathematical proofs can gen-
erate evidences before the actual use of the MMAs on the user. However, developing
such techniques might increase app development time and may require higher skills
set from the developer. Thus, this chapter focuses on discussing,
tools and techniques to enable evidence-based design and development of trustwor-
thy MMAs without hindering the app development process.

Simulating the MMA involves estimating its interactions with human physiol-
ogy. It uses models of MMA software and human physiology to appraise the values
of continuous variables of the system over certain time. These values are then used
to estimate resource requirements, cost and verify the design against requirements
which can provide evidence for the trustworthiness of a MMA design. The nonlin-
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ear and spatio-temporal nature of the human physiology makes its models difficult
to simulate. Further, the events generated in controller software and human physi-
ology changes the system configurations. Thus inaccurate handling of such events
might end up in getting sub-optimal design. Accurate handling of the events require
infinitely small time step in current simulators, which leads to increased simulation
time. Thus to overcome these challenges in accurately simulating MMAs, the chapter
gives an overview of an example simulator with a time refinement approach which
predicts the event timing and accordingly modify the time step to handle the event.

Formal methods, which provide mathematical proofs to show correctness of the
software, can be used to obtain the evidence of the trustworthy properties of MMAs.
Formal methods encompasses several techniques such as equivalence checking,
symbolic execution, model checking, theorem proving etc. This chapter uses model
checking approach for generating evidence of trustworthiness of MMAs. It uses a
state based abstraction of the MMA software. The discrete states of the abstrac-
tion represent the operating conditions of the software, while the transitions in the
state are governed by changes in the human physiology variables. An execution of
this state based model results in valuations of the system variables. If the set of all
possible valuations intersects with the unsafe set, then the system will not satisfy
the trustworthy properties. This analysis is typically called reachability analysis. It
requires solving non-linear, spatio-temporal differential equations of human physi-
ology to accurately estimate values of system variables. The available solutions for
reachability analysis are for linear systems. Thus they cannot be directly applicable
to the human physiology based systems which are non-linear in nature. There has
been many efforts to reachability analysis of non-linear systems such as piecewise
linearization [14,15], polynomial approximation using Bezier curves [33] etc. This
chapter discusses one of such technique to perform rechability analysis of nonlinear
systems using exponential box splines, which are traditionally being used for curve
fitting in geometric modeling.

Simulations and mathematical proofs can be used to develop trustworthy MMAs
as well as to generate evidences. The verified MMA design obtained using these
techniques can be used to develop MMA using automated code generator to reduce
manual implementation errors which is a main cause of software failures. Such au-
tomated techniques can be used, if the implementation follows a standard model.
However, the standard model may lead to generate similar types of MMAs and
might limit the functionalities of the smartphone that can be exploited by the devel-
opers e.g. different graphical user interfaces, data displaying techniques. Thus, to
avoid such limitations, the app developer should be responsible for developing GUI
and processing algorithms on smartphone end and the critical interfaces such as
data communication, sensor/actuator code should be generated and handled by the
trustworthy entity. Thus, the chapter hypothesizes that trustworthy mobile medical
applications should have an operating model, where every instance of data commu-
nication to the sensor, data storage in the smartphone, control inputs to the actua-
tor, interaction with the user, data communication to the Electronic Health Record
(EHR) and even EHR access by physician has to pass through a certification entity,
Trustworthy Data Manager (TDM).
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1.1 Overview of the Chapter

To ensure the trustworthiness of MMAs, the MMA software development process
should provide evidences at every step of its life cycle. Such evidence-based MMA
development process (Figure 1) can be divided into four parts, a) Design, b) Ver-
ify if design meets requirements, c) MMA Implementation, and d) Verification and
Validation of implemented MMA. The process starts with obtaining MMA design
which should satisfy trustworthy requirements of MMA. It is then followed by pro-
viding evidence to check if the obtained design meets the trustworthy requirements
of MMAs. This verified design is then used for implementation which includes sen-
sor code and smartphone app development. Two types of evidences are required
for implemented code to verify if the implementation follows the design and to
validate if the implementation ensures trustworthy requirements of MMAs. Tradi-
tional app development method uses only controller software simulator which does
not estimate interactions with human physiology. Further, manual implementation
method is used for MMA software development which it does not provide any ev-
idence for correctness of the design. The implemented code is generally validated
using experiments such as clinical study which is time consuming and might lead to
user safety hazards due to wrong design or implementation. The chapter focuses on
filling the gap by providing example models, tools and methodologies to generate
evidences with theoretical guarantees for ensuring correct working of MMAs before
their experimental studies. The research topics and their example solutions in MMA
development process are discussed as follows:
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Fig. 1 Overview of evidence-based MMA development approach
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• MMA Design: MMAs interact with environment through wearable devices, e.g.
wearable devices scavenge energy from unpredictable sources such as human
heat, sun light etc. Also as they are implanted on human body, they interact
with human physiology by controlling it using actuators or by heating the hu-
man skin at the sensor worn spot. Thus to assure sustainable and safe working
of the MMAs, the design of the wearable devices should consider the interac-
tion effects [70]. Traditional MMA design techniques fail to consider these in-
teractions, which might result in an unsafe and power hungry design. Thus, it is
important to address following research question while configuring the wearable
sensor/actuators in MMAs:

How to incorporate interactions of MMA with its environment while configuring
the sensor/actuator?

Available Solutions: Typically optimization frameworks are used to obtain sensor
configuration for given requirements. One of the example solution discussed in
Section4 is the use of an optimization framework to get sensor configuration that
supports privacy ensured continuous monitoring powered by energy scavenged
from human body or sun light and does not cause any harm to the human phys-
iology [17]. It takes hardware and software requirements of the sensor/actuator
to generate the optimal design. The framework uses hybrid simulator to simulate
human physiology and controller algorithm to obtain the safe design. Researchers
have proposed many such hybrid simulators [11, 39, 42]. This chapter discusses
one example hybrid simulation method in Section 5 to accurately handle events
from human physiology and controller algorithm to get realistic system behavior.

• Design Verification: This step acts as an evidence for the design obtained in
previous step follows the requirements. The software design verification usually
involves logical reasoning by giving a mathematical proof of correctness of the
design. In case of MMAs, as they directly interact with human physiology, con-
sidering the effect of MMA operation on human physiology is the important part
in the reasoning process. Traditional MMA development techniques do not pro-
vide any of such method for the reasoning. Thus, following research question
needs to be answered:

How to generate evidence for the MMA design using models of human
physiology?

Available Solutions: Formal techniques can be used to perform MMA design
verification. In the example technique incorporated in this chapter, the combined
analysis of continuous dynamics of human physiology and discrete dynamics of
the MMA controller software is done using reachability analysis. Reachability
analysis computes the values of continuous variables of the system with a given
controller at any point in time. These values are further used to check instability
in controller design. There has been many methods proposed by researchers to
do reachability analysis of non-linear systems such piece-wise linearization [14,
15], polynomial approximation using Bezier curves [33]. One of such technique
discussed in this chapter in Section 6 uses exponential box splines to represent
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the trajectory of these continuous variables of nonlinear systems. Exponential
box splines are being traditionally used for curve fitting in geometric modeling.
Their curve fitting property will be applied to express the nonlinear variation of
the continuous variables in the system.

• MMA Implementation: Traditional app development process uses manual im-
plementation which might result in software bugs. These errors can lead to safety
and security issues such as bug in the infusion pump controller software can lead
to excess drug infusion in the blood which can lead to distress, error in secu-
rity algorithm can cause leakage of health data. In order to avoid these issues the
app software should be bug-free. Thus, the chapter focuses on following research
question:

How to reduce manual implementation errors in MMAs?

Available Solutions: Automated code generation can be used to reduce manual
implementation errors [23,26,57]. This chapter discusses the example of Health-
Dev tool [23], a model based automatic code generator for sensors and smart-
phones. The chapter explains how Health-Dev tool can be extended to generate
TDM with safe, secure and sustainable sensor and smartphone code. In the ex-
tended tool, customizable code for sensor communication, data storage in smart-
phone and communication to the EHR will be automatically generated from high
level descriptions using a parameterized code frame data-base. The visualiza-
tion software (Graphical User Interface) can be independently developed by a
manufacturer. The extended Health-Dev tool, referred as Health-Dev β tool will
be equipped with a data-base of security enabled communication protocol code
frames such as password based and physiological value based security.

• Verification and Validation of implemented code: To check if the implemented
code conforms to the requirements and design of the MMA, the use of clinical
studies in traditional app development methods can be hazardous to human phys-
iology. Thus, the implemented code can be compared with already verified code
such as BSNBench [61] to verify if the implemented code satisfies the MMA de-
sign. Further, emulation platform can be used to validate the MMA requirements
of safety from MMA operation before actual use of the app. Such emulation
platform can use field-programmable analog arrays (FPAAs) to implement sen-
sor design. The ability of FPAAs to emulate the operation of human physiology
represented by differential equations enables them to test power consumption and
adverse effects on human physiology.

2 Related Works

Mobile medical apps (MMAs) are involved in critical healthcare operations which
might lead to risks or hazards to human physiology. The risks addressed in this
chapter are categorized as: a) safety violations, a user is not harmed due to the
operation of the smartphone app (the controller app might harm user physiology),
b) security violations, user’s data is always kept private and free from unauthorized
access (unauthorized access to the health data), and c) sustainability violations, lack
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of availability of apps due to resource constraints such as power, CPU, and memory.
These are the trustworthy properties of MMAs which need to be evaluated before
the actual use of the app to have dependable healthcare system..

Traditionally, static analysis, complexity analysis of the source code, functional
testing, structural testing are used to check errors in the developed software [13,36].
These techniques may not ensure that the program is totally bug-free as they check for
particular types of errors or requirements only e.g. static analysis focuses on buffer
overflows, null pointer detection, dead code detection but fail to consider the inter-
actions of system with environment. Further, system monitoring approach is used
to establish trust in software working which relies on specified operating conditions
of the system and detects anomaly in system behavior such as component failure,
memory corruption, change in environment [45]. However, the monitoring of the
system can be used after the system deployment which can lead to testing certain re-
quirements only and fixing any critical error might lead to redeveloping the product
or dealing with potential harm to the software environment. Considering the critical
nature of the MMAs, the trustworthiness should be established before the actual use
of the system to ensure no harm to the user when being tested in clinical studies.

To avoid, the software testing flaws after development, process based methods are
used to establish software trustworthiness where the trustworthy properties of the
software are tested at every step of the development life cycle [12, 59, 64]. They are
mainly focused on converting the trustworthy requirements in finite state machines
(FSM) and then testing the automata to check if the design satisfies the requirements
as well as developed software functions according to the FSM. In case of MMAs,
the interactions between discrete system i.e. MMA software and continuous system
i.e. human physiology need to be studied to establish trustworthiness. However,
FSM provides limited support to represent such hybrid system. Thus these methods
cannot be used to verify the MMA design to check the trustworthy properties.

There has been several frameworks proposed for developing MMAs to reduce de-
velopment time. UPHIAC application [54] framework provides interfaces for net-
working, storage, measurement devices and user interface for data visualization.
However, it does not include any discussion on how trustworthy properties of the
MMA will be handled. It uses smartphone sensors only, not the external ones or use
external proprietary sensors which may not support any modifications in parameter
configurations. Further, secure data communication, sharing data with other apps,
storage in cloud is one of the main concerns in MMAs. Researchers have exten-
sively addressed the issue of data sharing in mobile apps and cloud while consider-
ing the pervasive monitoring systems [8,27,43,60]. Open mHealth architecture [38]
promotes the use of having single framework which can collect data from vari-
ous apps used by the patient/user and share with the physician instead of asking
each app to upload data separately. It mainly focuses on data transfer from apps to
cloud. However it does not check for security vulnerabilities during the data transfer.
bHealthy [60] promotes the use of data sharing between apps to give better feedback
to the user. Mobius [27], a middleware for interfacing with complex data manage-
ment, supports unified data messaging and abstraction for mobile apps. Another
interface (Simba) [8] interfaces the complexities of synchronizing data to the cloud
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with minimal work from the developer. A Service-Oriented Context-Aware Mid-
dleware (SOCAM) has been proposed [43] to enable rapid prototyping of context-
aware services in pervasive computing environments. SOCAM provides a middle-
ware of components to define context providers, interpreters, and the interaction
between different components. All of these approaches use APIs to provide the in-
terfaces and require an app to change structural design to adapt to the interface.
Configuration of the APIs is tedious and inaccuracy in setting the API parameters
correctly can result in failure of the system. Thus, to reduce development effort a
non-invasive interface provider framework is needed which requires very less con-
figuration. In this regard, TDM app can be used to provide critical interfaces for
MMAs. It allows developer to use the interfaces in the same way as communicating
with other app on the smartphone and avoids possible configuration issues.

Several individual efforts are taken to assure trustworthy properties in MMAs. The
safety violation of the apps can be caused by compromising health data by sharing
it with non-legitimate app. To combat this issue, Android uses sandboxing to secure
direct data access between apps. Inaccurate control input to actuator computed by
MMA can cause serious harm to human physiology. This issue can be viewed as
verification hybrid model and existing techniques such as reachability analysis can
be used to verify the control algorithm before implementation [16,18]. Further, there
has been many efforts taken to secure data communication over wireless channel for
in body implanted sensors and smartphone [20,41,48,49,73]. The availability of the
sensors can be jeopardized by low battery capacity. This issue is mainly addressed
by using schemes such as throttling, duty cycling, sustainable sensing [66]. All these
efforts to combat safety, security and sustainability issues focus independently on
each issue and try to find solution for it. However in case of MMAs, a technique is
needed which should consider the inter-effect of these issues on each other.

This creates a need to have a MMA development framework which can ensure
trustworthy properties while generating the evidences at every step of the develop-
ment process. This leads to develop a framework which can specifically focus on
trustworthy properties in MMAs.

3 Mobile Medical Apps Examples

MMAs communicate with physiological sensors worn by the user and use the col-
lected physiological data for further processing such as diagnosis, controlling actu-
ator operation, displaying data in user readable format. The apps also communicate
with a cloud server to upload the health data to an electronic health record (EHR)
which is a health data storage.

Since, MMAs control medical grade actuators and monitor health, they need to
meet safety, security and sustainability requirements. Indeed, Food and Drug’s Ad-
ministration (FDA) classify smartphone health apps as medical devices. According
to the definition of the MMAs published by FDA in September 2012, the health-
care apps can be classified in three types, a) displaying app - which displays the
sensor data in graphical format, b) diagnostic app - which processes the collected
physiological data and provides diagnostic feedback to the user, and c) controlling
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app which controls the actions of the body implanted actuator device depending the
sensed physiological signals.

Following MMA examples are used throughout the chapter to explain the exam-
ple solutions. The example MMAs are classified according to the FDA definition of
smartphone medical apps.

Example 1 PETPeeves: Display app: PETPeeves is an app aimed to help users
alter their lifestyle to be healthier by presenting the user with a virtual pet whose
mood changes based on the amount of exercise the user performs a week. The app
uses accelerometer and ECG sensor to monitor the user’s heart rate and accord-
ingly calculates calories burned during exercise.

Example 2 BrainHealth: Diagnostic app: The app consists of three activities-
focus, mood change, and relaxation. Focus is aimed towards users who suffer from
learning disabilities and need a boost in mental performance, motivation, and focus.
Mood change is aimed towards users whom are not satisfied with their mood and
want to achieve a more positive mood. Lastly, relaxation is aimed at any user who
wants to learn how to relax in any situation. The app consists of a visual feedback
system which uses a glob of goop. When the user is performing well in an activity,
the glob is very structured and dense, however when the user’s performance de-
grades, the glob breaks apart and the goop drifts to the edges of the screen. Neuro-
feedback or phsychostimulants are found to be an effective method for encouraging
healthy behavior [69]. PETPeeves app uses this neurofeedback as additional input
to give reward points to the user which acts as the bonus to pet’s mood modifier.

Example 3 Artificial Pancreas/Infusion Pump App: Controller App Automated
control of blood glucose levels in human are often obtained using artificial pancreas.
Artificial pancreas are distributed systems consisting of an infusion pump, glucose
meter, and a controller implemented in a mobile device such as smartphone. These
distributed components are networked through the wireless communication channel
and operate in a close loop to keep the drug concentration in the human blood within
recommended limits. The different components of the automated control system may
have skews in the clock rates as well as data transfer rates. This results in transport
delays in the sensed values of glucose meter and actuation delay in infusion. Thus,
the continuous dynamic equation that represents the blood glucose level in the blood
sensed by the glucose meter due to infusion from the pump is given by equation 1.

ẏ1 = Apy1 + BpQ̇z2 + Bpu(t − Ti), (1)

z1 = Cpy1(t − Tp),

ẏ2 = Asy2 + BsQ̇z1,

z2 = Csy2(t − Tr).

Here y1 and y2 are the state space variables of the equation. y1 consists of vectors
of left heart, lung blood, lung tissue and right heart compartments through which
infused drug passes. Newly infused drug merges with recirculated drug from Vessel
Rich Group, Muscle, Fat and Residual drug which is represented by y2 state space
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variable vectors. Ap, As, Bp, Q̇, Cs, and Cp are constants. z1 is the drug concentration
in the blood while z2 is the arterial drug concentration. The initial infusion rate u = x0

is the input to the model and the output is the drug concentration in the blood. The
time delays related to the infusion input (Tayai) is due to the delay in actuation, the
cardio-pulmonary transport delay Tp and the arterial, capillary and venous transport
delays Tr manifest the delay in sensing the blood glucose level by the glucose meter.

The discrete controller of the infusion pump has five states: a) basal, where in-
fusion rate is I0 and the blood glucose rate is between 120 ug/dl and 70 ug/dl, b)
braking, where infusion rate is a fraction f of I0, and blood glucose level goes be-
low 70 ug/dl but is still above 20 ug/dl, c) correction bolus, where infusion rate is
incremented by Icb, and the blood glucose level is between 120 ug/dl and 180 ug/dl,
d) bolus, where the infusion rate is incremented by Ib > Icb, and the blood glucose
level is above 180 ug/dl, and e) stop, when the infusion is stopped i.e., Ib = 0, since
the blood glucose level drops below 20 ug/dl.

Example 4 Body sensor Networks: This example considers a network of im-
planted sensors, which communicate in a cluster protocol. The implanted sensors
form a cluster, where a cluster head collects all communication packets from the
participating sensors and sends it out to a base station.

Example 5 Medical Ventilator: Controller Medical ventilators provide critical
life support to the patients when they are unable to breathe properly. Due to dis-
eased or injured lungs, respiratory system of the patient stops functioning correctly.
In such a scenario, ventilator develops the required pressure for air flow through
the patient’s respiratory system as well as it supplies air with appropriate amount of
oxygen concentration. The percentage of oxygen concentration in the ventilator sup-
plied air is referred as FIO2 which is basically a fraction of inspired oxygen in the
air. Ventilator system calculates FIO2 by measuring oxygen saturation, S PO2 , in the
blood. Ventilators use non-invasive method to measure S PO2 using pulse-oximeter.
If the blood oxygen saturation level drops below certain level, the patient suffers
from hypoxemia and if it goes above the higher limit of target oxygen saturation, the
patient suffers from hyperoxia. Ventilator needs to adjust FIO2 to maintain S PO2 in
desired level. Blood cells are oxygenated in the lungs. Inhaled oxygen and patient
physiology decides the oxygen saturation in the blood. Thus, to avoid development
of hypoxemia or hyperoxia in the patient improper oxygen saturation, ventilator’s
control algorithm uses S PO2 as feedback to determine appropriate value of FIO2.

For ventilators, initially the input oxygen level is set to some default value or a
value decided by a physician as per the patient need. Then depending on the satu-
ration level of oxygen in the lungs, the input oxygen level should change. To accom-
modate this control in ventilators, the oxygen level in the lungs is being measured
using pulse-oximeter after predefined time interval. The output of pulse-oximeter
acts as an input to the ventilator control algorithm. Next input oxygen level is
decided depending on this feedback.

The patient model (patient physiology) gives the relation between the input oxy-
gen level and the saturation oxygen level. The non-linear patient model is used
from [24] as defined in equation 2.
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ΔS aO2(s)
ΔFIO2

=
GsGPe−Td s

1 + τp s
, (2)

Here,
S aO2 : arterial oxygen saturation
FIO2 : input oxygen level
Td : system transport lag (sec)
Gp : sensitivity of PaO2 to FIO2

τp : time constant (sec)
Gs : linearised sensitivity of the O2 dissociation curve.
S aO2 measured using pulse-oximeter is referred as S PO2. The patient model in
equation 2 is in Laplace transform. Hybrid Automata is used to represent the venti-
lator system and it cannot compute the equations in Laplace transform format. Thus,
it is converted in a differential equation in order to represent continuous dynamics
of the system (equation (3)).

dS PO2

dt
= GsGPFIO2et/Td , (3)

4 MMA Configuration Optimization Framework

4.1 Motivating Examples
Single sensor thermal safety: Thermal effects of a sensor on the human body fol-
lows a complex pattern and varies with the location and placement of the sensor.
Sensors worn on the arm or on the chest, where the skin is not very sensitive to
the heat energy, for short periods of time does not cause severe heat related prob-
lems. Sensors such as Shimmer, TelosB, with power consumption around 50 mW,
cause negligible temperature rise in the human body (≈ 0.01 °C) for a prolong op-
erating time of 24 - 48 hours [62]. Symbiotic sensors on the other hand will have a
power cap of 5 µW [56], but can have a higher thermal effect due to their location.
A simulation study is conducted that shows a non-intuitive result as depicted in Fig-
ure 2. The skin temperature rise of a sensor with 1 mW power dissipation installed on
the cornea is greater than that of a sensor with 50 mW power worn on the human arm
for 24 hrs by almost 0.2 °C. Another interesting fact is that the reduction of sensor
power does not significantly change the temperature rise. As shown in Figure 2, if
power of the sensor is reduced to 5 µW [56] from 1 mW, the skin temperature reduces
only by 0.01 °C. This result is due to the fact that the average temperature rise of the
human tissue around a sensor is not only a function of the power consumption of the
sensor, the frequency of sensing, the data transmission rate but is also a function of
the blood perfusion rate and hence varies based on the location of installation.

Networked Infusion Pump: In a networked autonomous infusion pump, a con-
troller wirelessly samples the blood glucose levels from a glucose meter and com-
putes the future infusion rate to stabilize blood glucose concentration in the human
body. The interaction between insulin and glucose can be modeled as the spatio-
temporal differential equation [50].



146 P. Bagade, A. Banerjee, and S.K.S. Gupta

0 500 1000 1500 37 
37.05 
37.1 
37.15 
37.2 
37.25 
37.3 
37.35 
37.4 

Te
m

pe
ra

tu
re

 in
 

 

Time (mins) 

1 mW sensor on the eye 
5 W sensor on the eye 

50 mW sensor on the arm 

Fig. 2 Skin temperature rise depending on sensor location

∂d
∂t
= �(D � d) + Γ(dB(t) − d) − λd, (4)

where d(x, t) is the tissue drug concentration at time t and distance x from the in-
fusion site, D is the diffusion coefficient of the blood, Γ is the blood to tissue drug
transfer coefficient, dB(t) is the prescribed infusion rate at time t, and λ is the drug
decay coefficient. The design of the controller involves finding five parameters, the
optimal sampling rate of glucose sensor, infusion change or increment step by which
the controller increases infusion, allowable bolus rate, the set point dB(t), and the
delay in taking control decisions.

4.2 Problem Formulation

Authors in [17] have tried to answer following research problem -

Given a set of design requirements expressed in the form of a set of favorable
states, find a sensor design that always keeps the system in one of the favorable

states.

Optimization approach: The problem of finding the sensor design is framed that
satisfies regulatory requirements in an optimization framework. Let us consider a
contact lens glucose sensor placed on the retina which consumes Ps power for sens-
ing, Pc for data transmission, Psec for executing security protocol. The sensor has
an energy storage device of capacity Bc and its stored power at time t is denoted
by Pb(t). The energy available from the scavenging source is denoted by E(t) at
time t. There will be constraints on the frequency at which the sensor can sense and
communicate data. Let us consider that the sensing frequency is fs and the commu-
nication frequency is fc. The aim is to determine Ps, Pc, Psec, Bc, fs and fc from
an optimization formulation that minimizes the temperature rise of the human body
part and also never depletes the storage device.
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Let us consider that the specific absorption rate of the tissue is S AR, which is
directly proportional to the radio power and inversely proportional to the square of
the distance between the sensor and the point at which temperature is to be calcu-
lated. The change in temperature of the tissue is represented using Penne’s bioheat
equation [67] as follows,

ρCp
dT
dt
= K �2 T − b(T − Tb) + ρSAR + Pavg, (5)

where ρ is the mass density, Cp is the specific heat, K is the thermal conductance,
and T is the temperature of the body part, A is the surface area of contact with
the device, Tr is its temperature, b is the blood perfusion constant, Tb is the blood
temperature, and Pavg is the average power required by the sensor.

The Penne’s bioheat equation can be written as a temporal differential equation
by discretizing it over N × N space grid. It is discretized over time and space using
the finite difference time domain (FDTD) technique [67].

At grid points (i, j), the temperature T (i, j) is:

dT (i, j)
dt

=

[
− (bδ2+4K)
ρCpδ2

]
T (i, j) + S AR

Cp
+ b
ρCp

Tb +
Pavg

ρCp
(6)

+ K
ρCpδ2

[T (i + 1, j) + T (i, j + 1) + T (i − 1, j)

+T (i, j − 1)].

If T is considered to be a vector consisting of the temperatures at each grid point,
then Equation 6 is analogous to Equation 7, which is in the form of linear time
invariant differential equation.

Ṫ = AT + B, (7)

where, matrix A will have dimensions N2 × N2 and its each row will be as,

A =
( ·· X1 X2 X3 X4 X5 X6 X7 ··
·· α ·· α β α ·· α ··

)
(8)

where, α = K
ρCpδ2

, β = − (bδ2+4K)
ρCpδ2

, X1 = N( j−1)+i, X2 = N−2 zeros, X3 = N( j+1)+i,
X4 = N j + i, X5 = N j + (i − 1), X6 = N − 2 zeros, X7 = N j + (i + 1). The dotted
elements of matrix A are all zero. The computed matrix B of dimension N2 × 1 is as
follows,

B =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1

1 S AR
Cp
+ b
ρCp

Tb +
Pavg

ρCp

...
...

N2 S AR
Cp
+ b
ρCp

Tb +
Pavg

ρCp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9)

The solution to Equation 7 is a non linear function of time given by,

T(t) = eA(t−t0)T(0) + eAt A−1(eAt − eAt0 )B, (10)
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where t0 is the starting time.
The average power consumption of the sensor over a time τ can be obtained using

Equation 11,
Pavg = (Ps fs + (Pc + Psec) fc). (11)

A principal requirement of the sensor to operate is the energy neutrality constraint.
A system is energy neutral for a time τ if the storage device level remains unchanged
after the execution, i.e., Pb(0) = Pb(τ). Thus, effectively all the power required for
computation comes from scavenging sources (Equation 12),

(Ps fs + (Pc + Psec) fc)(τ − t0) ≤
∫ τ

t0

E(t)dt. (12)

The power from the scavenging sources are not directly provided to the sensor but
has to be stored in a storage device. The storage device should have a capacity
greater than the peak power consumption of the sensor. Also, the available charge
at any time should be greater than the power requirements of the sensor,

Pb(t) ≥ Pavg and Bc ≥ max{Ps, Pc, Psec} (13)

The aim of the optimization analysis is to find Ps, Pc, Psec, Bc, fs and fc such the
temperature rise is maximized without violating dangerous levels. In order to frame

Find Ps, Pc, Psec, fs, fc, and Bc that minimizes
abs(ε − max(T(t) − T(0)))∀t ∈ [t0 . . . τ]
such that
[Penne’s Equation] ,∀t : T(t) = eA(t−t0)T(0) + eAt A−1(eAt − eAt0 )B,
[Energy Neutrality], (Ps fs + (Pc + Psec) fc)τ ≤

∫ τ
0

E(t)dt,
[Storage Constraint],∀t : Pb(t) ≥ Pavg,
[Capacity Constraint],∀t : Bc ≥ max{Ps, Pc, Psec}.

(14)

it as an optimization problem as shown in Equation 14, the above requirement has
to be converted in an objective function. Let us assume that T should not increase by
more than ε°C. In such a case, the objective function can be framed as minimization
of the quantity, abs(ε − max(T(t) − T(0)))∀t ∈ [t0 . . . τ], where τ is the final time.

For the energy scavenging unit the energy E(t) can be given by the linear model
E(t) = α(max(T) − Tamb), where α is the thermal resistance of the human body and
Tamb is the ambient temperature.

4.3 Validation

The optimization problem is solved in Matlab using fmincon, which starts with
initial values of variables and minimizes the scalar function within the specified
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constraints. The usage of the optimization technique is demonstrated using three
examples: a) single sensor operation, b) cluster head scheduling for implanted
sensor networks, and c) designing infusion control algorithm.

Single Sensor Example. The problem formulation of Subsection 4.2 is utilized.
The objective function of Equation 14 is used as a scalar function for fmincon. ε is
considered as 0.1 °C. Energy sustainability of sensors are described by the battery
constraints and energy neutrality constraints.

The initial values of design parameters are considered as, sensing power Ps =

7.1μW, data transmission power Pc = 50 mW, power for executing security protocol
Psec = 12 mW, sampling frequency fs = 100 Hz, and frequency of data transmission
fc = 6/3600 Hz. For forming the complete optimization problem, feasible design
considerations are set for aforementioned parameters as Ps = 5 μW, Pc = 1 mW,
Psec = 5 mW, fs = 10 Hz, and fc = 0.001 Hz. These are minimum values of de-
sign parameters for currently available sensors. Using these values, the optimization
problem is solved and optimized design parameters are obtained as Ps = 8.3 μW,
Pc = 61 mW, Psec = 13.3 mW, fs = 112 Hz, and fc = 1/360 Hz which satisfied all
the constraints.

To implement and experimentally validate the optimization design, commer-
cially available sensing platforms TelosB, Shimmer, Imote2, and BSN v3 are bench-
marked. Table 1 enlists the power consumption of respective platform for sensing
once. We measured sensing power and radio power while both plain data and en-
crypted data are being sent. Table 2 shows the bench-marking results for the radio
power.

From Tables 1 and 2, the Shimmer platform is the best match for the given
optimized power consumption constraint, thus used for validation.

Table 1 Power consumption of sensor query task

Platform Consumed Power Time

TelosB 5.46 mW 500 ms

Imote2 (13 MHz) 156.15 mW 286 ms

BSN v3 6.586 mW 235 ms

SHIMMER 2R 7.145 mW 452.8 ms

Table 2 Radio power consumption results with plaintext packets and encrypted packets

Platform Consumed Power Consumed Power
Encrypted data(mW) Plain data(mW)

TelosB 58.2 47.6

Imote2 209.4 198.3

BSN v3 70.7 59.7

SHIMMER 2R 72.4 60.1
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After obtaining optimal design for sensors and choosing testing platform as Shim-
mer, the sensor software code has to be written for the given obtained optimized
design. For code development, automated code generator, Health-Dev [23] can be
used. It takes requirements of wearable sensors in the form of models in Advanced
Architectural Description language (AADL) and generates downloadable code for
them. The automated code generation reduces manual implementation errors.

Input sampling frequency is used as 112 Hz, data transmission frequency of once
every 6 mins, and choice of sensor as ECG sensor to Health-Dev [23]. Then, the
generated code is downloaded in Shimmer platform and wore it to measure ECG
signal continuously for 12 hours. Two sets of experiments are conducted: a) without
any radio duty cycling and b) with the optimize sensing frequency and duty cycle.
At the end of the testing period, the energy required and rise in temperature of the
body part are measured. With no duty cycling and at a sampling rate of 250 Hz,
the energy consumption was 432 J and the temperature rise was (≤ 0.167 °C) on the
arm. With the optimized design, the sensor consumed 11 J of energy and there was
no measurable temperature rise. The power available from body heat was 9 J and an
energy storage unit with initial energy 4 J is considered.

Networked Implanted Sensors. In this example, a network of implanted sensors is
used, which communicate in a cluster protocol. The implanted sensors form a clus-
ter, where a cluster head collects all communication packets from the participating
sensors and sends it out to a base station. Here, for each sensor, the sensing power Ps

is fixed to 3 μW, communication power Pc is fixed at 5 μW and there is no security
protocol, hence Psec = 0. The sensing frequency is set at 10 Hz while the communi-
cation frequency is set at 0.5 Hz. Since the cluster head has to collect data from all
other sensors, it has the most power consumption and the tissue around the cluster
head is heated the most. To keep the temperature of the surrounding tissue within
limits, the cluster head has to be frequently rotated. This example found the opti-
mal cluster head rotation scheme that can keep the temperature within thresholds at
different parts of the body.

It is observed that as the location within the body changes, different leader ro-
tation schemes are needed to keep the temperature within thresholds as shown in
Figure 3. In the arm where the blood perfusion is the lowest, the leader can be
changed every 600 s to keep the temperature below 37.8 °C. However, for the same
threshold a cluster in the tongue will have to have its leader power reduced to half,
every time the temperature is greater than 37.6 °C in addition to changing its leader
every 600 s. If the implant is in the eye, the leader has to be changed every 300 s.

Designing Infusion Pump Control Algorithm. For the infusion pump case study,
a requirement of the drug concentration should not be above 1300 μg/min is
considered. The aim of this study was to derive the design parameters discussed in
Section 4.1 such that this requirement is satisfied. In addition to the five design
parameters, the packet delivery ratio as a measure of the wireless channel charac-
teristics is also used. Equation 4 is of the same form as the Penne’s bioheat equation
and hence can be solved using FDTD. The form of the objective function will thus
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Fig. 4 Infusion pump parameters for avoiding hypoglycemia

be the same as that in Equation 14. Figure 4 shows the results of 10000 optimization
runs. Since several local minimums are possible, a set of design parameters (within
the gray bounded region) are obtained that satisfy the requirements.
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5 Hybrid Simulator

The sensor configuration framework described in Section 4 uses hybrid simula-
tor only to simulate continuous dynamics of the human physiology. However, to
simulate the MMA system design with controller app software, sensors and human
physiology, events from both continuous dynamics of human physiology as well as
events from discrete system (controller software) need to be considered. One of the
example hybrid simulator to accurately simulate events from both continuous and
discrete domains is discussed in this section.

In MMAs, controller algorithm in smartphone which is a computing system and
physical dynamics form a closed loop control system, which is a cyber-physical sys-
tem. The interactions between these two systems are guided by two types of events:
a) random discrete computing events, that arise from the interaction of a user with
the MMA, and b) physical events, that arise due to threshold crossing of continuous
system variables of human physiology system. These events reconfigure the com-
puting and physical system parameters. This example hybrid simulator has focused
on accurate simulation of cooperation between computing and physical systems,
their interactions, through a unified hybrid simulation approach.

Simulations play an important role in: a) estimating resource requirements and
designing their organization, b) estimating cost, c) comparing strategies, and d) ver-
ifying the design against requirements. While analytical techniques such as model
checking and formal requirements verification may provide more rigorous evalua-
tion framework, they often have limited solutions for complex systems including
delayed differential dynamics. For such cases, simulation provides a time efficient
and scalable solution. Lack of accurate simulation of MMA interactions with human
physiology may result in sub-optimal design. This can cause significant hazards to
the physical environment e.g., wrong infusion of insulin can cause hypo or hyper-
glycemia problems [74], burning of the skin due to over-heating of the wearable
sensors. Simulation of MMA interactions with human physiology are challenging
and traditional approaches of interfacing domain specific simulators may have sim-
plifying assumptions that adversely affect efficient MMA design.

Traditionally there are two different paradigms of simulation: a) event driven
(ED), that progresses by processing events that can change system variables and
generate new events, and b) finite horizon time stepped (FHT), that progresses by
increasing time by a small fixed amount and evaluating the dynamics of system
variables. ED simulators operate in discrete time and hence cannot simulate contin-
uous dynamics of human physiology while FHT operate in continuous time and can
only process events at the start of a time slot. For MMAs, a hybrid approach is the
most optimal where computing events are handled by ED at exact event times while
continuous physical system is handled by FHT.

5.1 Challenges of Hybrid Simulation

Co-simulation of computing and physical events: In MMAs, random discrete com-
puting events originating from the networked computing systems may result in
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change in controller configuration or may also induce mode transition for a given
controller. Events in computing domain can be efficiently handled by discrete event
simulators such as ns2 or OMNET++ [42] (first row in Table 3). Changes in the
physical system variables due to a random discrete computing event in control
algorithms is a property unique to MMAs. For cyber-physical systems (CPS), re-
searchers have tackled this problem by interfacing a discrete event simulator such
as ns2 with a physical simulator such as Matlab, second row in Table 3). These
techniques can be applied to MMAs as they also form a CPS.

Table 3 Summary of existing CPS simulation tools

Existing CPS simula-
tion tools

Discrete
com-
puting
events

Physical
system

Physical events
& time adjust-
ment to reduce
error

Event
time
predic-
tion

Omnet++ [42], Situ-
ation Calculus based
simulator [71]

� × × ×

GISOO [11], Picc-
SIM [53], iSEE [75],
Matlab+EPANET [58]

� � × ×

NCSWT [39], Model-
ica [46], WCPS [55],
Truetime [25]

� � � ×

HyrefSim � � � �

Time step adjustment problem: Simulating MMAs require accurate estimation of:
a) solutions of differential equations using a time stepped approach, and b) phys-
ical event timings. Existing hybrid simulators (third row Table 3) use tools such
as Simulink to estimate physical dynamics and state change in controllers due to
physical events. Such simulators dynamically adjust simulation time step in order
to reduce error in estimation of differential dynamics. However, they have an in-
herent assumption that a time step that ensures accuracy in differential dynamics
can also accurately estimate physical event timings, which is often not the case as
shown in Section 5.2. A slight difference in event processing times can have long
lasting impact in MMA simulation, by progressively increasing error in estimating
the physical system variables.

Artifacts of wrong time step adjustment: Wrong estimation of physical event timings
may lead to: a) event delays, when an event scheduled to be processed within a time
slot of an FHT is pushed towards the end of a time slot, b) event loss, when events
scheduled to occur within a time slot of an FHT is lost at the end of a time slot
since the differential dynamics fails to satisfy threshold crossing conditions, and c)
false clustering of events, when multiple events scheduled to occur at different times
within a time slot of an FHT are grouped at the end of a time slot, often resulting in
conflicting control requests. Examples of such effects are shown in Section 5.2.
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event times

A way to avoid such errors is to have an arbitrarily small time step, however,
that will drastically increase the simulation time. Hence, simulation approaches that
combine physical simulators such as Simulink and discrete event simulators such
as ns2, are either limited in their capabilities to process events at accurate times or
take a prohibitively long processing time. This is due to a lack of a method for re-
fining simulation time step to reduce error in predicting physical event timings. An
associated side-effect of this gap is that a time efficient unified simulator that can
process random events from computing domain and physical events from continu-
ous domain is difficult to develop.

5.2 Practical Need for Processing Events at Accurate Time

Let us consider a example of network of implanted sensors (example 4) from Section
3 that sense physiological signals from different parts of the human body and send it
back to the smartphone outside the body for storage, processing and diagnosis. The
sensors form a cluster where a cluster head is randomly chosen to communicate
with the smartphone. All other sensors are slaves and they only communicate with
the cluster head. Communication of sensors with the cluster head leads to power
consumption. Since the cluster head is the most power hungry sensor, it has to be
periodically re-selected or rotated i.e., some other slave sensor takes up the task of
a cluster head.

As these sensors operate inside the human body, power dissipation causes tem-
perature rise of the tissue. This can be modeled using the Penne’s bioheat equa-
tion [67]. The rotation of cluster head can also be triggered by tissue temperature
rise. This is an example of physical event triggered action in the computing domain.
Let us further assume that the implanted network has to be designed such that it lasts
at least a year without the need for recharging. Hence, another strategy is employed
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such that a cluster head with energy less than 30% of initial energy has to be rotated
(low energy events). A cluster head rotation scheme has to be designed that never
causes a temperature rise of 0.15 °C above the normal body temperature and can
have at most one sensor that is not capable of being a cluster head after an year of
operation. The design parameters are placement, power consumption, and energy
storage size of the sensors.

The aim is to consider the simulation paradigm of existing CPS simulators and
evaluate if event loss, delay, and false clustering can cause any significant difference
in design cost or operation of the system. Existing CPS simulators interface physical
simulator with computing or network simulators, which use fix time step. Here,
existing simulators are referred as FixSim. FixSim is compared with a hypothetical
simulator that has infinitesimally small time step and can process physical events at
their exact times of occurrence.

Event Delay

FixSim results in a different temperature profile with a higher temperature rise on
an average and also predicts 10% higher energy consumption of the sensors (Fig-
ures 5 and 6). FixSim will always process a physical event at the end of a time slot.
Hence cluster head rotations due to temperature rise above a certain threshold are al-
ways delayed. Hence, FixSim estimates that sensors remain cluster head for a longer
period of time. This error in estimation leads to an error in computing the thermal
profile of the sensors and also their energy consumption. Hence, if the sensor net-
work is designed using the estimations of FixSim, following things are needed to be
done: a) over provision energy storage for the sensors, and b) reduce the power con-
sumption of sensors to prevent higher temperature rise. Based on fuel cell cost [72],
$ 3 extra are needed to be spent on sensors to accommodate for 10 % more fuel cell
capacity, and also have to reduce the power consumption to keep the temperature
within the safety threshold of 37.15 °C.
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Event Loss

FixSim fails to process three critical low energy events over a period of 24 hours.
Error due to event delay accumulates over time, which eventually leads to loss of
events in FixSim. From experiments it is observed that for a period of 1 day FixSim
missed three times more low energy events and predicted that only one cluster head
will be out of energy. However, if the events are processed at the exact time of
occurrence, AccuSim predicts that three cluster heads will be out of energy and non-
operational. Hence, if the system is designed using the estimation given by FixSim
then it can jeopardize the system performance.

False Clustering of Events

False Clustering of events in FixSim induces loss of events or renders events
meaningless.

0 Tau 
Temperature 

Event 
Energy  
Event 
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FixSim 

Cluster 
Head C1 C2 C3 

Change 
Cluster Head 

Change 
Cluster Head 

Temperature Event 
Energy Event 

Cluster 
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C1 

Change 
Cluster Head 

C2 

Fig. 7 False Clustering of Events

A case of event clustering is as shown in Figure 7, where within a time slot first
the cluster head C1 has to be rotated due to temperature rise then C2 is selected,
which had to be rotated due to a low energy event. In FixSim, these two events will
occur at the same time slot. The simulator will consider the events in the order that
they arrived at the event queue. Hence, rotation of C1 will be handled first. However,
the low energy event for C2 will not make sense to the simulator since C2 has not
yet served as cluster head and hence its energy is not reduced yet. Thus, the low
energy event will not be processed and hence for the next slot cluster head C2 will
be drained of energy. If the energy drain occurs within a time slot then FixSim will
have an in-feasible solution.

A case for further concern is that the errors from the above-mentioned artifacts are
unbounded. Figure 8 plots the difference between the energy estimation by FixSim
and that by AccuSim that has exact event times. The error increases with respect to
simulation steps t without bounds and at a rate of O(t5) (determined experimentally).
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5.3 HyrefSim Simulation Approach

HyrefSim employs a time refinement approach towards hybrid simulation of MMAs.
The primary simulator is ED and it processes events from both computing and phys-
ical operation (Figure 9). After an event is processed, the ED passes control to the
FHT until the next event is generated. For each time step in FHT, it not only eval-
uates the continuous system variables but also uses sophisticated predictive models
of physical systems to determine the exact time of occurrence of physical events
within one step in the future. The time step is then dynamically adjusted to account
for the predicted physical event at the correct time within an user specified error
margin. This time refinement strategy not only minimizes event delay, event loss,
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and false clustering of events, but also ensures that the simulation progresses over
time. However, before going to the details of the simulator, let us first consider an
example and determine whether simulation errors related to event loss, event delay
and false clustering can cause significant sub-optimality in the MMA design.

6 Design Verification

Mobile medical apps (MMAs) work closely with human physiology which might
lead to safety hazards such as heating of human skin or hypoglycemia due to low
insulin dose in case of infusion pump app. To avoid these issues, the design of the
MMA should be verified before its actual implementation. Typically a model based
approach is taken to verify safety of a MMA design. In this regard, the chapter
considers verification of MMA design using formal methods which incorporates
models of human physiology and MMA control algorithms. This method is based
on theoretical safety verification of the MMA controller software. It is more rigorous
and time consuming than simulation method for system design verification, however
it provides eternal safety guarantees.

6.1 Model Checking Using Reachability Analysis

When the smartphone acts as a controller to an actuator device, it obtains feedback
from physiological signals to determine the control inputs to the actuator. Thus,
it directly interacts with the human physiology typically in a complex non-linear
manner. In this regard, poor controller design can cause instabilities in the human
physiology leading to hazardous conditions such as hypo-glycemia. Thus the com-
bined analysis should be done on continuous dynamics of human physiology and
discrete dynamics of controller software. Hybrid Automata (HA) is able to repre-
sent both continuous and discrete dynamics of the system. Reachability analysis on
hybrid automata computes the values of continuous variables of the system with a
given controller at any point in time. These values are further used to check instabil-
ity in controller design which is used to perform safety checks in MMAs. However,
a hybrid automata representation of the interaction between smartphone and physi-
ology will be non-linear and have multiple independent dimensions. Current hybrid
system research have given limited focus on non-linear hybrid automata (discussed
in Related works). This section gives an example technique to perform reachability
analysis of non-linear system using exponential box splines.

Related Works: To compute the reach set of nonlinear systems, the approach of
linearizing the nonlinear equations has widely been accepted [14–16]. In these
methods, due to linearization of systems, the available linear solutions are directly
applicable. However, the reach set computing methods for linear systems are already
approximated and if they get applied to approximated nonlinear system, the error
becomes very large. These approximation errors are nonlinear in terms of discretiza-
tion and increase exponentially with increase in simulation time. To improve the
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reachability analysis with linearized systems, the state space is decomposed in lin-
earization
domains and considered overlapping linear regions [34, 35]. This method increases
the number of state variables, increasing the computation complexity. Also the reach
set approximation error increases with increase in size of linearization domains.
HyperTech [47] proposes the use of interval numerical method to approximate
the reach set for nonlinear Hybrid system. It uses rectangular shape to represent the
non-rectangular region shape, resulting in increased wrapping error, which is a
result of fitting nonrectangular region using the rectangular shape. Also this error
keeps on growing with each iteration as reachability analysis considers sets from
previous time, which adds the errors from previous time step as well. To avoid these
linearization errors, recently few methods have been proposed which compute
reachable sets of non-linear system without linearizing them. One of the method
proposes polynomial Zonotope to capture nonlinearity of the system [10]. It converts
nonlinear system equations in polynomial differential equations which do not have
closed form solutions. This approach introduces error while converting nonlinear
system equations in polynomial differential equations by adding uncertainty.
However, this methodology will not be useful for nonlinear system having closed
form solution.

Research Approach: The un-intentional interactions in human physiology and
controller in medical app are usually non-linear in nature. This study considers
nonlinear interactions directly in reachability analysis without linearizing them. In
reachability analysis, the reach set computation requires to estimate trajectory of
continuous variables and discrete state transition. Exponential box splines can be
used to represent the trajectory of these continuous variables of nonlinear systems.
Exponential box splines are being traditionally used for curve fitting in geometric
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modeling [37,68]. Their curve fitting property will be applied to express the nonlin-
ear variation of the continuous variables in the system. Figure 10 gives an overview
of computing reach set using exponential box splines. Starting with the initial set V0,
the time will be discretized in small intervals. From each discrete point, the image of
the set V1 will be computed using continuous equations of system. While computing
image V1, the trajectory of discrete points from set V0 to V1 will be represented as
exponential box splines. The set V1 will again be discretized in small time intervals
and compute image V2. This process will be repeated of computation of image until
simulations ends or discrete transition occurs. It is expected that this approach will
reduce the error in reachability analysis of nonlinear systems occurred due to the
linearization used in traditional methods.

7 Implementation - Automated Code Generation Using
Standard MMA Operating Model

This section focuses on details on the standard operating model to enable use of
automatic techniques to design and develop evidence-based trustworthy MMAs.
Further, an example framework is discussed which uses techniques mentioned in
Sections 5 and 6.

7.1 App Model
It is hypothesized that trustworthy mobile medical applications should have an oper-
ating model as shown in Figure 11, where every instance of data communication to
the sensor, data storage in the smartphone, control inputs to the actuator, interaction
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Fig. 11 Operating Model for a suite of applications sharing data and inferences to provide
better diagnosis and treatment



Evidence-Based Development Approach 161

PetPeeves 
(PP) 

BrainHealth
(BH) 

PP 
Data 

BH 
Data 

bHealthy 

Access 
Request 

Grant 
Permission 

TDM 

EHR 

Trustworthy Data Manager (TDM) 

EEG 
Sensor 

ECG 
Sensor 

Infusion Pump 
Controller 

IP 
Data 

Glucose 
Sensor 

Fig. 12 bHealthy Application suite

with the user and data communication through a certification entity, Trustworthy
Data Manager (TDM).

In this new model of applications, the smartphone software itself is in charge
of only the graphical and algorithmic aspects of the application. Any form of data
communication is privacy ensured by TDM and any form of control input is tested
for patient safety. Further, data collected by the different applications are kept in
secured databases (similar in principal to application sandboxing). Two applications
can share data if they are both certified and have proper access permissions. The
TDM can employ different security protocols including public key infrastructure as
well as safety assurance techniques such as hybrid automata based model checking.

The app model enables the development of health apps in the form of a suite,
where participating apps are certified by the regulatory agencies against safety, sus-
tainability and security. The app model registry will provide guidelines to other
apps to become a part of the application suite e.g. the types of sensors being used by
currently available apps in the application suite, sensor sampling frequency, energy
management algorithms. If any app wants to enter in already existing application
suite, the app needs to follow these guidelines if it requires sensors which are be-
ing used in that suite. If any app does not follow the registry guidelines of existing
application suite and it utilizes sensor data from one of the sensors being currently
used in application suite, the new app should be able to modify its requirements or
consider re-developing those. If any app is not able to follow the registry guidelines
due to its mandatory requirements, it can create new application suite.

As an example of app model with multiple apps working together, interact-
ing with sensors through trustworthy interface, an application suite is developed,
bHealthy [60] (Figure 12). It consists of PetPeeves (example 1), BrainHealth (ex-
ample 2) and infusion pump controller apps (example 3) as discussed in Section 3.
These apps use physiological data collected by ECG, EEG and glucose sensors to
monitor and control human health. PetPeeves uses processed data from BrainHealth
as well to motivate the user by rewarding bonus points.
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7.2 Framework for Developing Trustworthy MMAs

As an example Health-Dev [23] tool is extended, referred as Health-Dev β frame-
work to allow the developer to implement MMAs following the app model in Figure
11 and automatically ensuring safety from interactions, sustainability in sensor and
security of data.

The Health-Dev β tool for trustworthy development of MMAs may have the ar-
chitecture as shown in Figure 13. A developer can use such an architecture to either
verify whether the developed MMA satisfies trustworthiness requirements or auto-
matically generate critical parts of the code that can impose safety, sustainability or
security vulnerabilities. As an input, Health-Dev β requires a high level specifica-
tion of the MMA. Architectural Analysis and Description Language (AADL) can
be used as specification language since it is industry standard and is generic enough
to describe computational methods of smartphone apps as well as physiological
aspects of human body [21]. The high level design can be further optimized and
tested using the toolset which has three modules:
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a) sustainable sensor design optimization module: The specified sensor configu-
ration can be optimized for energy neutrality. It is assumed that sensor operates on
battery as well as scavenges energy from sources such as sunlight, body heat etc.
The energy neutrality problem is modeled as a multi-objective optimization prob-
lem as discussed in Section 4. The hybrid simulator discussed in Section 5 can be
used to estimate resource requirements and designing their organization for MMAs.

b) MMA system verification: For the verification of the controller of MMA, model
checking using reachability analysis as explained in Section 6 can be used. It is
a theoretical safety verification technique which represents MMA system using
hybrid automata and uses reachability analysis to determine patient safety.

c) security-enabled for sensor code and TDM app generation module:The in-
terface specification can be used by the automatic code generator to generate sensor
interface and communication code for the health app. Health-Dev [23] can convert
an AADL design in sensor and smartphone implementations. In addition to using
the standard software primitives, Health-Dev is extended to have security plug-in,
which contains pre-verified code for data communication security algorithms such
as physiology value based security [20], AES encryption [32] and private-public key
infrastructure [9].

The generated sensor and smartphone code can then be also passed through per-
formance analyzers to validate the code against type and memory related errors. The
performance analyzer, the MMA simulation, the reachability analysis, sustainable
optimized sensor design and the security primitives generate a certification report
stating their findings. The code and the certification report can then be reviewed by
an expert personnel in the field to certify the application which can then be uploaded
to a dedicated medical app store. If the MMA fails certification, the developer can
redesign and again use the same architecture. The key feature of this architecture is
that it will be implemented in a modular fashion so that the user can use different
modules individually and generate only partial reports.

7.3 Security-Enabled MMA Implementation and TDA Generation

MMA security vulnerabilities arise from three main sources: a) poor con-
figuration management of APIs when developing smartphone applications,
b) poor sensor code with common software errors such as unreachable code, array
overflow, and inadequate input validation, and c) insecure wireless communication
between smartphone and sensor. The problem is not in the technique since there are
robust algorithms to avoid these security vulnerabilities. The problem is an imple-
mentation problem ( [22]) arising from two aspects: a) mis-configuration of APIs
in smartphone, and b) scarcity of resources in a sensors. These two factors cou-
pled with the real time requirements of MMAs make it extremely non-intuitive to
implement a secure MMA.

One of the typical hypothesis is that models of health apps can be optimized to
obtain the correct configurations of implementation modules and then an automatic
code generator can be used to reduce software errors. There are two parts of the
Health-Dev β code generator: sensor code generator and the TDM app generator.
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Both the code generators consist of three parts: a) high level specification module,
b) a meta model consisting of code frames that can be filled by functions with ap-
propriate attributes, and c) a database of template code with attributes that can be
appropriately parameterized to fit the security needs of the application.

High-level specification. The high-level specification allows user to specify sensor
and TDM app specification and translate it to respective models. In this regard,
Health-Dev β tool uses Architecture Analysis and Design Language (AADL). It has
been shown that the usage of AADL to specify a sensor construct defined with input
and output ports [19]. The instance of that sensor consists of identifier, algorithm
and communication components. It also allows to specify routing of the data through
algorithms.

Meta-Model. Meta-model highlights the information content in a model. It is an ab-
straction of a model which is itself an abstraction of real-life system. Meta-modeling
provides method to analyze, create constructs, frames, rules to model a given set of
problems. The high-level specification is written under such regulation that allows
parser to create a meta-model of a given model. The parser extracts out all the rel-
evant information from the model which is further used in code generation. Figure
14 shows meta-model containing enough information to allow code generation.

Template code with attribute. Template codes are platform specific code which are
used as a base to generate required code. It contains reference entities or attributes
which helps parser to inject required frame (piece of a code) and brings modularity
in generation. This also makes template code light-weight and generic by storing
the functionalities away from it. Based upon the information obtained from meta-
model, generator calls an appropriate template code and replaces its attributes by
respective frames. The frame can be an algorithm or a function.

Code frame. Code frames are generic implementation of a function which could be
used by generator after it is instantiated and parametrized. They are used for speci-
fying and sequencing of algorithms. The generator injects the frame in the specific
location making the generation more modular. The Figure 15 shows repository of

Fig. 14 Sensor and smart phone metal-model are input to generator
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Fig. 15 Declaration and sequencing of algorithm frame in TinyOS template code

Fig. 16 Code generator

algorithm frames namely, peak detection, Fast Fourier Transform (FFT) and Mean.
These frames are declared and sequenced in a copy of a template code by generator.

Given these three components the code generator operates in a manner shown in
Figure 16. The high level specification adheres to meta-model is parsed to create an
instance of meta-model and is fed to generator as an input. Based upon the given
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meta-model generator pulls a copy of a platform specific template code with at-
tributes. It applies preprocessing technique to template file, defining and expanding
the required expressions. Appropriate code frames are instantiated and parametrized
before getting injected in a specific location in template file.

TDM app generation: The code generator also generates a TDM app which ensures
the secure wireless communication. It includes the security algorithm specified by
the user in the input. The code generator maintains a code template for generat-
ing TDM app. On getting the specification of the security algorithm, it pulls the
algorithm from database and inserts in the code. It contains encryption-decryption
algorithms such as PEES [20], Advanced Encryption Algorithm (AES) to secure the
physiological data over vulnerable wireless channel. In TDM code generation, code
generator uses the Application Programming Interfaces (APIs) to allow communi-
cation between external wireless mote and an Android smartphone via Bluetooth. It
consists of two components, Bluetooth API and sensor handler. Bluetooth API en-
sures connection establishment and data communication between mote and smart-
phone while sensor handler acts as a manager and registers all user assigned sensor,
different algorithms associated with each sensor and handling of data received from
the particular sensor. For each of the wireless communication calls the generator
appends the security protocol.

8 Performance Analysis

The performance of the MMAs can be decided by two factors: a) quality of the code
and b) latency in serving the app request. To check the quality of the smartphone and
sensor code in the health app, static analysis tools are used to check software errors
in generated code. Perform interference analysis should be performed on MMAs in
the app model to check the latency in serving requests from the apps.

8.1 Quality of the Code

As software plays a major role in safer operation of Mobile Medical apps, there is a
need to have a metric to measure the quality and efficiency of the generated code for
sensor and smart phone for a personalized health monitoring system. In this regard,
to validate the software of mobile medical apps, static analysis tools can be used for
both smartphone and sensors code.

Static Analysis for Smartphone

The software for the smartphone apps typically use high level languages such as java,
C#, objective C. The compilers for these languages include advanced features to find
bugs or errors in the code as compared to compilation features provided by low level
languages such as C, nesC. However, the complexity involved in high level languages
such as multithreading, methods, classes, various design types make available com-
pilers inefficient to capture all the bugs. Thus, static analysis tools are recommended
to use along with the usual compiler feedback to make code more robust.
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There are many static analysis tools available such as Dexter [3], FlowDroid [5],
Lint [6], Find Bugs [4], CodePro Analytics [1], PMD [7] for Android. These tools
are plugins with the Android framework, which makes them easy to use. Dexter [3]
and FlowDroid [5] mainly deals with security issues in Android apps such as infor-
mation leakage. Lint [6] is a inbuilt static analysis tool for Eclipse which captures
layout performance problems, manifest and icon problems, translation issues etc.
Find Bugs [4], CodePro Analytics [1] and PMD [7] report duplicate code, generate
unit test cases, computes code metrics, dead code, well explained defect reports,
misunderstood API methods etc.

As an example the results from CodePro Analytics used with Health-Dev gener-
ated smartphone code. Figure 17 shows the audit report generated using CodePro
Analytix tool. The report includes typecast errors, efficient ways to copy arrays as
well as all the unnecessary parts added in the code such as imports, variables, return
statements etc. The report also puts flags in front of each reported bug to show its
severity. The audit report helps developers to reduce these errors to improve code
quality and efficiency. The tool also points out the dead code sections and their exact
location in all the classes using tree hierarchy.

Fig. 17 CodePro Analytix audit report

Static Analysis for Sensors

The wearable sensors used in health apps typically do not have a good runtime
exception capture support. For example, in TinyOS which is used by most commer-
cially available sensors there is absolutely no support to capture array out of bound
errors, null pointer errors, or race conditions in runtime. Hence safety of sensor code
from runtime errors has to be ensured during the implementation and compilation
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phase. To avoid these errors, static analysis should be done on the developed code.
There are number of such tools available for sensor code validation. Since TinyOS
is a popular operating system designed for low-power wireless sensor networks, it
is considered as an example to perform static analysis on Health-Dev [23] generated
TinyOS-based sensor code.

TinyOS Compiler: It is a widely used compiler for TinyOS applications but often
regarded as unsafe because it does not check for array and pointer related errors
which can corrupt memory during runtime operation of sensor software.

cXprop: cXprop is static analyzer and source to source optimizer for embedded C
programs such as nesC [30]. It tracks data-flow in values through scalars, pointers,
structure fields, arrays, and global scope.

Safe TinyOS: Safe TinyOS [30] is built on the top of TinyOS and uses cXprop to
optimize code and Deputy [2,29], a source-to-source compiler for ensuring type and
memory safety. It adds safety checks, ensures interrupt driven concurrency for these
checks, compresses safety violation information and performs optimization of the
program.

“Frama-c” (static code analyzer): Frama-c analyses the code using forward data-
flow analysis based on the principles of abstract representation [31]. It checks for
array and pointer related errors in the code.

The Table 4 shows percentage change in the code size observed when Safe
TinyOS and cXprop were applied on Health-Dev generated code. The change code
size observed with respect to the code of size found using ordinary TinyOS tool
chain. It is observed that, in each case there is an increase in the code size when Safe
TinyOS is applied. This is because it uses safety annotation and stores error mes-
sages in ROM (stores code) of a micro-controller. However, cXprop used in Safe
TinyOS reduces average code size cost. In order to include safety checks code size
is increased and can be seen as a trade-off between safety and code size. Whereas
cXprop only performs optimization without safety checks and hence the code size
is found to be reduced.

Table 4 Change in code size observed with respect to code produced by ordinary TinyOS
tool chain

Task Safe TinyOS cXprop

FFT∗ +32.3% -8.2%

Peak detect∗ +32% -8.8%

FIR∗ +31.4% -8.16%

Differential
encoding∗

+38.02% -9.1%

Out of range∗ +34.2% -8.88%

Statistics∗ +31.2% -8%
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8.2 Performance Analysis of TDM App

The app model explained in Section 7.1 can increase the number of Inter Process
Communication (IPC) calls since all the required memory access, sensor access,
and communication radio access occur through the TDM. Processes in an appli-
cation can use all three types of IPC (intend, broadcast and content provider) to
communicate with apps, sensors, and actuators. Estimating the total number of IPC
at a given time and computing its effect on the response time of apps is non-trivial
task given the randomness of IPC generation, the scheduling policy of the operating
system and the bandwidth limitations of the connectors.

To estimate the effect of number of IPC calls and increased payload size of re-
quest on response time of TDM app, one possible approach is to consider the model
of Android IPC communication scheduling and derive analytical expressions for
the response time. Each type of IPC call have their own overheads. In a smartphone
there can be several combinations of IPC calls. Following three different conditions
are considered for experimental purpose:

Condition 1: An applications A1 communicates with the TDM through a broadcast
receiver. A1 receives X bytes of data every t seconds from the TDM while TDM
receives data at the same rate from the sensor. The IPC mechanism is synchronous
such that a broadcast receiver order is followed and each app receives the broadcast
in order from Sensor Interface.

Condition 2: An application A1 is accessing a system file through the TDM using
the Content Provider interface. A1 has to first use a Binder interface to establish
contact with the TDM. The TDM uses Content Provider to read the file. The content
provider is enabled with appropriate read write permissions. The TDM then issues
broadcasts to the app A1 with the file information. There are 3 broadcasts and 1
Content Provider IPC call for data sharing. Like Condition 1, X bytes are received
every t seconds from synchronous Sensor Interface broadcasts.

Condition 3: Condition 3 models apps A1 and A2 where A2 is sharing data with A1

through the TDM. One registration broadcast is made from A2 to the TDM, TDM
then initiates a content provider with A1 and two broadcasts are made from app A2

to app A1.
Latency is dependent upon the scheduling of tasks (IPC calls) by the underlying

scheduler of Android. Android is based on Linux 2.6 kernel and uses Complete
Fairness Scheduler (CFS), which is an implementation of a well-studied algorithm,
weighted fair queuing (WFQ). WFQ is a data packet scheduling technique allowing
different scheduling priorities to statistically multiplex data flows. The scheduler
must balance the queues each time slice so that no process is neglected. Bearing
payload size in mind and considering the working of CFS, the latency model is
defined as:

L =

N∑
i=1

payload sizei + overhead

R
(15)

where R is the bandwidth of the communication medium.
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Fig. 18 Broadcast latency differences be-
tween inter-app communication with and
without content provider

Fig. 19 Content Provider latency differences
between inter-app communication with and
without broadcast IPC

Table 5 Summary of evidences for trustworthy MMAs

Types of evidences Method of generation Available Tools Examples
Clinical Studies Deploy the system in

a practical scenario
N/A GeMREM [63], Artifi-

cial Pancreas, Ventila-
tors

Emulation Lab testing on a
dummy system

Cadence Virtual Heart Model
[51]

Simulation Use computer model
and execute it for
specified input

Hybrid Simulators,
BAND-AiDe [21], NS2

bHealthy [60]

Mathematical proofs Generate theoretical
proof

Formal methods,
STHA [18]

Infusion Pump [18,52]

In Android, broadcasts that are not serviced within 1 second are prompted for
killing. Thus, L should be less than or equal to 1 seconds. The response time degra-
dation of apps heavily depends on the type of IPC chosen and the size of the payload
in the IPC. Results of preliminary experiments (Figures 18 and 19) show that the re-
sponse time degradation of apps vary with the type of IPC, combination of IPCs
and its payload. Content Providers typically have low overheads while broadcasts
have higher latencies. Regardless it is found that after a payload size of 4 KB, the
latencies begin rising and starts affecting the response time. At 512 KB, the latency
is greater for broadcast and content provider than with only broadcast.

9 Conclusions

This chapter discussed various techniques and tools to enable evidence-based design
and development of mobile medical apps. Different types of evidences required to
assure trustworthiness in MMAs and their generation methods are summarized in
Table 5. Clinical studies require deployment of MMAs on users to validate their
trustworthiness. It is a time consuming process due to patient availability and ap-
proval from the institutional review board. Also this type of study can potentially
harm the user. To avoid possible injuries to the user during the study, emulation
can be used which emulates human physiology. However, emulation technique re-
quires the system to be developed completely. Thus any system flaw obtained during
emulation can lead to redesigning and redeveloping the whole system. Thus for rapid
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development of trustworthy MMAs, methods such as simulation and mathematical
proofs can be used which can give early feedback on MMA design before the ac-
tual system development. However, the available tools for evidence generation (few
are discussed in the chapter and also enlisted in Table 5) work independently. Thus,
there is a need to get such tools working together as a single tool to enable rapid
and evidence-based design and development of trustworthy mobile medical apps.
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Abstract. Recent progress of flexible and wearable health-monitoring devices is 
introduced by showing examples of flexible sensor components (e.g., strain 
sensors for heartbeat monitoring and temperature sensors) with an emphasis on 
printing techniques using inorganic materials to form flexible sensor components 
on flexible substrates for high performance and low-cost flexible electronics. 
Printing methods create flexible sensors, which are the next class of economical 
and disposable wearable health-monitoring devices that will allow people to use 
these devices without awareness similar to a bandage and a sanitary environment. 
For commercial applications, flexible sensor devices need to be further developed 
and signal processing circuits must be integrated on flexible substrates. However, 
the concept may significantly contribute to comfortable, convenient, secure, and 
healthy human lives. Periodic health condition monitoring using flexible and 
wearable health-monitoring devices should allow data to be gathered for medical 
purposes and even predict illness prior to the onset of symptoms. 

1 Introduction 

Wearable devices are greatly impacting the market of next-generation electronics. 
Widely available commercial wearable devices include those that sense human 
conditions such as activity and heartbeat monitoring for athletes. However, current 
commercial devices employ conventional rigid sensors, but differ from 
conventional electronics because the device is assembled with a sensor and a 
signal processing circuit in a conventional wearable tool (e.g., watch or glasses) 
by shrinking the device size and considering a human interface. A big contribution 
of these wearable devices is the development of informatics technology based on a 
human interface.  

Although the present wearable devices are of great interest, there is still room 
for dramatic improvement. These devices are (1) expensive like a conventional 
rigid electronic device, (2) perceived as unfashionable, (3) uncomfortable due to 
their rigidity, and (4) for a single purpose (e.g., one sensor for a specific purpose 
such as motion or heartbeat). Thus, flexible and wearable health-monitoring 
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systems should be of great interest as electronics that interact with humans more 
closely and precisely. These devices should also attract attention from people 
interested in their health since the device can be attached on the human body 
without awareness. If the device behaves like a bandage, the number of products 
should dramatically increase, and the device price should be low-cost like a 
bandage. For sanitary reasons, the device should also be disposable.  

If periodic health monitoring under comfortable conditions is realized, changes 
in a health condition can be detected by periodic measurements. For example, a 
severe illness may be detected before noticeable systems appear and can be cured 
before it becomes acute. There are some reports about the relation between 
periodic health condition monitoring and the rate of illness. They found that those 
who monitored blood pressure periodically had improved medical compliance 
compared to those who did not [1,2,3]. Compliance should eventually suppress 
most medical conditions, and good health condition makes people happy[4]. 
However, it is important that people’s happiness and activity are unaffected by the 
wearable device because this creates a comfortable human life with less stress. In 
addition, happiness tends to result in better health conditions, creating a positive 
cycle that can help maintain health and quality of life. In addition, if the device 
can collect more periodic statistics about health trends before and after illness, this 
information can be applied to future medical care and may even predict future 
illness.      

Because future wearable devices must realize comfortable, convenient, secure, 
and healthy human lives, mechanically flexible devices have been widely 
developed using organic and/or inorganic materials [5,6,7,8,9,10,11,12,13,14, 
15,16,17,18,19]. The concept of a flexible and wearable device is to place it on the 
human skin or clothes without awareness like a bandage. To realize such flexible 
and wearable devices, a key technique is the formation of mechanically flexible 
electrical materials and components on a flexible substrate. However, flexibility 
cannot be trade-off of electrical performance of the integrated devices even on a 
flexible substrate.  

Because thin organic materials are usually mechanically flexible and readily 
formed on flexible substrates, they are often used as the flexible device [11,13,15]. 
On the other hand, inorganic materials are rigid when they are tens of micrometers 
in thickness, but their performance and stability as electrical devices are much 
better than those of organic materials [8,10,12,20]. Each material system has 
advantages and disadvantages. However, a practical device requires mechanical 
flexibility, affordability, stability, and high performance. To address these 
important issues, inorganic nanomaterials have been proposed for the electrical 
device components by developing uniform printing techniques on a macroscale 
flexible substrate. Although inorganic materials are rigid on the macroscale, 
shrinking them down to the nanoscale can provide mechanical flexibility within 
the bending radius of a wearable device [20]. In this chapter, flexible and wearable 
healthcare devices are introduced with an emphasis on inorganic nanomaterials 
and printing techniques to realize the aforementioned requirements. 
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2 Future Flexible and Wearable Devices 

Periodic statistics on a health condition are important to predict illness and 
improve medical compliance [1,2,3]. However, none of the currently available 
healthcare-monitoring devices can monitor periodic statistics without awareness 
due to solid-based electronics, which are uncomfortable in daily life. This section 
introduces the concept of future flexible and wearable bandage-type health-
monitoring devices. We propose a multi-functional flexible healthcare-monitoring 
and curing system, which we call a “smart bandage” [16].  

Figure 1 exhibits the concept of the smart bandage [21]. By developing a 
device fabrication method on a flexible substrate, multi-function sensors, circuits, 
actuators, and probably a display can be integrated economically to build an 
affordable and disposable smart bandage that monitors real-time periodic health 
conditions. By monitoring small change in health conditions and analyzing all data 
such as skin temperature, heartbeat, and blood pressure with motion sensing, the 
device can notify the person or send the diagnostic results to a doctor via a cell 
phone. Furthermore, a diffusion-type drug can probably be delivered via the smart 
bandage, depending on the health condition measured by the integrated sensors. 
Due to medical ethical issues, a noninvasive device is necessary as well as a drug 
that diffuses and does not require a penetrating needle. 

For wide use of flexible and wearable health-monitoring devices, “low-cost”, 
“disposable”, and “multi-sensing” are necessary features. In addition, the flexible 
device may only be applied to health monitoring (i.e., not a medical device 
application) due to reliability issues of a flexible device compared to a solid-based 
device (e.g., tearing). Below economical fabrication methods and multi-sensing 
integration, which are reported mainly by my group, are discussed to realize a 
disposable multi-functional smart bandage. 

 

Fig. 1 Concept of a flexible and wearable smart bandage. Reproduced with permission [21]. 
Copyright 2014, John Wiley and Sons. 
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3 Printing Methods for Sensor Fabrication 

Inorganic nanomaterial printing methods realize economic macroscale flexible 
devices with a high performance [14,16,19 ,22 ,23 ,24 ,25]. This printing 
technology allows flexible devices to incorporate active components such as 
sensors and transistors by developing printing inks, which is one of the challenges 
to realize truly flexible electronics.  

Figure 2 shows the screen printer used to pattern the sensor components and 
electrodes [16,19]. This technique has diverse applications and can readily be 
scaled up without increasing the printing costs. For example, it used to print 
graphics on T-shirts.  

 

Fig. 2 Screen-printing of nanomaterial-based sensor materials for economic macroscale 
electronics. Reproduced with permission [19]. Copyright 2014, American Chemical Society. 

In the case of strain sensor patterning via a screen printer, first, nanomaterial-
based ink, which consists of a mixture of silver (Ag) nanoparticle (NP) ink and 
carbon nanotube (CNT) ink, is prepared [19]. Then the mixed ink is printed on a 
flexible plastic substrate and subsequently cured. The low-temperature process 
and printing method allow any plastic substrate to be used. Either after or before 
strain sensor printing, a Ag interconnection is screen-printed with alignment of the 
strain sensor. More details of the printing condition are described later in this 
chapter. 

The printing method explained here is only one such example. Although many 
printing methods (e.g., ink-jet printing [26], gravure printing [22,25], and 
flexographic printing [27,28]) have been developed, each printing technique has 
unique ink conditions, such as the viscosity of inks. The most suitable printing 
method depends on the ink condition, resolution of patterning, and throughput of 
the fabrication process. In addition, inks for active components such as sensors, 
transistors, and actuators must be further developed because few printing inks for 
the active components have been reported.  
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4 Toward a Smart Bandage from Each Sensor Component 

4.1 Overview of a Smart Bandage 

The first proof-of-concept of the proposed health-monitoring device, a smart 
bandage, is integrated with a temperature sensor to monitor human skin 
temperature, a touch sensor with a wireless coil, and a drug delivery pump for a 
curing function (Figure 3) [16]. The important features are that only printing 
methods are used to fabricate the device on flexible substrates without 
conventional semiconductor infrastructures (e.g., lithography and vacuum 
systems). These features drastically reduce the device cost; in fact, a disposable 
device similar to a conventional bandage may be realized, allowing a sanitary 
environment to be maintained. Furthermore, all the flexible components of sensors 
and drug delivery system on a flexible substrate should be comfortable even when 
placed on the human skin. The goal of this flexible and wearable health-
monitoring device is to simultaneously monitor a lot of information in order to 
analyze the health condition (i.e., “one system”=“multi-sensing results”) by just 
attaching the device to the skin (Figure 3).  

 

 
Fig. 3 Schematic and photo of the proposed smart bandage fabricated by printing methods. 
Reproduced with permission [16]. Copyright 2014, John Wiley and Sons. 

4.2 Temperature Sensor 

Simple but important information about health is body temperature. If the daily 
and real-time human body temperature can be monitored along with other 
information such as activity, heartbeat, and blood pressure, it may be possible to 
predict a human body condition and illness before the onset of symptoms. This 
trend is also important to improve medical care. This section introduces a 
temperature sensor formed by a shadow printing method using a hard mask on a 
flexible substrate [16,19,29].  

 

1cmarm

Drug delivery pump

Wireless coil Touch sensor

Temperature sensor

Wireless coil
Touch sensor

Temperature sensor
Drug delivery pumpa b



180 K. Takei 

 

 

Fig. 4 (a) Printed temperature sensor on a PET substrate. (b) Real-time temperature 
monitoring of a human touch. Reproduced with permission [29]. Copyright 2014, American 
Chemical Society 

First, to form a highly sensitive temperature sensor, a printing ink is developed. 
Utilizing electron hopping at the interface between two materials to increase the 
sensitivity, carbon nanotube (CNT) ink (SWeNT, USA) and poly(3,4-
ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS) in water (Sigma-
Aldrich, USA) are mixed with a weight ratio of 1:3 [29]. The mixed ink is then 
printed on a flexible substrate (e.g., Kapton, polyethylene terephthalate (PET), or 
other plastic substrates). Finally, the printed film is cured at 70 °C for at least an 
hour. Because a printing method is used to pattern the temperature sensor, any 
material and size for substrates can be used.  

This temperature sensor shows the resistance change as a function of 
temperature due to mostly electron hopping at the interface of CNT and 
PEDOT:PSS. The temperature sensitivity is ~0.78%/°C for the electrical 
resistance change of the temperature sensor. To read out the electrical resistance 
change, a silver (Ag) interconnection is also printed with alignment of the 
temperature sensor (Figure 4a). The resistance linearly changes as a function of 
temperature. Based on the calibration of the electrical resistance and temperature, 
the temperature of the target can be extracted from the measured resistance 
change. Consequently, temperature can be monitored in real-time (Fig. 4b).  
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Due to the low thermal conductivity of a plastic substrate [in this case, PET], 
the response time when a finger is removed from the sensor is relatively slow  
(~3 sec). However, the response time should be sufficient for a wearable device 
application. More importantly, the temperature resolution should be suitable to 
monitor a change in body temperature precisely. This temperature sensor has a  
~0.1 °C resolution, which should be appropriate for body temperature measurements 
based on human activity.  

In addition to the human body temperature monitoring based on activity, 
precise temperature monitoring allows a tumor or some other illness to be 
detected. To find an illness by monitoring temperature change via skin, a ~0.01 °C 
resolution is required [30,31]. To monitor such a small temperature change, an 
amplifier and good environment to measure precise temperature must be realized 
on a flexible substrate, which is the next step in flexible and wearable device 
applications.  

4.3 Heartbeat Strain Sensor 

The heartbeat trend is also important information to understand health conditions. 
In general, there are two types of heartbeat sensors: an optical measurement [32] 
and a mechanical deformation measurement [33,34]. Due to the simple structure 
needed to form a strain sensor to observe mechanical deformation caused by 
heartbeat, a highly sensitive flexible strain sensor [19] is introduced here. First, a 
printing ink for a strain sensor is formed by mixing a CNT ink (SWeNT, USA) 
and Ag nanoparticle (AgNP) ink (Paru, Korea) with 5:3 weight percent ratio. This 
ink is screen-printed on a flexible substrate and subsequently cured at 70 °C for at 
least an hour. Ag electrodes are also screen-printed to form interconnections to 
read out the strain change.  

This strain sensor shows an electrical resistance change when the stress 
corresponding to the structural deformation is applied. Figure 5 exhibits a strain 
sensor attached on the wrist a 34-year-old male and a result of heartbeat 
measurement. On the basis of the peaks for the resistance change, ΔR(=R−R0)/R0, 
~0.8 sec heartbeat (~75 beats per minute) is extracted, where R0 and R are the 
strain sensor resistance at zero force and under some force applied to the strain 
sensor, respectively. Figure 5b shows that this printed strain sensor can monitor a 
human heartbeat, suggesting that this may be applicable to a wearable health-
monitoring device. One concern about heartbeat sensing using a strain sensor is 
that the sensor also detects human motion, which is detrimental when measuring 
precise information. To prevent this issue, a structural design based on strain 
engineering or a different method (e.g., optical measurement) should be applied.  
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Fig. 5 (a) Photo and (b) real-time resistance change of heartbeat monitoring using a printed 
strain sensor 

4.4 Other Strain Sensor Applications 

Strain sensors on flexible substrates should realize other applications such as 
macroscale tactile sensor sheets. One example is to imitate functions of a human 
skin. Human skin can detect “tactile force”, “friction force”, and “temperature”. 
Mimicking these functionalities may realize a prosthetic application as an artificial 
electronic skin or a cursor to operate a wearable health-monitoring device like a 
joystick. Figures 6a and 6b show examples of three-axis force measurements 
integrated with strain and temperature sensors fabricated by a full printing method 
[29]. In particular, each pixel has four strain sensors surrounding a three-dimensional 
prong, which is called a “fingerprint-like” structure, and a temperature sensor. When 
a tactile force is applied, the strain is identically applied to the four-strain sensors, 
resulting in the same output strain values (Figure 6c, left). In contrast, when a 
frictional force is applied on the fingerprint-like structure, a nonuniform strain 
distribution is observed (Figure 6c, right). By reading this strain distribution, the 
friction force and direction can be extracted. As a proof-of-concept, a 3×3 array three-
axis force sensor and a temperature sensor have been demonstrated by touching 
fingerprint-like structures. Figure 6d confirms that two-dimensional tactile, 
friction, and temperature distributions are successfully monitored. However, this is 
only one of the demonstrations to monitor multi-stimuli as an artificial skin 
application using a fully printed sensor device. Applying this technique to 
different structures and applications should realize other flexible and wearable 
electronics (e.g., joystick).  
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Fig. 6 (a) Photo of a 3×3 array flexible three-axis force and temperature sensor sheet. (b) 
Enlarged photo of one pixel. (c) Finite element method simulation results when a tactile 
force (left) and a friction force (right) are applied. (d) Two-dimensional force and 
temperature distributions measured by a 3×3 array three-axis force and temperature sensor 
device when a tactile force (left) or a friction force (right) is applied. Reproduced with 
permission [29]. Copyright 2014, American Chemical Society. 
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4.5 Wireless Detection 

Two concerns for flexible and wearable devices are how to detect the signal and 
how to supply power without using a wired connection. One possible solution is to 
use wireless technology with signal transmission via wireless coils. This 
technology allows the device to supply electrical power and wirelessly read the 
measured sensing results [9,15,16,35 ,36]; however, complicated circuits and 
systems are required. Since a flexible device including circuits and sensor 
integration is still under development, this technology needs to be developed 
stepwise from silicon-based wireless systems.  

 

Fig. 7 (a) Schematic of the wireless touch sensor with coils, photo of a capacitive touch sensor, 
and equivalent circuit diagram. (b) Real-time temperature and wireless touch detections by 
touching the sensors with a human finger. (c) Wireless transmitted output voltage as a function 
of coil distance. Reproduced with permission [16]. Copyright 2014, John Wiley and Sons.  
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As the first step, a printed wireless coil integrated with a capacitive touch 
sensor on a flexible substrate has been introduced [16]. Two coils formed by Ag 
electrodes are fabricated by a screen printer. Then a capacitive touch sensor is 
connected in series with a coil. Due to changes in the capacitance of the touch 
sensor by touching the sensor, the resonance frequency, which is mainly 
determined by a capacitance and an inductance, changes. By reading this 
frequency shift and the amplitude change of the transmitted signal, the output 
signal of the touch sensor can be read wirelessly (Figure 7a). The resonant 
frequency of this setup is ~42 MHz.  

Figure 7b shows a real-time measurement of temperature and touch wirelessly 
at ~42 MHz and a 3 V input signal. The results indicate that the output of the 
touch sensor can be transmitted through the wireless coils. In addition, by 
integrating with temperature sensor as a health-monitoring sensor, two results are 
obtained simultaneously. However, the distance that the signal can be transmitted 
is relatively short (Figure 7c). The output signal is attenuated at the rate of 1.2 
mV/mm (~3.3 %/mm). Although several items need to be developed and 
improved (e.g., integration of circuits and transmitted distance), this 
demonstration shows the potential as a future flexible and wearable wireless 
system.     

It should be noted that several advanced approaches to develop wireless devices 
on flexible substrates have been reported previously (e.g., a sensor tag [25], a 
wireless integrated liquid sensor and circuit [15], and a power transmission [35]). 
By combining these techniques and developing further integration techniques, a 
flexible wireless system should be realized in the near future. 

4.6 Drug Delivery 

Another potential function of a wearable device is a curing system. Many people 
feel that taking a medicine, especially multiple times per a day, is inconvenient. A 
previous study has shown that patient compliance decreases as the dosage 
frequency increases [37,38]. If an automatic drug delivery can be realized, it may 
be able to realize a convenient, comfortable, and healthy human life. For a 
wearable device, the curing function, especially drug delivery device, should be 
noninvasive due to medical ethical issues and to support a secure life. For 
noninvasive drug delivery, a diffusion type of drug through the skin may be 
required. Probably, one of the most interesting developments of a diffusive type 
drug is insulin for a diabetic patient who usually takes the drug by him/herself 
using a penetrating type syringe. Realization of this device should dramatically 
decrease the patient load as well as infection risk from a needle. Of course, this 
device is controversial because it is for a medical application.  

Some recent examples of such a system include a flexible and wearable 
thermally enhanced diffusive drug delivery system [39] and a mechanical pump 
delivery system. Figure 8 shows an example of a drug delivery pump that can  
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Fig. 8 (a) Cross-section and top view schematics of a drug delivery pump. (b) Photo of a 
fabricated smart bandage with a drug delivery pump. Photos of (c) before and (d) after dyed 
water ejection by pushing the drug delivery pump. (e) Drug ejection as a function of 
applied pressure onto the drug delivery pump. Reproduced with permission [16]. Copyright 
2014, John Wiley and Sons. 

eject a drug by manually pushing the pump [16]. To eject a drug at a low applied 
pressure, the pump is fabricated from an elastomer polymer of 
polydimethylsiloxane (PDMS), which has a low Young modulus (~700 kPa). The 
structure is deformed by applying pressure to push out the drug from the reservoir 
chamber (Figures 8a–d). This PDMS structure is easily fabricated using a soft 
lithography technique. With the structural dimension and material shown in Figure 
8a, the drug ejection rate and threshold applied pressure are ~35 nL/kPa and ~3.3 
kPa, respectively (Figure 8e). This threshold pressure of ~3.3 kPa is like a gentle 
human touch; hence, anyone (even a child) can operate this pump. This particular 
pump does not have a function to control the amount of drug ejection, which is 
crucial for a curing function as a drug delivery system. A sub-chamber to control 
the amount or another concept must be integrated for practical applications by 
learning from the lab-on-chip device fabrication technology. This should be 
addressed in the next step of wearable health-monitoring devices.  
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4.7 Other Functional Devices 

Above some potential devices for flexible and wearable devices are introduced. 
However, additional sensors and actuators for the health-monitoring devices 
should be added as long as the added functions are useful to monitor the human 
condition. Examples include cuff-less blood pressure monitoring [40,41,42], 
noninvasive glucose sensors [43,44], electrophysiological signal sensors [45,46], 
and signal processing circuits [47,48]. To realize these sensors and circuits, many 
researchers and engineers have devoted much effort. Since health-monitoring 
devices are often for a specific condition, flexibility of device integration without 
increasing the device cost is an important factor. Future developments toward 
flexible and wearable healthcare devices may include using new fabrication 
methods (e.g., other printing methods) and employing low-cost materials unlike 
conventional high-performance electronics. It may also be necessary to create 
separate layers where some are disposable (low-cost layer) and others are reusable 
(expensive layer) to reduce the total cost of the system. Because at least one layer 
must come in direct contact with the skin, this layer should be a sanitary clean 
environment. The best way is to replace the layer often (i.e., a disposable layer 
should be in contact with the skin).   

5 Flexible and Wearable Device Demonstration 

As a proof-of-concept of a wearable flexible device, real-time skin temperature 
monitoring has been demonstrated by attaching a flexible temperature sensor onto 
a human arm with medical tape to realize a stable and good contact between the 
sensor and skin. Figure 9 shows the skin temperature while eating spicy soup and 
short-duration exercise [16]. The average temperature of the skin while resting is 
~29 – 31 °C. The skin temperature while eating the spicy soup increases up to ~33 
°C likely due to the release of heat to control body temperature. On the other hand, 
the temperature change while exercising is small compared to eating soup. This is 
most likely because the exercise period (~12 min) was too short to increase the 
skin temperature. Additional studies are necessary. 

To realize a practical flexible health-monitoring system, many issues must be 
addressed (e.g., signal processing, more functionality for health monitoring, and a 
power supply that does not sacrifice mechanical flexibility). Additionally, the 
reliability of the measured results is another issue for medical applications. For 
flexible devices, it might be better to start with a health-monitoring “toy” for daily 
use without a relationship with medical diagnostic results.      
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Fig. 9 Real-time human skin temperature monitoring while eating spicy soup and exercising by 
attaching the smart bandage on a wrist. Reproduced with permission [16]. Copyright 2014, 
John Wiley and Sons. 

6 Conclusion 

This chapter introduces several approaches toward flexible health-monitoring 
devices on the basis of flexible sensor components reported previously with a 
focus on the economical fabrication techniques using a printing method to realize 
multi-functional sensors on a flexible substrate. Flexible and wearable health-
monitoring systems should be macroscale like a bandage and economically 
available. By developing printing methods to fabricate sensor components, the 
device cost should be reduced dramatically, increasing commercial viability in the 
future. For practical, flexible, and wearable health-monitoring devices, a lot of 
developments and improvements such as refining the sensing functionalities, 
power supply and consumption, signal processing circuits including a wireless 
system, and device costs must be addressed. These topics should be one of the top 
priorities to develop not only health-monitoring applications but also for other 
flexible device applications. 
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Abstract. Electronic fabrics and smart textiles are advancing biomedical research for 
use in a variety of ambulatory, diagnostic, and therapeutic devices. New materials 
and technologies are making it possible to continuously monitor important 
parameters for health and wellness applications. This chapter will discuss a resistive, 
fabric-based temperature sensor that can determine temperature between 25ºC and 
45ºC by monitoring variations in the material’s electrical resistance. The measured 
resistance of the material decreases with increasing temperature, indicating that this 
fabric sensor has a negative temperature coefficient of resistance, or α and sometimes 
called the TCR, which is approximately -0.228 ± 0.03%/ºC averaged over three 
separate sensors. These results indicate that this material’s electronic conductivity 
behaves analogous to semiconductor materials and would classify this device as a 
thermistor. 

1 Introduction 

Biomedical monitoring through nanostructured fabric materials is becoming 
important for the diagnosis, prevention, and maintenance of a variety of human 
conditions and diseases. In general, biomedical monitoring encompasses the 
measurement of a range of physiological and biological properties of the human 
body to diagnose diseases, prevent worsening conditions, and perform daily health 
maintenance. Biomedical monitoring is performed both by medical professionals 
and patients, depending on the complexity of the procedure and the effective 
availability of methods and devices. Medical monitoring technologies are 
becoming more available to patients due to lower costs of manufacturing, patient 
education, and the emergence of newer materials and technologies. 

Electronic fabrics or smart textiles are finding use in biomedical research for a 
variety of ambulatory, diagnostic, and therapeutic devices[1–5]. These technologies 
seek to fulfill important medical needs for their users, while maintaining comfort and 
efficiency. For example, A.H. Reynolds at MIT developed a therapeutic sweater for 
treating the painful symptoms of rheumatoid and other arthritic diseases[2]. This 
device heats a specified area using three small button sized batteries and a conductive 
woven fabric. This conductive fabric gently heats when a small current is applied and 
shows potential for use in other heat treatment therapies or situations of extreme cold 
to warm the body.  
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Additional work evaluated the viability of a noninvasive electrocardiographic 
shirt[5]. When this shirt is worn, a special textile electrode monitors the user’s 
heart rate and a GPS unit and accelerometer record the user’s relative positioning. 
The device wirelessly communicates the recorded information to a computer and 
software package, which illustrates the data as the user’s active condition. This 
device is important to patients dealing with cardiac diseases as it allows the patient 
ease of access to vital information about their daily cardiac rhythms in a 
comfortable way. These technological advances are just two practical examples of 
the importance of electronic fabrics in our lives. 

Temperature detection close to the skin in load bearing or constricted 
applications is one example of biomedical monitoring that could be performed 
using a temperature sensitive electronic fabric.  For example, diabetic patients 
could monitor the temperature difference between their right and left feet to 
determine if they are at risk for ulceration [6–10]. Amputees could also benefit 
from monitoring the temperature and humidity inside their prosthetic sockets  
to maintain a comfortable and hygienic stump-socket environment [11–14].  
A temperature sensor used in load bearing or constricted applications would have 
to be thin and durable, reducing the potential for pressure points against the body. 
However, the majority of accurate temperature detectors are made from rigid 
materials. One solution to this problem is to design a thin, flexible thermal sensor 
that could be worn close to the skin in load bearing situations.  

The following chapter will include an overview of nanomaterials for 
biomedical sensor applications, resistive temperature detection in metals and 
semiconductors, and a discussion on relevant state-of-the-art for carbon nanotube 
(CNT) temperature sensors. Specific focus will be placed on the design and 
development of a fabric-based, functionalized nanomaterial that can resistively 
determine temperature between 25ºC and 45ºC for its practical use in biomedical 
monitoring technologies. A schematic representation of the fabric temperature 
sensor described in this chapter is shown in Figure 2. This sensor is constructed 
using randomly oriented nylon 6, nanofiber mats that are surface functionalized 
with multiwalled CNTs. Finally, the sensor materials are coated with an oxidant, 
and polymerized with conductive polypyrrole (PPy). Sensor material conductivity 
can be tailored from 1x10-7 to 1x10-3 S/cm by varying the amount of multiwalled 
carbon nanotubes (MWCNTs) on the substrate surface. The measured resistance 
of the material decreases with increasing temperature, indicating that this fabric 
sensor has a negative TCR (-0.228 ± 0.03%). The sensor sensitivity, or dR/dT, was 
consistent for a single sensor over 100 cycles between 25ºC and 45ºC. The initial 
resistance, or R0, drifted 300 Ohms over the 100 cycles to stabilize at 
approximately 6850 Ohms at 25ºC.  
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In comparison to metals, semiconductor materials have higher resistivities (10-3 
Ω-cm to 10-6 Ω-cm), giving them much greater accuracy for temperature 
measurement[16]. Until 1955, semiconductor materials were considered as 
Negative Temperature Coefficient materials, or NTCs; however, a German patent 
was issued in 1955 for the production of semiconductor materials with a high 
PTC[19]. Additionally, in 1958 the first U.S. patent was issued for the production 
of high PTC semiconducting materials[20]. 

Semiconductor material also differ from metals in that their charge carriers are 
not solely electrons and n, is approximated by the Boltzmann equation, 

 

n = n0e
−ΔE /kT                                   (4) 

where n0 is the potential number of electrons that could be excited, ΔE is the 
energy difference between the valence and conduction bands, k is the Boltzmann 
constant, and T is the absolute temperature[16]. Although, the Boltzmann equation 
is a sufficient approximation, more sophisticated equations and theories are 
required in practice[16, 21–24].  

At 0 Kelvin, all the electrons in the semiconductor material reside in the 
valence band. For elemental semiconductors the band gap (ΔES in Fig. 4) is 
approximately equal to kT at 298 K[16]. As temperature increases the electrons 
gain enough energy to cross the energy gap and start to leave the valence band and 
enter the conduction band, leaving holes in their place. As the number of charge 
carriers is dependent on temperature for semiconductors, the conductivity in  
eq. (5), must be expanded to include a term incorporating the contribution of holes 
to the overall conductivity, 

 

σ = ′e neμe + nhμh( )                              (5) 

where the subscripts e and h refer to electrons and holes respectively. In elemental 
semiconductors ne equals nh, but for doped, compound, and junction 
semiconductors ne rarely equals nh.  

Semiconductor materials are further classified into three different categories: 
elemental, compound, or junction semiconductors [16]. Elemental semiconductor 
materials are either intrinsically or extrinsically conductive.  Intrinsically 
conductive materials are pure; while, extrinsically conductive materials are doped 
with other elements to add conductivity or other electronic functions to the 
material[16, 21–24]. Elemental semiconductor materials reside in groups IV and 
VI of the periodic table.  Silicon and gallium arsenide are two of the most 
common, extensively studied semiconductor materials, and are widely used in the 
electronics industry[24]. 

Dopants can increase the conductivity of an elemental semiconductor by adding 
charge carriers to the crystal lattice. These elements are found in groups III and V 
of the periodic table and are classified as donors or acceptors. When doping 
silicon (Fig. 6), group III elements like boron and gallium add holes to the crystal 
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Resistance temperature detection has since become the most widely utilized 
phenomenon for laboratory and everyday temperature measurement applications [16].  

In 1887, Hugh Callendar, greatly improved upon Siemen’s methods and 
equipment designs using experiments to model the relationship between the 
changing electrical resistance of platinum and air thermometer temperature 
measurements[16]. The Callendar equation, shown in eq. (6), allowed him to 
perform quick numerical calculations for accurate temperature measurements, 
usually only requiring one to two iterations. His groundbreaking work was 
published in 1887 in the Philosophical Transactions of the Royal Society[16]. 
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where t is temperature in degrees Celsius, R is the measured electrical resistance at 
temperatures, t, 0ºC, and 100ºC, respectively. In addition, Callendar described the 
deviation from linearity due to differences between the sensing elements, using the 
empirical correction factor δ [16]. In 1925, Van Dusen expanded on eq. (6) to 
increase the accuracy of the platinum resistance thermometer in the range from the 
boiling point of oxygen to the ice point of water (eq. (7)). The Callendar-Van 
Dusen equation was used for over forty years as the standard equation for IPTS 
measurements[16]. 
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             (7) 

The earliest platinum “resistance thermometers” were used to standardize the 
International Practical Temperature Scale (IPTS), which is the standard list of 
single point temperatures used to calibrate devices and materials. The IPTS was 
developed over a period of approximately 60 years by the International Committee 
of Weights and Measures into the current list of thermodynamic triple-point 
temperatures to be used for standard device calibrations[16, 25].  

Eqs. (6) and (7) are used for accurate determination of temperatures using  
very pure platinum RTDs. Ultimately the resistance of metals is a complex 
function of temperature, but above the Debye temperature (θD), a metal’s 
resistance-temperature relationship, generally follows a 3rd order polynomial 
described by eq. (8). 

 

R = R0 (1+ AT + BT 2 + CT 3)                         (8) 

where R0 is the initial resistance value of the device in Ohms, A, B, and C are 
constants associated with the metal and its purity, and T is temperature in ºC[16]. 
For practical accuracy in most situations, eq. (8) can be rewritten very simply in a 
first order linear form,  
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R = R0 (1+αT )                                (9) 

The TCR, α, is characteristic of a material’s ability to detect temperature 
resistively, and generally describes the material’s percent change in resistance per 
degree Celsius change in temperature. 

α = 1

R

dR

dT
                                 (10) 

It is most usually taken in the material’s linear range of temperature-dependent 
resistance with the highest sensitivity (S)[16], or

 
S = dR

dT
                                  (11) 

Because metallic RTDs generally respond linearly to temperature changes, 
integrating eq. (9). over the desired temperature range gives the general equation 
for a RTD’s TCR, or 
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The resistance of a thermistor as a function of temperature, on the other hand, is 
generally written as a complex exponential function[16]. 
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β 1
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                                (13) 

where β is a constant for the device in units of Kelvin or degree Celsius and R0 is 
the resistance in Ohms at temperature, T0. For a thermistor, α is calculated 
similarly to the RTD. By taking the integral of eq. (13), and rearranging, the TCR 
becomes[16], 

 

α = − β
T 2 − T0

2
                                (14) 

RTDs generally have larger linear ranges than that of thermistors, which make 
them easier to calibrate and more practical for some situations. However, because 
many thermistors are more accurate and can generally withstand higher temperatures 
than traditional RTDs, they are highly attractive for certain applications. The main 
drawback of thermistors is that their resistance-temperature relationships are complex 
with non-linear temperature ranges. For these reasons, many materials that display 
linear resistance-temperature relationships in defined temperature ranges are chosen 
to construct the sensing elements necessary for defined applications. 
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RTDs and thermistors are typically constructed using rigid materials. They 
require protection from environmental factors that could lead to oxidation or 
material deformation, so that the sensing elements are not damaged. These devices 
work well in many different applications requiring temperature measurement, but 
can be problematic when trying to integrate them into biomedical technologies 
where a soft sensor may be better suited. Due to the rigidity of common RTD and 
thermistor materials, there are geometric constraints when attempting to make 
flexible temperature detectors for use in smart textiles for close to the skin 
applications. As they are easily damaged and rendered useless when any kind of 
plastic deformation, such as bending, stretching, or even breaking, occurs[16], 
these constraints make them unsuitable for load bearing situations where 
flexibility and durability are required.  

4 Functional Nanostructured Materials For Temperature 
Detection 

Functionalized nanomaterials have been extensively studied over the past two 
decades, due to the property enhancement that occurs at the molecular level 
through the addition of various bulk fillers and fibers to polymer melts or 
solutions in composite materials[26]. Molecular interactions between the polymer 
and particle are enhanced due to the small size of the particle and its ability to 
intermingle with the polymer chains. Functionalized polymer materials are 
important because many pure polymers lack the desired properties to function as 
sensors. Functionalized nanomaterials, on the other hand, have shown interesting 
shifts in mechanical, electrical/electronic, barrier, membrane and thermal 
properties over that of their pure bulk polymeric materials, including flammability 
resistance and polymer blend compatibilization[27].  

Polymers and CNTs have been studied together extensively based on the 
interesting electrical[28–32], mechanical[33, 34], and thermal[26, 27, 35] 
behavior of CNTs themselves. Xiong et al., for example, found that just 2 weight 
percent CNTs added to polyurethane increases the thermal stability and enhances 
the mechanical properties over pristine polyurethane[35]. Bouhofer and Kovacs 
provide an extensive overview of the literature pertaining to the enhancement of 
electrical and electronic properties of many different polymers using CNTs[36]. It 
was determined that the electrical percolation in these nanocomposites related to 
dispersion types, properties, and methods, percolation thresholds and maximum 
composite conductivities, nanotube entanglement, nanotube aspect ratios, and 
theoretical and experimental comparisons[28]. Additionally, Han and Fina 
reviewed the thermal properties of CNT polymer nanomaterials and determined 
that these carbon allotropes are one of the most promising polymer additives for 
enhancing the thermal properties of polymer products[27]. 
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solubilizers[71–74]. It is electrically conductive due to the conjugated, or 
alternating double and single, bonds around the carbon atoms in the polymer 
backbone. The electrical conductivity of PPy is controlled through ion doping and 
polymerization conditions[75]. For example, PPy has shown metallic behavior 
when polymerized in lower temperatures, and when polymerized at room 
temperature or higher it can act as an insulator[75]. PPy has been chemically 
synthesized using chemical oxidants like FeCl3[76], K2S2O8[77], and ozone[78] 
using chemical vapor deposition using chemical oxidants[79] either in template or 
non-template synthesis. PPy has crystallinity dependent electrical conductivity and 
electrons move through the bulk material by the range hopping mechanism[75] 
and it has relatively low thermal conductivity[80]. PPy has also been 
functionalized and used for bio and immunosensors[81–85] as well as to detect 
NO2[86] and methanol[87]. Mahadeva et al., for example, developed a 
temperature and humidity sensor using PPy coated cellulose. This sensor is 
interesting as it illustrates the viability of using PPy for conductive connections 
for the individual MWCNTs. 

All chemicals and materials were used without further purification. Nylon-6 
was acquired from Scientific Polymers Inc. (U.S.A.) and had a viscosity-averaged 
molecular weight of 10,000 grams per mole. MWCNTs were obtained from 
Nanostructured and Amorphous Materials Inc. (U.S.A.) and had diameters in the 
range of 10 to 20-nanometers, with lengths in the range of 0.5 to 2-micrometers. 
Triton X-114 (TX-114) surfactant was purchased directly from Acros Organics 
(U.S.A). Iron chloride hexahydrate is from Flynn Scientific Inc. (U.S.A.). Pyrrole 
(≥99%, extra pure), formic acid (98%), and acetic acid (≥99%) were acquired 
through Sigma Aldrich (U.S.A)[15]. 

The nylon-6 substrate was electrospun using a homemade cabinet with rotating 
drum. A World Precision Instruments Inc. (U.S.A.) SP101I syringe pump and a 
Gamma High Voltage Research (U.S.A.) ES30P-5W voltage source were used. 
The fibers were spun using a 20% by weight solution of nylon-6 in a 1:1 by 
weight mixture of formic and acetic acid[88]. The syringe pump flow rate was 
9.1-microliters per minute. 25-kilovolts were applied between the needle and 
collector. The needle to collector distance was 9-centimeters. The collector was a 
copper sheet encased in a paper towel. It was attached to the rotating drum, which 
was powered by a variac at a setting of 30-volts to give approximately 7-
revolutions per minute. The fiber mats were spun for 4-hours[15]. A schematic 
representation of the electrospinning process is seen in Fig. 10. 

The nylon-6 fiber mat was cut into 47-millimeter diameter disc-shaped 
membrane style filters. Each one was placed into a Fisherbrand™ membrane 
vacuum filtration funnel. It was then wet with a small amount of 0.3% TX-114 
solution. A 1-gram per liter MWCNT stock solution was made in 0.3% TX-114 
and diluted to desired MWCNT concentrations for filtration. TX-114 was used 
because of the reported enhanced adsorption efficiency of TX-114 for MWCNTs 
[89]. 250-300 milliliters of this solution were vacuum filtered through the nylon-6 
membranes using approximately 17-kilopascals of vacuum. The membranes were 
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mat porosity ranges from 0.86 to 0.89. Fig. 12b shows the nylon-6 fibers after 
functionalization with MWCNTs. Notice many of the nanotubes agglomerate into 
bundles and lay individually on the nanofibers, creating a disconnected network 
that leads to high resistances of the matrix before pyrrole polymerization. Fig. 12c 
shows the PPy coated composite. PPy polymerization integrates the MWCNT 
network and allows for higher conductivity and responses that are more sensitive 
to changing temperature[15]. 

Thermal gravimetric analysis (TGA) was performed on nanocomposite 
samples prepared using various concentrations of MWCNTs in the filtration 
solution, as well as on neat nylon samples, to examine the amount of MWCNTs 
adsorbed on the nylon nanofiber surface. As hypothesized, the nanocomposites 
prepared at higher MWCNT filtration concentrations show a higher weight 
percent of carbon, seen in Fig. 13. This figure shows a characteristic value for the 
neat nylon samples, as well as normalized (neat nylon baseline subtracted out) 
values of samples prepared under various filtration conditions.  The thermograms 
in Fig. 13 illustrate that the loading of MWCNTs can be varied during the 
construction process to ultimately tailor the device resistance[15]. 

 

 

Fig. 12 SEM images showing the nanocomposite sensing material. a) neat nylon-6 
nanofibers, b) MWCNT functionalized nylon nanofibers, and c) PPy coated composite 
material. Reprinted with permission from IEEE Sensors Journal [15]. 

A typical I-V curve for the nanocomposite material is shown in Fig. 14. The 
linearity of the I-V curve demonstrates that the material acts as an ideal resistor 
over the experimental range tested and that there should be very little noise in the 
resistance data. The linearity of these graphs, along with resistance, sensitivity, 
and stability data were used to choose the optimum material for device 
construction[15]. The resistance of the functionalized nanomaterial can be tailored 
(0.9 kΩ to over 20 MΩ) by varying MWCNT loading through the detector 
construction process. Resistances of devices from the same batch can vary due to 
inconsistencies in the conductive network, but as long as the oxidant layer is 
uniform, these inconsistencies were minimal. In this work, the optimum loading 
was found by determining the alpha values of the fabric sensors with increasing 
MWCNT loadings. Optimum MWCNT loading was determined to be 
approximately 6.6 weight percent MWCNTs resulting in α of –0.228 ± 0.03%/ºC. 
This TCR value was calculated as the average of three fabric sensors[15].  

 



212  

 

Fig. 13 Example TGA therm
the filtration solution affect
Reprinted with permission fr

 

Fig. 14 Linear current-volta
0.7V. Reprinted with permis

Initial data shows th
determine changes in tem
fabric temperature dete
increments, from 25ºC to
 

N.J. Blasdel and C.N. Mon

 

mogram showing how changing the MWCNT concentration 
ts the weight percent of nanotubes on the membrane surfac
rom IEEE Sensors Journal [15]. 

 

age characteristic curve of the sensor material from -0.7V 
sion from IEEE Sensors Journal [15]. 

he ability of a nylon-6/MWCNT/PPy nanomaterial t
mperature. Fig. 6 shows the changing resistance of th
ctor when the temperature is changed in 4-degre
o 45ºC, with three-hour hold times at each temperatur

nty 

in 
ce. 

to 

to 
he 
ee 
re. 



Temperature Sensitive Fabric for Monitoring Dermal Temperature Variations 213 

 

 

Fig. 15 Graph showing the steady state calibration curve data. Red diamonds indicate the 
up ramp and the blue triangles indicate the down ramp. Inset graph shows the raw data used 
to calculate the calibrated data points. Reprinted with permission from IEEE Sensors 
Journal [15]. 

Detector testing was limited to this range based on temperatures typically seen at 
the surface of the skin for a variety of conditions [6, 8, 13, 14]. The diamonds 
denote the up ramp and the triangles denote the down ramp. The detector 
resistance is sensitive towards temperature changes and a response is seen 
immediately upon changing temperature (see inset). This graph shows that the 
resistance-temperature relationship is highly linear over the temperature testing 
range indicating that the functionalized nanomaterial is a viable thermal sensor 
candidate[15]. 

The average of 100 steady state temperature cycles, as shown in Fig. 6, was 
used to determine TCR value (–0.204 ± 0.008%/C) of the optimized sensor 
material. This TCR value corresponds to previously reported values for CNTs and 
CNT devices, which can range from – 2.8 to 0.9%/°C (Table 1) [15, 49–63] 
Because the relationship between resistance and temperature is linear in the 
practical temperature range, dR/dT in eq. (10) becomes ΔR/ΔT. This equation is 
then rearranged to predict temperature, T, from a measured resistance, R: 

T = − 1

α
R

R0

−1
⎛

⎝
⎜

⎞

⎠
⎟+T0                            (15), 

where R0 and T0 are the baseline resistance and temperature established during a 
calibration process. Temperature was predicted using (15) based on the measured 
resistance of the optimized nanomaterial sensor during 100 temperature cycles, 
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fabric sensor will be integrated into a useful device and tested for its efficacy on 
humans. The knowledge gained will then be adapted for use with other functional 
fabrics for wearable electronic technologies.  
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Abstract. This chapter discusses the use of strain sensors in wearable devices. 
Strain sensors are used to monitor deformation under applied load. Various tech-
niques for the fabrication of strain sensors are discussed and some example appli-
cations are presented. Special focus is placed on textile based and inkjet-printed 
strain sensors. Textile based strain sensors open new frontiers for wearable sys-
tems by integrating sensors into garments which can be used for extended periods 
of time. Inkjet printing along with conductive inkjet inks provides low cost, effi-
cient, and rapid prototyping solution for implementation of strain sensors in wear-
able devices. Applications in the area of remote monitoring of physiological  
signals, vital signs, and human activity are presented.   

Keywords: Wearable devices, strain sensors, textile, inkjet printing, screen  
printing, activity recognition. 

1 Introduction  

Technology spans the modern lifestyle with applications ranging from neonatal 
care to improving quality of life of senior citizens through exploratory treatment 
and procedures. The rapid developments in sensor devices, computer, storage, 
communication systems and power technologies have been a driving force to the 
widespread emergence of wearable devices. Some of the recent applications of the 
wearable devices are in business operations (e.g. keeping track of logistic and 
event tracking etc.), security (hazard detection and identity recognition etc.), safe-
ty (e.g. remote monitoring and emergency services), clinical and wellness applica-
tions (such as vital sign monitoring, patient monitoring systems, sleep, diet and 
motion tracking etc.), sports and fitness applications (such as fitness monitoring, 
activity tracking, outdoor navigation, and tracking etc.). There are many sensors 
being used in wearable systems, but this work will mainly focus on strain sensors.  

Strain is defined as the amount of deformation in a structure due to the applied 
force or load. Based on the nature of the applied force, strain can be tensile or 
compressive. Fig. 1 shows a bar under tensile strain, where the length of the bar 
changes by ΔL under an applied uni-axial force, where L is the length of the bar. 
In this case the girth of the bar, D, will contract in the transverse direction based 
on the material properties of the bar, which is defined by the Poisson's Ratio.  
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In cases where the force tries to bend the structure instead of stretching or shrink-
ing, the structure is said to be under bending stress. Bending forces produce both 
tensile and compressive components and are defined in terms of bending moment. 
Most of the sensors we discuss in this chapter are under bending strain. Strain can 
be measured with a strain sensor called strain gauge. A conventional strain sensor 
can be considered as a resistor on a substrate which exploits it piezo-resistive 
properties. Structural deformation in conductive materials under force/load can 
exhibit a change in the bulk resistivity of the material. This piezo-resistive proper-
ty of the conductive material can be exploited as a sensing mechanism in the form 
of strain gauges in wearable devices. The variation in stress or strain under applied 
force can be recorded by the intrinsic changes in the resistance of the material. For 
example, a strain gauge attached to a joint will deform with joint motion; this mo-
tion can be monitored by the resultant changes in the resistance [1].  

 

Fig. 1 Strain in a bar under the applied force 

The goal of this chapter is to introduce recent research in the use of strain sen-
sors in wearable devices and to discuss technologies which are used to make such 
sensors possible. Current wearable systems utilize commercially available strain 
sensors which may not be well suited for the intended applications. Some of the 
factors which limit their use are size, shape and other characteristics such as resis-
tivity, flexibility of the sensor or incompatibility of the sensor, and the surface on 
which it is supposed to be used. Therefore, there is a need for technology to enable 
the design and fabrication of low-cost application specific strain sensors. The rest 
of the chapter focuses on various techniques for fabrication of wearable strain sen-
sors and their applications:  Section 1.2 provides a summary of the recent work in 
textile based strain gauges. Techniques used for the fabrication of textile based 
strain sensor are also discussed. Some applications are presented where emphasis 
is made on the use of textile based strain gauges for (i) monitoring of physiologi-
cal signals and (ii) monitoring of gestures and joint motions. Example applications 
of both commercially available, as well as specially designed strain sensors are 
presented. There are other strain sensors which are wearable but not textile based. 
These sensors can be directly attached to the skin and a brief introduction to these 
is provided at the end of the section. Section 1.3 introduces the use of inkjet prin-
ters for printing strain sensors. Choice of inks and substrates is also discussed. 
Section 1.4 presents examples of strain sensors printed with inkjet printers for 
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both textile based wearable devices as well as skin attachable devices to show that 
inkjet printing can provide a viable solution to fabricate strain sensors for weara-
ble devices. Section 1.5 introduces strain sensors which are primarily used on skin 
directly but the fabrication methods used are different than those used for textile 
based or inkjet-printed sensors. Section 1.6 concludes this chapter.  

2 Textile Based Strain Sensors for Wearable Devices 

Monitoring of human movement has been extensively studied using accelerome-
ter, goniometers and cameras for motion capture systems [2–5]. Although accu-
rate, such systems are not easy to use for extended periods of time because of their 
dependence on the individual’s motion characteristics, the mechanisms involving 
their application to human body and the need for stationary installation (such as in 
case of the camera systems) [3, 6]. Textile based strain sensors provide a practical 
and wearable alternative to motion capture and monitoring of physiological sig-
nals such as respiration [6, 7]. Textiles instrumented with sensors need to be flexi-
ble and comfortable to the wearer so that they can be used for an extended period 
of time. Textile based strain sensors find their use in applications that need to reg-
ister various types of body movement, such as joint flexion.  

Strain sensors embedded in the textile works on a similar principle as the con-
ventional strain gauges. Changes in stress or strain under applied force are con-
verted into changes in resistance which is monitored over time. For example, 
breathing can be monitored by embedding two piezo-resistive fabric sensors on 
the chest and abdominal position as shown in Fig. 2 [8]. The circumference of the 
rib cage changes during breathing movements. During sensor elongation the resis-
tance of the sensor increases. These variations in length are registered by the  
sensors as resistance changes and converted into voltage changes. The breathing 
patterns given by these sensors are similar to conventional techniques, such as 
respiratory inductive plethysmography. Changes in piezo-resistivity have also 
been used in textile-based wearable devices for monitoring of joint movements 
where strain sensors placed at the joints deform with movements [9–12].       

A variety of options exist to integrate strain sensors into textile. One possibility 
is to use conventional strain sensors embedded in textile [9]. A potential problem 
with this approach is the limited availability of strain sensors in the desired form 
factor and with the electro-mechanical properties required by the intended applica-
tion. To overcome these limitations, strain sensors in textile can be fabricated by 
using conductive threads [13], integrating conductive yarns in the textile structure 
such as weaving [14] and/or drawing patterns using conductive ink [15]. In all 
these cases, strain sensors are integrated into the garments but the manner in 
which the sensors are produced is different. In next subsection, we introduce some 
technologies which are used to realize these sensors on textile in contrast to using 
conventional strain sensors.   
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Fig. 2 (a) A conceptual design of sensor placement for monitoring respiration. Two strain 
sensors are used; one is placed on the rib cage whereas the second is placed at the abdomin-
al position. (b) A textile garment instrumented with two strain sensors placed at the chest 
and abdominal position. A zoomed in section of the strain sensor is also shown [Image 
courtesy of Dr. Lucy Dunne and Mary Ellen Berglund].  

2.1 Fabrication of Textile Based Sensors 

2.1.1 Conductive Fibers 

In this process, conductive fiber based threads are twisted with the normal fibers 
to realize sensors. A mechanical production process called wire drawing is used 
for fabrication of the conductive fibers. The cross section of the wire is reduced by 
pulling the metal wire (conductive fiber) through a series of drawing dies. Steps 
involved in this process are shown in Fig. 3. A number of conductive materials 
such as copper, silver, brass, gold etc. can be used with this approach. Depending 
on the material used, the initial diameter of the conductive metal wire will be dif-
ferent. For example, for iron the initial diameter is 5mm, whereas for copper it is 
around 8mm. Wire drawing is followed by annealing the wire under high tempera-
ture [16]. The resultant fine metal wire can then be incorporated into base yarn 
like cotton, polyester, polyamides and aramids etc. Such fibers need to be 
lightweight as well as very fine. One thing to consider is that by using metal fiber, 
the elasticity of the textile will reduce, whereas the stiffness will increase. This 
approach has been used in making embedded strain sensors in textile [1]. 
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Fig. 3 (a) Coarse train: Iron tube containing metal wires. (b) Wire drawing to reduce the  
diameter of the wire. (c) Bundling of tubes together. (d) Leaching processing for realizing 
fibers [16]. 

 

Fig. 4 (a) A polymer yarn with a twisted metal wire around it. (b) Metal coating: A polymer 
yarn coated with a metal layer. (c) Metal fibers: The conductive yarn made of metal  
multifilament [16]. 

2.1.2 Treated Conductive Fibers 

Another method for producing conductive fibers is applying a conductive coating 
to the fiber. This can be achieved by using different coating processes such as 
sputtering, atomic layer deposition (ALD), evaporative deposition, polymer based 
and electroless plating, etc. [13, 16]. For coating, materials such as gold, silver, 
copper, nickel, conductive polymers and carbon are used. The coating process can 
be used with a large number of different fibers and the resulting conductivity is 
good, whereas properties of the substrate such as density and flexibility are mini-
mally impacted. The coated fibers are integrated into the textile by weaving the fi-
ber directly into the garments [17]. Fig. 4 shows examples of conductive metal  
fibers and fibers coated with metal layers.   

2.1.3 Using Conductive Ink 

Apart from using conductive metal fibers or coating fibers with a metal, there is 
also a possibility to draw or print textile sensors with a conductive ink directly on  
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the substrate using printing techniques. Conductive inks are based on silver, car-
bon, gold and conductive polymers. There are two widely used printing techniques 
i.e. inkjet printing and screen printing. In this section we will focus on screen 
printing only; inkjet printing is discussed in detail later. Screen printing is a fast, 
simple and cost effective printing technique. Screen printing uses a mask along 
with a roller to imprint conductive patterns on the substrates. Screen printing can 
be carried out on a number of substrates to implement strain sensors on textile [18, 
19]. Parameters such as the conductivity of the tracks can be controlled by increas-
ing the thickness of the tracks. Major drawback of screen printing is that it re-
quires a mask and there is physical interaction between the roller mechanism and 
substrate.   

2.2 Representative Applications of Textile Based Strain Sensors 

The following subsections describe example applications of strain sensors inte-
grated into textile. The focus is on the use of textile strain gauges in wearable  
devices for (i) monitoring of physiological signals and (ii) motion and gesture cap-
turing. The first group of applications deals with cases where the movements are 
comparatively small and the sensors are supposed to be placed very close to the 
skin for the monitoring of vital signs such as breathing. The focus of the second 
group of presented applications is on larger movements such as opening or closing 
of hands or joint motions in the knee. 

2.2.1 Textile-Based Strain Sensors for Monitoring of Physiological Signals 

Wearable sensors that are able to capture vital health signals and are able to 
transmit them to a remote location will play an important role in the future health 
care system. The remote health monitoring system will be appealing to patients 
only if such a system is easy to use, comfortable and does not interfere with the 
daily routine of the patients and imposes minimum extra burden on them [20–22]. 
Therefore, integration of sensors into textile is a viable solution, which offers a 
low cost and flexible monitoring system which can be further customized based on 
the needs of the patient. Sensors embedded in the textile can provide information 
about respiration, ECG, temperature of the body and the activities performed by 
individuals [23].   

Physiological signals such as rate of respiration can provide useful information 
about the health condition of a patient. For respiration monitoring, usually two 
sensors are used. One is placed over the rib cage and another over the abdominal 
area (Fig. 2(a)). During the respiratory cycle (inspiration and expiration), the rib 
cage will expand and contract and hence the circumference of the rib cage 
changes. This will result in the increase and decrease of the length of the strain 
sensor attached at those two locations; which in turn will produce a proportional 
output voltage during the respiratory cycle. An example of a wearable textile  
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instrumented with multiple sensors was proposed by researchers in [24, 25] called 
WEALTHY. The system consisted of sensors for monitoring of vital signs such as 
ECG and respiration/ breathing. Piezo-resistive sensors were made using lycra fa-
bric coated with carbon-loaded rubber and commercial electro-conductive yarn 
(PAC 250 dtxx1, by Europa NCT, Poland) for monitoring of breathing [26]. The fa-
bric acts as a strain gauge and is used for capturing respiration signals. According to 
the authors, their proposed method gave results comparable to a commercially avail-
able system (Biopac system) for detection of respiration. Similar sensor systems for 
monitoring breathing and other vital signs were proposed by other researchers as well 
[13, 27, 28].  

2.2.2 Body Movements and Gesture Recognition with Textile Based Strain 
Sensors  

This section deals with applications of strain gauges in monitoring body motion, 
posture and gesture.  If a strain gauge is attached at a joint, the relative change in 
the output resistance of the strain gauge is proportional to the degree of motion at 
that joint. Some example applications include monitoring of flexion of fingers in 
the form of a glove [9–12], monitoring of movements in the knee, elbow etc. for 
motion capture and reconstruction [1, 12, 29–33], and monitoring movements in 
the upper body (trunk) [25, 34].   

Hand gestures captured through gloves are used in many applications including 
robotics, virtual reality and the study of biomechanics. Strain gauges may also be 
used for monitoring the applied force/load. The force exerted by fingers while 
pressing a rubber ball can be measured by attaching a small steel blade on the 
thumb which is instrumented with two strain gauges, one on each side  [9]. Strain 
gauge force sensors along with flex sensors (for finger position sensing) were  
attached to a cotton glove for monitoring the applied force.  

 

 

Fig. 5 (a) Glove instrumented with strain sensors for movement detection of the finger. 
Stretching and bending of a finger is also shown. (b) Relative resistance changes for  
independent strain sensors placed on fingers [35].  
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Apart from the force measurement, gloves instrumented with strain sensors can 
be used in monitoring hand gestures [10–12, 36]. The use of conventional strain 
gauges for hand gesture monitoring is complicated and uncomfortable because of 
the challenges involved in interfacing of the fabric with sensors. Recent technolo-
gy development offers the possibility to directly spray conductive mixtures with 
piezo-resistive properties to implement strain sensors [11]. Authors in [11], used a 
commercially available conductive mixture (WACKER Ltd, ELASTOSIL LR 
3162 A/B) to implement strain sensors on a glove made of Lycra fabric . Signals 
from strain sensors and the related signal processing algorithms were able to diffe-
rentiate between 32 different hand gestures including basic grip and signs of 
American Sign Language. Fig. 5 shows a similar example application where  
graphene based strain sensors were used for monitoring finger movements [35]. 
Resistance changes with the stretching and bending of finger. These resistance 
variations can be used for recognizing gestures.    

Like in gloves, strain sensors can be used to monitor upper and lower body 
movements. Textile integrated with conventional strain gauges, as well as strain 
sensors implemented using special conductive materials/polymers, have been  
proposed for this purpose  [7, 12, 29–32]. Authors in [32] proposed the use of a 
wearable gesture sensing device which uses fabric based strain sensors (elastic 
webbing) for monitoring the flexion angle of elbow and knee movements  
(Fig. 6). The elastic conductive webbing has high resistance sensitivity, low  
tensile hysteresis, as well as high linearity. Resistance of elastic conductive web-
bing linearly changes with the flexion angle. A similar approach can be used for 
monitoring of lower body movements. In [1] a technique for adding conductive fi-
bers into flexible, skin-tight garments is described, where the sensors on the gar-
ments are close to the joint. Such an approach can be used to monitor both single 
and multi-axis joint angles. These sensors were used to monitor joint movements 
both at hips and knee locations. Non-linear predictors were used to differentiate 
between the resistance changes caused by single or multi-axis joint angle movements.  

The trunk part of the body provides control and stability to the upper part of the 
body and is critical for balancing the body posture in daily activities [37]. Trunk 
muscles are also critical in controlling the gait which is an important factor in mo-
tor and functional recovery of individuals going through functional rehabilitation 
[38]. Trunk movements can be monitored using wearable sensor systems contain-
ing strain sensors. The data captured from these sensors can be further analyzed by 
machine learning algorithms to track the improvements throughout the rehabilita-
tion process. For this purpose a system was proposed in [25, 34] where strain sen-
sors printed on textile were employed to capture trunk movements. Strain sensors 
were made with conductive elastomer, which is a polymer material with  
piezoelectric properties. The conductive elastomer is a lightweight and flexible 
material, and, therefore, can be integrated into the textile. Patterns for 13 strain 
sensors were drawn on a fabric using industrial printing process. Subjects were 
asked to perform a set of movements and the signals from all sensors were col-
lected for each movement. This sensor system, coupled with machine learning 
techniques, has the ability to differentiate between different body postures and to  
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provide real time feedback to the users on their current postures. This information 
can also be transmitted to the clinicians to monitor progress of the patient.  
A similar system with 21 sensors is shown in Fig. 7.  

 

 

Fig. 6 The proposed wearable gesture sensing devices for monitoring the flexion angle  
during (a) elbow and (b) knee movements [32].This image is derivative of A textile-based 
wearable sensing device designed for monitoring the flexion angle of elbow and knee 
movements, published in Sensors. 

 

 

Fig. 7 A system for recognition upper body postures using 21 strain sensors [39] 
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3 Inkjet Printing of Strain Sensors 

Conventional inkjet printing techniques with conductive inks can be used to print 
patterns of strain sensors on a substrate. With inkjet printers it is possible to use a 
variety of substrates with different flexibility and thickness. This makes inkjet 
printing an excellent candidate for printing sensor for wearable systems. Potential-
ly, inkjet printing can provide a low cost and rapid prototyping technique for de-
signing and fabrication of wearable sensors. This section introduces the working 
principle of inkjet printing as well as a variety of conductive inks which are avail-
able for the implementation of the printed strain gauges. We also discuss parame-
ters to be considered for selection of inkjet printer and inks for printing electronic 
circuits. 

3.1 Working Principle of Inkjet Printing 

Inkjet printing techniques produces ink droplets with the diameter in the range of 
10 to 150μm and the volume in the range of 1-100 pico-liters depending on the 
nozzle size [40]. For droplet generation, usually two techniques are used, namely 
continuous inkjet (CIJ) printing and drop on demand (DOD) inkjet printing. CIJ 
produces droplets in the range of 100μm whereas the DOD printing can produce 
droplets in the range of 20–50μm. CIJ technique produces a continuous stream of 
ink droplets and, therefore, this approach is not economical. In order to save the 
ink, the unused droplets are deflected to a gutter by an electric field and are re-
cycled. This recycling can produce contamination of the ink (after the exposure to 
the environment) and therefore CIJ is not a good choice for printed electronics.  

On the other hand, the DOD printing produces ink droplets when needed. Drop 
ejection is controlled in the chamber behind the printing nozzle by the use of a 
pressure pulse. Ink is held in the chamber by the surface tension and a droplet is 
ejected only when the pressure pulse generated is greater than a certain threshold. 
Both the velocity and size of the droplet can be controlled by the pressure pulse 
[40]. The formation of droplets in DOD printing can be further divided into three 
categories based on the techniques used. These categories include thermal inkjet, 
piezo inkjet, and electrostatic inkjet. In thermal DOD, printing droplet is generated 
by passing current through a small thin-film heater in the fluid chamber. This pro-
duces a small bubble which collapse on the removal of the heat. The process of 
bubble generation and collapse results in the pressure pulse mentioned above. In 
piezo inkjet printers a piezoelectric transducer actuated by a voltage pulse is used 
to form pressure (acoustic) waves which propagate through the ink chamber, gene-
rating droplets at the acoustic frequencies.   

In literature, the use of different printers has been reported for printed electron-
ics. In [41], the use of a piezoelectric Auto drop printer from Microdrop Technol-
ogies with a 68μm nozzle diameter was reported to study the effects of low  
temperature curing and thermal stability of printed silver tracks. Authors in [42] 
used a iTi industrial inkjet printing system for printing conductive traces of silver 
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ink on various substrates. Their printing system was equipped with a Dimatix 
Spectra SE piezoelectric print head that has 128 nozzles of 38μm diameter. In 
[43][44], the use of EPSON piezoelectric inkjet was suggested which has the abili-
ty of printing tracks with a width of 200μm and track spacing of 200μm. Some of 
the other printers reported in literature are Epson R210 [45], EPSON ME1+ [46], 
Canon BJC 4550 [47], Fuji Dimatix DMP-2831 [48], HP Deskjet K7108 [49], 
Dimatix 2800 series printer  [50] and Brother DCP–J140w [51].  

When it comes to the selection of a printer, it is important to carefully consider 
nozzle size and viscosity of the ink. Nozzle size is related to the particle size of the 
ink as well as its viscosity. In general the inkjet printers require inks with low vis-
cosity (in the range of 10 to 20 mPas) depending upon the printer nozzle used 
[51]. Using an ink whose viscosity is not compatible with the nozzle size will re-
sult in the clogging of the nozzle. The cost and performance of the printer is 
another factor to consider. One potential problem with low-cost inkjet printers  
is the resolution of the track that can be printed. For extremely thin lines/tracks, it 
is hard to achieve uniform thickness and conductivity. A possible solution is to use 
thick tracks or use printers with nozzle the can eject higher volumes of ink [51]. 
Another possibility is to use printers with multi-pass printing capability. These 
printers are able to achieve better conductivity and uniform track width, but they 
come with a higher price tag.  

3.2 Conductive Inks 

There are many commercially available metal-based conductive inkjet inks and 
the choice of selection depends upon the desired properties of the printed patterns. 
Some of the options include carbon nano-tubes and nano-fibers, silver and gold 
nano-particle and conductive polymer based inks [47, 52–57]. Each of these  
inks provides different particle sizes, conductivity and requires different sintering 
temperature. Silver nano-particle based ink is a common choice because of its 
high electrical conductivity, stability, and low sintering temperatures. Polymer 
based inks are used for providing extra flexibility of the printed patterns on flexi-
ble substrates [1, 12, 31]. Different solvents are used for ink to make it possible to 
pass through the printer head and then eject it via nozzle. The properties of printed 
patterns such as conductivity, resistivity and dielectricity can be controlled by 
these solvents. In general, for inkjet printing the conductive ink should have the 
following properties: high electrical conductivity, oxidation resistance, dry out 
without clogging the nozzle during printing, good adhesion to the substrate, lower 
particle aggregation and suitable viscosity and surface tension [58].  

3.3 Substrates for Inkjet Printing 

Inkjet printers can print on a large variety of substrates ranging from rigid sub-
strates to flexible substrates. The selection of substrate for printed electronics de-
pends on the application at hands and the type of interaction desired between the 



232 M. Farooq and E. Sazonov 

 

ink and the surface of the substrate. To achieve better accuracy and long lasting 
printed structures, it is critical to ensure that both ink and substrates with matching 
properties are selected. For better adhesion of the ink to the substrate, the sub-
strates may be processed prior to printing. Two of the most widely used options 
for pre-treatment are plasma treatment and corona treatment to achieve low 
roughness (this helps in keeping in-place the nano-scale conductive structures 
printed by the printer), improved ability to absorb ink, and suitable wetting [59]. 
Different commercially available substrates such as transparent PET films resin 
coated paper (available for Mitsubishi Paper Mill), glossy photo paper (such as 
Kodak Premium Photo Paper and Fujifilm Photo paper Kassai Pro) etc. can be 
used with inkjet printers. In [51] authors reported the use of several commercially 
available substrates such as canvas cloths, magnet sheets, iron-on transfer sheets, 
clear label seal, and clear transfer seal. 

4 Inkjet-Printed Strain Sensors 

Inkjet printers have been shown to be able to print strain sensors [55, 60, 61]. 
Electro-mechanical properties of the inkjet-printed strain sensors are comparable 
to the other commercially available strain gauges [62]. It is also possible to print 
sensor arrays (of strain gauges) using inkjet printing [56]. As mentioned earlier, 
with inkjet printers, complex patterns can be drawn on a variety of substrate. In-
kjet printing technique may help in realizing cost effective and rapid prototyping 
of wearable systems. Electro-mechanical properties of the sensor can be controlled 
by selecting inks with different viscosity, conductivity, and flexibility. Wearable 
sensors which are embedded into the textile or in direct contact with skin can be 
realized using inkjet printing technology.  

In [43][44], a piezo-resistive strain sensor with a track width of 200μm, track 
spacing of 200μm, and total length of 20mm were printed on the PET substrate 
with a thickness of 100μm. For printing, an EPSON piezo inkjet printer was used 
with the tracks printed using silver nano-particles solution “Metalon® JS-B15P” 
by Novacentrix. Authors in [56], demonstrated the fabrication of a single sensor 
and sensor arrays by using different conductive inks (ink based on PeDOT and 
silver ink) to achieve a track width of nearly 40μm. Such inkjet printer strain sen-
sors can be integrated into wearable textile such as gloves to accurately track hand 
and finger movements [7].   

Inkjet printing technology can also be used to print sensors which are directly 
place on the skin. For direct attachment of the sensor to the skin, it is critical for 
the printer to be able to print sensors patterns on biocompatible substrates such as 
Kapton [63–66]. Biocompatible materials can be used in wearable sensors/systems 
which can measure physiological signals from respiration rate, heart rate, EEG 
and body movements etc. [67, 68]. In [69], it was shown that the printed strain 
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Fig. 8 Strain sensors printed with inkjet printer using silver ink. These sensors are used for 
monitoring of jaw movements. 

gauges can be used for human motion identification such as knee and wrist 
movements. This strain gauge was made using silver based ink, printed on a flexi-
ble substrate using an inkjet printer. Similar to the case of wearable strain sensors, 
for a printed strain gauge attached to a joint, the resistance changes with joint 
movement. Fig. 8 shows an example of strain sensors printed with silver ink on a 
PET substrate using an inkjet printer. These sensors are used to monitor jaw 
movement during chewing.    

5 Other Types of Wearable Strain Sensors 

This section discusses a few representative examples of wearable strain sensors 
which provide similar functionality to the textile based strain sensors and inkjet-
printed sensors, but are implemented using other fabrication techniques. For some 
wearable sensor applications, such as monitoring of the pulse rate, it may be  
necessary to attach the sensor directly to the skin. Such sensors need to be both 
flexible and sensitive while satisfying an extra requirement of biocompatibility. 
Therefore, biocompatible materials such as Kapton are commonly employed in 
fabrication [64]. Skin attachment is achieved by adhesive medical tape or a ban-
dage. These sensors operate on the same principle as the other reported strain  
sensors i.e. with deformation of sensor material under the applied force, the resis-
tance of the sensor changes, which produces voltage variations proportional to the 
applied force. For these sensors, a number of different fabrication techniques are 
used such as chemical vapor deposition (CVD) [70], dip coating and drying [71] 
and screen printing [19]. In [70], a flexible and extremely sensitive graphene-
based strain sensor was proposed that can be directly attached to the skin. A com-
bination of chemical vapor deposition (for growth of graphene on copper foil  
substrate) and etching was used to implement graphene-based sensors on a  
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medical tape. The proposed sensor is able to capture a variety of motions such as 
hand motions from stretch to clench (relatively large movements), muscle motions 
at the neck caused by speech, muscle motions during expressions and eye blinking 
and respiration (relatively small movements). Fig. 9(a) shows sensor response in 
terms of relative change in resistance to facial expression changes. Each spike 
represents an expression change such as from “poker face” to a smile or eye blink 
(Fig 9(b)). In [72] an extremely sensitive ultra-thin gold nano-wires based strain 
wearable sensor is introduced which is able to monitor the blood pressure of hu-
man radial artery in real-time. A dip coating and drying technique [71] was used 
for deposition of gold nano-wires on the substrate. Such a system can be used to 
monitor pulse rate in real time under different conditions and can provide vital in-
formation about the health conditions of the individual. This sensor was shown to 
be able to differentiate between pulse rate under normal conditions and after exer-
cise. Similar sensors can be implemented by using conductive materials (for  
example silver nano-wires [19] deposited by screen printing).   

 

Fig. 9 Graphene based sensor for human movement capture. Relative change of resistance 
in muscle motions of expression changes and blinks, in (a) and (b), respectively [70]. 

6 Conclusion 

This chapter introduces various techniques that can be used for fabrication of 
wearable strain sensors and example applications. Strain sensors are becoming an 
integral part of today's wearable systems. The chapter provides a summary of the 
state-of-the-art in wearable strain sensors, with a special focus on sensors inte-
grated into textiles and inkjet-printed strain sensors. The described techniques 
pave the way for broader introduction of the strain sensors into various aspects of 
wearable technology, especially in the applications aimed at remote monitoring of 
physiological signals, vital signs, and activity of individuals.  
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Abstract. Respiration rate (RR) is a physiological parameter that is typi-
cally used in clinical settings for monitoring patient condition. Consequently,
it is measured in a wide range of clinical scenarios, notably absent from which
is measurement using wearable sensors. With increasing numbers of patients
being monitored via wearable sensors, as described below, there is an urgent
need to be able to estimate RR from such sensors in a robust manner. In this
chapter, we describe a novel technique for measuring RR using waveform
data acquired from wearable sensors.

The technique derives RR from a physiological signal which is routinely
acquired by many mobile sensors: the photoplethysmogram (PPG). Each
RR measurement from the proposed method is accompanied by a confidence
measure, providing estimates of clinical quality that will allow the system
to, for example, only report RR values when they exceed some probabilistic
level of certainty. The goal of this method is to improve upon existing meth-
ods, which simply report RR values without probabilistic estimation, and
which therefore suffer the lack of robustness that prevents their use in clinical
practice.

1 Introduction

The value of measuring RR is demonstrated by its use in a wide range of
clinical scenarios. It is routinely measured from acutely-ill patients in the
emergency department [6], the intensive care unit [14], and in hospital ward
settings [29]. Furthermore, RR is used to assist in the diagnosis of specific
diseases, including pneumonia [13] and sepsis, [34], and with physiological
conditions such as hypercarbia [5] and pulmonary embolism [9]. Measurement
of RR using mobile sensors in hospitals would allow this clinically-significant
quantity to be measured more frequently, allowing earlier identification of
changes which may be indicative of acute deterioration. In the monitoring of
patients in their own home, robust estimation of RR would assist with the
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Fig. 1. PPG signals recorded from a healthy volunteer at rest and whilst walk-
ing, demonstrating the susceptibility of signals acquired using mobile sensors to
movement artefact

management and monitoring of chronic diseases and postoperative rehabili-
tation [27]. Despite the importance of RR in assessing the physiological state
of ambulatory patients, mobile sensors do not commonly measure RR.

A potential solution is to estimate RR from a physiological signal that is
both routinely acquired by mobile sensors, and which is modulated by respira-
tion. The electrocardiogram (ECG), PPG, and torso-mounted accelerometry
signals are three such signals. All three signals are already acquired by mo-
bile sensors for other purposes: (i) the ECG is used to monitor the heart
rate, and to detect cardiac arrhythmias; (ii) the PPG is acquired during
pulse-oximetry monitoring for measuring arterial blood oxygen saturation;
and (iii) the accelerometry signal may be used for activity classification. In
this paper, we consider the PPG signal for demonstrating the utility of our
proposed probabilistic technique for estimating RR.

The strength of this probabilistic approach is that it provides RR esti-
mates accompanied by a confidence measure. This is of particular utility for
two reasons: firstly, a measure of the confidence of an RR estimate can be
used to mitigate against the effect of noise on the final RR estimate. This
is particularly relevant in the ambulatory setting where signals are highly
susceptible to noise due to movement artefact, as illustrated in Figure 1, or
to sensors becoming partially detached. Secondly, individual estimates from
multiple sources or sensors can be subsequently fused according to their as-
sociated confidence measures, leading to a more robust final estimate. The
latter is important for ensuring that the technique can be used widely, with
varying patient groups, since the level of respiratory modulation of physio-
logical signals may differ between those groups.
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2 Extraction of Respiratory Rate from Wearable
Sensors

A plethora of techniques have been developed to estimate RR from PPG,
ECG and accelerometry signals. In this section, we firstly describe the phys-
iological mechanisms by which these signals are modulated by respiration.
Secondly, the structure of algorithms for estimation of RR from these signals
is presented. Finally, techniques which have been commonly used in algo-
rithms for the estimation of RR are described.

2.1 Physiological Basis of Respiratory Modulation

Accelerometers can be used to capture signals modulated by respiration when
appropriately positioned over the diaphragm [10]. The accelerometer’s orien-
tation is changed by chest wall expansion and contraction during respiration.
Thus, the direction of the force due to gravity acting on the accelerometer
changes with respiration, modulating the signal.

In contrast, several different physiological mechanisms cause modulation of
the PPG and ECG with respiration. We have previously described the mech-
anisms by which respiration modulates the PPG [21], although these are not
fully understood. It is influenced by changes in venous return and stroke vol-
ume caused by changing intrathoracic pressure during respiration, changes in
tissue volume due to varying arterial pressure, and respiratory sinus arrhyth-
mia1. These result in amplitude modulation (AM), baseline wander (BW,
also known as respiratory-induced intensity variation), and modulation of
beat-to-beat intervals (frequency modulation, FM), respectively. The ECG is
modulated by respiration [3] due to: (i) changing orientation of the electrical
axis of the heart relative to the electrodes; (ii) changing thoracic impedance
(although this is secondary to changes in axis orientation); and, (iii) RSA.
The first two mechanisms result in AM and BW, while the latter results in
FM. The respiratory modulations exhibited by ECG and PPG signals are
illustrated in Figure 2.

The magnitude of each respiratory modulation may differ between pa-
tients. For instance, [17] evaluated the correlation of each modulation of the
PPG with the respiratory cycle, and showed that no modulation is consis-
tently optimal for respiratory monitoring across subjects. The correlation
performance was found to be dependent on many factors including gender,
age and body position. This finding suggests that, where multiple modu-
lations are present in the PPG and ECG, more robust estimation of RR
could be achieved by harnessing the information available provided by each
modulation.

1 RSA, which is variation in heart rate with respiration [15]
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Fig. 2. Idealised respiratory modulations of the PPG (left hand side) and ECG
(right hand side). During three respiratory cycles, from top: no modulation, base-
line wander (BW), amplitude modulation (AM), and frequency modulation (FM).
Adapted from [1].

Fig. 3. The key components of an algorithm for estimating RR

2.2 The Structure of Algorithms for Estimating
Respiratory Rate

Many algorithms for estimating RR from mobile sensor signals have been
proposed in the literature. The algorithms consist of three key components,
as illustrated in Figure 3. The role of each component is as follows:

• Extract Respiratory Signals: Time series exhibiting respiratory mod-
ulation are extracted from the raw physiological signal;

• Estimate RRs: Estimate a RR from each respiratory signal;
• Fuse RR Estimates: If multiple RR estimates are obtained, then these

can be fused to obtain one estimate.

2.3 Extraction of Respiratory Signals

The first component of an algorithm for estimation of RR is extraction of a
respiratory signal, or signals. This extracts the respiratory modulation from
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the more complex, raw signal. For instance, a tri-axial accelerometer pro-
vides three measurements of the acceleration of a device using an orthogonal
axis system. The component required for analysis is the direction of the ac-
celeration due to gravity in the accelerometer’s co-ordinate system, which is
modulated by respiration. To obtain a respiratory signal, firstly a single, time-
varying, acceleration vector is derived from the three measurements. Sec-
ondly, the rotation angle of the acceleration vector about the time-averaged
predominant axis of rotation is calculated [4]. Lastly, the respiratory signal
is given by the angular velocity - the rate of change of the rotation angle
with respect to time. The predominant axis of rotation is calculated over
an extended time period to reduce the effect of noise, which is of particular
importance in mobile monitoring.

Several techniques have been proposed for extracting respiratory signals
from the ECG and PPG. The techniques can often be applied to both sig-
nals since they are both primarily cardiac in origin, with secondary respi-
ratory modulations of much lower magnitude. The techniques fall into two
categories: feature- and filter-based extraction techniques. Feature-based ex-
traction of a respiratory signal consists of the extraction of a time series of
beat-by-beat feature measurements. Beat detection is typically performed us-
ing a segmentation algorithm (such as that proposed by [16] for PPG signals
or that proposed by [26] for ECG signals). AM is commonly extracted by
measuring the pulse peak-to-trough amplitude; FM is extracted by measur-
ing beat-to-beat intervals (between consecutive fiducial points such as pulse
peaks), and a composite of AM and BW is extracted by measuring pulse
peak amplitudes. Filter-based extraction consists of filtering the raw signal
to attenuate non-respiratory frequency components. BW is commonly ex-
tracted using band-pass filtering to eliminate frequencies outside the range of
plausible respiratory frequencies. A respiratory signal influenced by all three
modulations has been extracted by filtering using the centred correntropy
function (CCF). This function incorporates information from both the time
structure and statistical distribution of a signal. Exemplary signals extracted
using feature- and filter-based approaches are shown in Figure 4.

2.4 Estimation of Respiratory Rate

Several methods have been proposed for estimating the RR from a window
of data from a respiratory signal. This can be performed in both the time-
and the frequency-domain, although frequency-domain techniques are most
commonly used, four of which are now described.

Frequency-domain techniques typically require evenly sampled data. Con-
sequently, respiratory signals derived using feature-based analysis must usu-
ally be re-sampled onto an even grid prior to frequency-domain analysis
(see Figure 6).
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Fig. 4. Comparison of feature- and filter-based techniques for extraction of respira-
tory signals. Baseline wander (BW) signals have been extracted from the PPG using
a feature-based technique (red) in which pulse peak amplitudes are extracted, and
a filter-based technique (cyan) in which a band-pass filter with cut-off frequencies
of 0.2 and 0.6 Hz (12 and 36 rpm).

Fourier analysis has been used to calculate the frequency spectra of respira-
tory signals, from which the RR can be estimated [8]. However, this technique
does not perform well when RR is non-stationary across the window of data
analysed. The short-time Fourier transform (STFT) has been proposed to
improve the accuracy of RR estimation in the presence of non-stationarity
[32]. In their application of the technique, Shelley et al. analysed the raw
PPG signal using the STFT and a moving Hann window of 82 s duration.
This approach is illustrated in Figure 5.

Autoregressive (AR) modelling has been used to identify the resonant fre-
quencies contained within a respiratory signal. The poles generated by the
(“all-pole” filter) model correspond to resonant frequencies, where the fre-
quency is determined by the pole’s phase angle. The respiratory pole (and
accompanying frequency) can be identified as the pole with the greatest mag-
nitude within the plausible range of respiratory frequencies. Alternatively, AR
modelling can be used to calculate the power spectral density (PSD) of a res-
piratory signal. This is related to the analysis of the model’s poles, since each
pole provides a contribution to the PSD, centred on its resonant frequency
[20]. The size of this contribution is determined by the pole’s magnitude.

For all techniques except analysis of the poles of an AR model, a frequency
spectrum is obtained. The respiratory frequency is typically identified from
the spectrum as the frequency corresponding to the maximum spectral power.

2.5 Fusion of Respiratory Rate Estimates

The final step of estimating the RR from a physiological signal is to fuse
estimates derived from multiple respiratory signals. Two recently proposed
methods are considered here. The simplest method of fusing multiple RR
estimates is to calculate the average. Karlen et al. used this approach,
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Fig. 5. Example of a full 8-minute record of PPG (on top) used for RR estimation
(a 15-second segment of the signal is highlighted as indicated in the red box).
The time-frequency spectrum, calculated using the short-time Fourier transform
(STFT), is represented on the bottom-left. The frequency band corresponding to
the respiratory rate (indicated by an arrow) is observed (at 0.18 Hz = 10.8 rpm),
and is practically constant throughout the record. The corresponding magnitude of
this band may be better observed in the 3D representation of the time-frequency
spectrum on the bottom-right. This also shows the overwhelming signal strength
for the heart rhythm at approximately 1.1 Hz.

obtaining the final estimate as the mean of the individual estimates [11].
They also extended this approach by including a quality assessment check.
Any set of estimates with a standard deviation of more than 4 rpm was
eliminated, and no RR estimate was obtained from that window of data.

A further method was proposed by Orphanidou et al. , which fuses RR
estimates derived from the poles of an AR model [25]. Poles outside of 0.1
- 0.6 Hz (6 - 36 rpm) are excluded from the analysis. The remaining pole
with the greatest magnitude is identified for each respiratory signal, and any
poles which have a magnitude of less than 95% of this pole’s magnitude are
rejected. The candidate respiratory pole for each signal is then identified as
the pole with the lowest corresponding frequency. The final RR estimate is the
frequency corresponding to the candidate pole with the greatest magnitude.

3 A Probabilistic Approach

The main drawback of the approaches discussed above is that they provide
a point estimate of the respiratory rate. The uncertainty associated with the
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Fig. 6. Example of a 32 secs PPG sliding window (represented with black line
on the top-left corner) used for RR estimation using two different methods. RIAV
(top, in green), RIIV (middle, in blue), and RIFV (bottom, in red) are extracted
and resampled to 4 Hz (left column). In the method proposed by [11], the power
spectrum is calculated for each modulation using FFT (middle column), and the
maximum power is selected within a physiologically expected RR range (dashed
vertical lines). In the method proposed by [25], the poles from each modulation
are determined using an autoregressive model, order p = 7 (right column), and the
dominant pole within the possible range of RR (shown in grey) gives the “fused”
estimate.

estimated value cannot be directly quantified, due to the nature of the algo-
rithms employed. Specifically, the “fusion” approach of the estimates derived
from the different modulations lack validity, and may reduce significantly the
number of windows for which a final estimate of RR is computed [11, 8].

The failure of existing methods to estimate RR accurately using data from
actual patients, rather than from healthy volunteers, motivates the use of a
probabilistic approach. We propose a method that uses the framework of
Gaussian process regression to extract RR from the different sources of mod-
ulation in the PPG signal. This brings all of the advantages of a principled,
probabilistic approach: our uncertainty in the estimation may be directly
quantified; incompleteness, noise, and artefact may be handled in a robust
manner; and the output may consist of a predictive posterior distribution,
rather than a single estimate - this is useful if the estimate of the respiratory
rate is to be used as the input to a subsequent probabilistic inference system,
where knowing the full distribution of the input is more informative than
a point estimate. Finally, due to the generative nature of the approach, it
is possible to generate data from the model, which can be useful for both
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estimating the behaviour of RR during periods of missing data, and making
predictions.

3.1 Gaussian Process Regression

In this section, we provide a brief summary of Gaussian processes for re-
gression. It therefore makes a rather compressed introduction to the topic.
A more thorough introduction is available in [28].

When performing a regression task we assume there exists some optimal
prediction function f ∈ X → Y, possibly with a noise distribution. In lin-
ear regression, we may assume that the outputs y are a linear function of
the inputs x, with some parameters θ, often much smaller than the number
of training examples N , such that |θ| � N . However, for many real-world
data sets a simple parametric form, such as a linear form, is an unrealistic
assumption. Therefore, we would like to have models that can learn general
functions f . Since the functions may not be summarised by a small (fixed)
number of parameters θ, maximum likelihood estimation of the parameters
typically causes severe overfitting. Therefore, in order to perform inference
and make predictions in a probabilistic framework, we must place a prior
probability distribution on functions. We make predictions using our poste-
rior on an underlying predictive function f given a set of training examples
in the form of input-output pairs: D = {(xi ∈ R

D, yi ∈ R)}Ni=1.
Gaussian processes provide a distribution over real-valued functions which

is widely used for non-linear regression and classification tasks [28]. By defi-
nition, a function f : X → R is distributed according to a Gaussian process
if and only if p(f(x1), ..., f(xN )), the density of those function’s values at
any N points xi ∈ X , is jointly Gaussian. This allows Gaussian processes
to be tractably parameterised by a mean function m(x) and a covariance
kernel function giving the entries of matrix K(xi,xj) and which specifies the
correlations within any finite point set. This yields

y = f(x) ∼ GP
(
m(x),K(xi,xj)

)
, (1)

with possibly some Gaussian observation noise. Note that the covariance ma-
trix K, or Gram matrix, whose entries Kij are often thought of as the “sim-
ilarity” between inputs xi and xj , encodes our prior knowledge concerning
the functional behaviour we wish to model.

Without loss of generality, the prior mean function is typically set to zero:
m(x) = 0. A commonly-used covariance function is the squared-exponential,

kSE(xi,xj) = σ2
0 exp

(
−‖ xi − xj ‖2

2�2

)
, (2)

where σ0 and � are hyperparameters modelling the y-scaling and x-scaling
(or time-scale if the data are timeseries), respectively, and where ‖ · ‖
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Fig. 7. (a-c) Functions drawn from a Gaussian process with a squared-exponential
covariance function (zero-mean) with σ0 = 1 and � = 0.1 (a), 0.5 (b), and 1 (c);
(d-f) Functions drawn from a Gaussian process with a periodic covariance function
(zero-mean) with σ0 = 1, � = 0.5, and T = 1 (d), 2 (e), and 4 (f).

denotes the Euclidean norm. The squared-exponential covariance function
is said to be stationary because it only depends on the difference between
points xi − xj (see Figure 7). In general, covariance functions have to fulfill
Mercer’s theorem, meaning that K(xi,xj) has to be symmetric and positive
semidefinite, and therefore kSE(·, ·) is a valid kernel. Many mathematical op-
erations, such as the summation or the product, preserve positive definiteness
and can therefore be used for combining “old kernels” to make “new kernels”.
Also, note that a valid covariance function under any arbitrary (smooth) map
remains a valid covariance function. An interesting example of this mapping
is given in [19], where the one-dimensional input variable x is mapped to
the two-dimensional u(x) = (cos(x), sin(x)) to give rise to a periodic random
function of x. Using the squared-exponential kernel in u-space, yields

kPer(xi, xj) = σ2
0 exp

(
− 1

2�2
sin2

(
π

∣∣∣∣
xi − xj

T

∣∣∣∣

))
, (3)

Here, the “extra” hyperparameter T corresponds to the period (see Figure 7).
A survey of several covariance functions is given in [28, Chapter 4].
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Given a training setD, using the standard conditioning rules for a Gaussian
distribution, we can obtain the predictive distribution on a new observation
y∗ at test input x∗:

[
y

y∗

]
= N

([
0

0

]
,

[
K K∗
K�

∗ K∗∗

])
(4)

implying

p(y∗|x∗,X,y) ∼ N (μ∗, σ2
∗), with (5)

μ∗ = K�
∗ K

−1y ∈ R, (6)

σ2
∗ = K∗∗ −K�

∗ K
−1K∗ ∈ R

+. (7)

Here, K∗ = k(X,x∗) ∈ R
N+1 is the cross-covariance between the test input

x∗ and the training inputs X; K∗∗ = k(x∗,x∗) ∈ R
+ is the prior variance of

the test point.
The values of the hyperparameters θ may be optimised by, for example,

minimising the negative log marginal likelihood (NLML) which is defined as

NLML = −log p(y|x, θ)
=

1

2
log|K|+ 1

2
y�K−1y +

N

2
log(2π)

(8)

This is sometimes called the type-II maximum likelihood (if we remove the
negative logarithm). Interpreting the NLML as a cost function reveals that
the first term penalises model complexity and the second term penalises low
data likelihood (i.e., low data fitness). Bias-variance trade-off is therefore per-
formed by minimising the NLML, which is commonly achieved using gradient
descent.

A full Bayesian treatment of GP regression requires integration over the
posterior distribution of the hyperparameters. Even though most calculations
in the GP regression framework are analytically tractable, the integral over
the posterior of the hyperparameters often is not [28]. The integration over
the posterior of the hyperparameters p(θ|D), with θ = {σ0, λ, PL, ε}, can be
approximated by a point via the maximum a posteriori (MAP) estimate

θ̂ = argmax
θ

p(θ|D)

= argmin
θ

[
− log p(D|θ)− log p(θ)

]

In this approximation, the distribution over the hyperparameters is as-
signed a point mass at the mode of the posterior, allowing the marginal dis-
tribution of the latent function to be approximated by p(f |D) ≈ p(f |D, θ̂).
This approach is computationally attractive. The grid search approximation
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to the full integral over the posterior distributions of the hyperparameters
follows the work of Rue et al. [30], in which the posterior mode θ̂ is first lo-
cated by maximising the log-posterior distribution log p(θ|y), and the shape
of the log-posterior is approximated with a Gaussian, the covariance of which
is the inverse of the negative Hessian at the mode (more details may be found
in [28, 30]).

3.2 Proposed Method

Using the Gaussian process framework described above, we propose a method
for “fusing” the estimates from the different modulations exhibited by the
PPG. In the first step, for a given window of the signal, the (unevenly-
sampled) time-series data corresponding to the BW, AM, and FM are
extracted using a segmentation algorithm (note that no interpolation is
performed). A Gaussian process with a periodic covariance function is then
fitted to each of the timeseries, using the procedure described above to ob-
tain an estimate of both the value and uncertainty of the respiratory rate
value (which is determined directly from the distribution over the period, T ).
After converting the period T to RR (60/T ), this results in three (uncertain)
estimates of RR, given by μk ± σk, with k = {1, 2, 3}.

In order to combine the three estimates into a final RR estimate μ, a
weighted average is employed (as described in [33]), as such

μ = μo ±
(

3∑

k=1

wk

)−1/2

(9)

with

μo =

3∑

k=1

wkμk

/ 3∑

k=1

wk, where wk =
1

σ2
k

. (10)

Rather than the best estimate being given by the arithmetic mean of the RR
estimates, the weighted average of the RR estimates is determined and taken
as the final estimate of RR for that window. Less reliable estimates will have
larger variances σ2

k and correspondingly smaller weights wk.

4 Materials and Methods

In order to evaluate the performance of the proposed approach, described
above, we have implemented state-of-the-art methods using the methods de-
scribed according to each paper. The pre-processing stages are detailed be-
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low. The source code of the implementations of the methods described in this
study (as well as the data sets used) are available for download2.

4.1 Datasets

For the analysis described in this experiment we used two independent, pub-
licly available datasets: the Capnobase benchmark dataset3, and a dataset
extracted from the MIMIC II database4.

4.1.1 CapnoBase Dataset

The CapnoBase dataset, described in [12], consists of ECG and PPG record-
ings, and capnometry data, all recorded using a sampling frequency of 300
Hz, from 59 children (median age: 8.7, range: 0.8-16.5 years) and 35 adults
(median age: 52.4, range: 26.2-75.6 years). The cases in the dataset were
randomly selected from a larger collection of physiological signals collected
during elective surgery and routine anaesthesia. In the work reported in [11],
the CapnoBase dataset was divided into a test set consisting of forty-two
8-minute segments (336 minutes in total) containing reliable recordings of
spontaneous or controlled breathing, and a calibration set consisting of one
hundred twenty-four 2-minute segments (248 minutes) from the remaining
52 cases. As in [11], the test dataset (forty-two 8-minute segments) was
considered for analysis.

4.1.2 MIMIC II Dataset

The dataset extracted from the MIMIC II database [31] comprises PPG
recordings and respiration signals acquired using the conventional impedance
plethysmogram (IP), both sampled at 125 Hz, from 53 adults (median age:
64.8, range: [19-90+], 32 females). The cases in the dataset were extracted
from a larger cohort of patients who were admitted to medical and surgical in-
tensive care units at the Beth Israel Deaconess Medical Center, Boston, MA.
As in the previous dataset, 8-minute segments containing reliable recordings
of spontaneuous breathing were randomly selected.

4.2 Data Preparation

The recordings from both databases were grouped into different age groups,
according to the age of the patient from which the recordings were taken (see
Figure 8). Forty-one 8-minute recordings from the CapnoBase database and
fifty-two 8-minute recordings from the MIMIC II database were included in

2 To appear at http://www.robots.ox.ac.uk/∼davidc/
3 Available at http://www.capnobase.org
4 Available at https://mimic.physionet.org/
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Fig. 8. Number of records available in the CapnoBase and MIMIC II databases
for each age group

this analysis, as the age associated to two recordings (one from each database)
was not available. All signals were re-sampled to 125 Hz. For the work de-
scribed in this study, respiratory rate was computed for a single window size:
32-second windows, with successive windows having 29 seconds overlap. This
window size was selected as it did not need zero padding (for frequency-
based analysis) and was within reasonable physiological and clinical limits
(as discussed in [7, 11]). For all methods described above, RR was estimated
within the plausible range of respiratory frequencies set to 0.05-1 Hz, or 3-
60 rpm. The estimated RR values from the PPG recordings were compared
with the reference respiratory rate obtained from the reference gold standard
recordings in each database.

In the CapnoBase dataset, the capnometric waveform was used as the
reference gold standard recording for RR. Each breath in the capnogram has
been manually labelled by a research assistant, and the annotations were used
to derive the reference values. For each window, the time between consecutive
exhalations and between consecutive inhalations was calculated. The median
value was used to determine the reference RR for that window.

In the MIMIC II dataset, because of the absence of manually annotated
data, we calculated the reference respiratory rate from the IP signal as fol-
lows. The respiration signal was first down-sampled to 4 Hz and then filtered
using a 0.1-0.6 Hz finite-impulse response band-pass filter. For each window
of the filtered signal, two RR estimates were calculated using two different
algorithms. The first algorithm applied was a 3-point peak detector algo-
rithm (outlined below), which was used to determine the first estimate of RR.
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The second algorithm involved converting the filtered signal to the frequency
domain using the fast Fourier transform. The resulting power spectrum was
analysed for the frequency with maximum power within the expected res-
piratory frequency range, and the second RR estimate was obtained. Only
those window sections of data for which the agreement between both esti-
mates (provided by the two algorithms) was within 2 rpm were retained, and
the mean value of the two estimates was taken as the reference RR. As a
result, for a window size of 32 seconds, 93% of all available windows were
deemed to be “valid”. This approach ensured that only the highest quality
reference values were considered by potentially eliminating regions of low IP
signal quality.

4.3 Methodology

In our experiments, to extract the three respiratory-induced variations, PPG
beat detection was performed using a segmentation algorithm proposed in
[16], where a “beat” in this context corresponds to the pulse in the PPG
associated with a heartbeat. This processing produces a series of maximum
and minimum intensities for each pulse detected. The series of maximum in-
tensities of the PPG pulses was used for extracting the BW timeseries. The
amplitude of the resulting series of beats was determined (as the difference
between the peaks and onsets of the beats) in order to derive the AM time-
series. The intervals between successive beats (which corresponds to the pulse
period) was also calculated to extract the FM timeseries.

4.3.1 Methods

We compared the performance of the proposed approach with that of four
other methods, which are described below.

Method 1. The first method is based on the approach proposed in [11],
which, as described above, uses Fourier analysis to calculate the frequency
spectra of the derived respiration signals. Because spectral analysis requires
evenly sampled data, each timeseries (corresponding to BW, AM and FM)
is first re-sampled onto an even 4-Hz grid using linear interpolation. The
frequency at which the maximum intensity of each spectrum is obtained,
is taken as the respiratory frequency. The final RR estimate is obtained as
the mean of the three estimates, and any set of estimates with a standard
deviation of more than 4 rpm is eliminated (i.e., no RR estimate is obtained
from that window).

Method 2. This method is based on that described in [25]. After re-sampling
the three timeseries onto an even 4-Hz grid using linear interpolation, an
AR model (of order 7) is fitted to each timeseries. The resonant frequencies
corresponding to the poles generated by the models are then evaluated, and
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the respiratory is identified as that corresponding to the pole with the greatest
magnitude within the plausible range of respiratory frequencies.

Method 3. In this method (based in [32]), the raw PPG signal is anal-
ysed using the STFT and a moving Hann window of 82 seconds, and the
time-frequency spectrum is obtained. The frequency component (within the
plausible range of respiratory frequencies) with the greatest magnitude in
each window is identified as the RR.

Method 4. The fourth method implemented corresponds to the method
used in [8], who proposed an algorithm based on the time-varying corren-
tropy spectral density function applied (directly) to the PPG signal. From
the correntropy spectral density applied to each signal segment, the heart
rate is estimated by detecting the maximum frequency peak within the car-
diac frequency band, and filtered from the signal (using a zero-phase 5th-order
low-pass filter with a cutoff frequency of 0.1 Hz below the cardiac frequency).
The RR is finally estimated by detecting the maximum frequency peak within
the respiratory frequency band.

4.3.2 Signal quality index

In order to remove windows of poor PPG signal quality, we employed a signal
quality algorithm. Signal quality of the original PPG waveform was assessed
using the same method as proposed by Li et al. [18]. The overall signal quality
is assessed using four measures: three based upon template matching and a
fourth based upon flat-line detection. For the template methods, the same
beat detector [16] was applied to the PPG signal. The first 10 beats in each
signal are assumed to be good quality, and a template is created by averaging
windows centered on these 10 beats. For each subsequent beat, the signal
quality is assessed using the correlation between the current beat and the
template. This correlation is calculated for 1) the original unmodified beat,
2) the beat after a linear detrending, and 3) the beat after dynamic time
warping (DTW) [18]. A rule-based approach for assigning signal quality using
the above three signal qualities (SQIs 1-3) and the fourth signal quality based
on flatline detection (SQI 4), as proposed by Li et al. [18], is used to aggregate
the four metrics into a single estimate. The rule is as follows:

SQI =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Excellent(E) if All 4 SQI ≥ 0.9

if Any 3 SQI ≥ 0.9

Acceptable(A) if All 4 SQI ≥ 0.7

if median(SQI1, SQI2, SQI3) ≥ 0.8

and SQI1 ≥ 0.5 and SQI4 ≥ 0.7

Unacceptable(U) otherwise
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Windows with an “unacceptable” quality were removed, and no RR esti-
mates were obtained for those windows (for any of the methods implemented
in this experiment).

4.3.3 Methods Evaluation

The performances of the methods were assessed by calculating the mean
absolute error (MAE) in breaths per minute (rpm), MAE = 1

n

∑n
i=1 | ŷi −

yref,i |, where n is the number of valid windows over each patient in each
age-group, ŷi is the estimated respiratory rate (μo in the case of our proposed
method) and yref,i is the reference respiratory rate for window i.

5 Results

The results obtained with each method are shown in Figure 9. Results are
displayed as the average of MAEs for the records included in each age-group.
Also, the average number of windows considered in each method are dis-
played; i.e., the percentage of windows that were not rejected, and, hence,
for which an estimate of RR was obtained.

6 Discussion

RR is a valuable physiological parameter which is used in a wide range of
clinical scenarios. However, it is not yet commonly measured by wearable
sensors. In this chapter we have presented a novel probabilistic technique for
estimation of RR from physiological signals which are already acquired by
wearable sensors. The technique is set in the framework of Gaussian process
regression, whereby each RR estimate is accompanied by a measure of its
associated uncertainty. The benefit of quantifying the uncertainty associated
with RR estimates is that it allows multiple estimates obtained simultane-
ously to be fused in a principled manner. The performance of this technique
was assessed using data acquired from patients spanning a wide range of
ages. The results presented suggest that the technique may confer particular
benefit in patients over 30 years old. Further work is required to determine
whether use of this technique in mobile sensors would confer clinical benefit.

We have described a generalised structure which can be used to decompose
algorithms for estimating RR into their constituent components, based that
described in [11]. This structure allows algorithms to be adapted to estimate
RR from any signal which is modulated by respiration. The first component,
extraction of respiratory signals, should be adapted to the input signal. For
instance, feature-based extraction methods should be tailored to the input
signal to ensure correct beat detection and identification of fiducial points
each cardiac cycle. However, once respiratory signals have been extracted, the
remainder of an algorithm can be applied unchanged, regardless of the input
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Fig. 9. Results obtained for the different methods: bars denote the average per-
centage of windows considered in each method (refer to axes on the left) and points
denote the mean absolute error (refer to axes on the right). Error bars denote one
standard error of the mean.

signal. The GP-based algorithm presented here uses a common approach
for extraction of respiratory signals corresponding to BW, AM and FM, as
described in [11]. The remainder of the algorithm, in which RR estimates
are obtained from each respiratory signal, and multiple estimates are fused
to provide a single estimate, could be applied to other signals acquired by
wearable sensors such as ECG and accelerometry signals.

The proposed method of fusing multiple RR estimates based on their un-
certainties has been designed to facilitate robust estimation of RR across a
wide range of patient groups. The three respiratory modulations of the ECG
and PPG are caused by physiological mechanisms which are likely to be af-
fected by the physiological state of patients. Consequently, the magnitude
of each modulation is likely to differ between patient groups. For instance,
heart rate variability is known to diminish with age [24]. It may therefore be
postulated that RSA, the physiological mechanism which causes FM, being
closely linked to heart rate variability may also diminish with age. Further-
more, chest expansion is known to be affected by both age and gender [22].
Similarly, this physiological change may be expected to affect the magnitudes
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of BW and AM. The effect of physiological factors on the magnitudes of res-
piratory modulations remains an open research question [23]. However, it is
clear that if the magnitudes of modulations do vary between patients, then
an adaptable method for fusing estimates derived from each modulation is
required. Indeed, the results suggest that this novel technique confers great-
est benefit in those patients aged over 30, which may be due to its ability to
fuse RR estimates according to their associated uncertainties.

We see three potential directions for future work to translate this novel
technique into clinical practice. Firstly, the approach to signal quality assess-
ment, performed here using a signal quality algorithm, could be enhanced.
Simply put, signal quality algorithms are designed to determine whether an
input signal has a high signal to noise ratio. However, the signal investigated
by the algorithm used with this technique is the cardiac, rather than respi-
ratory, signal. An additional step may be required to exclude any signal in
which there is insufficient respiratory modulation to estimate RR.

The second potential improvement lies in the methodology used to ex-
tract respiratory signals. This technique uses the feature-based methods for
extraction of BW, AM and FM proposed in [11]. However, this results in
respiratory signals of a low sampling frequency of one sample per cardiac
cycle. Furthermore, they are calculated using one or two fiducial points in
each cardiac cycle. Considering that signals are often acquired from mobile
sensors at sampling frequencies of 75 Hz and above, much of the available
information has not been included in the calculation of the respiratory sig-
nal. In addition, the cardiac frequency is approximately three to five times
higher than the respiratory frequency. Therefore, relatively few samples of
a single respiratory cycle are acquired. In contrast, the alternative category
of methods, filter-based methods, uses all the available information and pro-
vides a respiratory signal at the sampling frequency of the original signal (as
illustrated in Figure 4).

Thirdly, wearable sensors must be suitable for use by a wide range of
patient groups. To this end the performance of wearable sensor technology
must be tested across a heterogeneous patient cohort which is representative
of the end users. In this study data collected from subjects with a wide range
of ages was used, from paediatric to elderly patients. The only significant age
cohort omitted was the neonatal cohort. This is in keeping with recent work
by Addison et al. [2], who published a study of a RR algorithm for use with
the PPG which was tested on data acquired from adult patients across the
general care floor with a wide range of medical conditions and ages. This
study is limited, however, by not including data from patients outside of
the hospital setting, and by using data acquired from patients whilst being
stationary, rather than truly ambulatory.
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7 Conclusions

We proposed and evaluated a novel fusion algorithm for the extraction of
respiratory rate from waveforms acquired by non-invasive wearable sensors;
in this case, the PPG signal. This work has demonstrated that it is possible
to enhance the capabilities of wearable devices (such as the pulse oximeter)
by providing the possibility of incorporating important physiological param-
eters such as respiratory rate without significant added cost or complexity.
Such devices are able to provide a better state of patients’ health, as the
respiratory rate is an important vital sign that is known to be correlated to
other physiological conditions such as stress and obesity, and reduce the cost
and time to assess the physiological status.
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Abstract. By applying one of the enabling technologies of the Internet of Things, an 
Ambient Intelligence platform is here described for application to the real-time 
remote monitoring and diagnostic of overnight living environments. The platform is 
fully based on the passive Radiofrequency Identification (RFID) tags spread around 
the bed and integrated into the user's clothes. The optimization of the electromagnetic 
set-up and the evaluation of the system compliance with electromagnetic exposure 
limits are performed by a Moment Method model of an anthropomorphic body 
phantom. The identification of the sleeper state (quiet sleep, out of bed, prolonged 
absence and fall) and the classification of sleep postures (prone, supine, left/right 
side) are obtained through a combined digital and analogue processing of the 
backscattered signals coming from the tags with accuracy close to 100%, as evaluated 
in both laboratory and real-life experimentations. 

1 Introduction 

The extension of the population age and the need to provide assistance to an 
increasing number of alone-living people in both large cities and in small towns are 
stimulating the interest for innovative healthcare infrastructures based on 
decentralized, pervasive and patient-centric methodologies [1], at the purpose to 
improve the human health with affordable costs for the community. Ambient 
Intelligence architectures [2], where people are empowered through a digital 
environment that is aware of their presence and sensitive, adaptive and responsive to 
their activities and needs, may provide useful support for remote monitoring and 
assistance. The environment is invested with the responsibility of continuously 
“sampling” the bio-physical activity of the user by means of sensors integrated in 
everyday objects [3] with the aim of supporting neurologic diagnostics and even of 
activating alarms in case of precursors of anomalous events. 

Ambient Intelligence systems can benefit of the technologies currently being 
developed in the framework of the Internet of Things, and in particular of the 
Radio Frequency Identification (RFID) thanks to the low cost and the energy 
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autonomy of its components. The elemental RFID sensor, the tag, is indeed 
definitely suitable to permanent integration within clothes, furniture, walls and 
everyday objects. Some experiments have already considered RFID tags placed on 
people [4] and onto some objects (medicine or food) to recognize activity and 
motion patterns of users by analyzing only their interaction with the objects 
[5,6,7,8]. Sensing-oriented UHF RFID tags, able to provide the physical state of 
tagged people and items such as the temperature, the humidity and the presence of 
toxic vapours, may further enrich the ambient monitoring [9,10].  

This chapter is focused on the sleep that is definitively one of the most 
important behavioural parameters, since sleep disorders could sensibly affect the 
quality of life, leading to daytime sleepiness, spread weariness and even 
moodiness. Furthermore, especially for weak subjects such as elderly, children 
and neurologic patients, the night could be a source of several dangerous events 
(falls, disorientation, night-time wandering) demanding for early detection and 
prompt actions. These requirements are even more pressing in case of alone-living 
subjects or inside hospitals and nursing houses, where many patients need to be 
contemporarily monitored all along the night with the consequence of high 
personnel costs. Typical remote monitoring platforms comprise audio/video 
recording systems and active sensors directly connected to first-aid remote 
observation-centers [11]. However, their cost, complexity and intrusiveness have 
limited up to now their widespread diffusion and social acceptance by the end 
users [12]. Most innovative commercial devices propose the use of totally sensor-
less wireless platforms to remotely and discretely monitor the sleep quality in term 
of posture and movements [13]. Their functioning rationale is similar to the one 
adopted by radar devices, e.g. for localizing persons buried under avalanche, but 
they suffer the possibility to contemporarily monitor more subjects (the 
electromagnetic field is in fact indiscriminately reflected by any subject presents 
in the monitoring area) and the limited operating distances (only 50-100 cm 
between the device and the sleeper). Other sensor-less systems recently proposed 
rely instead on the evaluation of the variation of communication link between 
personal wireless diagnostic devices (e.g. wearable pressure/heartbeat monitor) 
and fixed motes properly positioned in the environment to infer the subject 
position in the bed. They are mainly based on machine learning based classifiers 
[14] and hence they appear quite complex and not straightforwardly suited to be 
applied in clinical applications, especially when many subjects need to be 
contemporarily monitored during the night. Furthermore, they presuppose the use 
of active nodes integral with the body and a well-defined wireless architecture of 
the surrounding spaces. 

RFID-based ambient intelligence systems look hence natural candidates to 
overcome at least part of such limitations. Recent applications of RFID technology 
to the sleep monitoring involved wearable or environmental tags loaded by active 
or passive accelerometers to detect pathological limbs movements [15] for 
mitigating the risk of nocturnal falls [16], for inferring postures and global 
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movements [17] or finally to automatically detect movements related to bed exit 
[18]. However, no attempts have been done, until now, to design an ambient 
intelligence platform suitable to simultaneously provide a knowledge tool for the 
analysis of the sleep as well as an effective scalable remote assistance 
infrastructure.  

The chapter describes a fully passive RFID Ambient Intelligence platform, 
hereafter denoted as NIGHTcare, for monitoring people during the night. Battery-
less tags are integrated into clothes and dispersed in the environment. A long-
range UHF RFID reader illuminates the scene and the collected tags’ responses, 
arising from the interaction between the subject and surrounding environment, are 
real-time processed. The goal is detecting the presence or the absence of the user 
in the bed, his jerky movements and his motion patterns, accidental falls, 
persisting absence from the bed and prolonged periods of inactivity as well as his 
instantaneous sleeping posture. The preliminary idea of the system has been very 
recently presented in [19] and [20] and will be now described in full details 
concerning the electromagnetic and signal-processing issues as well as the 
evaluation and the real-life experimentation.  

2 The RFID Sensing System 

A passive RFID system comprises one or more digital devices (tags), embedding 
an antenna and an IC-chip with a unique identification code (ID), and a radio 
scanner device (reader). The tags are completely passive and can be activated only 
by the radiofrequency energy coming from the reader. Once turned on, they reply 
to the interrogation by properly modulating the backscattered field.  

 

Fig. 1 NIGHTcare: Ambient intelligence system aimed to monitor and take care of the 
night sleep involving RFID tags placed over the body (WT: wearable tags) and in the 
surrounding environment (AT: ambient tags). A long-range UHF-RFID reader, properly 
placed in proximity of the bed headboard, scans the environment interrogating the tags. 
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Fig.1 shows a pictorial representation of the RFID data acquisition set-up for 
the NIGHTcare system. The patient, lying on the bed, wears four RFID tags 
(wearable tags - WT) sewn into his night-suit at the level of abdomen, back, left 
and right hip. A conventional dipole tag (Ambient tags - AT) is placed underneath 
the mattress so that it will be completely shadowed by the body when the subject 
lies on the bed, regardless its position along with the night. One or two additional 
ATs are finally placed at each side of the bed, eventually hidden by carpets or 
directly integrated in the floor (being totally passive and with a extremely 
simplified electronics, they do not require maintenance operation and are usually 
working for more than 50-year [21]) such to mitigate their visual impact or any 
possible fall hazard. The radio scanner device is placed in correspondence of the 
headboard, properly tilted and lifted in order to uniformly illuminate the entire bed 
and the surrounding floor.  

The response of the tags to the reader’s query is subjected to an ambient 
modulation, in the sense that the strength of the backscattered field is modified by 
the proximity of the human body with the tags themselves. Moreover, in case of 
specific body-environment configurations, a tag may be fully shadowed by the 
sleeper so that it will not be able to reply the reader’s interrogation. For example, 
if the subject lies on the bed, the tag under the mattress will be totally shielded and 
it will be prevented from responding while the others on the floor will be free to 
communicate. Vice-versa if the subject falls.  

The activity of the sleeper during the night may be therefore recognized by 
processing the signals received from the tags. More in details, the IDs of the 
responding tags can be used to recognize the status of the sleeper (whether he is in 
the bed, he is fallen down or instead he is outside), while the processing of the 
strength of the electromagnetic fields reflected by the responding tags can be used 
to extract information about motion and about specific postures during the sleep.  

The selected components for the NIGHTcare setup are described below. 

2.1 Components 

The wearable RFID tag is a miniaturized UHF-RFID layout, already proposed by the 
authors in [22]. The lightweight and the small sizes (35mmx45mmx2mm) make this 
tag suitable to be integrated into plasters, wristbands or various clothes. The 
maximum measured realized gain of the tag when placed onto the human body is -
7dB (at the European frequency 868MHz). Accordingly, when considering a linearly 
polarized reader antenna and an IC's power sensitivity Pchip =-18dBm, the estimated 
free-space maximum read range is about 5m (Fig.2). 

The Ambient tag is a commercial AD-843 inlay (Fig.2) with external size of 
94mm x 38mm x 0.2mm [23] suitable to be placed on the bed and on the ground 
thanks to its small size (only 0.2mm thick) and its proven good performances in a 
wide range of applications. The measured realized gain for the tag placed on the 
ground, with an IC's power sensitivity Pchip =-15dBm, is -4dB (at 868MHz), 
leading to a maximum read range longer than 5m. Even better performances are 
expected when the tag is placed under the mattress. 
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Fig. 5 shows the computed electric field map for a realistic arrangement of the 
reader, placed at h=180cm height from the floor, at l=40cm distance from the bed 
and tilted by θ0=45° with respect to the horizontal plane. The reader was assumed 
to emit 3.2W EIRP that is the maximum allowed value in Europe. The shadowing 
and diffractions from the bed and the body, as well as the reflections from the 
floor, produce a non uniform field distribution, with visible nulls on the floor, 
close to the bed, wherein ambient tag should be placed.  

3.1 Communication Issues 

The position and orientation of the antenna need to be selected so that all the tags 
could receive enough power to be activated in operative conditions. At this 
purpose, a parametric analysis over 1.5m<h<2.5m and 45°< θ0 <80° allows 
evaluating the most appropriate system configuration. The minimum power Pchip 
that is required to activate the tags is related to the local field radiated by the 
reader and impinging on the tags 

௠௜௡ܧ  ൌ ට௉೎೓೔೛ସగ௭బఎீఛఒమ                                                    (1) 

 
with z0 the characteristic impedance of the medium, η the polarization mismatch 
between the reader and the tag and Gτ the realized gain of the tag. With reference 
to the setup in Fig. 4, the tags on the floor are assumed to be placed at each side of 
the bed, at y=170cm from the reader antenna and x=30cm from the sides of the 
bed, such to intercept the strongest field (see Fig.5) and to be fully overlaid by the 
user in case of falling. The wearable tags are assumed to be placed on abdomen, 
back, left and right hip. Thus, by introducing into (1) the tag realized gains 
indicated in Section II decreased by a 3dB safe margin, the estimated minimum 
fields required to activate the environmental and the wearable tags were found to 
be 3.5V/m and 3.7V/m respectively.  

The bottleneck of the communication mostly concerns the tags placed on the 
floor since they are positioned at the longest distance from the reader antenna, and 
therefore the optimization will be referred only to the ground tags. 

Fig. 6 shows the electric field isolines at the ground level versus {h, θ0} 
parameters. In the shadowed area the field impinging the ground tags is lower than 
the minimum activation level Emin, and hence the antenna tilt must be kept 
between 45° and 68°, while the height is much more incisive and must be kept 
between 1.5 and 1.75 m.  
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Fig. 6 Optimization of the reader antenna placement. Electric field isolines on the ground 
versus the height and the tilt of the reader's antenna. 

3.2 Safety Compliance Issues 

Constraints over electromagnetic field exposure and power absorbed by the human 
tissues are imposed by local Recommendations. In particular, the European rules 
[25] enforces requirements on the the r.m.s. emitted field averaged over a 
prescribed time interval Tav.  

The reader interrogates the environment according to a given repetition period 
T0. Denoted with Tcom the time duration of a typical reader-tag communication, the 

duty-cycle is accordingly ݀ൌ ௖ܶ௢௠ ଴ܶൗ  . The averaged r.m.s electric field is hence ܧۃሺݎሻ௥.௠.௦ۄ ௔ܶ௩ ൌ  ሻ௥.௠.௦                                          (2)ݎሺܧ݀√

that is required to be less than ܧ଴ ൌ 1.375ඥ݂ ൌ 41.3 ܸ/݉. Even more restrictive 
constraints may be found in some countries, as in the case of Italy where E0 
=6V/m. Some iso-lines of the simulated averaged r.m.s electric field are traced 
within Fig.5 and it is clearly visible how the user is placed in a fully compliant 
radiating region (ܧۃሺݎ ሻ௥.௠.௦ۄ  ൏  4ܸ/݉) if a duty cycle d=0.2, corresponding to 
an interrogation per second, is considered. 

The Specific Absorption Rate (SAR) ௌ஺ோሺ௥ሻୀ ఙ ሺ௥ሻڄௗڄ|ா|ೝ.೘.ೞమదሺ௥ሻ                                                     (3) 

averaged on the entire body needs to be less than SARbody,max =0.08W/Kg and the 
SAR averaged over 10g of tissue less than SAR10g,max =2W/Kg. Fig.7 shows the 
estimated SAR profiles inside the body. Also in this case, the averaged values 
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Fig. 10 Example of raw RSS
and ambient tags during slee
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Table 1 Classification table 
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In the performed experiments, the estimated average accuracy of posture 
detection was 97% while accuracy of state detection was 100% for all the subjects 
confirming the robustness of the on/off -based algorithm. It worth noticing that the 
abstention condition never appears.  

6 Example of Real-Life Recordings 

The NIGHTcare system was finally experimented into two real scenarios without 
any supervision of technicians during the night. In both cases, the RFID data were 
corroborated by videocamera information or by annotations about the activity 
directly provided by the volunteer the morning after. 

6.1 Installation Procedures 

The installation procedure of the system is performed as follows: 

1) The first step is to place the ambient tags on the carpets and mattress, making 
sure they are readable all the time, unless they are fully covered by the patient. 
Ambient tags on the floor are placed on both sides of the bed in the areas 
where the electric field is maximum (Fig.5) and the reader’s antenna is slightly 
moved up or down and tilted according to Fig.6 up to obtain a stable and 
reliable value of RSSI of all the uncovered tags during the interrogations.  

2) At this point, the patient wears the four wearable tags as in Fig.1. Interrogations 
of all the tags with the patient in the bed are then performed to register some 
profiles of the received signals.  

3) From previous measurements and from analysis on patient behaviour time 
thresholds are finally set. 

Less than twenty minutes are requested to complete the procedure and calibrate 
the system.  

 

Fig. 14 NIGHTCare setup installed a) into a domestic room and b) into a nursing home for 
aged guests 
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Fig. 16 Young volunteer. O
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Overall percentages of time spent in each position by the us
nights. The number of movements recorded during three nigh
while the number of absences from the bed was {3, 2, 2}. 

bject in Nursing Home  

l campaign involved an elder subject (age 95) in goo
nditions resident of a nursing home (“Residenza Mar
atone, Rome, Italy”). The setup has been optimized b
environment (spaces narrower that the domestic room
ion has been devoted to the positioning of th
floor: in order to avoid any fall hazard, the carpets hav

gs have been directly attached on the tiles. The voluntee
aware of all the functionalities of the system, therefor
haviour during the three nights.  
GHTcare responses over one of the three nights. Th
nd 22:30 and slept approximately until 5:30, with a sho
going to the toilet. The sleep was peaceful, with only 1
d over the entire night and a quite constant posture. 

 

GHTcare traces from one of the three nights sleep activity an
he body postures during the quiet sleep state. 

79

ser 
hts 

od 
ria 
by 
m 
he 
ve 
er 
re 

he 
ort 
10 

nd 



280  

 

It is worth noticing tha
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posture and the movemen
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7 Conclusions 
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It is worth noticing that the system can be further simplified by reducing the 
number of tags worn by the subject. Without any wearable tag the system is still 
able to retrieve the status of the sleeper (presence, absence, fall) while early 
theoretical analysis demonstrated that it is possible to infer the sleeper posture and 
activity by considering only two wearable tags placed asymmetrically on the chest 
and on the back and by exploiting the shadowing effects of the human body on the 
communication link between floor tags and reader.  

It is moreover possible to envisage a further improvement of the platform by 
augmenting the same infrastructure with wearable temperature sensor tags at the 
purpose to detect and follow fever events, as well as humidity sensor tags under 
the mattress to monitor incontinence and finally miniaturized tags placed over 
medicines and food to enrich the patients’ behavioural analysis.  
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Abstract. Six-axial force sensors and inertial sensors were used together to 
construct a wireless wearable sensor system for the successive and non-laboratory 
measurement of gait. The system consists of the wearable sensor shoes and motion 
sensors. In order to diminish the influence of motion acceleration in the 
measurements of accelerometers and the disturbance of surrounding magnetic 
field in the measurements of magnetic sensors, we modified the Extended Kalman 
Filter to check the values of the acceleration and magnetic field intensity before 
updating. And a reference system composed of high speed cameras and stationary 
force plates are used to validate the reliability of the wearable system. The 
experiment results showed that the wearable system is able to measure the ground 
reaction force (GRF), joint angles, joint forces and joint moments. 

1 Introduction 

In the past, the traditional gait analysis system is composed of the optical motion 
capture system with high speed cameras and stationary force plates [1,2,3]. The 
stationary force plate is quite heavy and bulky, and one force plate can only record 
one step of GRF in the walking. The optical motion capture system is sensitive to 
the light of sun and it costs too much to obtain a small motion capture volume. 
Some new low-cost optical motion analysis systems [4] and home video cameras 
[5] are considered to reduce the cost, but the application of this kind of systems 
are limited to the indoor environment. Nowadays, gait analysis is widely used in 
the rehabilitation and assessment of lower extremities, diagnosis in the clinics and 
healthy life. People now have a great demand for the unobstructed and successive 
ambulatory gait assessment in non-laboratory environments. Many researchers have 
proposed novel methods to evaluate variable gait parameters such as walking speed 
and gait events [6-9]. Inertial sensors such as gyroscopes [10,11], accelerometers 
[12,13] and magnetic sensors [14] are small and easy to be integrated in the portable 
and wearable devices for the measurement of orientations of human body.    
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As for the analysis of kinetics of gait, instrumented shoes [15] or instrumented 
insoles [16,17] with varied special made force sensors are presented in the work of 
many researchers. But both instrumented shoes and instrumented insoles are made 
of special size for the certain subject and they are not suitable for common use. In 
our past research, we designed a series of wearable shoes to measure the GRF in 
walking with good performances [18,19]. In this paper, each wearable shoe is 
made up of three force sensors. We add the force sensors under the arch to acquire 
a better measurement accuracy of GRF. Moreover, the wearable sensor shoes and 
the motion sensors are connected together with WIFI communication to form a 
comprehensive wearable gait analysis system. The Extended Kalman Filter (EKF) 
is modified in a simple way to diminish the disturbances in accelerations and 
magnetic field intensities. 

2 Wearable Sensor Shoes 

In our research, we developed a kind of wearable sensor shoes to measure the 
ground reaction forces (GRFs) between the underside of foot and the ground. The 
wearable sensor shoes are an important part of the whole wearable gait analysis 
system. It can be used to estimate the joint forces and joint moments of the lower 
extremities besides detecting the variation of GRFs in walking. As we can see in 
Figure 1, each wearable shoe is consisted of a specific shoe with hollowed sole on 
the upper side, an insole, three six-axial force sensors and three WIFI 
communication/Power supply modules connected with the corresponding force 
sensors. The force sensors can measure the three axial forces and three axial force 
moments between their upper side and underside.  

 

 

Fig. 1 Explosive view of a wearable shoe 

According the magnitude of forces loaded on the different part of the underside 
of foot and the area of each part, we have designed the force sensors of different 
standards. It is known that the forefoot and the heel will support most of the body 
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weight while walking, so the force sensors mounted under the forefoot and heel 
have a great measuring range which is much bigger than the gravities of normal 
persons. And the forefoot also has a relative big supporting area for adjusting the 
attitude of lower extremities in walking, while the area of heel is relative narrow 
and small, so the size of these force sensors are different. As for the force sensor 
under the arch, both its size and measuring range are the smallest. 

As shown in Figure 2, tiny inertial sensors units were mounted into the force 
plates of the forefoot and heel. Due to the flexibility of the foot and the motion of 
joint, the attitudes of force plates are changed all the time. These inertial sensors 
can measure the change of attitudes of the force plates which contain the force 
sensors inside. It means that the local coordinate system of the force sensors can 
be determinate to calculate the resultant force of GRF. But limited by the space of 
the hollowed sole and the size of the force sensors, there isn’t enough room for the 
inertial sensors of force plate of arch. But the foot actually can be simplified into 
two parts connected with one joint if do not consider the deformation of mid-foot, 
so the force plate of arch can be considered as an extended part of the force plate 
of heel. We use the transformation matrices to transform the force of each sensor 
from its local coordinate system to the global coordinate system to acquire the 
resultant of GRF. The calculating process can be described as below: 

 
heel heel heel arch forefoot forefootGRF R F R F R F= + +i i i   

where 
heelR  and 

forefootR  are the transformation matrices of force sensors under the 

heel and forefoot respectively. 
heelF ,

archF  and 
forefootF  denote the forces measured 

by the force sensors under the heel, arch and forefoot respectively. 
 

Wearable shoes
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Fig. 2 Structure of the Wearable sensor shoes 

Unlike most kinds of instrumented shoes, our wearable shoes embedded with 
thin and multi-axial force sensors in the hollowed sole and covered with insoles on 
the sensors. The soles are only a little thicker compared with normal shoes and the 
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sensors also are under good protection of the surroundings. Another advantage is 
that the specific shoes are designed easily to change the degree of tightness to suit 
most persons’ foot. So the wearable shoes can be a used in the non-laboratory 
environments for most people. 

3 Motion Sensors 

As shown in Figure 3, five motion sensors were used to acquire the 3D orientation 
and attitude angle of lower limbs and waist. Accelerometer, gyroscope and 
magnetic sensor were integrated in the motion sensors. Sensor data were 
transmitted to the PC via a wireless local area network (WLAN). In our research, 
human lower limbs were simplified into nine rigid segments (pelvis, left thigh, left 
shank, left heel, left fore-foot, right thigh, right shank, right heel, right fore-foot) 
and eight global joints (left hip joint, left knee joint, left ankle joint, left foot joint, 
right hip joint, right knee joint, right ankle joint, right foot joint). We suppose that 
there is no relative movement between the motion sensors and human segments, 
so the transformation matrices measured by the motion sensors can represent the 
attitude of segments respectively. The transformation matrix 

0R  can be calculated 

using the quaternions [ ]0 1 2 3q q q q q=  and the equation is described as below: 

( ) ( )
( ) ( )
( ) ( )

2 2 2 2
0 1 2 3 1 2 0 3 1 3 0 2

2 2 2 2
0 3 1 2 0 1 2 3 2 3 0 1

2 2 2 2
1 3 0 2 0 1 2 3 0 1 2 3

2 2

2 2

2 2

q q q q q q q q q q q q

R q q q q q q q q q q q q

q q q q q q q q q q q q

⎡ ⎤+ − − − +
⎢ ⎥= + − + − −⎢ ⎥
⎢ ⎥− + − − +⎣ ⎦

 

The angle of each joint can be acquired by transform the lower segment’s 
attitude angle into its upper segment’s coordinate system, so the transformation 
matrix of the joint can be described as: 

upper lower
jR R R= i  

where R , upperR  and lowerR  are the transformation matrices of the joint and the 
upper segment and lower segment respectively. Then, the triaxial joint angle can 
be calculated using the following equations: 
 

( )1
32 33tanx j jAngle R R−=  

1
31siny jAngle R−= −  

( )1
21 11tanz j jAngle R R−=  

 

where 
xAngle , 

yAngle  and 
zAngle  represent the x-axial, y-axial and z-axial joint 

angle of the joint respectively. 
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Fig. 3 Structure of the Wearable sensor shoes 

4 Design of Extended Kalman Filter 

Accelerometers and magnetic sensors are widely used in the wearable devices and 
robotics to overcome the disadvantages of gyroscope. The measurement results of 
MEMS gyroscope are mixed with severe zero drifts and random errors. In many 
cases, acceleration and magnetic field intensity are used to update the Euler angles 
or quaternions without judgement that if the observation variables themselves are 
accurate enough. In fact, both the acceleration measured by the accelerometer and 
the magnetic field intensity measured by the magnetic sensor can be easily 
influenced in some common situations. The accelerometers measure both 
gravitational acceleration and motion acceleration of the human body. The 
disturbances are of large values when the body segment are striking on the ground 
especially the under the events of heel-strike and toe-off. As for the magnetic 
sensors, the measurement results are influenced by the surrounding magnetic field 
such as soft magnetic and many kinds of electronic instruments. 

Our designed Extended Kalman Filter (EKF) [20] is improved by checking the 
reliabilities of the measurements of the accelerometer and magnetic sensor.  
A simple and practicable way is to set up the threshold values of acceleration and 
magnetic field intensity both. The quaternions are chose to be the state vector and 
the gravitational acceleration and the magnetic field intensity of the earth are 
chose to be the observation vector. As we can see in Figure 4, the main calculation 
procedure can be divided into three steps. 
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Fig. 4 Flow diagram of the Extended Kalman Filter 

First step - Prediction of quaternions 
We used the discrete state equation to calculate the quaternion in the next sample 
period. The state equation is described as: 

( ) ( ), 1 11k k kq k q k w− −
′ = Φ − +i  

where 
, 1k k −Φ  is the state transition matrix at t k t= Δi and 

1kw −
 is the white noise 

of the state vector. And the state transition matrix can be calculated in the 
following equation: 

, 1

1 1 1
1

2 2 2
1 1 1

1
2 2 2
1 1 1

1
2 2 2
1 1 1

1
2 2 2

x y z

x z y

k k

y z x

z y z

T T T

T T T

T T T

T T T

ω ω ω

ω ω ω

ω ω ω

ω ω ω

−

⎡ ⎤− − −⎢ ⎥
⎢ ⎥
⎢ ⎥−⎢ ⎥

Φ = ⎢ ⎥
⎢ ⎥−
⎢ ⎥
⎢ ⎥

−⎢ ⎥
⎣ ⎦

 

where 
x y zω ω ω⎡ ⎤⎣ ⎦

 is the triaxial angular velocity measured by the gyroscope and 

T  is the sampling period. And the predicted covariance matrix 
| 1k kP −

 can be 

calculated by the following equation. 

| 1 , 1 1 , 1k k k k k k kP P− − − −= Φ Φi i  
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Second step - Update of acceleration 
Before the updating of gravitational acceleration, the computing program will 
check the value of the measured gravitational acceleration. If the measured value 
is closed enough to the real value, then the measured acceleration will be used to 
update the quaternions to reduce errors. Otherwise, the update of acceleration may 
cause bigger calculation error and the calculation procedure will jump to the third 
step. The threshold value of acceleration to exclude the motion acceleration is 
defined as 20. 1ae m s=  and the criterion can be formulized as: 

9.8 aA e− <  

where T

x y zA a a a⎡ ⎤= ⎣ ⎦
 is the measurement result of triaxial gravitational 

acceleration. 
In this step, the observation vector is A⎡ ⎤⎣ ⎦

 and the observation function can be 

acquired by transforming the reference gravitational acceleration g  from the 
global coordinate system to the local coordinate system of the motion sensor. The 
observation function of acceleration can be described as: 

 ( )Ah k R g= i   

where ( )Ah k  denotes the observation function and the value of gravitational 

acceleration is defined as [ ]0 0 9.8
T

g = − .  

Then, the observation matrix ( )AH k
 
can be described by calculating the 

Jacobian matrix of observation function ( )Ah k
 
for ( )q k ′  . The equation is 

described as below. 

( ) ( )
( )

( ) ( ) ( ) ( )
0 1 2 3

A A A A A
A dh k h k h k h k h k

H k
q q q qdq k

⎡ ⎤∂ ∂ ∂ ∂
= = ⎢ ⎥∂ ∂ ∂ ∂′ ⎣ ⎦

 

And the observation equation can be described as ( ) ( ) ( )AA k H k q k ′= i  where 

( )A k  denotes the gravitational acceleration at t k t= Δi . Finally, the measured 

acceleration will be used to update the quaternion in the following equation. 

 ( ) ( ) ( ) ( )( )A
a kq k q k K A H k q k′ ′= + − i   

( )aq k denotes the quaternion updated by the acceleration and 
kK  denotes the gain 

matrix. The updates of gain matrix 
kK  and covariance matrix 

kP  can be 

described as below: 

( ) ( ) ( )( ) 1

| 1 | 1

T TA A A
k k k k k kK P H k H k P H k R

−

− −= +i i i i
 

( )( ) | 1
A

k k k kP I K H k P −= − i i
 

where 
kR  denotes the covariance of the white noise of observation. 

Third step - Update of magnetic field intensity 
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The calculation method in the third step is similar to the second step, but the observation 
vector is changed to the magnetic field intensity

x y zM m m m⎡ ⎤= ⎣ ⎦ . Because of the 

influence of the magnetic fields generated by the electronic instruments or cables around 
the experiment subjects, some motion sensors may be disturbed at some moments more or 
less. The threshold value of magnetic field intensity 80me mGs=  can help us to find out 

the unavailable measurements and decrease the calculation errors caused by the magnetic 
field interference. The criterion can be described as below. 

550 mM e− <  

In fact, the magnetic field intensity of earth is different at different locations 
and the magnetic field interference may be frequent. So the threshold value and 
the reference value of the magnetic field intensity m  could be adjusted to the 
appropriate values. And the reference magnetic field intensities are also different 
for different motion sensors, because their locations and initial positions are 
changed in each experiment and we need to calibrate them for every motion 
sensors when the experiment started. The observation function of magnetic field 
intensity can be described as ( )Mh k R m= i . And the equation used to update the 

quaternion in this step is described as below. 

( ) ( ) ( ) ( )( )M
m a kq k q k K M H k q k ′= + − i  

The quaternion is normalized to the unit quaternion before calculating the joint 
angle or going to the next circle.   

5 Experiment Method of Dynamic Verification 

As shown in Figure 5, the experimental setup is composed of the wearable system 
and the reference system. And the synchronization trigger is a linkage of the two 
systems to keep them working simultaneously. Both the wearable sensor shoes 
and motion sensors are the key components of the wearable system. Besides, a 
wireless router is necessary to provide a wireless local area network (WLAN) for 
the wearable system to transmit the sensor data. And the data acquisition software 
on the PC will reconstruct and analyse the sensor data received from the WLAN. 
A pair of trousers made of elastic materials with five small pockets can fasten the 
motion sensors tightly to the corresponding segments. As for the reference system, 
it consists of eight high speed cameras and three stationary force plates. The 
reference system is already commercialized and can be worked as the standard in 
the experiments.  
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Fig. 5 Experimental setup 

In order to make a comparison between the measurements of the wearable 
system and the reference system, the global coordinate system is defined. The x-
axis positive direction is right of the body, the y-axis positive direction is aligned 
with the anterior direction of human motion, and the z-axis positive direction is 
vertical and upward. Five subjects without disability of lower extremity or history 
of injuries are consent to the experiment and signed up with moral and ethical 
agreements. Each subject was asked to repeat the experiment 10 times to keep a 
plenty of measurement results and verify the repeatability. The experiment 
procedure can be described in 6 steps: 

Step 1: We put 29 markers on the subjects’ body segments for the optical analysis 
system to rebuild the whole motion models of human body and make sure that the 
markers were all in the right place.  

Step 2: Turn on the power of the optical analysis system and the wearable system. 
All the high speed cameras and stationary force plates should be available. And 
test the wearable sensors if they can transmit data to the PC. 

Step 3: Before wearing the wearable system, all the motion sensors and the 
wearable shoes need to be reset. This step can eliminate the zero drift of the force 
sensors and rectify the orientation of the motion sensors. As shown in Figure 6(a), 
all the wearable sensors were put on their initial positions. The orientations of the 
sensors are corresponding to the orientations worn in the experiments. And due to 
the change of orientation in every experiment, the magnetic field intensities of the 
inertial sensors recorded in this step are used as references. 
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Fig. 6 Calibration of the wearable sensors 

Step 4: Subjects are asked to wear the wearable sensors and stand still in front 
of the stationary force plates. As shown in Figure 6(b), when the motion sensors 
were carried in the elastic trousers, their orientations were all changed. Then, we 
calibrate the orientations of motion sensors again to record the initial orientations 
of body segments in lower extremities.   

Step 5: Use the synchronization trigger to start the wearable system and 
reference system simultaneously. Then the subjects are allowed to walk normally 
through the stationary force plates. 

Step 6: When the subjects passed the stationary force plates, stop recording and 
prepare for the next trial or turn off the systems. 

6 Results of GRF 

Table 1 shows the total comparison results of GRF between the two systems in the 
form of correlation coefficient (R) and root mean square error (RMSE). The 
RMSEs were normalized to body weight (N/kg). Figure 7 shows a group of 
representative measurement results to demonstrate the agreement between the 
wearable system and the reference system. 

Table 1 The comparison results of GRF between the wearable system and the reference 
system 

 GRFx GRFy GRFz

R 0.63 0.80 0.95 
RMSE 0.23 0.78 1.44 
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Fig. 7 Comparison results of GRF, (a): GRFx; (b) GRFy; (c) GRFz 

The measurement results of GRFz showed a good agreement with average R of 
0.95 and RMSE of 1.44 N/kg. However, the consistency of measurement results of 
GRFx and GRFy are not as good as GRFz. The measurement results of GRFy 
showed a reasonable agreement between the two systems with average R of 0.80 
and RMSE of 0.78 N/kg. And the measurement results of GRFx showed a low 
agreement with average R of 0.63 and RMSE of 0.23 N/kg. While walking with 
the shoes, the feet are unavoidable to touch the uppers and vamps of the shoes. 
But the force sensors were all mounted in the upper side of soles. So the x-axial 
and y-axial GRF in the horizontal plane can be influenced when the feet are in 
touch with the uppers and vamps. From Figure 7(c), we can see that the GRFz 
remained 10~20 N in the swing phase. This phenomenon may be caused by the 
pretightening force to keep the shoes sticking to the feet. 

7 Results of Joint Angles 

Table 2 shows the comparison results of the joint angles, including the ankle joint 
angle, knee joint angle and hip joint angle. The Ax

ankle, Ay
ankle and Az

ankle denote 
the x-axial, y-axial and z-axial joint angle of ankle respectively. The Ax

knee, Ay
knee 

and Az
knee denote the x-axial, y-axial and z-axial joint angle of knee respectively. 

The Ax
hip, Ay

hip and Az
hip denote the x-axial, y-axial and z-axial joint angle of hip 

respectively. Figure 8 shows a group of representative measurement results of 
ankle joint angle. Figure 9 shows a group of representative measurement results of 
knee joint angle. And Figure 10 shows a group of representative measurement 
results of hip joint angle. 
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Table 2 The comparison results of joint angles between the wearable system and the 
reference system 

 Ax
ankle Ay

ankle Az
ankle Ax

knee Ay
knee Az

knee Ax
hip Ay

hip Az
hip 

R 0.75 0.37 0.62 0.96 0.68 0.56 0.94 0.73 0.52 
RMSE 5.71° 4.73° 2.90° 6.20° 3.07° 7.18° 6.70° 2.28° 7.94° 
 
 

 

Fig. 8 Comparison results of ankle joint angle, (a): Ax
ankle; (b): Ay

ankle; (c): Az
ankle 

 

 

Fig. 9 Comparison results of knee joint angle, (a): Ax
knee; (b): Ay

knee; (c): Az
knee  
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The measurement results of ankle joint angle showed an acceptable agreement 
of Ax

ankle with average R of 0.75 and RMSE of 5.71°, a low agreement of Az
ankle 

with average R of 0.62 and RMSE of 2.90°. Contradiction was found between the 
measurement results of Ay

ankle of the wearable system and the reference system. 
We can see from Figure 8(b), the measurement results of the reference system are 
almost changeless while the measurement results of the wearable system are 
periodic and regular. So it’s hardly to make a conclusion that the measurement 
results of the wearable system are undesirable. The wiggles of the shoes may 
cause inaccurate measurement of ankle joint angle, but it’s still too hard to form a 
regular change of Ay

ankle. 
The measurement results of knee joint angle showed a good agreement of Ax

knee 
with average R of 0.96 and RMSE of 6.20°, an acceptable agreement of Ay

knee with 
average R of 0.68 and RMSE of 3.07°, a low agreement of Az

knee with average R of 
0.56 and RMSE of 7.18°. 

 

 

Fig. 10 Comparison results of hip joint angle, (a): Ax
hip; (b): Ay

hip; (c): Az
hip 

The measurement results of knee joint angle showed a good agreement of Ax
knee 

with average R of 0.94 and RMSE of 6.70°, an acceptable agreement of Ay
knee 

with average R of 0.73 and RMSE of 2.28°, a low agreement of Az
knee with 

average R of 0.52 and RMSE of 7.94°. 

8 Results of Joint Forces and Joint Moments 

Table 3 shows the comparison results of z-axial joint forces and x-axial joint 
moments between the wearable system and the reference system. The RMSEs of joint 
forces and joint moments were normalized to the body weight (N/kg, Nm/kg). The 
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Fz
ankle, Fz

knee and Fz
hip denote the z-axial joint force of ankle, knee and hip 

respectively. The Mx
ankle, Mx

knee and Mx
hip denote the x-axial joint moment of ankle, 

knee and hip respectively. Figure 11 shows a group of representative measurement 
results of z-axial joint force of ankle, knee and hip. Figure 12 shows a group of 
representative measurement results of x-axial joint moment of ankle, knee and hip. 

Table 3 The comparison results of z-axial joint forces and x-axial joint moments between 
the wearable system and the reference system 

 Fz
ankle Fz

knee Fz
hip Mx

ankle Mx
knee Mx

hip 

R 0.85 0.90 0.90 0.64 0.79 0.72 
RMSE 2.26 1.72 1.78 0.60 0.32 0.56 

 

 

Fig. 11 Comparison results of z-axial joint forces, (a): ankle; (b): knee; (c): hip 

The measurement results of z-axial joint forces showed a reasonable agreement 
of Fz

ankle with average R of 0.85 and RMSE of 2.26, good agreements of Fz
knee and 

Fz
hip with average R of 0.90 and RMSE of 1.72, average R of 0.90 and RMSE of 

1.78 respectively. 
The measurement results of x-axial joint moments showed a reasonable 

agreement of Mx
knee with average R of 0.79 and RMSE of 0.32, a low agreement 

of Mx
ankle with average R of 0.64 and RMSE of 0.60, an acceptable agreement of 

Mx
hip with average R of 0.72 and RMSE of 0.56. The calculation method of joint 

forces and joint moments in the wearable system are based on the rigid lower 
extremities model which take the human body as rigid segments and global joints 
to make the estimations. For now, the estimation of joint force and joint moment is 
still remaining a difficult problem. The difference in the calculation methods will 
lead to different values. 
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Fig. 12 Comparison results of x-axial joint moments, (a): ankle; (b): knee; (c): hip 

9 Conclusion 

We developed a wearable sensors system composed of wearable sensor shoes and 
motion sensors, and we accomplished the goal of successive measurement of walking 
gait in non-laboratory environment. A reference system composed of high speed 
cameras and stationary force plates was used to implement the dynamic verification of 
the wearable system. The experiment results support the feasibility and reliability of 
the developed system. The z-axial GRF, x-axial joint angles and z-axial joint forces 
can be measured with high accuracy. And the estimation of joint moments achieved an 
acceptable accuracy. But the measurement accuracy of the secondary axial 
components should be improved in our future work. And as the amount of sensors 
increased, the synchronization of wireless data communication is influenced slightly. 
The communication protocol used in this wireless wearable system should be modified 
to guarantee the high speed and low delay in data transmission.       
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1 Introduction

In hearing aids, noise suppression algorithms that rely on spatial cues tend
to improve the intelligibility of speech in noisy environments [1], [2], [3], [4].
Unfortunately, the location of target and noise sources can change rapidly
in a natural, everyday acoustic environment. In fact, depending on what the
listener is attending to, one source may be considered noise in one instant,
and then considered the target in another instant. Adaptive filtering attempts
to track the target source, but it is successful only under a set of simplifying
constraints [5], [6]. It is much more effective to allow the user to determine
the direction from which the target sound is coming.

A rudimentary way of doing this is for the algorithm to assume that the
user’s “look” or forward direction is also the direction from which the tar-
get sound is coming. In complex auditory environments, this scheme breaks
down, and it is desirable for the user to have a wider and finer control of
the direction of the target sound [7], [8]. Some hearing aid companies have
addressed this problem by introducing a hand-operated controller. Unfortu-
nately, such a solution increases the complication and obtrusiveness of the
hearing aid, going against users’ desire for a “wear and forget” device that
requires no explicit operation [9]. In addition, use of a hand-operated con-
troller may be encumbered by the user’s having to hold or manipulate other
objects [10], [11], [12].

The brain-computer interface (BCI) has been proposed as a means of un-
obtrusive human-computer interaction [13], [14], [15], [16], [17]. However,
previous reported auditory-based BCIs, as would be used in a hearing aid
application, have either relied on preset, dichotic pairs of stimuli [18], or have
used simple, closed sets of stimuli [19], [20], [21]. These previous systems
would not be suitable for a natural and uncontrolled listening situation.

In this chapter, we explore the feasiblity of controlling a hearing aid with
a BCI that is based on auditory-evoked electroencephalography (EEG) re-
sponses to an open set of natural auditory stimuli, as would be encountered,

c© Springer International Publishing Switzerland 2015 299
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for example, in a busy restaurant. To address practical concerns about the
size and latency of the BCI, we also examine the performance implications of
using single-channel EEG, semi-dry electrodes and also single trial detection
of the EEG signal. Section 2 presents an overview of the system, and Section 3
describes our strategy for processing and analyzing the user’s neural signals.
We present and discuss preliminary experimental results in Sections 4 and 5.

2 System Overview

Figure 1 is a high-level diagram of the proposed system for hybrid brain-
machine auditory scene analysis. It consists of a microphone array for sensing
the auditory environment, scalp electrodes for measuring the user’s electroen-
cephalography (EEG) signals, as well as computational units (a beamsteerer,
a binary mask algorithm implementation and a P300 detector) for processing
the audio and EEG signals. When performing noise suppression, the system
operates in either a scanning mode or a locked mode, depending on the
cognitive state of the user.

In the scanning mode, the beamsteerer sweeps the direction of focus of the
spatial filter’s main lobe. If the incident angles of the primary sound sources
are at least 30o apart, then the beamsteerer in combination with the binary
masking algorithm is able to isolate the sound that is coming from different
directions in the auditory environment in turn [22], playing it to the user
via the hearing aid’s loudspeaker. So, the hearing aid will effectively present
interleaved, or non-overlapping speech to the user. (Note: any sound that
bypasses the hearing aid molding and directly enters the user’s ear canal will
result in some level of overlapping speech, an effect that we did not model in
our current experiments.)

Fig. 1 Diagram showing the top level of the BCI system. Auditory scene infor-
mation is input to the beamsteering unit. This unit takes as a second input the
direction a user wishes to focus on, as obtained from the EEG analysis and P300
detection unit. The processed output of the beamsteerer/binary mask algorithm is
then what the user hears through the device.
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Fig. 2 Plots showing the averaged EEG response for four different stimulus con-
ditions measured at the af4 electrode after artifact rejection and filtering. In the
top row, the target stimulus was a female voice, while in the bottom row, the tar-
get stimulus was a male voice. Presentation of the target stimulus elicits a P300
response in both cases. In addition, a P300 subcomponent appears in response to
standard stimuli, but the latency and amplitude of this response are clearly distin-
guishable from those exhibited by the target condition P300.

For each direction of focus, the user’s EEG signal is measured and analyzed
for the presence of a P300 response. This is an involuntary and automatic
neurological response to an anticipated stimulus. As shown in Fig. 2, the
user’s EEG will exhibit a P300 response when he hears a sound that he wants
to pay attention to (this is the user’s “target” stimulus). On the other hand,
a sound that the user is not interested in listening to – known as a “standard
stimulus” – will not elicit a P300 response. P300 habituation should not be a
concern, because the stimuli presented to the user depends on the real-time
auditory environment, which is constantly changing [23].

If the auditory scan results in a P300 response, the system enters the
locked mode. Now, the beamsteerer remains trained on the direction of fo-
cus that elicited the P300 signal, and the binary mask algorithm isolates
the corresponding target sound, exclusively playing this to the user via the
loudspeaker (a potential improvement on this proposed locked mode would
involve sound source tracking, in case the target were to move relative to the



302 V. Hanson and K. Odame

user). During the locked mode, the user’s EEG signal is continually measured
and analyzed. Some indication from the EEG (e.g. increased cognitive load,
or reduced correlation between the EEG response and the presented sound
[24], [25], [26]) would cause the system to unlock and begin scanning the
auditory environment again.

3 P300 Detection

The P300 detection algorithm is based on machine learning and classification
methods, which are robust to the low signal-to-noise ratio (SNR) that is
typical of scalp EEG [14]. The main tasks involved in P300 detection are
signal preprocessing, feature extraction and classification. There is also an
offline training step. Following are the details of each of these tasks.

3.1 Preprocessing

3.1.1 Artifact Rejection

Artifacts in the EEG signal are produced by changes in electrode contact
impedance, as well as by eye blinks and other user movements. To avoid
potential errors in P300 detection, the system performs some simple tests to
detect and discard any EEG data that might contain these contaminating
signals.

Large-amplitude artifacts, due for example to eye blinks, are detected by
comparing the measured signal to a set threshold. Any EEG signal that ex-
ceeds this threshold is considered to contain artifacts and is discarded. Some
artifacts do not cause large-amplitude disturbances, but might otherwise pro-
duce abnormal EEG signals. These are identified as those that have a mean
and variance that is outside the 2 to 92 percentile range of all other readings
made under the same stimulus conditions.

3.1.2 Bandpass Filtering

The P300 comprises multiple frequency components in the delta (1.5-4 Hz),
theta (4-7.5 Hz), and alpha (7.5-12.5 Hz) bands. To retain as much of the
P300 signal while suppressing any potential interference due to slow DC drifts
or unrelated alpha band activity, the EEG data is band-pass filtered with a
pass band of 0.8 Hz to 6 Hz. The filter is implemented as a linear phase FIR
filter, in order to preserve the shape of the EEG response, and to allow for
accurate time alignment with the audio stimulus.
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3.1.3 Normalization

Our preliminary experiments have shown some variation in absolute P300
amplitude over time. However, for a given scanning period, the ratio of target
P300 amplitude to that of non-target EEG signal remains fairly constant.
Normalizing the EEG signal allows the system to be sensitive to relative,
rather than absolute, changes in amplitude. The normalized EEG signal, xi,
is computed as

xi =
zi − zn�=i

σi
, (1)

where zi is the raw EEG “epoch” that is recorded simultaneously as the ith

stimulus of a scan period is played. Also, zn�=i is the average of all epochs
(except the ith one) corresponding to the other stimuli that were presented
during the same scan period. Finally, σi is the standard deviation of the zi
signal.

3.2 Feature Extraction

For each stimulus presentation, the simulataneously-measured epoch of EEG
data is preprocessed, anti-aliased and down-sampled from 128 Hz to a rate
of 32 Hz. This produces n× 32 data points for an n-channel EEG device, but
the system selects only 10 specific data points as features for the classifier.

Each EEG epochs is labelled according to the stimulus that produced it .
Separation analysis is performed using the coefficient of determination, r2 [27],
computed from the labelled EEG epochs as

r2 =
cov(x, y)2

var(x)var(y)
, (2)

where x is the value at an EEG data point, and y ∈ (0, 1) is the class label
of the EEG epoch (‘0’ denotes “produced by standard stimulus”, and ‘1’
denotes “produced by target stimulus”). Figure 3 shows a typical plot of r2

coefficients that we generated. Feature selection is done by identifying the N
electrode channels that produced the N largest r2 values, and then selecting
the 10/N strongest features from each of those channels. In our experiments,
we chose N = 5 and N = 1.

3.3 Classification

A linear support vector machine (SVM) is trained with training data, and
then subsequently used to classify each newly-extracted EEG feature vector
as being either in the target or standard class. Linear SVMs have been shown
to provide good performance in similar applications [28], [29], and they are
readily implementable on embedded platforms [30], [31].
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Fig. 3 Feature extraction plot generated for data obtained from a binary choice
P300 classification experiment. Note, the P300 location is at approximately 400 ms.
The color scale corresponds to the r2 coefficient value.

4 Experiments

4.1 Overview

4.1.1 Equipment

We played auditory stimuli via earbud headphones and used the Emotiv
EPOC headset (Emotiv Systems Inc., San Francisco, CA) to measure scalp
EEG data. The EPOC headset is wireless and uses damp felt pad electrodes,
which is close to the type of wearable, dry electrode EEG system that we
envision for our application. The EPOC headset is a 16 electrode channel
system, with a sampling rate of 128 Hz per channel, at 14 bits per sample.
The active electrodes cover positions af3/af4, f3/f4, f7/f8, fc5/fc6,
t7/t8, p3/p4, p7/p8, o1/o2 of the 10-10 positioning system, with one
reference electrode behind each ear (see Fig. 4).

A Dell workstation (Dell Inc., RoundRock, TX), runningMATLABVersion
7.14 (The MathWorks Inc., Natick, MA) and the BCI2000 toolbox [27], was
used for central control, producing audio stimulus signals, and performingEEG
signal processing.

4.1.2 Method

Two separate signal streams were output simultaneously from each of the
stereo line out channels of the computer’s sound card.
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Fig. 4 Figure modified from [32], showing the standard electrode locations for the
Emotiv Epoc headset. Signal electrodes are red, and reference electrodes are blue.
The primary reference electrode locations are p3 and p4, but these can be used as
signal electrodes, in which case the alternate reference electrode locations are over
the mastoid process behind the ears (m1 and m2).

One stream was the audio stimulus that was played binaurally to the user
via the headphones. The specific content of the audio stimulus stream differed
for the different experiments, but in general, it consisted of a continuous signal
that alternated between the target and the standard stimulus. The target
stimulus was the voice that the subject was asked to attend to, while the
standard stimulus was a different voice. To ensure attentiveness, the subject
was asked to keep a count of how many times he heard the target stimulus.
If the subject’s total count of target stimulus presentations was off by more
than 10%, then the EEG data for that session was discarded.

The second signal stream was a sinusoidal control signal that was part of
the experimental measurement setup and was inaudible to the user. The pur-
pose of the control signal was to label the audio stimulus. Each speaker was
assigned a different label, which was encoded as the amplitude of the control
signal; when there was no audio stimulus, the amplitude of the control signal
was zero (please see Fig. 6). The control signal allowed for easy separation of
stimulus onsets during post-processing analysis. After being output simulta-
neously with the audio stimulus stream, the control signal was input back to
the sound card via the line-in port. It was time-aligned, recorded and saved
simultaneously with the subject’s scalp EEG. Using the information from the
control signal, the EEG recording was parsed and labelled into target epochs
and standard epochs.

After preprocessing and feature extraction, arbitrarily-selected instances
of the standard-class feature vectors were discarded, so that there was an
equal number of standard- and target-class instances. This balanced set of
remaining feature vectors was used for leave-one-out cross validation of the
linear SVM classifier. For each cross validation iteration, the receiver operator
characteristic (ROC) was generated by varying the threshold used to separate
the two classes from −1 to 1 (see, for example, Fig. 5). The performance of
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Fig. 5 A typical ROC curve that was generated by our SVM classifier. In this
work, we use the area under the ROC (AUROC) as a measure of the classifier’s
accuracy. For a perfect classifier, AUROC= 1, while AUROC= 0.5 corresponds to
random chance.

the classifier was measured as the area under the ROC (AUROC), averaged
over all of the cross validation iterations.

4.2 Experiment 1: Two-Speaker/Same Word
Discrimination

In this experiment, we studied whether or not it was possible to generate
a P300 signal when the target/standard stimulus differentiation was based
solely on the gender of the speaker.

4.2.1 Audio Stimulus

The audio stimulus stream was based on two speech samples from the TIMIT
database [33], one of a male speaker, and the other of a female speaker, both
saying the sentence, “She had your dark suit in greasy wash water all year.”
The audio stimulus stream was constructed as repetitions of the male and
female speaker utterances of the word “dark” that was extracted from the
sentences. Each stimulus had a duration of 227 ms with an interstimulus
interval (ISI) of 500 ms, for a total stimulus period of 727 ms, as shown in
Fig. 6.

For experimental runs where the target stimulus was the male voice, the au-
dio stream consisted of sequences of 5 to 8 repetitions of the female speaker’s
utterance of “dark,” with each sequence terminated by a single male speaker
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Fig. 6 (Top panel) Diagram showing a portion of a stimulus presentation stream
to demonstrate the oddball presentation paradigm. In this example the target con-
dition is the female voice, therefore, this stimulus is presented infrequently relative
to the male voice. The blue signal shown here is the audio stimulus presented to
the user, whereas the green signal is the control signal used to identify each stimu-
lus. Note, the red boxes partition individual sequences, which comprise one target
stimulus and 5 to 8 standard stimuli. (Bottom panel) Diagram showing the timing
intervals for an individual stimulus presentation. The blue signal shown here is the
audio stimulus presented to the user, whereas the green signal is the control signal
used to identify this specific stimulus.

utterance of the word. This pattern was inverted for runs where the target
stimulus was the female voice. The number of standard stimulus repetitions in
a sequence was variable and random between 5 and 8, in order to increase the
surprise facet of the P300 response, while maintaining the odd-ball paradigm.

4.2.2 EEG Data

One second of EEG data was recorded simultaneously with the presentation
of each stimulus. Each of these 1 second EEG epochs was labelled as belonging
to either the “target” or “standard” class, according to the stimulus type
that produced it. After filtering, artifact rejection and feature extraction, the
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collection of EEG epochs was divided into training and test sets; the training
set was used to train the SVM, and the test set was used to quantify how
accurately the trained SVM could distinguish a target-evoked EEG epoch
from a standard one.

4.2.3 Recording Session Details

Data was collected during 6 separate recording sessions, which spanned the
course of approximately 1 month. The breakdown of a recording session is
shown in Fig. 7. Each recording session was broken into several “runs” that
each lasted from 1.8 to 3.3 minutes, with a 2 minute break between runs. For
any given run, the subject was presented with several sequences of varying
length that were each terminated by the target stimulus. The subject was
instructed to attend to the run’s particular target stimulus.

Fig. 7 Diagram showing terms as referred to in the text. For this experiment 6
recording sessions were performed. Each recording session comprises N runs. Each
run comprises 25 sequences. Each sequence comprises 5 to 8 standard stimuli presen-
tations followed by 1 target stimulus presentation. The subject is given no indication
about when a sequence begins or ends.

4.2.4 Results

Figure 8 shows the AUROC numbers achieved by the SVM when it was tested
and trained on data from the same recording sessions. The SVM’s ability to
classify a single epoch improved from 0.79 to 0.86 when data was taken
from 5 versus only 1 electrode. Averaging also improved the performance of
the SVM: by averaging 5 or more EEG epochs, the classification accuracy
increased to 0.97 or better, using data from either 1 (af4) or 5 electrodes.
To assess the long-term robustness of the classifier, the SVM was also tested
on data from a recording session that was different from the one on which it
was trained. As Fig. 9 shows, the accuracy of the classifier changed only by
a few percent, relative to test data from the same recording session.
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Fig. 8 Measurement results for two-speaker/single word speech experiment. The
accuracy of the P300 detection algorithm is measured as the area under the re-
ceiver operator characteristic curve (AUROC). The EEG epochs that correspond
to a particular stimulus type (that is, a particular speaker) are time-aligned and
averaged before being input to the classifier. The EEG data used to train and test
the classifier were collected from the same recording sessions. Each trial is 6 to 9
seconds long.
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Fig. 9 Measurement results for two-speaker/single word speech experiment, time-
aligned and averaged for all EEG epochs of the same stimulus type. The EEG data
used to train and test the classifier were collected from different recording sessions.
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4.3 Experiment 2: Two-Speaker/Streaming Speech
Discrimination

Similar to Experiment 1, the purpose of this experiment was to study if it
was possible to generate a P300 response when the target/standard stimulus
differentiation was based on the gender of the speaker. In this experiment,
however, the stimulus was not a single, repeated word, but instead an open
set of words that would be encountered in natural speech.

4.3.1 Audio Stimulus

The audio stimulus stream was created from two public speeches, one female
[34] and the other male [35]. The audio stimulus stream was constructed by
alternating between one speech and the other, to simulate the scan mode
scenario where the directional microphones are continually switching focus
between two simultaneous speakers. For experimental runs where the target
stimulus was the female voice, the audio stream consisted of strings of length
5 to 8 seconds of the male speaker’s speech, with each string separated by
a 1 second chunk of the female speaker’s speech. The pattern was inverted
for runs where the target stimulus was the male voice. The length of the
standard string was variable and random between 5 and 8 seconds, in order
to increase the surprise facet of the P300 response.

Fig. 10 Generation of audio stimulus stream for two-speaker/streaming speech
experiment, where the female voice is the target stimulus. The standard stimulus
(male voice) is modulated with a high duty cycle pulse train; the target stimulus
(female voice) is modulated with the complementary pulse train. The audio stimulus
stream is output as the combination these two modulated signals.
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4.3.2 EEG Data

Thefirst one second ofEEGdata that followed the presentation of each stimulus
was recorded and labeled as either “target” or “standard,” according to the
stimulus type that produced it. After preprocessing, the EEG epochs were used
as training and test sets for the SVM, as was done in Experiment 1.

4.3.3 Recording Session Details

Data was collected during 3 recording sessions, the breakdown of which is
shown in Fig. 11.

Fig. 11 Diagram showing terms as referred to in the text. For this experiment 3
recording sessions were performed. Each recording session comprises N runs. Each
run comprises 25 sequences. Each sequence comprises one standard stimulus stream
presentation lasting 5-8 s followed by one target stimulus stream presentation last-
ing 1 s.

4.3.4 Results

As with Experiment 1, Figs. 12 and 13 show that the SVM accuracy increases
with number of electrodes used and number of averages taken. Using EEG
data from a single electrode (af4), and averaging over 2 epochs, the SVM
accuracy is 0.75.When EEG data is taken from 5 electrodes and averaged over
5 or more epochs, the accuracy increases to over 0.95. Also, the classification
accuracy drops only slightly when the SVM is trained and then tested with
data from a different recording session.

4.4 Experiment 3: Multi Speaker/Streaming Speech
Discrimination

The third experiment was a preliminary study of the feasibility of eliciting
a P300 response from a target voice among several different possible voices.
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Fig. 12 Measurement results for two-speaker/streaming speech experiment. The
accuracy of the P300 detection algorithm is measured as the area under the re-
ceiver operator characteristic curve (AUROC). The EEG epochs that correspond
to a particular stimulus type (that is, a particular speaker) are time-aligned and
averaged before being input to the classifier. The EEG data used to train and test
the classifier were collected from the same recording sessions. Each trial is 6 to 9
seconds long.
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Fig. 13 Measurement results for two-speaker/streaming speech experiment, time-
aligned and averaged for all EEG epochs of the same stimulus type. The EEG data
used to train and test the classifier were collected from different recording sessions.
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This scenario represents the actual use case of the hybrid brain/machine
auditory system for a hearing aid system.

4.4.1 Audio Stimulus

The audio stimulus stream was based on the speech samples of 6 unique
speakers (3 male, 3 female) from the TIMIT database. For each speaker, a
single, continuous “speech” was created by arbitrarily ordering and concate-
nating all of the sentences that he/she had recorded. The audio stimulus
stream was constructed by alternating between each of the “speeches” for
durations of 1.5 seconds, each followed by 1.5 seconds of silence (the inter-
stimulus interval). The ordering of speakers was random within a sequence
and varied between sequences, with the same speaker never appearing twice
in a row. The voice of one specific speaker, denoted as s2, was designated the
target stimulus; the subject was asked to keep count of how many times the
voice of speaker s2 was heard.

4.4.2 EEG Data

The first 3 seconds of EEG data that followed the presentation of each stim-
ulus was recorded and labeled as either target or standard, according to the
stimulus type that produced it. After preprocessing, the EEG epochs were
separated and used as training and test sets for the SVM, as was done in the
previous two experiments.

4.4.3 Recording Session Details

Data was collected in a single recording session, during which a total of
220 stimuli sequences were presented (see Fig. 14). During each sequence, 5
standard stimuli were presented and one target stimulus was presented, all
in a random order. The subject did not receive any cues about the start or
stop time of the sequences.

4.4.4 Results

Figures 15 and 16 show averaged EEG responses to the six stimuli, measured
at the f3 and f4 locations, respectively. A clear P300 signal is visible for the
response to the target stimulus, speaker s2. Figure 17 is an alternative way of
visualizing the EEG data. It is a scatter plot of the three most discriminative
features of a typical subset of the measured EEG responses. These three fea-
tures were the ones found to have the highest r2 values. As the scatter plot
shows, the EEG responses cluster into twodistinct groups, representing the tar-
get and standard classes. The plot also shows that two of the features, F41 and
F42 – corresponding to the amplitude of the f4 channel, 0.97 and 1.06 seconds,
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Fig. 14 Diagram showing recording procedure details. For this experiment, 1
recording sessions was performed, comprising 10 runs. Each run comprises 20 se-
quences, and each sequence comprises one standard stimulus stream presentation
lasting 3-15 s followed by one target stimulus stream presentation lasting 3 s.
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Fig. 15 Measurement results of the f3 EEG channel response for the multi speaker
experiment, averaged across all trials for each of the six stimuli. The target stimulus
is the voice of speaker s2.

respectively, after stimulus presentation – are highly linearly-related, implying
that one does not carry much extra information in the presence of the other.

Given the redundancy of the F42 feature, we defined a new feature as
the difference in amplitude of time points t = 2 s and t = 0.5 s in the f4
channel. This new feature makes use of the trough that occurs during the
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Fig. 16 Measurement results of the f4 EEG channel response for the multi speaker
experiment, averaged across all trials for each of the six stimuli. The target stimulus
is the voice of speaker s2.

silent interstimulus period following a target stimulus presentation, as can be
seen in Figs. 15 and 16. Figure 18 shows the classification accuracy results
for both single (f4) and multiple electrode data. Multiple electrode accuracy
was only negligibly better (AUROC= 0.715 for 3 trial averaging) than single
electrode accuracy (AUROC= 0.706 for 3 trial averaging).

5 Discussion

The experimental results show that our P300 detection algorithm can achieve
better than 70% accuracy, which makes it a feasible approach for the proposed
brain-controlled hearing aid [36]. However, the results also highlight some
challenges that will have to be addressed before the approach can be used in
a practical system.

While the minimally-obtrusive single electrode system comes with the at-
tendant cost of degraded performance (as expected), it still achieves fairly
high accuracy, which could potentially be improved with better electrode
placement and better instrumentation. The P300 signal propagates with in-
creasing amplitude from the frontal to the parietal scalp [37], but a single
electrode BCI cannot take advantage of this spatio-temporal information.
Instead, it must rely on single-site P300 data, which comprises some sub-
components with fairly small amplitudes and poor SNR [38]. This is partic-
ularly crucial if the electrode is not placed on the midline, where the P300
signal is largest [37]. Future studies to optimize the position of the recording
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Fig. 17 Measurement results showing the three most discriminating (highest r2

values) features that were extracted for the multi-speaker/streaming speech exper-
iment. The feature labelled F3 corresponds to the amplitude of the f3 channel 1.19
seconds after stimulus presentation. Also, the F41 and F42 features correspond to
the amplitude of the f4 channel, 0.968 and 1.06 seconds, respectively, after stim-
ulus presentation. The ellipsoids highlight the approximate clustering of the P300
epochs (red diamonds) and the standard stimulus epochs (green dots).

site, as well as custom-designed electronics that are more sensitive to small
EEG signals, are warranted.

From the results of Fig. 18, two to three trial averaging is probably neces-
sary to obtain reliable P300 detection. This means that a six-direction scan,
with a 1 second stimulus period, would take at least 12 seconds to lock onto a
target. This is significantly longer than the 5 second latency that users would
find acceptable [39]. Multi-trial averaging produces better results because it
improves the SNR of the EEG data. To avoid averaging and its associated la-
tency, yet maintain a useable amount of SNR, a more practical system should
incorporate noise-suppression algorithms like blind source separation; single-
channel versions of these algorithms have been described in [40], [41]. Also,
experimentation with shorter stimulus durations and inter stimulus intervals
might help to improve the system’s latency.

One limitation of our experiments is that they do not include hearing-
impaired subjects. However, other researchers have demonstrated that
auditory-evoked EEG responses can be elicited from hearing-impaired listen-
ers [26], [42], and used in a simple kind of BCI. These earlier works suggest
that hearing-impaired listeners can effectively use our BCI, although future
experiments will be needed to concretely evaluate our approach.
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Fig. 18 Measurement results for multi-speaker/streaming speech experiment,
showing AUROC for P300 classification task. For 5 electrode classification, five
features were used, each taken as the amplitude of the time points with the highest
r2 value for EEG channels f3, f4 and af3 respectively. For 1 electrode classifica-
tion, the three features used were the two features in channel f4 with the highest
r2 values, as well as the difference in amplitude of the f4 channel between time
points t = 2 s and t = 0.5 s. Each trial is 6 to 18 seconds long.

6 Conclusion

In this chapter, we have introduced a hybrid brain-machine system for au-
ditory scene analysis that is based on a P300 brain computer interface, and
which relies on an open set of natural, auditory stimuli. The preliminary ex-
periments that we performed have yielded promising results, and suggest that
the idea is indeed feasibile. The work has also highlighted several interesting
areas for further exploration and improvement.
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Abstract. Human robot interaction is occurring more often in today’s society. 
Robots are being developed to perform a wide variety of tasks, many of which 
include or even depend on HRI. The three main categories of human robot 
interaction are human assistance and replacement, human cooperation, and social 
interaction. The purpose, actions, and overall structure and dynamics of these 
robots will vary greatly, even within their respective categories. While the many 
robot designs may vary greatly, feedback is one fundamental that will always 
improve performance. Many designs include built-in sensors that provide 
feedback regarding the state of the robot and its environment, but interacting with 
humans presents a new challenge. Biological feedback from an interacting human 
can be useful for robots during human interaction. The feedback can be used to 
increase the effectiveness and safety of a robot’s actions during interaction, which 
in turn will make humans more comfortable with the interaction. To achieve this, 
wearable sensors can be used to collect feedback. This chapter will discuss the 
varying types of interaction under development, and show how feedback from 
wearable sensors could greatly increase robot performance. 

1 Introduction 

Scientists have been pursuing automated machines to aid industry and 
manufacturing for centuries, with the first automated loom reported in the early 
1800’s [1]. In 1938, Devilbliss Co. introduced the first robotic arm to vehicle 
assembly lines, used to paint cars [2]. Today, over 700, 000 robotic arms are in 
use in industry. These machines all operate in a controlled environment, most 
commonly an assembly line. Operation in this type of environment does not 
require many sensors - the device has little-to no awareness of its environment. In 
1948, William Grey Walter’s Turtle Robots gave the world a taste of autonomous 
devices with environmental awareness [3].  This is the beginning of what would 
enable robots to leave assembly line tracks and be able to navigate the real world. 

Now, companies like iRobot, Boston Dynamics, and Rethink Robotics are 
developing robots that can navigate a variety of environments, outdoors and 
indoors, without causing harm to their own form or surroundings. The robots 
developed can all fall under the general category of aiding in task completion, but 
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Fig. 1 William Grey Walter’s Turtle Robot. One of the first autonomous robots [3] 

this definition does not portray the wide variety of ways these robots will be 
interacting with humans. Looking at specific robot functions current research is 
focusing on will better express the variety of ways autonomous robots will be 
interacting with humans. 

All HRI robots are developed to serve general purposes. Those purposes 
include performing repetitive tasks to replace humans, assisting humans in task 
performance, and socially interacting with humans. While some may do more than 
one of these, most robots’ overall goals fall into one of these three. By looking at 
main goal tasks, robots can be broken down into three main categories: Human 
assistance and replacement, human cooperation, and social interaction. Robots 
within these categories can be classified into more defined subgroups based on 
their specific task. Human assistance/replacement robot tasks include 
hazardous/disaster area response and navigation, at home/elderly assistance, and 
rehabilitation. Human cooperation robot tasks involve working alongside humans 
in a busy working environment, from laboratories to hospitals. Social interaction 
robot tasks include entertainment, education and psychological studies. Identifying 
the specific tasks a robot is designed to achieve helps determine how feedback 
from wearable sensors can be of benefit. An overview of each category with 
examples for the subgroups will show how just how wearable sensors can 
specifically improve HRI for each category. 

2 Human Assistance and Replacement 

Human assistance and replacement robots are those made to replace humans 
performing repetitive tasks, or tasks in dangerous areas. Advancements in machine 
intelligence now allow robots to perform more complex tasks in the workplace 
that were once considered performable only by a human. While the main goal is to 
replace humans in task performance, not all of these robots are meant to replace 
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working people. A robot that can perform daily, repetitive, time consuming tasks 
frees the human worker to tackle more critical or complex goals, improving 
overall workplace efficiency. These robots will be working closely with humans 
on a daily basis. Information from wearable sensors could serve as an invaluable 
input to improve safety and productivity in a HRI workplace.  

Hazardous area robots are autonomous robots designed to explore areas that 
would be too dangerous for humans, such as malfunctioning power plants, 
building failure or natural disasters. These robots have the potential to run disaster 
response search and rescue missions [4].  

 

 

Fig. 2 Hazardous area simulation course for robot navigation [4] 

If these robots will be carrying humans to safety, they will need to be able to 
identify humans in the environment, assess their physical condition, and handle 
the subject accordingly to minimize further pain or injury.  

Aiding nurses in hospitals to reduce workload has been a popular subject to 
focus on, and for good reason. Studies have estimated that the chance of patient 
mortality increases by 7% for every patient added to a nurse’s workload [5]. The 
Transition Research Corportation’s HelpMate®, a hospital courier robot [6], is 
designed to navigate busy hospital hallways to pick up and deliver items such as 
meals, medications, and patient reports. Challenges in navigating busy 
environments include navigating around people without being distracting, and 
riding elevators. A series of indicator lights inform humans in the area when the 
robot is moving, turning, or performing a maneuver to avoid obstacles. Clara is an 
autonomous robot that can travel through hospital hallways, identify cardiac 
patients, and walk them through a spirometry exercise [7]. 
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Fig. 3 Clara running a spirometry exercise [7] 

Autonomously performing this repetitive, time consuming exercise gives nurses 
more time to perform more critical tasks. The task requires the robot to navigate a 
hospital environment, identify cardiac patients, and verbally communicate with 
them while monitoring the spirometer. A flow chart was designed so Clara can 
perform these tasks autonomously. Clara uses a camera and basic “color blob 
detection” to track spirometer activity during the exercise. Initial testing was 
performed on healthy subjects. Feedback is provided in the form of spirometer 
activity through visual tracking, and subjective feedback forms. From subjective 
feedback, most subjects had a pleasant experience working with Clara, and a 
majority felt she helped with the spirometry exercise.  

3 Human Cooperation 

Cooperation robots are very similar to assistance and replacement robots, with one 
key difference. They are not designed to perform a task to replace a human, but 
rather to aid the human with task performance. These are machines that are 
designed to work alongside humans to help complete a task. The most common 
application for cooperation robots is for assistance of the elderly and disabled, but 
can also include rehabilitative applications. 

Elderly/Disabled assistive robots are being designed to assist humans 
throughout daily life in a number of ways. Some are aimed to help physically, to 
aid in performing day to day tasks at home, to prevent incidents and improve 
quality of life for the elderly living alone [8]. These autonomous robots will need 
to identify user intent, and decide when to intervene or assist. Information from 
wearable sensors could help assistance robots determine when assistance is 
required, either by monitoring vitals to predict health incidents, or monitoring 
stress/anxiety levels to determine when a subject is frustrated and could use help.  

Other assistive robots are being designed to help people with disabilities.  
A programmable robotic arm has been tested to help people with disabled or 
weakened upper extremities [9]. Using a computer interface, subjects were able to 
program and simulate arm actions. The arm actions would pick up and manipulate 
objects at the desk, allowing these subjects more independence in day-to-day 
tasks. A mobile robot that helps the visually impaired navigate complex, indoor 
environments is meant to supplement a seeing-eye dog [10]. Busy environments, 
such as cubicle space or airports, may be too complex for a dog to learn. 
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Robotic Guide I (RG-I) effectively navigates an environment while safely leading 
a visually impaired human through it. RG-I is equipped with a Radio Frequency 
Identification (RFID) reader as part of the navigation system.  RG-1 tracks RFID 
tags planted through the indoor environment in order to effectively navigate, while 
using a laser range finder to detect oncoming obstacles to avoid collisions. 

Robotic rehabilitation devices help patients with impaired limb movement carry 
out the required training patterns [11]. The device provides assistance to impaired 
patients, ensuring the correction motion for rehabilitation training is achieved. 

 

 

Fig. 4 Robot assisted rehabilitation exercise [11] 

The device, a mirror image movement enabler (MIME), used the actions of a 
healthy arm to apply the right forces to the disabled arm to help perform a guided, 
repeated motion. Frequently performing repetitive motions such as this can 
improve recovery from both motor and brain injury, both of which can occur from 
a stroke. MIME can be used regardless of the level of impairment, making it 
useful during every stage of recovery. The device is meant to increase patient 
frequency of these exercises, to improve recovery. Assistive forces can be applied 
to patients recovering their range of mobility, while resistive forces can be applied 
to patients recovering strength. It achieves by running 4 different modes. Passive 
mode required the subject to relax while the robot runs the full range of movement 
set on its own. Active-assistive mode the patient initiates movement, and is then 
assisted by the robot to perform the movement set. The robot provides resistance 
in active-constrained mode, where the subject works against the robot forces to 
recover strength. The final mode is bimanual mode, where the robot reads the 
motion of the healthy arm, and applied the same, but mirrored motion to the 
injured arm. A number of redundant measures are taken to ensure patient safety. 
These devices receive feedback by tracking the full range of motion a patient can 
achieve, and how much resistance or force the patient is able to exert. 
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The robot was testing using patients that had decreased upper limb motor 
function from a single cerebrovascular accident at least six months prior, meaning 
they had completed outpatient therapy, but were continuing home based exercise. 
Subjects using the robot were tested for 2 months, and results were compared with 
a control group that used a physical therapist for the same number of session in a 2 
month period. Improvements in function, strength, and reach were evaluated. 
Results evaluated by physical therapists showed that patients using MIME showed 
a better improvement in all aspects, making this a promising solution for at home 
rehabilitative exercises. 

4 Social Interaction 

One of the most unique and popular subjects for robot design is social interaction. 
While most autonomous robots are meant to interact with humans in one way or 
another, social interaction robots are designed specifically for that purpose. This 
purpose can serve a variety of means as well, other than just entertainment. Social 
robots can be used as tools for psychological studies, as a means for education, or 
to encourage a healthier lifestyle. Initially these may sound like strange objectives 
for a robot, and compared to the other categories, they are. Social interaction tasks 
present a unique challenge related to perception. A robot will be able to more 
effectively perform these social tasks if it is not perceived as a machine. As the 
following will show, the most effective social interaction robots work to be 
perceived not as a simple or complex machine, but as a “buddy”, or a being with 
which people enjoy interacting. 

Robots are being developed to mimic pets, as devices people can play with, 
watch, and even raise or train [12]. One study compared reactions to interaction 
with a robotic plush seal and a normal plush seal [13]. The robot seal would act 
and react to inputs, while the normal plush seal would not move or react at all. 
Physiological measurements during interaction suggest that people are more 
attentive when interacting with the robotic seal, and subjective questioning 
showed that subjects enjoyed the experience with the robotic seal more as well. 

 

 

Fig. 5 MUTANT, a robotic dog for entertainment [12] 
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These entertainment robots are serving a practical application as well. In a 
world where more and more people are exposed to robots, it is hard to tell if 
younger children will identify these robots as living or non-living things. One 
study introduces young children to robots with varying degrees of performance, 
and then asks the children questions to see how intelligent, biological, and self 
motivating the children thought the robots are [14]. The three robots had the same 
form, but performed different actions: one would locate, approach and kick a ball, 
one would dance to music, and one would not do anything, just stand still. They 
found that a majority of tested children thought all the robots were intelligent, 
while only about half thought the robots were biological, or were self motivating. 
Very little difference in opinion was seen between the three robots. 

The results from these types of studies can be used to develop social robots to 
aid in education. Field tests have compared robots speaking English to young 
Japanese students to see how much it helps the student learn the language [15]. 
Two humanoid robots were used over the course of two weeks to see how well 
interaction could help young Japanese students learn English. Essentially, they 
wanted to see if developing a friendly relationship with the robot would increase 
the amount of English learned. The robots would identify student ID tags and call 
them over to play speaking games in English. They found that students that 
continued to interact with the robots for the full two weeks had the greatest 
increase in English proficiency. Students that were already proficient in English 
tended to be the ones willing to play with the robot more, though, so they ended 
up benefiting more than those with a weaker understanding of the language. This 
suggests that through developing some sort of friendly relationship with the robot, 
students will be able to learn more from it, which is proof that robotic 
entertainment can be an important factor for education robots as well. 

Other social robots have been made to explore nonverbal communication. One 
key example to model this after is the interaction between an infant and a 
caretaker. The infant cannot talk, but its emotional responses serve as cues for the 
caretaker to take actions for proper care. A team used this as a model to develop 
Kismet, a robot capable of portraying emotions through facial expressions [16].  

 

 

Fig. 6 Kismet, an expressive robot by MIT [16] 
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By defining emotional state as a collection of different systems, Kismet is able 
to recognize faces and expressions, and respond in a manner similar to that of an 
infant. 

Another expressive robot is Keepon, a small robot capable of showing attention 
by turning and looking at faces, and expressing emotions by rocking and bobbing 
its body [17].  

 

 

Fig. 7 Keepon, a simple robot with a soft body to engage in non-verbal social interaction [17] 

During the first year of life, children develop basic capabilities for social 
interaction, mainly through looking at, interacting to and playing with faces of 
other people and toys. Toddlers with autism show a significant lack of this social 
activity. Keepon is capable of performing two of the main actions with toddlers; 
making eye contact when recognizing a face, and engaging in joint attention by 
looking at objects that other are looking at. Therapists can identify how toddlers 
pay attention to and interact with Keepon, which helps to define mental age, as 
well as identify potential developmental impairments. In this study, the toddler’s 
reactions and interaction times were the relevant data collected to determine the 
level of attention.  

As more robots are being made to work alongside humans, care must be taken 
to ensure the human feels safe during interaction. To analyze a subject’s 
perception of safety, studies have measured subject measure valence/arousal of 
subjects as robots move autonomously [18]. The purpose of this study was to 
determine which robot motion would reduce anxiety during direct HRO. A robotic 
arm was used, and four different motions were defined by mixing two tasks with 
two movement plans. The tasks chosen were meant to cause direct contact with 
the user. The first task was to pick up a ball from the table and place it in a user’s 
hand, and the second was to reach out, grab the ball from the user, then retract 
with the ball. The two paths were labelled Potential Field Planner and Safe 
Planner. The Potential Field Planner is a motion planning strategy that 
incorporates obstacle avoidance and goal attraction, based on a control scheme 
conceived in the 80’s [19]. The Potential Field Planner pre-plans the course 
movement objective beforehand, and plans the details within these course 
objectives in real time in order to avoid obstacles. Maximum velocities are 
dictated by the distance between the center of mass of the arm joints and an 
obstacle or the goal. The safe planner is simply the Potential Field Planner with an 
extra strategy known as the Danger Criterion. The Danger Criterion is a feature 
that attempts to minimize the force of human-robot impact by dictating the inertia 
of the arm as a function of the distance between the center of mass of the arm 
joints and an obstacle [20].  
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Fig. 8 Kulic and Croft’s Robotic Arm Anxiety Test setup [18] 

The two paths and two movement plans combine to make four Test Paths. Each 
Test Path was run at three different speeds; 10%, 50% and 100% of max joint 
velocity (3.14rad/s). This gives 12 different robot arm trajectories. Subjective and 
physiological data was collected. Subjective data included reporting levels of 
anxiety, calm, surprise, and arousal, while physiological responses were collected 
by measuring corrugators muscle activity, skin conductance, and heart rate. 
Subjective results showed that the Safe Planner induced slightly calmer reactions 
compared to the Potential Field planner, but slower movement speeds reduced 
anxiety levels significantly more. Physiological measurements determined that 
anxiety levels, determined from skin conductance and heart rate, were lower with 
slower movement speed. 

A frequency domain analysis of subject heart rate data was used to determine 
subject anxiety levels during testing. While the subject was safe during every test 
run, different movement types would elicit varying levels of arousal in subjects. 
This type of research can be used to determine what movement types humans are 
most comfortable with for an optimally safe and productive workplace.  

5 Discussion 

Great advancements are being made in developing robots that can affectively 
tackle many different jobs that require HRI. It is exciting to see how much work 
has been done to prove that these robots can indeed perform the tasks they were 
developed for. These conclusions were made by observing that the robot had 
completed its task, or from post trial information that reported positive results. 
While this is helpful feedback, it is only the minimal amount needed to prove the 
robot has served a significant function. The health service robot, Clara, uses 
spyrometer tracking as the only means to monitor performance. While it can track 
that the exercise is running, how many breaths the patient takes, and how deep the 
breaths are, it cannot effectively track how much effort or strain the patient is 
experiencing. Also, the subjective forms listed a series of questions with possible 
responses being “A lot”, “Somewhat”, and “No”. “Somewhat” is not a completely 
neutral response, making it easier to report a majority of positive responses from 
the feedback. Similarly, MIME can perform a veriety of exercises through 
providing either aid or resistance, but it is up to the patient to choose one of the 
four settings to run. This is not something the robot can track or suggest, but rather 
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a decision the patient needs to make. More feedback from patients can help these 
machines take the next step in performance. This is the type of feedback that can 
come from wearable sensors. 

Effectively using physiological data from patients can increase robot 
performance from generally functional to equally effective for all subjects. During 
disaster response, wearable sensors would make human subjects and their vital 
signs easier to identify, which could save precious seconds during rescue. Hospital 
patients wearing physiological sensors could provide more relevant data in real 
time to autonomous hospital agents like Clara. This information can be used both 
as a measure of effort during the exercise, as well as data to supplement subjective 
responses during post analysis. Measuring effort during spirometry can ensure that 
all patients, regardless of strength, are exerting enough effort without over 
straining themselves, to insure testing is both rigorous and safe. Physiological data 
that supplements subjective data would make the reported results more believable 
as well. 

Navigation robots like RG-1 may not need physiological sensors, subjects 
wearing RFID tags could help RG-1 keep track of who they are escorting, pausing 
if a person falls out or range, or giving verbal warnings if they stray the wrong 
way. Rehabilitative robot MIME could use physiological sensors to track 
temperature, heart rate, and muscle activity to combine two of its modes into one. 
By looking at muscle activity, body temperature, and heart rate, the level of effort 
the patient is exerting could be monitored. Combining this with the position and 
force data that MIME already collects, and the machine could be able to decide 
the level of assistance or resistance the patient can handle. Normally these are two 
separate modes, active-assisted and active-constrained, that the patient chooses 
from. Using position, force, and effort monitoring to determine between assistance 
or resistance, as well as the magnitude of either, could enable MIME to make 
better decisions that the patient can. This could result in a more rigorous workout 
without over straining the subject, which will lead to a healthier recovery. 

In the toddler study, the reactions and interaction times with Keepon were the 
only relevant data collected. Physiological data from wearable sensors could 
provide insight onto whether reactions are positive or negative in a similar study 
could help determine whether toddlers found the interaction entertaining or 
stressful. Combined with the existing information, this could provide a more in-
depth analysis for study. 

These are only a few examples of how information from wearable sensors can 
be used to improve HRI quality. Work integrating feedback from wearable sensors 
with autonomous robots involved in HRI can create a more effective, personalized 
experience. 

6 Conclusion 

Robots are leaving the assembly line and are beginning to work in more complex 
environments. Through replacement of tasks, aide with performance and exercise, 
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and performing social tasks, robots are interacting with humans in a wide variety 
of ways. Currently, many reports state key factors that prove that interaction is 
successful, and that robots are performing these tasks effectively. While this is a 
great feat, an enhanced awareness of human state during interaction has the 
potential to vastly improve interaction and robot performance. 

After observing recent developments in autonomous robots and human 
interaction, it is clear that human location and physiological data can provide 
essential feedback for robot interaction. Wearable sensors can provide a variety of 
relevant information, from location and activity tracking to monitoring physical 
and mental health. This information can be used in real time to help robots make 
more educated decisions during interaction, or stored for post analysis by 
developers or doctors. Because of the vast differences among people, interacting 
with humans is a much more dynamic task than assembling a can. Wearable 
sensors can be used to create a more personalized, efficiency means of human 
robot interaction, whether it be in the lab, at the workplace, or at home. 
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