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Abstract. Topic models have been successfully applied to uncover hidden 
probabilistic structures in collections of documents, where documents are 
treated as unstructured texts. However, it is not uncommon that some docu-
ments, which we call multi-part documents, are composed of multiple named 
parts. To exploit the information buried in the document-part relationships in 
the process of topic modeling, this paper adopts two assumptions: the first is 
that all parts in a given document should have similar topic distributions, and 
the second is that the multiple versions (corresponding to multiple named parts) 
of a given topic should have similar word distributions. Based on these two  
underlying assumptions, we propose a novel topic model for multi-part docu-
ments, called Multi-Part Topic Model (or MPTM in short), and develop its  
construction and inference method with the aid of the techniques of collapsed 
Gibbs sampling and maximum likelihood estimation. Experimental results on 
real datasets demonstrate that our approach has not only achieved significant 
improvement on the qualities of discovered topics, but also boosted the perfor-
mance in information retrieval and document classification. 
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1 Introduction 

In classic topic models, such as probabilistic latent semantic analysis [8] and latent 
Dirichlet allocation [2], each document is represented as a mixture of topics, and each 
topic is represented as a probability distribution over words. To generate a document, 
we first draw a topic distribution independently from a prior Dirichlet distribution, 
and then for each word in that document, draw a topic randomly from the topic distri-
bution and draw a word from that topic. Once the topic distribution is determined for 
a document, all the words in it follow the same generative procedure which is not 
affected by the location where a word appears in the document. In other words, each 
document is modeled as a whole, which is reflected in the fact that all the content of a 
document share the same topic distribution. 

However, some documents are naturally composed of multiple named-parts, in the 
form of subdocuments or sections. Such documents are called multi-part documents 
in this paper. A typical example of multi-part documents is academic research papers, 
where each document is normally divided into sections such as Abstract, Introduction, 
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Method, Experimental Results, and Summary. Logically, each section is self-existent. 
It is a relatively complete entity that describes the theme of the document from a spe-
cific aspect. For example, the section of Introduction is normally related to the moti-
vation and related work of the paper, the section of Method describes the technical 
details of paper, while the section of Experimental Results may concern the perfor-
mance measurements, the data used, and the comparison conclusion.  

Our primary concern in this current study is taking this document-part structural in-
formation into consideration. To do this, we propose a novel topic modeling method 
for multi-part documents, called Multi-Part Topic Model (or MPTM in short). The 
MPTM model supposes that each topic has multiple versions (called versional topics) 
where each version corresponds to a specific named-part, while each part of a docu-
ment is a mixture of the versional topics that corresponds to the part. Two underlying 
assumptions are also embodied in the model. The first one assumes that all parts in 
the same document have similar topic distributions. To enforce this assumption, we 
use one single Dirichlet distribution as the prior for all the parts of a document. Each 
document has its own Dirichlet prior. The mean parameters of the Dirichlet priors are 
normally different for different documents, but a common concentration parameter 
(also called the precision of the Dirichlet) is shared by all the Dirichlet priors, which 
controls how concentrated the distributions of multiple parts in the same document is 
around its mean. The second assumption is that all versions of a single topic should 
have similar word distributions, which is also enforced in a way similar to the first 
assumption. All versions of the same topic share a Dirichlet prior distribution, and the 
Dirichlet priors for different topics normally have different mean parameters. 

By modeling document parts and versional topics separately, the proposed MPTM 
model allows us to judge the qualities of words and topics. A word that occurs in the 
top-word lists of (almost) all versions of a topic is thought of as a core word. On the 
other hand, if a word only appears frequently in one version of a topic, but seldom 
appears in other versions, it is then thought of as a word attached only to the particular 
version of the topic. Thus, each topic can be represented as a core-attachment structure, 
which facilitates the topic visualization. Similarly, a topic is thought of as stable and 
consistent, if it exhibits consistent probabilities across the multi-parts of documents; a 
topic is unstable or transient if its probabilities across the multi-parts of documents 
vary acutely. Accordingly, topic quality can be measured as the mean variance across 
the multi-parts averaged over all documents, which may help to prune unnecessary 
topics.  

Finally, we evaluate MPTM model empirically on two real datasets. It is shown that 
the MPTM model not only generates topics of higher coherence than LDA, but also 
outperforms LDA in the tasks of information retrieval and document classification. 

2 Related Work 

A lot of existing work has been devoted to the incorporation of additional information 
into classic topic models, which can be broadly classified into three categories.  
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The first category of work explores the correlation between topics. Classic LDA 
model fails to model correlation between topics, because of the (nearly) independence 
assumptions implicit in the Dirichlet distribution on the topic proportions. To model 
the fact that the presence of one topic is sometimes correlated with the presence of 
another, [3] replaces the Dirichlet by the more flexible logistic normal distribution 
that incorporates a covariance structure among the components (or topics), [12] intro-
duces the pachinko allocation model (PAM) that uses a DAG structure to represent 
and learn arbitrary-arity, nested and possibly sparse topic correlations, and [18] pro-
poses a Latent Dirichlet-Tree Allcoation (LDTA) model that employs a Dirichlet-Tree 
prior to replace a single Dirichlet prior in LDA.  

The second category pays attention to the relationships among words. The DF-
LDA model [1] can incorporate the knowledge about words in the form of must-links 
and cannot-links using a novel Dirichlet Forest prior. Jagarlamudi et al. [9] proposes 
the Seeded-LDA model, allowing the user to specify some prior seed words in some 
topics. Chen et al. [6] proposes MC-LDA to deal with the knowledge of m-set (a set 
of words that should belong to the same topic) and c-set (a set of words that should 
not be in the same topic). 

The third category focuses on the document level, to incorporate certain additional 
information in the topic modeling. Supervised LDA [4], DiscLDA [10], and Labeled 
LDA [17] try to predict the label values for input documents, based on labeled docu-
ments. TagLDA [19] extends latent Dirichlet allocation model by using a factored 
representation to combine the text information and tag information. Polylingual topic 
model [13] deals with polylingual document tuples, where each tuple is a set of  
documents loosely equivalent to each other, but written in different languages. It as-
sumes that the documents in a tuple share the same tuple-specific distribution over 
topics, and each “topic” consists of a set of discrete word distributions, one for each 
language. 

Our work falls into the third category, in that it makes an attempt to incorporate the 
information of document-part relationships into topic modeling. To the best of our 
knowledge, no previous work has attempted to incorporate the document-part struc-
tural information into the topic extraction problem. Our work is thus orthogonal to the 
previous work and complements them.  

3 Multi-Part Topic Model 

3.1 Generative Process 

We now introduce the multi-part topic model (MPTM), an extension of latent Dirich-
let allocation (LDA). Assume that there are ܦ documents containing T topics ex-
pressed over ܹ unique words, where each document contains ܲ named-parts. Each 
document is represented as a set of P multinomial distributions over topics, where 
each part ݌ of document ݀ corresponds to one multinomial distribution over topics,  
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denoted as ߰ௗ௣ ൌ ܲሺݖ|݀,  ሻ. Each topic has multiple versions, and each versional݌
topic is a multinomial distribution over words. For a given topic ݐ, its versional topic 
corresponding to named-part ݌ is denoted as ߮௧௣ ൌ ܲሺݐ|ݓ,   .ሻ݌

We first assume that all parts within a document ݀ should be similar in their topic 
distributions, since they normally concern a common theme, and describe the theme 
from different aspects. In MPTM model, we enforce this assumption by requiring that 
all parts within a document ݀ have their topic distributions drawn from a common 
prior Dirichlet distribution. The mean parameter ߠௗ  of the Dirichlet distribution is 
exactly the mean of the Dirichlet distribution, which is specific to document ݀; while 
the concentration parameter  ݏ (also call precision parameter) controls how concen-
trated the Dirichlet distribution is around its mean ߠௗ, which is a hyperparameter in 
MPTM model.  

Furthermore, we also assumed that all versions of a topic should be similar in their 
word distributions. It is enforced in MPTM model by requiring that all versions of a 
topic ݐ have their word distributions drawn from a common prior Dirichlet distribu-
tion. The mean parameter ߶௧ of the common Dirichlet distribution is specific to topic ݐ, while the concentration parameter ܿ is also a hyperparameter that controls how 
concentrated the Dirichlet distribution is around its mean ߶௧.  

Table 1. Notations used 

Notation Meaning ܦ the number of documents ܶ the number of topics ܹ the number of words in the vocabulary ܲ the number of named-parts ݀ a document ݐ a topic ݓ a word ݌ a named part ߰ௗ௣ the topic distribution of the part ݌ in document ݀ ߮௧௣ the word distribution of the version ݌ for topic ݐ ߶௧ the mean parameter of the prior Dirichlet distribution for the 
word distributions of versions of topic ߠ ݐௗ the mean parameter of the prior Dirichlet distribution for the 
topic distributions of all parts in document ݀ ܿ the concentration hyperparameter of the prior Dirichlet distri-
bution for the word distributions of versions of any topic ݏ the concentration hyperparameter of the prior Dirichlet distri-
bution for the topic distributions of all parts in any document 
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The values of ݏ and ܿ play an important role in our model. As we increase the value 
of ݏ, all parts of a document have increasing concentration, which tends to generate 
similar topic distributions for those parts. As we increase the value of ܿ, all versions of 
a topic have increasing concentration, which tends to get similar word distributions of 
those versions. When ݏ and ܿ go to infinity, the topic distributions of all the parts with-
in a same topic will be constrained to be the same one, and the multi-part topic model-
ing method reduces to the classic topic modeling method applied on the documents. On 
the other hand, when ݏ and ܿ go to zero, there will be no constraints on the topic dis-
tributions, and the multi-part topic modeling method degenerates to the classic topic 
modeling methods applied on all the subdocuments where each subdocument is treated 
as an independent document.  

The notations used in this paper are summarized in Table 1. The generative process 
for MPTM is given as follows:  

 
1 For each topic ݐ א ሼ1, … , ܶሽ:
2  For each part ݌ א ሼ1, … , ܲሽ:
3   Draw ߮௧௣~ݐ݈݄݁ܿݎ݅ܦሺ߶௧, ܿሻ 
4 For each document ݀ א ሼ1, … , :ሽܦ
5  For each part ݌ א ሼ1, … , ܲሽ:
6   Draw ߰ௗ௣~Dirichletሺߠௗ,  ሻݏ
7   For each word ݓௗ,௣,௡ in part ݌ of document ݀
8    Draw ݖௗ,௣,௡~݈ܽ݅݉݋݊݅ݐ݈ݑܯሺ߰ௗ௣ሻ 
9    Draw ݓௗ,௣,௡~݈ܽ݅݉݋݊݅ݐ݈ݑܯሺ߮௭೏,೛,೙௣ ሻ 

 
In MPTM model, the parameters include the mean vectors ߶௧ሺ1 ൑ ݐ ൑ ܶሻ and the 

mean vectors ߠௗ ሺ1 ൑ ݀ ൑  ሻ, which we treat for now as fixed quantities and are toܦ
be estimated. When the parameters are fixed, for each versional topic ሺݐ,  ,ሻ (line 1)݌
lines 2-3 draw a multinomial distribution over words ߮௧௣ (a versional topic) for each 
named part ݌. For each part ݌ in each document ݀ (lines 4-5), we first draw its mul-
tinomial distribution over topics ߰ௗ௣ (line 6), and then generate all the words in part ݌ 
of document ݀ (lines 7-9) in the following way: for each word, a topic ݖௗ,௣,௡ is ran-
domly drawn from ߰ௗ௣, and then a word ݓௗ,௣,௡ is chosen randomly from ߮௭೏,೛,೙௣ .  

The plate notation for MPTM is given in Fig. 1. As we will see in Section 3, this 
model is quite powerful in improving the quality of discovered topics and boosting 
performance of information retrieval and document classification.  
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Fig. 1. Plate notation of MPTM model 

3.2 Inference and Parameter Estimation 

As we have described the motivation behind MPTM and its generative process, we 
now turn our attention to the detailed procedures for inference and parameter estima-
tion under MPTM. In MPTM, the main parameters of interest to be estimated are the 
mean vectors ߠௗ ሺ1 ൑ ݀ ൑ ሻܦ  and ߶௧ ሺ1 ൑ ݐ ൑ ܶሻ  of the Dirichlet distributions. 
Other variables of interest include the word distributions ߮௧௣ of the multiple versions 
of a topic ݐ, and the topic distribution ߰ௗ௣ of the parts of a document ݀. Instead of 
directly estimating the variables ߮௧௣ and ߰ௗ௣ , we estimate the posterior distribution 
over topics for the given observed words ݓ, using Gibbs sampling, and then approx-
imate ߮௧௣ and ߰ௗ௣ using posterior estimates of topics for the observed words. Once ߮௧௣  and ߰ௗ௣  are approximated, the parameters ߠௗ  and ߶௧  can be estimated with a 
maximum likelihood procedure for Dirichlet distributions. The algorithmic skeleton 
for the parameter estimation in MPTM is briefly listed in Table 2. 

Table 2. The framework of inference and parameter estimation for MPTM model 

Step 1. Initialize the parameters ߠ and ߶ 
Step 2. Sampling the hidden variables z  with a 

collapsed Gibbs sampler 
Step 3. Update the parameters 
Step 4. Repeat the steps 2 and 3 for a fixed num-

ber of times 
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Next, we examine the details of the framework step by step, as follows. 

Step 1. Initialization of parameters ી and ૖ 
 

To initialize the parameters θ and ϕ, we apply standard latent Dirichlet allocation by 
using collapsed Gibbs sampling algorithm [7]. We use a single sample taken after 300 
iterations of Gibbs sampling to initialize the values of parameters ߠௗ (1 ≤ d ≤ D) and 
parameters ߶௧ (1 ≤ t ≤ T), in the MPTM model.  

Step 2. Collapsed Gibbs sampler for latent variables z  
 

We represent the collection of documents by a set of word indices ݓ௜ , document in-
dices ݀௜, and part indices ݌௜ , for each word token ݅. The Gibbs sampling procedure 
considers each word token in the text collection in turn, and estimates the probability 
of assigning the current word token to each topic, conditioned on the topic assign-
ments to all other word tokens. The Gibbs sampler is given by: 
 

           ܲሺݖ௜ ൌ ,௜ିܢ|ݐ ,௜ݓ ݀௜, ן ௜ሻ݌ ݊ି௜,௧ሺ௪೔,௣೔ሻ ൅ ܿ߶௧௪೔݊ି௜,௧ሺ·,௣೔ሻ ൅ ܿ · ݊ି௜,௧ሺௗ೔,௣೔ሻ ൅ ௗ೔௧݊ି௜,·ሺௗ೔,௣೔ሻߠݏ ൅ ݏ  
(1) 

where the subscript “– ݅” means the exclusion of the current assignment of ݖ௜, ݊ି௜,௧ሺ௪೔,௣೔ሻ
 

denotes the number of times that word ݓ௜  from part ݌௜  has been assigned to topic ݐ, ݊ି௜,௧ሺௗ೔,௣೔ሻ
 denotes the number of times that a word from the part ݌௜  of document ݀௜ has 

been assigned to topic ݐ, ݊ି௜,௧ሺ·,௣೔ሻ ൌ ∑ ݊ି௜,௧ሺ௪,௣೔ሻ௪  denotes the number of times that a word 

from all the part ݌௜  has been assigned to topic ݐ, and ݊ି௜,·ሺௗ೔,௣೔ሻ ൌ ∑ ݊ି௜,௝ሺௗ೔,௣೔ሻ௝  denotes 

the length of the part ݌௜  of the document ݀௜.  
To better understand the factors that affect topic assignments for a particular word, 

we can examine the two parts of Equation 1. The left part is the probability of word ݓ௜  under the part ݌௜  version of topic ݐ; whereas the right part is the probability that 
topic ݐ has under the current topic distribution for part ݌௜  of document ݀௜ . There-
fore, words are assigned to topics according to how likely the word in the part is for a 
topic, as well as how dominant a topic is in a part of a document. Clearly, the infor-
mation of which part a word does occur plays an important role in determining its 
topic assignment.  

The Gibbs sampling algorithm gives direct estimates of ݖ for every word. Based 
on these estimates, the word distributions ߮௧௣ for part ݌ version of topic ݐ can be 
estimated from the count matrices as:  ߮௧௪௣ ൌ ݊௧ሺ௪,௣ሻ ൅ ܿ߶௧௪݊௧ሺ·,௣ሻ ൅ ܿ ; (2)

while topic distributions ߰ௗ௣ for the part ݌ of the document ݀ can be estimated as:  ߰ௗ௧௣ ൌ ݊௧ሺௗ,௣ሻ ൅ ௗ௧݊·ሺௗ,௣ሻߠݏ ൅ ݏ . (3)
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Once the word distributions of all the versions for a topic and the topic distributions 
for all parts of a document are calculated in Equations (2) and (3), we can then update 
(or re-estimate) the mean parameters of the prior Dirichlet distributions in Step 3.  

Step 3. How to re-estimate the parameters θ and ϕ? 
 

Assume that a random vector, ܘ ൌ ሺ݌ଵ, … ,  ௄ሻ, whose elements sum to 1, follows݌
from a Dirichlet distribution with mean vector parameter ܕ ൌ ሺ݉ଵ, … , ݉௄ሻ  that 
satisfying ∑ ݉௞௞ ൌ 1 and concentration parameter ݏ. The probability density at ܘ is  ݌ሺܘሻ~Dirichletሺܕ, ሻݏ ൌ Γሺ∑ ௞௞݉ݏ ሻ∏ Γሺ݉ݏ௞ሻ௞ ෑሺ݌௞ሻ௦௠ೖିଵ௞  (4)

where the concentration parameter ݏ, also referred to as the precision of the Dirichlet, 
controls how concentrated the distribution is around it mean.  

In the context of MPTM model, we want to fix the concentration parameter ݏ and 
only optimize the mean parameter ܕ in the maximum-likelihood objective from the 
observed random vectors  ሼܘଵ, … , -ேሽ. To perform this problem, we adopt the fixedܘ
point iteration technique to compute the maximum likelihood solution [15], by iterat-
ing the following two steps until convergence:  Ψሺߙ௞ሻ ൌ log ҧ௞݌ െ ෍ ௝݉௢௟ௗ ቀlog ҧ௞݌ െ Ψ൫ݏ ௝݉௢௟ௗ൯ቁ௝  (5)

and ݉௞௡௘௪ ൌ ∑௞ߙ ௝௝ߙ  (6)

where log ҧ௞݌ ൌ ଵே ∑ log ௜௞௜݌ , and Ψሺݔሻ ൌ ௗ ୪୭୥ ୻ሺ௫ሻௗ௫  is known as the digamma function.  

The problem of finding maximum likelihood solution for mean parameter of Di-
richlet distribution (with fixed concentration parameter) exists in two places of 
MPTM model:  

For each part ݌ of a document ݀, its topic distribution ߰ௗ௣ follows from a prior 
Dirichlet distribution with mean parameter ߠௗ and concentration parameter ݏ, giv-
en algebraically as: ߰ௗ௣~Dirichletሺߠௗ, ሻݏ ൌ Γሺ∑ ௗ௧௧ߠݏ ሻ∏ Γሺߠݏௗ௧ሻ௧ ෑ൫߰ௗ௧௣ ൯௦ఏ೏೟ିଵ௧  (7)

For versional topic with respect to part ݌ for a topic ݐ, its word distribution ߮௧௣ 
follows from a prior Dirichlet distribution with mean parameter ߶௧ and concentra-
tion parameter ܿ, given as:  ߮௧௣~Dirichletሺ߶௧, ܿሻ ൌ Γሺ∑ ܿ߶௧௪௪ ሻ∏ Γሺܿ߶௧௪ሻ௪ ෑ൫߮௧௪௣ ൯௖థ೟ೢିଵ௪  (8)

The above fixed-point iteration technique is used in the MPTM model to estimate ߠௗ ሺ1 ൑ ݀ ൑ ሻ and ߶௧ ሺ1ܦ ൑ ݐ ൑ ܶሻ, respectively. 
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Step 4. Repeat the steps 2 and 3 a fixed number of times 
 

The final step is simply to repeat the steps 2 and 3 for a fixed number of times and 
output the word distributions of all versional topics and the topic distributions of all 
parts of documents. 

4 Core Words and Topic Quality 

If a word appears in the top-M word lists of (almost) all versions of a topic, it is called 
a core word of the topic; otherwise, it is called an attached word. Thus, each version 
of a topic can be represented as a core-attachment structure, where the attachment 
represents the part-specific words.  

The “core words” embodies the meaning of the topic throughout the text, they can 
help us understand the name of the topic clearly. While the “part-specific” attached 
words complement the details of the topic from different aspects, different parts may 
have different emphasis. 

Table 3. Two exemplar core-attachment structures 

Core 
words: 

featur word relat label topic translat learn model data method 

Abstract semant paper approach propos text perform task improv languag 
base extract set  

Introduction approach semant task languag text sentenc work extract system 
tag document 

Method set term sentenc train document context exampl text tag entiti 
select 

Experiments tabl set train perform system evalu test baselin term select base 
Summary work approach improv system perform select achiev propos 

better support  
 

Core 
words: 

network predict social system item rate tag user recommend 
model method matrix  

Abstract propos effect realworld interest work novel develop review 
provid 

Introduction product trust work base propos person interest opinion 
Method function time set vector denot product number base group algo-

rithm 
Experiments set data perform dataset review figur number evalu random 

experi paramet 
Summary represent work base propos reput trust evalu data 
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Let us take the IJCAI corpus as an example, where each topic has 5 versions 
(please refer to section 5 for the details of the IJCAI dataset). We set M=20, and  
define a word to be a core word for a topic if it occurs in the top-20 word lists of at 
least 4 versions of the topic. Table 3 illustrates the core-attachment structures of two 
exemplar topics in the MPTM model of IJCAI dataset. 

The first example is a topic about “topic model”. The core words include “topic”, 
“model”, “word”, “feature”, “label”, etc., which well reflect the common characteris-
tics of the topic. The words “term”, “sentence”, “document” appear as the attached 
words to the “Method” part, reflecting the technical details of the topic. The words 
“performance”, “evaluation”, “baseline”, “train”, and “set” are listed as the attached 
words to “Experiments” part. Similar analysis also applies to the second example, 
which is omitted here. 

After analyzing the word distributions of versional topics, let us examine the topic 
distributions of document parts. A topic is thought of as a stable and consistent topic, 
if it exhibits consistent probabilities across the multi-parts of documents; otherwise, it 
is unstable or transient. Here, we measure the quality of a topic simply as the mean 
variance across the multi-parts averaged over all documents: 

ሻݐሺݎܸܽ݉ ൌ ܦ1 ෍ ෍ ൭߰ௗ௧௣ െ 1ܲ ෍ ߰ௗ௧௜௉
௜ୀଵ ൱ଶ௉

௣ୀଵ
஽

ௗୀଵ  (9)

In the experiment with information retrieval, it will be shown that the pruning of 
topics with highest mean variance can further improve the performance of MPTM. 

5 Experimental Results 

In this section, we evaluate the proposed MPTM model against several baseline mod-
els on two real datasets.  

5.1 Data Sets 

Two datasets (IJCAI and NIPS) are used in the experiments. The first dataset IJCAI is 
constructed by ourselves, using papers from the most recent three Proceedings of 
International Joint Conference on Artificial Intelligence (IJCAI) in years 2009, 2011, 
and 2013, because the IJCAI conferences in these three years share (almost) the same 
track organization, and the information of the assignments of papers to tracks can 
serve as external criterion for measuring the performance in information retrieval and 
document classification. We extracted 669 papers from 6 common tracks in total, with 
detailed information listed in Table 4.  

The NIPS corpus contains 1740 papers published in the Proceedings of Neural In-
formation Processing Systems (NIPS) Conferences1 from year 1988 to year 2000.  
 

                                                           
1  The dataset is available at the NIPS Online Repository. http://nips.djvuzone. 

org/txt.html. 
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Table 4. The IJCAI Corpus 

Track Name # papers 
Agent-based and Multiagent Systems 165 
Constraints, Satisfiability, and Search 107 
Knowledge Representation, Reasoning, and Logic 181 
Natural-Language Processing 74 
Planning and Scheduling 74 
Web and Knowledge-based Information Systems 68 
Sum 669 

 
The IJCAI and NIPS papers have been preprocessed to remove the “References” part, 
to remove stop words, and to do word stemming. Each IJCAI paper is split into parts 
of “Abstract”, “Introduction”, “Method”, “Experiments”, and “Summary”; while each 
NIPS paper is simply split into 3 parts of equal length, called “Head Part”, “Middle 
Part”, and “Tail Part” respectively. After preprocessing, the IJCAI corpus contains 
1,437,916 words with vocabulary size as 32,752, and the NIPS corpus contains 
2,014,937 words with vocabulary of size 15,965.  

Throughout the experiments, the MPTM models were trained using 1500  
Gibbs iterations where the parameters get updated for every 300 iterations. That is, 
the step 2) in the algorithmic framework executes 300 iterations of collapsed Gibbs 
sampling, while the outer loop of steps 2) and 3) is repeated 5 times.  

5.2 Topic Coherence 

As indicated in [5][16][11], the perplexity measure does not reflect the semantic cohe-
rence of individual topics and can be contrary to human judges. The topic coherence 
measure [14] was proposed as a better alternative for assessing topic quality, which 
only relies upon word co-occurrence statistics within the documents, and does not 
depend on external resources or human labeling.  Given a topic ݐ , if ܸሺ௧ሻ ൌሺݒଵሺ௧ሻ, … , ;ݐ൫݁ܿ݊݁ݎ݄݁݋ܥ  :ଵሺெሻሻ is its top-M word list, the topic coherence is defined asݒ ܸሺ௧ሻ൯ ൌ ෍ ෍ log ,௠ሺ௧ሻݒ൫ܦ ௟ሺ௧ሻ൯ݒ ൅ ௟ሺ௧ሻ൯௠ିଵݒ൫ܦ1

௟ୀଵ
ெ

௠ୀଶ  

where ܦሺݒሻ denotes the document frequency of word ݒ and ܦሺݒ,  ᇱሻ denotes theݒ
number of documents containing both words ݒ and ݒ′. For a topic in LDA model, 
its top-M words are the ܯ most probable words in the topic. In our MPTM model, 
because each topic has multiple versions, we define its top-M words in an intuitive 
manner as follows.  

For a given topic ݐ, let ߬ሺ߮௧௣,  in the ݓ ሻ denote the position or rank of wordݓ
word distribution of versional topic ߮௧௣ . We use ܿ݊ݐሺݐ, ሻݓ ൌ |ሼ݌: 1 ൑ ݌ ൑ܲ, ߬ሺ߮௧௣, ሻݓ ൑  occurs in its ݓ that ݐ ሽ| to denote the number of versions of topicܯ
top ܯ  words, and use ݎݏሺݐ, ሻݓ ൌ ∑ ߬ሺ߮௧௣, ሻ௣ݓ  to denote the sum of the ranks of  
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word ݓ in all versions of topic ݐ. A word ݓ is ranked before another word ݒ with 
respect to a topic t, if it satisfies one of the following two conditions: 

,ݐሺݐ݊ܿ (1)  ሻݓ ൐ ,ݐሺݐ݊ܿ  ሻݒ
,ݐሺݐ݊ܿ (2)  ሻݓ ൌ ,ݐሺݐ݊ܿ ,ݐሺݎݏ ሻ andݒ ሻݓ ൏ ,ݐሺݎݏ  .ሻݒ

Accordingly, for each topic, the top-M ranked words can be calculated. 

Table 5. Average Topic Coherence scores across different numbers of topics 

Data Set # Topics LDA MPTM 
Improved 
Percentage 

IJCAI 
20 −140.7 −123.0 12.6% 
50 −210.5 −187.3 11.0% 

100 −256.6 −225.4 12.2% 

NIPS 
20 −154.1 −146.4 5.0% 
50 −181.6 −167.5 7.8% 

100 −210.9 −185.6 12.0% 

 
Table 5 shows the topic coherence averaged over all topics. It can be seen that the 

topic coherences of MPTM models are significantly higher than those of LDA mod-
els, indicating higher quality of topics with MPTM. The improvement percentage on 
NIPS is less significant than IJCAI, which may be caused by the fact that the docu-
ments in NIPS are split into three parts of equal length, and it does not reflect the 
exact document-part relationships.  

5.3 Information Retrieval 

For information retrieval applications, the task is to retrieve the most relevant docu-
ments to a query document. Here we make use of the cosine similarity to measure the 
relevance between two documents. Mean Average Precision (MAP), for its especially 
good discrimination and stability, is adopted as the measure of quality to evaluate the 
performance of MPTM model in information retrieval.  

If the set of relevant documents for a query document ݍ௝ is ሼ݀ଵ, … , ݀௠ೕሽ, and ௝ܴ௞ 

is the set of ranked retrieval results from the top result until you get to document ݀௞, 
then 

MAPሺQሻ ൌ 1|ܳ| ෍ 1݉௝ ෍ ሺ݊݋݅ݏ݅ܿ݁ݎܲ ௝ܴ௞ሻ௠ೕ
௞ୀଵ

|ொ|
௝ୀଵ . 

To check the effects of different configurations of topic number ܭ, parameters ݏ, 
and parameter ܿ, we have tested the MPTM model on a grid of configurations with 
K∈{5, 10, 20, 30, 50}, s∈{50, 100, 200, 400}, and c∈{50, 100, 200, 400}. In all the 
configurations, our model has consistently outperformed the LDA model. However, 
for different ܭ values, the configuration at which our model obtained the best per-
formance may vary. Without fine-tuning the parameters, we just report the MAP val-
ues with the configuration of ݏ ൌ 200 and ܿ ൌ 100, in Figure 2. Here, five-fold 
cross validation is conducted, where for each fold, 80% of the documents are used as 
the training data, and the other 20% are held-out as the query data. 
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Fig. 2. Average MAP scores across different numbers of topics 

In Figure 2, TFIDF method is to represent the documents using a vocabulary of 
8000 words with the highest TF-IDF values; LDA on Parts method builds a LDA 
model by treating each part as an independent document, and then concatenate the 
topic distributions of all the parts of a document into a ܲ ൈ ܶ-dimensional representa-
tion of the document; and MPTM-5%Prune has pruned the 5% topics with highest 
mean variance for MPTM model.  

We can observe that MPTM has achieved higher MAP values than the baseline 
models, and MPTM-5%Prune can further boost the performance of MPTM, with the 
aid of quality measures of topics.  

5.4 Document Classification 

The existence of track information associated with each document in the IJCAI cor-
pus has also made it possible to classify a new document into the six tracks. On IJCAI 
corpus, five-fold cross validation is conducted as follows. At each fold, 80% of the 
documents are used as the training data, and the other 20% are held-out as the test 
data. On the training data, we train a MPTM model, with which each training or test 
document ݀ can be transformed into a vector of length ܶ ൈ ܲ by concatenating all 
the ߰ௗ௣: 1 ൑ ݌ ൑ ܲ. We then train a support vector machine (SVM) on the ሺܶ ൈ ܲሻ-
dimensional representations of training documents provided by MPTM, and use it to 
classify the test documents. This SVM is compared with an SVM trained on the fea-
tures provided by LDA. Both SVMs are trained with the libSVM software [5] and get 
optimized by a grid search with parameter ranges of 10ିଶ ൑ ,ܥ ߛ ൑ 10ସ. The mean 
accuracy averaged over five folds is reported in Figure 3.  
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Fig. 3. Average accuracies across different numbers of topics 

It can be seen from the results that the accuracy is improved in all cases, which 
suggests that the features provided by MPTM may be more informative in the task of 
document classification.  

6 Conclusions 

This paper proposed a novel method to exploit the multi-part composition information 
of documents for producing better-quality topics. To the best of our knowledge, this 
has not been done before. To model the multi-part documents, a novel topic model 
called MPTM is proposed by taking two assumptions such that all parts within a doc-
ument ݀  should be similar in their topic distributions and all versions of a topic 
should be similar in their word distributions. It has been manifested empirically by 
two datasets that MPTM has successfully produced topics of high quality, and outper-
formed the baseline methods in information retrieval and document classification 
tasks. 

Finally, it is possible to remove the existence of multiple versions of topics from 
the MPTM model, in order to widen its applicability. For example, for a corpus where 
documents are labeled, it is expected to make sense to assume that the topic distribu-
tions of the documents with the same class label be drawn from a common Dirichlet 
prior, that is to say, to assume that the documents with same class label have similar 
topic distributions. Such a model can make use of the supervised information in topic 
modeling and may make contribution in solving the document classification task. 
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