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Abstract. Opinions expressed about a particular subject are often nu-
anced: a person may have both negative and positive opinions about
different aspects of the subject of interest, and these aspect-specific opin-
ions can be independent of the overall opinion. Being able to identify,
collect, and count these nuanced opinions in a large set of data offers
more insight into the strengths and weaknesses of competing products
and services than does aggregating overall ratings. We contribute a new
confidence-based co-training algorithm that can identify product aspects
and sentiments expressed about such aspects. Our algorithm offers better
precision than existing methods, and handles previously unseen language
well. We show competitive results on a set of opinionated sentences about
laptops and restaurants from a SemEval-2014 Task 4 challenge.

1 Introduction

Humans are opinionated beings. Some opinions may be arbitrary, but many are
nuanced and explicitly supported. People share their opinions online in great
numbers. The deluge of available text makes these opinions accessible but, para-
doxically, due to their sheer number, it becomes increasingly difficult to synthe-
size and generalize these opinions. The goal of this work is to develop usable
and useful software that, given a set of casually written product reviews, identi-
fies products’ aspects (features) and infers writers’ opinions about these aspects.
Such aspect-specific sentiments can be aggregated to support decision making.

For example, consider the sentence: I love my new iPhone because of its amaz-
ing screen but the battery is barely sufficient to get me through the day.

There are three sentiments expressed in this sentence:

— a positive sentiment about the iPhone itself;
— a positive sentiment about the screen; and
— a negative sentiment about the battery or battery life.

The screen and the battery [life] are two aspects of the product iPhone.
We seek to automatically annotate these two aspects in such a sentence and
correctly infer that the writer has a positive sentiment about the screen and a
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negative sentiment about the battery life, without being sidetracked by the pos-
itive sentiment about the phone itself. (Perhaps a very simple natural language
processing system might see that battery and love appear in the same sentence
and infer that the writer has a positive opinion of the battery life; avoiding such
incorrect inferences is a challenge of doing aspect-based sentiment analysis well.)

This work uses co-training to try to take advantage of unlabelled data to find
these aspects, rather than using only human-annotated data; the former is much
cheaper and easier to procure, and is more readily available. Co-training has
been used for various tasks since 1998, but has never, to our knowledge, been
applied to the task of aspect-specific sentiment analysis.

The co-training algorithm we developed for aspect-specific sentiment analysis
offers high precision: it is likely to get its predictions correct, at the expense of
making fewer predictions (or, put more archaically: it makes sins of omission, but
few sins of commission). High precision matches a naive intuition of “correctness”
fairly well; and high-precision, lower-recall systems can be combined in ensemble
learning to create powerful voting systems like IBM’s Watson [1].

While sentiment classification of text has been attempted computationally for
roughly twenty years now, aspect-specific sentiment identification is a newer task
in natural language processing that is undergoing active research at present (e.g.,
as part of the SemEval-2014 competition, wherein there was a shared task called
Aspect Based Sentiment Analysis that attracted submissions from 31 teams).

This paper unfolds as follows. Related work is presented in the following
section. An overview of our experimental methods ensues, and includes a de-
scription of the algorithm developed. The algorithm is evaluated on data from
the SemEval-2014 Task 4 challenge and results are compared to the results of
the teams that participated in the challenge. Finally, conclusions follow.

2 Related Work

There have been attempts at inferring the sentiment of sentences using com-
puters for twenty years, with some approaches based on manually coded rules
derived from observed linguistic phenomena, and some using machine learning
and other forms of artificial intelligence. Our work draws on both approaches.
The broad field of sentiment analysis is well-established. Commendable works
that survey the state-of-the-art in sentiment analysis include [2], [3], and [4].

2.1 Sentiment Analysis Using Product Reviews

Product reviews are useful data to work on for aspect-based sentiment analysis.
One conclusion of [4] is that reviews of restaurants, hotels, and the like have a
significant influence on consumers’ purchasing decisions, and that, depending on
the type of product or service, 20% to 99% of consumers will pay more for an
item that is rated five stars out of five than a competing item ranked four stars
out of five. In a similar vein, [5] discusses abstractly why product reviews are
useful, while [6] describes how reviews impact the pricing power of an item.
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Various experiments have been performed on Amazon reviews. One of the
first sets of Amazon data used for sentiment analysis was annotated in [7] and
then used in an experiment that predicted aspect-specific sentiments expressed
in the data. A similar experiment was performed on the same data in [8], using
rules based on parse trees. A system working on a subset of the same data
set is described in [9]; it tries to classify (using linguistic rules) the polarity of
sentiment-bearing words in context (one person might like his or her phone to
be small and their car big, while another might prefer a big phablet and a small
sporty car). Opinions about aspects of products as stated in Amazon reviews
were analyzed by [10], using reviews of books, DVDs, electronics, and kitchen
appliances; impressive domain adaptation results were achieved.

Further efforts to identify aspect-specific sentiments expressed in text have
used other data sets. An effort to identify aspect-opinion pairs at the sentence
level is described in [11], using a mix of web pages, camera reviews, and news
articles. Experiments in using latent discourse analysis (LDA) are described in
[12] and [13], identifing product aspects in reviews and then matching tokens
from the reviews’ sentences that correspond to each product aspect. A similar
LDA-based experiment is described in [14]; while it does not perform as well as
supervised models, it also doesn’t need sentiment-bearing words to be labelled
in the input data. Finding topics and associated opinions, a task not unlike that
of aspect-specific sentiment extraction, is pursued by [15] using opinionated text
about laptops, movies, universities, airlines, and cities. Product aspect-sentiment
pairs are identified in online message board postings in [16] and are used to
generate marketing intelligence summaries. Unsupervised methods are used to
mine aspects and sentiments for restaurants and netbooks in [17]. Interestingly,
they found that the extracted aspects were more representative than a manually-
constructed list on the same data, avoiding problems of over-generalization or
over-representation (being too granular or too fine-grained in combining similar
aspects). The work of [18] tries to be aspect-specific, first mining the product
aspects and then the opinion polarities of each aspect using CNet and Amazon
reviews; in practice, the only experiment in which they have reasonable results
is classifying the polarity of the review (i.e., at the document level). Topics
and sentiment orientations are identified in car reviews in [19], using clustering
techniques to mine unigrams mentioned in positive and negative contexts for
different makes and models of cars; some aspect-specific sentiments are found in
this manner, though results are noisy.

2.2 Co-training

Co-training is a semi-supervised learning approach that uses both labelled and
unlabelled data. Two classifiers try to classify the same data into the same
classes using different and uncorrelated sets of features (“views”, in co-training
parlance). The algorithm iteratively builds larger and larger sets of training data.

Co-training was introduced by Blum and Mitchell [20]. They present an ap-
proach for using a small set of labelled data and a large set of unlabelled data
to iteratively build a more complete classifier model. Classification features are
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divided into two views. The main example they provided was a task to classify
web pages by topic, where one view was the textual content of the pages, and
the other view was composed of the text in links used to access the pages. Two
assumptions are made: that each view is sufficient to classify the data, and that
the views are conditionally independent given the class label.

Many saw promise in Blum and Mitchell’s proposed co-training algorithm
but sought to alleviate some concern about the two assumptions it made about
the co-training views. Evidence supporting that the conditional independence
requirement can be relaxed is offered in several works ([21], [22], [23], [24], [25]).
An alternative to the conditional independence assumption is offered in [26]; an
expansion assumption of the data is proposed and a proof is offered that data
meeting this assumption will derive benefit from a co-training approach (also
assuming that the underlying machine learning classifiers are never confident in
their classifications in cases when they are incorrect). The authors assume that
the views need be at most “weakly dependent”, rather than assuming conditional
independence; and are, in fact, quite explicit in stating that this assumption is
the “right” assumption compared to the earlier assumption. (It is worth noting
that Blum is a co-author of this paper). Finally, a very practical analysis of the
assumptions underlying co-training is offered by [27].

Confidence-based co-training (where a classifier estimates class probabilities,
and only those with high probabilities are added to training data in subsequent
iterations) worked well in [28]. Confidence-based co-training was also used in
[29]; they sample the data where the two views’ classifiers agree the most.

Limitations of co-training have been posited. Co-training improves classifier
performance to a certain threshold (as high-confidence data are added to the
training models in early iterations), and then as more examples are added, per-
formance declines slightly [30]. The usefulness of co-training depends largely on
(and is roughly proportional to) the difference between the two views [31].

Co-training has been used in a few sentiment analysis tasks. Blum and Mitchell’s
algorithm is used in [32] to do sentiment classification on reviews, using Chinese
data as one view and English data as a second view. Sentiment classification of
tweets is offered in [33] and [34] using co-training, while [35] uses co-training to
identify sentiment in an online healthcare-related community. Co-training has
been applied to other natural language processing tasks including email classi-
fication [36], sentence parsing [37], word sense disambiguation [38], co-reference
resolution [39], and part-of-speech tagging [40].

3 Methods

We work with text from product reviews collected in [41]. This text is written
by the general public, and each sentence contains one or more specific aspects
of products along with, in most cases, a stated opinion about each aspect.

We aim to identify the aspect-specific opinions expressed in a sentence.
We construe this as a classification task, where each word in a sentence can
be classified as one of three mutually exclusive cases:
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— The word is inside (is part of) a product aspect
— The word is inside (is part of) an expression of a sentiment
— The word is outside of a product aspect or expression of a sentiment

The software we developed takes a sentence as input and returns a list of
zero or more tagged stated opinions about aspects of a product. The system is
based on machine learning plus a handful of heuristics. Co-training underlies our
method, as it offers two advantages over fully supervised learning: the (optional)
ability to use unlabelled data to build a larger set of training data, and its use
of independent and sufficient views.

Co-training is a semi-supervised classification algorithm that augments a small
set of labelled data with a large set of unlabelled data to reduce the error rate in
a classification task [20]. A main motivation of such an approach is that labelled
data is “expensive” (as it is usually hand-labelled by humans, which incurs time
and/or monetary costs), and so any improvement in results that can be gleaned
from unlabelled data is essentially “free” [20]. Co-training uses two conditionally
independent “views” of the data being classified. Each such view must be (at
least theoretically) sufficient to classify the data. Co-training iteratively builds
up each classifier’s knowledge by adding high-confidence classified cases to the
training set; the expertise of one classifier is used to train the other.

We use [surface-level] lexemes (including predicted part-of-speech) and syn-
tactic features as the two views. In English, as in many languages, there is not a
one-to-one relation between lexemes and their part of syntax; they may be inde-
pendent for all but the most basic of functional words (conjunctions, particles,
and the simplest adverbs and personal pronouns, for example).

The lexical view is inspired by collocations. For example, a word following
the fragment “I like my phone’s ...” is fairly likely to be a product aspect, and
is unlikely to be a sentiment-bearing word (unless, perhaps, it is a superla-
tive adjective followed by the aspect). Features in the lexical view include the
surface form of the token, its lemma, and its (predicted) part-of-speech. In ad-
dition, these same features are recorded for the preceding and following three
tokens for each given token; this is somewhat inspired by work on extraction
patterns, where a pattern like “I like my some product name despite its rather
poor some product attribute” can be used to extract product names and product
attributes with fairly high confidence.

The syntactic view is inspired by the observation that both product aspects
and sentiment-bearing words appear in a limited number of grammatical struc-
tures. For example, a noun that is the direct object of a verb may be more likely
to be a product aspect than the verb itself; in contrast, a verb is more likely to
express sentiment than it is to be a product aspect. Features in the syntactic
view include the node in the parse tree immediately above the token; the chain
of nodes above the token in the parse tree up to the nearest sentential unit; the
chain of nodes above the token in the full parse tree; whether the token is re-
ferred to by a pronoun elsewhere in the sentence; a list of dependency relations
in which the token participates (e.g., whether it is a direct object of another
word in the sentence); its predicted semantic role (e.g., whether it is a subject
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in a sentence); and whether it participates in a negation clause. The intent is
to work in a manner similar to extraction patterns but to do so in a way that
reflects the complexity of language, particularly long-distance dependencies that
might not be accounted for in an n-gram model.

We begin with the Blum & Mitchell algorithm (Algorithm 1, left column) [20],
and modify it to classify using a confidence score (Algorithm 2, right column).

Both algorithms begin with set (L) of labelled training examples and a set (U)
of unlabelled examples. The Blum and Mitchell algorithm then selects a random
pool of unlabelled examples (U’) that is much smaller than the full unlabelled
set, and enlarges this pool every iteration; whereas our algorithm considers all
remaining unlabelled examples (U’) at each iteration. The Blum and Mitchell
algorithm iterates a fixed number of times (k); whereas our algorithm keeps
running as long as the number of unlabelled examples that could be classified in
the previous iteration (n, ;) is greater than zero. Each iteration, both methods
have a classifier train itself on a single view of all labelled data (including data
that have been labelled successfully in previous iterations), then classify the data
in (U’). At this point, Blum and Mitchell randomly pick one positive and three
negative examples to add to the set of labelled data; whereas our algorithm adds
to the set of labelled data those data about which it was most confident. This
confidence metric is defined as the confidence of the most confident classifier; a
more complex scoring function could be used, such as the amount of agreement
or the amount of disagreement between the two classifiers, as suggested by [29].

The most notable divergence from the Blum and Mitchell algorithm is the
decision to add a large number of examples at each iteration, so long as the
classifiers are confident in their classification of such unlabelled examples. We
have chosen to implement an upper limit in the algorithm, so that, rather than
accepting all new unlabelled examples that can be classified with a confidence of,
say, 55%, it will only accept the top m-most cases. The intuition is that it may
be desirable, especially in the early iterations, to add only the most confident
examples and retrain so as to be able to more confidently label the next set;
the expertise added by only accepting the highly confidently-labelled examples
may be sufficient to more confidently classify the merely marginal unlabelled
examples that may have been classified with confidence at or just above the
threshold. In practice, the algorithm tends to use this upper limit in only the
first several iterations; after roughly the fifth iteration, the confidence threshold
determines the number of unlabelled examples added at each iteration, as the
most obvious examples have already been added to the labelled set.

While Blum and Mitchell’s algorithm takes as an input the maximum number
of iterations k (which would also presumably have to scale proportionally to
the size of the data set), our algorithm requires the maximum number of new
examples to label in each iteration m, which roughly determines the number of
iterations (imax) for a given confidence threshold. In practice, there tend to be
roughly im,.x = 8 iterations required to process the SemEval-2014 task 4 data.
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Given:

— a set L of labelled training
examples with features x

— a set U of unlabelled examples

with features z

Create a pool U’ of examples by
choosing 4 examples at random
from U

Result: An enlarged pool L’

initialization;

for i <+ 1 to k do
Use L to train a classifier h;
that considers only the x;
portion of z;

Use L to train a classifier hs
that considers only the z2
portion of z;

Allow h; to label p positive &
n negative examples from U’;

Allow hg to label p positive &
n negative examples from U’;

Add these self-labelled
examples to L;

Randomly choose 2p + 2n
examples from U to replenish
U’

end

with typical p =1, n = 3,
k =30, v = 75;

Algorithm 1. Blum and Mitchell’s
co-training algorithm [20] (largely

verbatim)

Given:

— a set L of labelled training
examples with features x

— a set U of unlabelled examples
with features z

Create a pool U’ of all examples
from U

Result: An enlarged pool L’

initialization;

1 =1;

while i = 1 or n,.; > 0 do
Use L to train a classifier h;

that considers only the x;
portion of z;

Use L to train a classifier hs
that considers only the z2
portion of z;

Allow h; to label all examples
from U’;

Allow hs to label all examples
from U’;

Sort these self-labelled
examples in descending order

of maz(confidence of hy,
confidence of hg);

Add the top n most
confidently labelled examples
to L where n < m and the
confidence of the prediction of
every such example is greater
than c;

141+ 1;
end
with typical m = 2500, ¢ = 0.55,

imaX ~ 8;
Algorithm 2. Our co-training algo-
rithm using confidence-based classifi-
cation
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The confidence threshold ¢ in our algorithm is tuneable. This parameter serves
as classification confidence floor; the algorithm will not include any labelled ex-
amples when the confidence in that example’s classification is less than this floor.
The support vector machine classifier we selected offers fairly good classification
performance, so we set this threshold to a relatively low 0.55 for all experiments
described herein. (A grid search classifying the development data with confidence
thresholds ¢ € {0.00, 0.45,0.50,0.55, 0.65,0.75, 0.85, 0.95} revealed that 0.55 was
close to optimal.)

LibSVM [42], a support vector machine classifier, was used for classification;
a radial basis function (RBF) kernel was used. SVM tuning parameters are
provided in our source code, which we make available.! The SVM classifiers
were tuned on the first 20% of the sentences in each of the five data sets in [7].

4 FEvaluation

4.1 Data

The data set we selected for experimentation was originally developed in [43],
containing restaurant review text from Citysearch New York, and was modified
and enlarged for an aspect-specific sentiment analysis task at SemEval-2014 [41].
This SemEval-2014 data set contains sentences extracted from reviews of restau-
rants (3041 training sentences and 800 test sentences) and reviews of laptops of
different brands (3045 training sentences and 800 test sentences). Aspects that
appear in the sentence are tagged and assigned a sentiment polarity of positive,
neutral, negative, or “conflict”, the latter referring to cases where both positive
and negative sentiments about the aspect appear in the same sentence (along
the lines of “the service was friendly but slow”). The data are written by casual
writers, but, subjectively, the quality of the writing appears to be rather good;
spelling errors and instances of odd formatting (like informally-bulleted lists)
that plague some other data sets seem to be rare.

This particular data set offers a good basis for comparison for our approach
to sentiment analysis. The competition drew 57 submissions for the first phase
of evaluation and 69 for the second phase of evaluation.

The aspects are carefully tagged in the data, including character positions.
The sentiment-bearing words themselves are not tagged, so it is up to the soft-
ware to determine in some other manner how and where the sentiment is ex-
pressed in the sentence; we used the lexicon from [7] for this. An example is:

<sentence id="337">

<text>However, the multi-touch gestures and large tracking area make having an
external mouse unnecessary (unless you’re gaming).</text>
<aspectTerms>
<aspectTerm term="multi-touch gestures" polarity="positive" from="13" to="33"/>
<aspectTerm term="tracking area" polarity="positive" from="44" to="57"/>
<aspectTerm term="external mouse" polarity="neutral" from="73" to="87"/>
<aspectTerm term="gaming" polarity="neutral" from="115" to="121"/>

</aspectTerms>
</sentence>

! https://github.com/davecart/cotraining
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We tokenized and processed the sentences using the Stanford CoreNLP tools,
which labelled each token with its predicted part-of-speech, its lemma, whether
it is believed to be a named entity (e.g., a brand name); and built a parse tree
for the sentence, with coreferences labelled.

4.2 Classifying Product Aspects

We compared our system’s ability to label product aspects in sentences (inde-
pendent of any effort to glean associated sentiments) to the results of those who
participated in the SemEval-2014 task 4 subtask 1 challenge.

Our system, operating in a supervised manner and allowing only an exact
match in cases where aspects were composed of multiple words, offered higher
precision than all other systems on the laptop reviews, though perhaps not sig-
nificantly so. Our system — whether running in a supervised manner or using
co-training with only half of the training data being labelled — offered precision
on the restaurant reviews that was roughly tied with the top competitor, and
much higher than the mean and median.

Table 1. Comparing aspect classification results on SemEval-2014 task 4 (subtask 1)
data

Data set Laptop reviews Restaurant reviews
P R Fy A P R Fy A

SemEval-2014 task 4 subtask 1

(aspect term extraction)

mean performance 0.690 0.504 0.562 - 0.767 0.672 0.708 -
lowest performance 0.231 0.148 0.239 - 0.371 0.340 0.383 -
median performance 0.756 0.551 0.605 - 0.818 0.720 0.727 -
highest performance 0.848 0.671 0.746 - 0.909 0.827 0.840 -

Our results

- fully supervised, using all 0.863 0.401 0.547 0.632 0.915 0.681 0.781 0.647
training data

- training with first half, 0.822 0.292 0.430 0.581 0.909 0.587 0.713 0.589
co-training with second half

- training with second half, 0.829 0.224 0.353 0.559 0.910 0.616 0.734 0.606
co-training with first half

Our system offered weaker performance in recall: somewhat below the mean
and median when processing the laptop reviews in a supervised manner, and
roughly tied with the mean and well below the median when examining restau-
rant reviews. Co-training offered much worse recall, though still better than the
weakest of the SemEval-2014 task 4 competitors.

With high precision and relatively weak recall, our system achieved F; scores
that placed mid-pack among SemFEval-2014 competitors when considering all
test data in a supervised manner. When co-training with the laptop data, our
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F, was below average; whereas when co-training with the restaurant reviews,
our F; scores were slightly above the mean and tied with the median.

The product aspect classification performance of our system on the SemFEval-
2014 data can be described as being roughly average among the 31 teams, and
is characterized by very high precision and rather low recall.

Accuracy was not reported in the competition results, but we offer our sys-
tem’s accuracy performance for future comparison and to illustrate that, even
in cases where recall is low, accuracy remains at reasonable levels.

4.3 Classifying the Sentiments of Aspects

The second subtask in the SemEval-2014 task 4 challenge was to predict the
stated aspect-specific sentiment of sentences where the product aspect(s) were
already labelled. We compared our system’s performance on this task to that of
those who entered the challenge (Table 2).

Table 2. Comparing sentiment orientation classification results (given tagged aspects)
on SemEval-2014 task 4 (subtask 2) data

Data set Laptop reviews Restaurant reviews
Accuracy Accuracy

SemEval-2014 task 4 subtask 2

(determine polarity, given aspects)

mean performance 0.590 0.691
lowest performance 0.365 0.417
median performance 0.586 0.708
highest performance 0.705 0.810

Our results

- fully supervised, using all 0.719 0.690
training data)

- training with first half, 0.668 0.643
co-training with second half)

- training with second half, 0.662 0.631

co-training with first half)

Accuracy was the only metric reported by the challenge organizers; accord-
ingly, this is the only metric that we report.

When our system was used in an entirely supervised manner, it (just barely,
and probably not significantly) bested all competitors in the laptops portion of
the SemEval-2014 task 4 challenge. Even the co-training results are well above
both mean and median on the laptop reviews. On the other hand, when trying
to classify sentiments in the restaurant reviews, performance of the supervised
system was tied with the mean and very slightly lower than the median competi-
tor; and the accuracy when co-training was almost 10% worse than the mean
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and median competitor, though still much better than the least successful teams
that participated in the challenge.

Our system thus appears to offer fairly compelling performance in classifying
the sentiments expressed about known product aspects in these data sets, even
when co-training with only half of the training data being labelled.

4.4 Performance Finding All Aspect-Sentiment Pairs in a Sentence

It is a more challenging and more interesting task to classify both product as-
pects and the associated sentiments in a sentence than is classifying aspects
in isolation. Sadly, this was not a part of the SemEval-2014 task 4 challenge,
although it would be a natural extension thereof. Our system’s sentence-level
results are listed in Table 3.

Table 3. Aspect-specific opinion inference results on SemEval-2014 task 4 competition
data (classifying aspects and sentiments simultaneously, given unlabelled sentences)

Data set Laptop reviews Restaurant reviews
P R Fy A P R Fy A
SemEval-2014 Task 4 sentences
- fully supervised, using all 0.890 0.268 0.412 0.596 0.936 0.507 0.658 0.600
training data, all test data

- training with first half, 0.880 0.121 0.213 0.528 0.933 0.321 0.477 0.468
co-training with second half
- training with second half, 0.935 0.103 0.185 0.523 0.923 0.354 0.512 0.488

co-training with first half

- mean performance loss when 2% 58% 52% 12% 1% 34% 25% 20%
using co-training with only half
of the labelled training data

The performance of co-training in a real-world and suitably difficult task can
be analyzed here. The co-trained models were trained using only half as much
labelled data as the supervised model. Precision remained sufficiently high to
conclude that it was tied with the supervised model. Recall dropped quite a bit.
In the laptop reviews, the F; score roughly halved, whereas in the restaurant
reviews it dropped an average of 25%. Accuracy suffered 22% in the worst of the
trials. These results are somewhat comforting: using only half as much training
data seems to reduce the F; by half, at worst, while maintaining high precision.
This could be an acceptable trade-off in a particular application domain, since
labelled data is both difficult and expensive to produce.

By comparison, [44] offers insight into humans’ classification performance.
Humans seem to be able to classify polarity at the sentence level with roughly
88% precision and 70% recall. Our system, performing a more nuanced task
of classifying aspect-specific sentiments at the sentence level, meets this level
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of precision, if not exceeding it; though it does nowhere near as well at recall.
(Human brains, viewed as a natural language processing machine, are trained on
much larger language models than our system, so one could intuitively expect
that humans might have better recall than NLP software trained on a mere 3000
sentences.)

5 Conclusions and Further Work

Useful and useable software was developed that can label sentiments expressed
about specific aspects of a product. The software developed is characterized by
its very high precision and somewhat weak (or, in some cases, very weak) recall.
It is better at classifying the sentiments expressed about known attributes in
laptop reviews than any of the 31 teams who performed the same task in a
recent international NLP challenge (SemEval-2014 task 4).

The software can be trained with only labelled data (supervised learning), or
can be trained with fewer labelled data and a set of unlabelled data (co-training);
unlabelled data are more readily available and much cheaper to procure or pro-
duce. When using co-training to perform this aspect-specific sentiment analysis,
precision remains high or improves very slightly, at the expense of some recall.
This appears to be the first application of co-training to aspect-based sentiment
analysis. The algorithm implemented differs from the commonly accepted co-
training algorithm of [20], offering better scalability and taking advantage of
the ability of newer machine learning classifiers to estimate the confidence in
their own predictions. We believe that the tuneable parameters of the algorithm
herein are more intuitive than those in [20].

The co-training algorithm developed in our work could be applied to other
tasks, both within the natural processing domain and outside of it. (By compar-
ison, Blum and Mitchell’s co-training algorithm has found diverse applications).

In the future, it could be interesting to incorporate work on opinion strength.
At present, we lump together all positive and all negative opinions, whereas in
natural language, opinions are more nuanced. If a consumer is using comparative
ratings of an aspect-specific sentiment classification system to make informed
choices, it is probably advantageous that the strength of the opinions be known
and aggregated (e.g., a cell phone with many weakly negative opinions about
the battery life might be preferable to one with a similar number of very strong
negative opinions about its battery life). There is some existing academic work
on strength-based sentiment classification, e.g., [45] and [46], so that would seem
a natural pairing.

One necessary compromise in trying to learn only aspect-specific sentiments
herein was a willful ignorance of sentiments expressed about the products (atom-
ically) or the products’ brands. A step forward might be incorporating classi-
fiers designed to label such expressions at the same time as labelling aspects
and sentiments; the sentiment-bearing word classifier could likely be used as-is.
The architecture of the system developed herein can be extended to any n lex-
ically mutually exclusive classes; this could include named entities, competing
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brands, or retailers. With additional learning models for products (and syn-
onyms thereof) and brands (perhaps by using a named entity tagger), a better
picture of both the broader and more specific opinions expressed in text might
be gleaned, for a better overall understanding of the text.

Some semi-supervised algorithms (e.g., that in [47]) run a prediction on all
training data at each iteration to see if, for example, a borderline example that
was added in a previous iteration should now be rejected from the training data
because it now falls below a particular threshold due to the new knowledge
gained by the classifier in the meantime (termed “escaping from initial misclas-
sifications” in the Yarowsky paper). That could be a compelling addition to our
approach.
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