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Preface

This volume contains the extended versions of papers presented at the 3th Inter-
national Conference on Computer Science, Applied Mathematics and Applications
(ICCSAMA 2015) held on 11-13 May, 2015 in Metz, France. The conference is co-
organized by Laboratory of Theoretical and Applied Computer Science (University of
Lorraine, France), Analysis, Design and Development of ICT systems (AddICT) Lab-
oratory (Budapest University of Technology and Economics, Hungary), Division of
Knowledge Management Systems (Wroclaw University of Technology, Poland), School
of Applied Mathematics and Informatics (Hanoi University of Science and Technology,
Vietnam), and in cooperation with IEEE SMC Technical Committee on Computational
Collective Intelligence.

The aim of ICCSAMA 2015 is to bring together leading academic scientists, re-
searchers and scholars to discuss and share their newest results in the fields of Computer
Science, Applied Mathematics and their applications. These two fields are very close
and related to each other. It is also clear that the potentials of computational methods
for knowledge engineering and optimization algorithms are to be exploited, and this is
an opportunity and a challenge for researchers.

After the peer review process, 36 papers have been selected for including in this vol-
ume. Their topics revolve around Computational Methods, Optimization Techniques,
Knowledge Engineering and have been partitioned into 5 groups: Mathematical Pro-
gramming and Optimization: theory, methods and software; Operational Research and
Decision making; Machine Learning, Data Security, and Bioinformatics; Knowledge
Information System; and Software Engineering.

It is observed that the ICCSAMA 2013, 2014 and 2015 clearly generated a signif-
icant amount of interaction between members of both communities on Computer Sci-
ence and Applied Mathematics, and we hope that these discussions have seeded future
exciting development at the interface between computational methods, optimization and
engineering.

The materials included in this book can be useful for researchers, Ph.D. and graduate
students in Optimization Theory and Knowledge Engineering fields. It is the hope of
the editors that readers can find many inspiring ideas and use them to their research.
Many such challenges are suggested by particular approaches and models presented in



VI Preface

individual chapters of this book. We would like to thank all authors, who contributed to
the success of the conference and to this book. Special thanks go to the members of the
Steering and Program Committees for their contributions to keeping the high quality
of the selected papers. Cordial thanks are due to the Organizing Committee members
for their efforts and the organizational work. Finally, we cordially thank Prof. Janusz
Kacprzyk and Dr. Thomas Ditzinger from Springer for their supports.

March 2015 Hoai An Le Thi
Ngoc Thanh Nguyen
Tien Van Do
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Mathematical Programming
and Optimization:
Theory, Methods and Software



A Cutting Plane Approach
for Solving Linear Bilevel Programming Problems

Almas Jahanshahloo and Majid Zohrehbandian®

Department of Mathematics, Karaj Branch, Islamic Azad University, Alborz, Iran
{Almasj63, zohrebandian}@yahoo.com

Abstract. Bilevel programming (BLP) problems are hierarchical optimization
problems having a parametric optimization problem as part of their constraints.
From the mathematical point of view, the BLP problem is NP-hard even if the
objectives and constraints are linear. This paper proposes a cutting plane
approach to solve linear BLP problem which is the simplest case of BLP prob-
lems. Our approach is based on the idea that is commonly used in computation-
al mathematics: solving a relaxation problem that is easier to solve and giving a
tight approximation by introduction of cutting planes. Therefore, by exploring
the theoretical properties of linear BLP, we extend the cutting plane approach
for solving linear BLP problems. Numerical examples are provided to illustrate
the approach.

Keywords: Linear Bilevel Programming Problem, Quadratic Programming,
Cutting plane, Simplex algorithm pivot.

1 Introduction

Bilevel programming (BLP) problems are mathematical optimization problems hav-
ing a hierarchical structure, where the set of all variables is partitioned between two
vectors X (upper-level or leader decision variables) and y (lower level or follower
decision variables), and y is to be chosen as an optimal solution of a second mathe-
matical programming problem parameterized in Xx.

From a historical point of view, BLP problem, which is closely related to the eco-
nomic problem of Stackelberg (1952) in the field of game theory, was first introduced
by Bracken and McGill (1973). Since that time there have been broad interests to this
problem both from the practical and the theoretical points of view and many interest-
ing papers have introduced solution algorithms, theoretical properties, and selected
applications of BLP problems.

Fortuny-Amat and McCarl (1981), Anandalingam and White (1990), and
Anandalingam and Friesz (1992) discussed the importance effect of BLP problem in
interpretation of some economic problems. Ding (2012) and Ding et al. (2012) intro-
duced some equilibrium existence theorems for the multi-leader-follower generalized
multiobjective games. Dorsch (2013) studied generalized Nash equilibrium problems and

* Corresponding author.

© Springer International Publishing Switzerland 2015 3
H.A. Le Thi et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 358, DOI: 10.1007/978-3-319-17996-4_1



4 A. Jahanshahloo and M. Zohrehbandian

bilevel optimization side by side. This perspective comes from the crucial fact that both
problems heavily depend on parametric issues.

Anbh et al. (2012) presented a gradient-type algorithm for solving bilevel variational
inequalities, which is another field, related to the BLP problems. Bao et al. (2007),
Dinh et al. (2010), Ye and Zhu (2010), and Ye (2011) mentioned related develop-
ments in semiinfinite and multiobjective bilevel programs. Houska (2013) presented a
novel sequential convex bilevel programming algorithm for semiinfinite program-
ming and Jayswal et al. (2013) derived duality results for such problems.

As it proposed by Ye and Zhu (1995, 2010), generalized differentiation plays a
fundamental role in the study of BLP problems. Mordukhovich et al. (2012) derived
new results on generalized differentiation in variational analysis and applied them to
deriving necessary optimality conditions for the optimistic version of BLP problems.
By using an upper estimate of Clarke subdifferential of value function in variational
analysis, Kohli (2012) developed new necessary KKT type optimality conditions for
optimistic BLP problem with convex lower level problem. Lin and Chuang (2010)
applied variational inclusion problem on metric spaces to study BLP problems and
mathematical programs with equilibrium constraint (MPEC).

Harker and Pang (1988) and Judice and Faustino (1992) used the relationship between
BLP and MPEC problems to propose solution algorithm for them. Liou and Yao (2005)
introduced the group decision problems in a BLP structure, and its corresponding
optimization with equilibrium constraints. Dempe and Dutta (2012) and Allende and
Still (2013) studied mathematical programs with complementarity constraints (MPCC)
and bilevel optimization side by side, where the lower level problem in a BLP can be
replaced by the KKT or the FJ-condition, and this leads to a special structured MPEC
problem. Finally, Lv et al. (2008, 2010) transformed the inverse optimal value problem
into a corresponding nonlinear BLP problem equivalently.

The technical report by Fulop (1993) about relationship of linear BLP problem and
multiple objective linear programming (MOLP) is widely used for introducing solu-
tion algorithms for BLP problem. Based on this relationship, Glackin et al. (2009)
proposed an algorithm that uses simplex pivots. Strekalovsky et al. (2010), Mersha
and Dempe (2011), and Calvete et al. (2012) all discussed various direct search algo-
rithms on efficient extreme points of a convex polyhedron produced by relaxation on
BLP problem. Candler and Townsley (1982), Bialas and Karwan (1982, 1984), and
Shi et al. (2005) used extreme point enumeration for solving BLP problem.

Ren et al. (2013) proposed a hybrid algorithm to solve nonlinear BLP problems.
Etoa (2010) used an enumeration sequential quadratic programming algorithm for
solving convex quadratic BLP problems. Bard and Falk (1982), Bard and Moore
(1992) and Hansen et al. (1992), discussed various branch-and-bound methods for
solving BLP problems. Finally, Meng et al. (2012) presented an objective penalty
function with two penalty parameters for BLP inequality constrained under the con-
vexity assumption to the lower level problem.

Moreover, for some theoretical papers on the structure of the feasible set and optimali-
ty conditions for BLP problems, see Henrion and Surowiec (2011), Dempe and Zemkoho
(2011, 2013), Suneja and Kohli (2011), Gadhi and Dempe (2012), Jongen and Shikhman
(2012), Ruuska et al. (2012), Dempe et al. (2013), and Liu et al. (2014). And see Huijun
et al. (2008), Sonia et al. (2008), Xu et al. (2012), Fang et al. (2013), Sun et al. (2013),
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and Yao et al. (2013), for some selected applications of BLP problems. Finally, we
refer the readers to the books by Bard (1998), Migdalas et al. (1998) and Dempe
(2002), and the bibliographies therein for theory, applications and solution methods of
general BLP problems, and to two survey articles by Colson et al. (2005, 2007),
which can give a comprehensive overview over BLP problems.

In this paper and based on cutting plane approach, we propose an algorithm for
solving linear BLP problems. The rest of the paper is structured as follows. In section
2 and after reviewing some well-known concepts about BLP problems, we introduce
our solution algorithm for solving linear BLPs. In section 3, we use numerical exam-
ples to explore the proposed algorithm. Finally Section 4 concludes the paper.

2 Solving Linear BLP Problems

The majority of research on BLP problems has centered on linear BLP. This paper
addresses linear BLP problem of the form (1), and we intend to give a cutting plane
idea for attacking it. To this end, we address optimistic linear BLP problem where the
functions F(x,y) and f(x,y) are the upper-level (leader) and lower-level (follower)
objective functions, respectively, and it is assumed that, whenever the optimal solu-
tion set of follower is not a singleton, the leader is allowed to select one of the y*
element in the optimal set, which suits him best.

min FG.y)=d/x+d]y (1)
s.t. Ax+A,y<bh
x20

min fxy)=cx+tey
s.t./ Ax+A,y<b,
y=0
Definition 1. Extended region of the linear BLP problem (1) is defined as follows:
ER={(x,y)|Ax+A,y<b,Ax+A,y<b,,x,y 20}

Definition 2. The follower rational reaction set is defined as follows:
FRR(x)={ylye argmin{f(x,z): (x,z)€ ER}}

Definition 3. Feasible region of linear BLP problem (1) is defined as follows:

FR1={(x,y)|(x,y)e ER,ye FRR(x)}

Based on these definitions, the linear BLP problem (1) can be written as minimiza-
tion of F(x,y) on feasible set FR1, where the set FR1 is a subset of frontier points of
ER and then, due to linearity of leader objective function, F(X,y), the optimal solution
of model (1) is settle on one of the extreme points of the set ER. Based on this proper-
ty and to find global solutions of linear BLP problem (1), we can implicitly enumerate
the extreme points of the constraint region ER.
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Theorem. Optimal objective value of the quadratic programming problem (2) is
nonnegative, and every feasible solution of it with zero objective value is correspond-
ing to a feasible solution of linear BLP (1) with leader objective value equals to h*.

in ¢/ x+cly-A (b, —Ax) 2)

x,y,/ll,lh

s.t. (x,y)e ER
Ald>=c,, 120
dlx+d]y—-h=0

Proof. It is straightforward based on a model introduced in Dempe (2002), page 47.

Hence, feasible solutions of model (1) are corresponding to the optimal solutions
with zero objective value of model (2). We refer to the feasible set of (2) as FR2.

These properties provide theoretical foundation for us to introduce our algorithm.
In other words, by evaluating leader objective function F(X,y) on extreme points of
extended region ER and using simplex pivots, we can introduce suitable cuts and
construct a restricted set S, contains optimal solution of original problem, as a subset
of extended region ER. Then, the linear BLP (1) can be written as minimization of
F(x,y) on restricted set S.

We begin by minimizing F(x,y) on extended region ER to find an initial extreme
point. If the optimal point (x°,y°) is feasible for linear BLP problem, the linear BLP is
easy and (XO,yO) solves it. But, if (x°, yo)g FRI1, we produce a suitable cut and add it to
the constraints set ER to produce a restricted set S of ER, which it still includes optimal
solution of linear BLP (1). Then, in k-th iteration of the algorithm, due to feasibility or
infeasibility of the optimal point (x*,y*) and based on F(x,y) and F(x*y*), we produce a
suitable cut and add it to the restricted set S. Then we pivot to an adjacent extreme point
of the restricted set S. The above idea can be accomplished by the following algorithm:

Algorithm (Cutting Plane Approach for Solving Linear BLP Problem (1))

Step 0.Put S=ER, E={}, z=—o0, z=-oco.

Step 1. Compute (x*,y*)=argmin{d, x+d} y|(x,y)e ER}. If y*e FRR(x*), then (x*,y*)
is the global optimum for linear BLP (1). Otherwise, put E = E U{(x*, y*)}, and

z= lex*erzTy*. Compute

(x*, y¥)=argmin{z=c] x+c] y— A (b, = A,x) | (x, y, A, h)e FR2}. If z*>0 then linear BLP
(1) is infeasible and we can terminate the algorithm, but if z*=0 then we have a
feasible solution (x, y)=(x*, y*) and we can set the upper bound as

z=h=d] x*+dly*.

Step 2. If ;=7 then go to step 7. Otherwise, firstly, choose an extreme point ()AC, ;) in
S which is adjacent to (x*,y*) and it is not on the hyperplane le X +d2T y=h, where

h= le x*+d2T y*. If there is not such a point in S, enumerate the extreme points on the

hyperplane le x+d2T y=h for finding such a point ()AC, ;) Put E=EuU{( x ;;} and go to
step 3. If there is not such a point in S, go to step 7.
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Step 3. Compute
(x*,y¥)=argmin{z=c/ x+cl y—A" (b, - Ax)|h<d x+d} y,(x,v,A,h)e FR2}. Note

A A

that, for solving this problem, it is better to begin from the current point (x,y),

because if it is a feasible solution of linear BLP (1), we can easily determine suitable
values for h and 2, to introduce the optimal solution of this quadratic problem.

Step 4. If z*=0 go to step 5; Otherwise, go to step 6.

Step 5. We have a feasible solution (x*,y*) for linear BLP (1) and optimum value for
it is less than ;4 :lex*erzTy*. Then, put

S=8Sn{dx+dly<h}, (x,y)=(x*y*), z=h,and go tostep 2.

Step 6. We have an infeasible solution ( x ;) for linear BLP (1) and Optimum value
for linear BLP (1) is more than p =4/ ;+ d! y cPut () y) = ()AC, ;) ,

z=d/ JAc+d2T y S=8n{d x+d}y>h},and go to step 2 where (x*, y¥)= (;C, ;).

Step 7. Put z#=7 (x* y*)=(x,y) and stop; (x*,y*) is the global optimum for linear
BLP (1).

3 Numerical Example

Example 1. Consider the linear BLP (3) introduced in Glackin et al. (2009), where
the extended region ER is equal to the convex hull of the extreme points (0,1,3),
(0.5,1.5,2), (0,2,2), (0,1,0), (1,2,0) and (0,3,0). Note that the Glackin et al’s method
can’t use for solving the linear BLPs where the upper level constraints depends on y
(follower’s decision variables).

xr]men\ —2x, +4x,+3y 3)
s.t. X —x, <—1

X, %, 20

min

X +x,+y<4
2x, +2x,+y<6
y=20
Step 1 of cutting plane algorithm yields (x",y")=(0,1,0) which is not feasible for
model (3). Put gz—zxf +4x; +3y" =—4. We arbitrarily choose extreme point (0,1,3)
which is adjacent to (0,1,0). Step 3 yields z*=0 and optimal solution (0,1,3) which is
feasible for model (3). Put }z_le"‘ +4x;+3y =13, (;El,,{z,;;) =(0,1,3) . By adding the

constraint —2x, +4x,+3 yg}=13 to the constraint set S, the extreme point (0,2,2)

will be remove from S. Then, we choose extreme point (0.5,1.5,2) which is adjacent
to (0,1,3). Step 3 yields z*=0 and optimal solution (x*,y'): (0.5,1.5,2). Put

7==2x] +4x,+3y =11, (x,x,,y)=(0.51.52). The extreme point (0,3,0) and all of
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the extreme points on the additional constraint —2x, +4x, +3y =13 will be remove

from S , by addition of the constraint —2 x, +4x, +3y < z=11 to the constraint set S.
Adjacent to (0.5,1.5,2), we arbitrarily choose extreme point (1,2,0). Step 3 yields

z#=0 and (x"y)=(1,2,0). Put z=—2x +4x;+3y’ =6, (x,.%,.y)=(12,0). By adding

the constraint —2x, +4x,+3y< z=6 to the constraint set S, the extreme point
(0.5,1.5,2) will be remove from S and S will be the convex hull of extreme points
(0,1,0), (1,2,0) and two additional extreme points (0,1,2) and (0.1.5,0). By enumerat-
ing the two adjacent extreme points (0,1,2) and (0.1.5,0), we find that the only adja-
cent extreme point with the property — 2x, +4x,+3y <6, is (0,1,0) which is in E and
we study it beforehand. Hence, the algorithm has been terminated and the global op-
timal solution of model (3) is (x*,y*)= (1,2,0) with objective value equals to z'=6.

Example 2. Consider the linear BLP (4) introduced in Shi et al. (2005). They men-
tioned that by using the k-th best approach, and after enumeration of 34 extreme
points, global optimal solution occurs at x*= (1.45, 1.25, 18.55, 4.63, 4.05, 4.85, 6.66,
12.45, 0.38, 15.25, 0.22) with leader objective value F* = 607.44. But, this solution is
infeasible for linear BLP (4)! Because it violates the last constraint of the leader (i.e.
X, + X, >7.9). However, by substitution of KKT conditions instead of follower prob-

lems, model (4) can be transform to model (2). Finally, by execution of the proposed
cutting plane algorithm in this paper, in step 1, we have z*>0 and we conclude that
the problem is infeasible.

Despite of infeasibility of this problem, let us to execute the other steps of the pro-
posed cutting plane algorithm, which produces a sequence of infeasible adjacent ex-
treme points: x*'= (1.45, 3.04, .71, .58, 4.05, 29.95, .72, 6.15, 6.28, 4.40, 69.05) with
leader objective value F*=230.7464, x*= (1.66, 3.49, .52, .67, 3.84, 29.74, .83, 5.94,
7.22, 4.19, 68.84) with leader objective value F¥=244.0582, x*'= (3.48, 7.31, 1.08,
1.39, 2.02, 27.92, 1.74, 4.12, 15.12, 2.37, 67.02) with leader objective value
F*=362.6635, x*'= (4.43,9.31, 1.37, 1.77, 1.07, 29.97, 2.22, 3.17, 14.17, 1.42, 66.07)
with leader objective value F¥=426.0158, x*'= (4.43, 9.31, 1.37, 1.77, 1.07, 29.97,
2.22,18.3, 14.17, 1.42, 66.07) with leader objective value F*=895.1080.

Then, we have x*°= (5.5, 11.55, 1.71, 2.2, 0, 25.9, 2.75, 17.19, 13.1, 1.76, 65) with
leader objective value F*=965.6255, x*= (5.97, 12.53, 1.85, 2.39, 0, 25.43, 2.98,
16.7, 12.63, 1.9, 64.53) with leader objective value F¥=991.8267, x*= (7, 11.5, 2.17,
2.8, 0, 24.4, 3.5, 15.63, 11.6, 2.24, 63.5) with leader objective value F*=1051.250,
x*'= (7,115, 2.17,2.8,0, 0, 3.5, 15.63, 11.6, 2.24, 63.5) with leader objective value
F*=1075.406, x*'°= (7, 0, 2.17, 2.8, 0, 0, 3.5, 15.63, 11.6, 2.24, 63.5) with leader
objective value F*=1081.156, x*''= (7, 0, 2.17,22.4, 0, 0, 3.5, 15.63, 11.6, 2.24, 63.5)
with leader objective value F*=1094.876, x#2= (7,0,13,224,0,0, 3.5, 15.63, 11.6,
2.24, 63.5) with leader objective value F*=1127.366, x*3= (7,0, 13,22.4,0,0, 3.5,
15.63, 11.6, 9.7, 63.5) with leader objective value F*=1130.350, x*'*= (7, 0, 13, 22.4,
0, 0, 3.5, 15.63, 11.6, 9.07, 1.05) with leader objective value F¥*=1144.714, x*P= (7,
0,13,22.4,0,0, 3.5, 15.63, 1.82, 9.7, 1.05) with leader objective value F*=1147.647.

Finally, because z =1147.647 and Zz = +oo, the linear BLP (4) is infeasible.
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Note that, Shi et al. (2005) introduced infeasible value F* = 607.44 after 34 enu-
meration and we showed in the 5-th iteration of the algorithm that there is not any
feasible solution for linear BLP (4) with F*=895. In other words, the execution of K-
th best approach needs lots of enumeration to produce the point x*'° which have the
maximum infeasible value for leader objective function on the extended region ER.

min  80x, —0.5x, +3x, +0.7x, —10x, 4)

—0.99x, +13x, +31x;, —0.3x, +0.4x,, —0.23x,,
s.t. X, +x,<185, —-031x,+x,20, 3.2x —-x,20,
X +x,255, —025x-x,<0, 4.6x,—x,2=0,
0.5x, +0.48x, <11, 4.34x,—x,20, 0.32x,—x,<0
X +x,279, x,-,x,20
min 0.9x, +3x,

X
st 21x,-x,20, x+x,=227, x,x,20

min 3x, —2.2x,

st x +x,<20, 0.8x,+091x,21.8, x,,x,20

min 0.4x, —x,
X

st x +x, <315 -04x+x,20, x,x,20
min  0.7x, +21x;

st 03x,+0.4x, <85, —2.8x,+x,<0, x,x,20
min 10x, +0.67x,

X6
st x +x,<314, x+x,263, x,x,20

min  2x, —3x,

X7

st 2x +x,<17.5, =0.5x+x,20, x,x,20
min  0.75x, —20.5x,

st —=8.6x +x,<0, x+x327.6, x,x =0
min 0.3x, +6.7x,

Xy

st X +x,<18.6, 0.26x, —x, <0, x,x,20
min  0.65x, —3.2x,,

“10
st ox +x,<16.7, x+x,2585 x,x,20

min x, +0.56x,,

X1

st x +x,;<705, —0.15x +x,20, x,x,20
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4 Conclusion

Our cutting plane algorithm can be used effectively to solve linear BLP problems
having a small number of leader/follower variables, such as the problems that arise in
many practical applications. This cutting plane based algorithm is most effective
when the number of the extreme points of the extended region ER is small because it
performs a partial enumeration of those points. However, in the worst case, the pro-
posed algorithm moves on a sequence of increasing infeasible vertices and decreas-
ing feasible vertices of the set ER, on one of the paths from the best infeasible vertex
to the best feasible vertex with respect to the leader objective function. Then, the
number of enumerated vertices, in the worst case, is much less than the explicit enu-
meration methods like the k-th best approach.

Moreover, the proposed algorithm can solve general optimistic linear BLPs, while
a lot of proposed methods in literature, only can use for solving linear BLPs for which
the leader problem only depends on the leader’s decision variables.

Finally, the performance of our cutting plane algorithm might be improved by us-
ing more sophisticated methods to find a feasible solution of linear BLP or to opti-
mize a quadratic function over the linear constraints.
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Abstract. Determining the convex hull, its lower convex hull, and Voronoi dia-
gram of a point set is a basic operation for many applications of pattern recogni-
tion, image processing, and data mining. To date, the lower convex hull of a finite
point set is determined from the entire convex hull of the set. There arises a ques-
tion “How can we determine the lower convex hull of a finite point set without
relying on the entire convex hull?” In this paper, we show that the lower convex
hull is wrapped by lower facets starting from an extreme edge of the lower convex
hull. Then a direct method for determining the lower convex hull of a finite point
set in 3D without the entire convex hull is presented. The actual running times on
the set of random points (in the uniform distribution) show that our correspond-
ing algorithm runs significantly faster than the incremental convex hull algorithm
and some versions of the gift-wrapping algorithm.

Keywords: Convex Hull, Extreme Edge, Gift-wrapping Algorithm, Lower Con-
vex Hull, Pattern Recognition, Voronoi Diagram.

1 Introduction

The convex hull and its lower convex hull of a finite point set in 3D have important
applications in computer graphics, computer aided design, pattern recognition, and to-
mography (see [1] and [4]). The convex hull and its lower convex hull can be used
to obtain characteristic shape measurements to enable objects to be classified by au-
tomatic pattern recognition. They can be constructed by many known algorithms, for
example, the divide-and-conquer algorithm and the incremental algorithm (see [9]) and
versions of the gift-wrapping algorithm (see [2], [10], [11]). Experiments have revealed
that algorithms to compute the convex hull of n points in 3D would appear to have a
worst-case complexity of O(n?), and not of O(nlogn) as was previously thought (dis-
covered by Day in [3]). The 3D convex hull of a set of points is also an intermediate
stage in several other important geometric algorithms, for example, Delaunay triangula-
tions and Voronoi diagram generation. By the way Voronoi diagram is a tool in pattern
recognition. For example, face recognition based on fusion of Voronoi diagrams (see
[4] and [6]). Determining the Voronoi diagram of a finite point set is equivalent to de-
termining the lower convex hull of the corresponding point set (see [8]). To date, the
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lower convex hull of a finite point set is determined from the entire convex hull of the
set. There arises the question “How can we determine the lower convex hull of a finite
point set without relying on the entire convex hull?”

In this paper, we use a direct method to solve this question. Firstly, some properties
of lower facets of the lower convex hull of a finite point set are presented (Propositions
2 - 3). Secondly, we show that a lower convex hull can be wrapped by lower facets
starting from an extreme edge of the lower convex hull (Proposition 1 and Theorem 1).
As a result, an entire convex hull, and therefore the convex hull algorithms mentioned
above, are not really necessary for determining the lower convex hull. That is also the
reason why our algorithm (which is introduced in Section 4.2) for determining the lower
convex hull of a finite point set runs significantly faster than any known incremental
algorithm (implemented in [9]) and some versions of the gift-wrapping algorithm, e.g.,
[2] (Table 1 and Figure 3). Moreover, we deal with the degenerate case in which four or
more points are coplanar in 3D. In Section 5.2, we describe an application to compute
Voronoi diagrams on a sphere (the problem is introduced by H. S. Na et al. in [7]),
by determining Delaunay triangulation via the corresponding lower convex hull. The
running times described by Table 2 and Figure 3 show the efficiency of our algorithm.

2 Preliminaries

Before starting the analysis, we recall some definitions and properties. For any points
p,q in space, set [p,q] := {(1 = N)p+ Ag : 0 < A < 1} and denote pg ([p, ql,
respectively) the directed line (directed segment, respectively) through the points p and
q. Given three points p = (py,Dy:02),q = (¢z, 4y, q2),t = (tz,ty,t.), and a vector
normal 7 = (ng, ny, n.) to the plane (denoted by (p, ¢, t)) through three points p, ¢, t,
all the points on the plane (p, ¢, t) satisfy the equation xn, + yn, + zn, = d, where
d = qung + qyny + @M.

Definition 1. (see [9]) Suppose that n, # 0 and w = (W, wy, w;). If w, > w} =
(d—wzng —wyny)/n, (w, < w}, respectively) then w is called above (below, respec-
tively) the plane.

For p,q,t,w € R3, set

Pa Py Pz 1
Vit = | 0 (M)
Wy Wy W, 1
Then, for 77 = (Ng, Ny, nz) = ﬂ X ;7t>
V(p, ¢, t,w) = d — npwy — nywy — nw,. 2)

Let P be a finite set of points in R®. Then the convex hull CH(P) of P is a convex
polytope ([[5], pp- 43-47]). A convex polytope is described by means of its boundary
which consists of faces. Each face of a convex polytope is a convex set (that is, a lower-
dimensional convex polytope), a k-face denotes a k-dimensional face (that is, a face
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whose affine hull has dimension k). If a convex polytope is 3-dimensional, its 2-faces
are called facets, its 1-faces are called edges, and its O-faces are vertices (see [[10],
page 971). If no four points p, g, t, w of P are coplanar, then all the facets of CH(P) are
triangular. Let f be a triangular facet of CH(P) and let p, g, and ¢ be three vertices of
f- Then the facet f has an orientation in the sense that CH(P) lies in one side of the
plane containing f and the other side is completely empty. In this case we assume that
V(p,q,t,w) is positive for all w € P\ {p,q,t}. It is shown that this is equivalent to
p, q,t form a counter-clockwise circuit when viewed from the side away from w (see
[19]. page 23]).

Definition 2. (see [[8], page 80]) A lower facet is a triangle whose three vertices be-
long to P such that all points of P are on or above the plane passing these vertices.
Lower convex hull, denoted by CH,(P), consists of all lower facets of the convex hull.
We call a facet of CH(P) which is not a lower facet is an upper facet.

We denote the triangular face containing three ordered vertices p, ¢,t € P by (p, g, t)
or (e, t), with e := [p, ¢]. We choose W = pg x ﬁ as the respective normal vector of
the plane passing (p, q,t). Given edge [p, ] of CHL(P), to determine if three points
p,q,t € P form a lower facet, we determine if w is above the plane passing (p, ¢, t) for
allw € P\ {p,q,t}. Four points p, g, t, w are considered be coplanar if

V(p,q,t,w)| =0. 3)

The problem of dealing with the degenerate case in which four or more points are
coplanar in 3D will be solved in this paper.

3 Lower Convex Hull of a Finite Point Set in 3D

Take P = {p; = (z4,yi,2:) € R3 i = 0,1,...,n — 1},n > 4. In this section,
we determine an edge of CHf, (P). Set P’ = {p{,p},...,pl,_1} with the coordinates
(0,94, 2i),i=0,1,...,n — 1 (this is the projection of P in the direction parallel to the
z-coordinate axis onto the plane Oyz). We view the plane Oyz from x ~ +00 in 3D and
Oy axis is from right to left. Choose pj, € P’ as follows

On the plane 0yz, find the rightmost lowest point of P’ and label it p;. 4)

It means that we find the lowest point firstly. In case there are several with the same
minimum z-coordinate, we will choose the rightmost of the lowest points, i.e., the one
with smallest y-coordinate. We now consider the following three cases:

(Ay) Ifp, = p{ forall ¢ = 1,2,....,n — 1 then all points of P are collinear, so there
doesn’t exist CH, (P).

(Ag) If p} belongs to a straight line £ for all i = 0,1, ...,n — 1 then all points of P are
coplanar and the plane which contains P is perpendicular to Oyz. We consider
two cases of the straight line £: if £ is parallel to Oz, there doesn’t exist CH, (P);
otherwise, we have a degenerate case CHr(P) = CH(P), where CH(P) is the
2D convex hull of P.

(A3) P’ contains at least three non-collinear points. Then,



18 T.A. Phan and T.G. Dinh

take p (p),_,, respectively) such that all other points of P’ are

on or to the left (right, respectively) of pyp} (pypl,—1, respectively). )
It was known that [pg, p1] and [po, p,—1] are edges of CH(P) (see [[9], page 691, [[2],
page 979]). Now we will show that at least one of them is also an edge of CH, (P).

From now we assume that (A3) holds. Let ¢’ € {p};p),_,}, then [p}, ¢’] is an ex-

treme edge of the 2D convex hull of P’ on the plane Oyz. If ¢’ := p} (¢’ = pl,_4,
respectively) then we denote ¢ = p; (¢ = pn—1, respectively). Because we view the
plane Oyz from x ~ +oo in 3D and Oy axis is from right to left, we can choose
q € {p!;p),_,} satisfies at least one of following conditions:

e poy < gy and all other points of P’ are on or to the right of pjq’,

e poy > gy and all other points of P’ are on or to the left of pjq’, (6)

where pjy = (0, poy, poz), ¢ = (0,qy, q-) (see Fig. 1).

s « ° p . . pl’ p;_ l.
[ o >
pn_.l\. [} / : / p()

(a) (b) (c)

Fig. 1. The rightmost lowest point of P’ on the plane Oyz is py. We can choose ¢’ € {p1;p_1}
satisfies at least one of conditions (6). In detail, case (a) ¢’ := p! orq’ := p},_1, case (b) ¢’ := p}
and case (¢) ¢’ :=pl,_1.

Proposition 1. Suppose that pj,q' € P’ are determined by conditions (4) and (6).
Then, [po, q] is an edge of CHL(P).

Proof. Let II be a plane through two points p{), ¢’ and IT is parallel to the z-coordinate
axis, then pg,q € II. By the hypothesis that P’ contains at least three non-collinear
points, we have P ¢ IT. It follows that there exists a point u € P\ I1. Firstly we prove
that u is above the plane IT for all the points u € P\ II.

A vector normal to plane IT is 71 = (0,9> — poz,Poy — qy)- It follows that all

the points on plane IT satisfy the equation: zn’ + ynll + znlf = d7, where nfl =

x
07”5 =4dqz — p0zﬂlg = Poy — Qy; il = (QZ - pOz)pOy + (pOy - Qy)p0z~
For all w = (ug,uy,u,) € P\ II, let ut be a directed line that is parallel to Oz
axis. Since nl! # 0, the plane I7 is not parallel to Oz axis. Hence, IT N ui # (). Take

* . - x _ (uy—poy)(g=—po=)
u* = II Nuu then u} = oy + Dos.
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By (6), we can suppose that po, < gy, and v’ = (0,u,,u.) is to the right of
the directed line pyq’, for all w € P\ II. Since v’ is to the right of p{q’, we have

(uy*pOy)(QZ *poz)
dy—Poy + poz < Uy.

It means that u} < u, and thus u is above the plane I7 for all the points u € P \ II.

Fig. 2. The plane I7 is perpendicular to Oyz and through pj, ¢'. Foru € P\ II,let ut be a directed
line that is parallel to Oz axis and we define ©* := IT Nuw; v* := O Nuu, (i = 1 or 2).

On the other hand, since [pg, ¢'] is an extreme edge of the 2D convex hull of P’ on
the plane Oyz, [po, ¢ is an edge of CH(P) as shown in [[9], page 69].

Let O = (po,q,t) and ©* = (po, k,q) be two distinct facets of CH(P), then
t,k € P\ II. Hence, s(t) > 0 and s(k) > 0.

Denote 7% = (ni,,ni, nt) the vector normal to plane ©°, (i = 1,2), where ! =

Do X zﬂ, w2 = m X Pog. We note that

= (ay — poy)(tz — poz) — (ty — Poy)(g= — poz) = s(t) >0, (7
= _(qgc - pOx)(ky - pOy) + (ka - pOx)(Qy - pOy)-

S 3
w8 =

We now assume that O, ©2 are two upper facets of CH(P). Then, at least one of n!
and n? is non-zero. Suppose without loss of generality that nl # 0. Hence, the plane
O is not parallel to Oz axis. It implies that ©! N u@ # (). Take v' := O! N u then

1 _ 1 _
vl = Mo (Poa “‘”);"y(poy “v) 4 po,. Since O = (po, q,t) is a facet of CH(P), u is on
the positive side of @' forall u € P, V (po, ¢, t,u) = d* — nju, — nju, —nlu. > 0.
Moreover, since ©' is a upper facet of CH(P), v} > u, forallu € P\ II (by Definition
2), meaning (d' —nju, —nju,)/n. > u. (by Definition 1). Therefore, we get n > 0.
On the other hand, u} < u, implies that v! > u? forall u € P\ II. For all the points

u€ P\ II, we have v} —u} = n; [(Poz 7“)(qy;?‘;y)_;iqw)fpow)(%7”0'”)] . Choose u = k
2z \1Y Y

1,2
and thanks to v} > wu? forallu € P\ II, then v} — kX = ,/"="= > 0, where

z Z ni (Qy _P()y)
k* := II N kk and the directed line kk is parallel to Oz axis (since the plane I7 is not
parallel to Oz axis, IT N kk # (). By (7) and Doy < Qy» ni > 0, we see that ng < 0.



20 T.A. Phan and T.G. Dinh

Since ©2 = (po, k, q) is a facet of CH(P), V (po, k, ¢, w) = d* — n2w, — nw, —
n2w, > 0, for all w € P. By Definition 1 and n? < 0, w is above the plane ©. This
is a contradiction with the assumption that ©? is an upper facets of CH(P). Using the
arguments similar to the case ng = 0, we conclude that O! or 62 is a lower facet, thus
[po, g] is an edge of CH,(P). O

In this paper, if pj, ¢’ are determined by conditions (4) and (6), we use [po, g as
the first edge of CHL (P) in our algorithm which is introduced in Section 4.2. We now
present some properties of lower facets of the lower convex hull of a finite point set. We
can come to an immediate conclusion from Definition 2 as follows.

Proposition 2. In a lower convex hull, an edge is shared by exactly either two lower
facets or by one lower facet and one upper facet.

Definition 3. An edge of the lower convex hull which is shared by exactly one lower
facet and one upper facet is called a bound-edge.

Proposition 3. Fora,b,p € P, if il = (ng,ny,n.) = % X ap andn, # 0, then

(i) If (a, b, p) is a facet of CH(P) and n, < 0 then it is a lower facet.
(ii) If n. > 0 then (a, b, p) is not a lower facet.

Proof. 1t follows directly from (2). a

4 Algorithm for Determining the Lower Convex Hull of a Finite
Point Set

Recall that P = {p; = (24,9:,2:), ¢ = 0,1,...,n —1},n > 4. If v € P is indexed
i (i.e., v = p;) then set Uperr = pit1. Let £ (P) be the set of edges of CH, (P).
By Proposition 1, if pj,, ¢’ are determined by conditions (4) and (6) then 7, (P) # 0.
If there exist four or more coplanar points in P then facets of CH(P) are possible
convex polygons which have more three edges. Based on Proposition 3, the following
procedure either determines a lower facet through e or returns pg or p,,—1.

4.1 Determining Lower Facets

Given P C R3, edge e := [a,b] of CHL(P). Procedure LF(e, P) (stands for Lower
Facets) either determines a set of points LP = {pj1, ..., pim} C P such that the poly-
gon (pi1, ..., Dim,) is a lower facet through e or returns LP = {po} or LP = {py—1}.

1: procedure LF(e, P)

2 Take p; € P.1:= 0.

3: while p; € P do

4 Consider (e, p) withp; = (p1,., p1,,, i, ). Assume that a xap, = (1,1, m1,)
and d := p;,ny + pi,ny + pi,n.. Consider an array CP :=10.

while p; = aorp; = bdo

6: l+<1+1

e
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7: if p;+1 = po and (pl =aorp = b) return p, _q >LP = {pn—l}

8  ifn, <0

9: while v € P\ {a,b,p;} do

10: ifng, vy +ny,vy +n,0, =d

11: CP < CPU{v}

> C'P is the set of coplanar points of {a, b, p; }

12: else

13: if ng, vz +ny, vy +ny0. < d > due to Proposition 3 (i), v is

‘ above the plane passing (e, p;)

14: V 4 Unext

15: else, [ <[ +1

16: if p; = po return pg >LP = {po}
17: else, goto 4

18: else, | [ +1 > due to Proposition 3 (ii), (e, p;) is not a lower facet
19: if p1y1 = po and (p; = a or p; = b) return p,,_; >LP ={pn_1}
20: if p; # po goto 4
21: else, return pg > LP = {po}
22: CP «+ CPU/{p;,a,b}.
23: LP + CH(CP) > CH(CP) is the 2D convex hull of point set C P

24: return LP.

25: end procedure

The main algorithm for finding all the facets of CHy, (P) is modified from the gift-
wrapping algorithm (see [10], page 134) as follows.

4.2 Main Algorithm and Correctness

In the following, all edges of a newly obtained facet are put into a file named £y, (P) of
all edges which are candidates for being used in steps. Let us denote by F. and F two
faces sharing the edge e. Note that each e of £1,(P) is a candidate if either F, or F, but
not both, has been generated in the gift-wrapping exploration. The lower convex hull is
wrapped by lower facets starting from an extreme edge determined by (6) of the lower
convex hull.

Input: P := {p; = (v;,yi,2) ER®i=0,1,...,n—1},n > 4.

Output: Set Q of all the faces of CHf (P).

1: Set P :={p{, Y, Dh_1} withp, = (0,y;,2),i=0,1,...,n— 1.

2: Take pj, determined by (4).

3: Ifp, = pp foralli =1,2,....,n — 1 then there doesn’t exist CHy (P) by (A1)
4: else

5:  if p} belongs to a straight line £ forall 4 = 0,1,...,n — 1 then

6: if £ || Oz then there doesn’t exist CH, (P) > by (42)
7: else CHy (P) = CH(P) > CH(P) is the 2D convex hull of P
8:  else Take p] (or p/,_,, respectively) determined by (6);

9: Set e := [po, p1] (or e := [po, pn—1], respectively);
10: Consider a queue Q := () and a file £, (P) := 0;
11: Call LF (e, P) to obtain a set of points LP = {pj1, ..., pim } such that
12: the polygon F. = (pi1, ..., pim) is a lower facet through e;
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13: Push edges of F. into £, (P);

14: Push F, into Q;

15: while (Q +# 0) do

16: begin Extract F, from the front of Q;

17: T := edges of F;

18: foreache € TNEL(P) do > e is a candidate

19: begin call LF(e, P) to obtain a set of points

20: LP = {pn, .., pim } such that the polygon

21: (i1, .-, Pim) 1s a lower facet through e;

22: if e is not a bound-edge then >i.e., (D1, s Dim)
> is the lower facet F! sharing e with F.,

23: insert into £, (P) all edges of F. not yet present

24: and delete all those already present;

25: push F! into Q;

26: end;

27: output F;

28: end;

Theorem 1. The algorithm described in Section 4.2 determines CHr(P) in O(nk)
time, where n is the number of points of P and k is the number of facets of CH,(P).

Proof. Under the assumptions (4) and (6), there exists the edge e; which belongs to
EL(P). The procedure LF(e1, P) determines a lower facet F' = (py1, ..., pim) through
the edge e1. Consider next candidate e = [py;, pri+1]- If this edge is not a bound-edge
then the procedure determines a lower facet F” sharing e; with F'. Otherwise, es is a
bound-edge. Then e3 = [p;it1,Diit+2] O €3 = [prit2,Prit+1) is considered as a next
candidate in the algorithm in Section 4.2. The process is similar with e3. Hence, the
algorithm determines all faces of the lower convex hull. We can compute the 2D convex
hull in line 23 of the procedure LF(e, P) by using Graham’s algorithm. It follows that
this procedure runs in O(nlogn) time. Note that the gift-wrapping algorithm for finding
CH(P) runs in O(nk) time, where n is the number of points of P and k is the number
of facets of CH(P) (see [[10], pp. 134-136]). Because the works from line 10 to the
end of the new algorithm are the same with ones of the gift-wrapping algorithm except
the call LF(e, P), the algorithm for finding CH,(P) runs in O(nk) time (where n is
the number of points of P and k is the number of facets of CHy, (P)) after the works
from line 1 to line 10 (which take O(n) time). We conclude the algorithm determines
the lower convex hull in O(nk) time. O

S Numerical Experiments

5.1 Determining the Lower Convex Hull of a Finite Point Set in 3D

Given a set of n points P C R3. We compute the 2D convex hull in line 23 of the
procedure LF(e, P) by using Graham’s algorithm implemented in [[9], page 77]. The
actual running times of known convex hull algorithms for computing the entire convex
hull then computing the lower convex hull are slower than our algorithm (computing
the lower convex hull without relying on the entire convex hull). Table 1 and Fig. 3
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show that our new algorithm runs significantly faster than the incremental algorithm
(implemented in [9]) and a version of the gift-wrapping algorithm [2]. Note that the
speedup is only shown for large n, as visible from Table 1. For the comparison to be
meaningful, three implementations use the same code for file reading. The algorithms
are implemented in C and compiled by the GNU Compiler Collection under Ubuntu
Linux 10.4 and are executed on platform Intel(R) Core(TM) 4, CPU 3.07 GHz and 1.8
GB RAM.

Table 1. The actual running times (time in sec.) with the input is P = {p; = (zi,yi, 2i),
i=0,1,...,n—1} C R, where the set { (z:,¥:), i = 0,1,...,n— 1} is randomly positioned
in the interior of a square of size 100 x 100 (in the uniform distribution)

Number Find CHz (P) Find CH{ (P), relying on entire convex hull
of without entire convex hull Incremental Algorithm Modified Gift-wrapping
points Our Algorithm 4.2 Algorithm
1000 0.009839 0.020649 0.027743

10000 0.075452 0.624167 0.526191

50000 0.607473 13.301419 3.265638

70000 0.611422 25.906851 4.222786
100000 1.449733 55.162455 9.663950
200000 3.598728 281.797376 22.046477

300

un times in secor
Number of

x a

e
o 50000 100000 150000 200000 0 10000 20000 30000 40000 50000 60000 70000 80000
Number of points of inputs Number of points of the input

(a) The actual running times of Table 1 (b) The actual running times of Table 2

Fig. 3. The actual running times described in Table 1 and Table 2 show that our new algorithm
(i.e., Algorithm 4.2) runs significantly faster than the incremental algorithm (implemented in [9])
and a version of the gift-wrapping algorithm [2]

5.2 Application for Computing Voronoi Diagrams on a Sphere

Let P* = {p; = (z;,y;) € R?, i = 0,1,....,n — 1},n > 4. Take P = {p; =
(wi,yi,2;) €ER3,i=0,1,...,n— 1} suchthat z; = 22 + y2, i =0,1,...,n — 1.

Theorem 2. (see [[9], page 186]) The Delaunay triangulation of a set of points in
two dimensions is precisely the projection to the xy—plane of the lower convex hull
of the transformed points in three dimensions, transformed by mapping upwards to the
paraboloid z = z? + y>.
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Based on Theorem 2, we obtain the following sequential algorithm (see [8], [9], [10],
etc) for the connection between the lower convex hull and Delaunay triangulation (in
step 2 of this algorithm, we use Algorithm 4.2 for constructing the lower convex hull).

Given: Set P* = {pf = (z;,y;) €R?,i=0,1,...,n —1},n > 4.
Find: Delaunay triangulation of P*.

1. Create set P = {p; = (z4,yi,2:) € R i = 0,1,...,n — 1} such that
Zi :xf—l—yf, 1=0,1,...,n—1.

2. Construct the lower convex hull CH, (P) of P in R3.

3. Project all lower faces of CH, (P) in the direction parallel to the z—coordinate
axis onto the plane Oxy (containing P*) and return the resulting Delaunay
triangulation.

Given a set of points U on a unit sphere S := {(z,y,2) € R® : 2% + y? + 22 = 1},
the spherical Voronoi diagram SV (U) of U has the same combinatorial structure as the
convex hull of U (introduced by Na et al. in [7]). Let us denote by T the tangent plane
to S at the point opposite to o = (0,0, —1) € S,i.e., T := {(z,y,2) ER3: 2 =1}.In
[7], an important step in the algorithm for determining SV (U) is computing the planar
Voronoi diagram (or Delaunay triangulation) of suitably transformed points on 7', with
input is points on S. In detail, the point 7 € U is projected (transformed) onto the
plane 7" from the fixed point o (see Fig. 4). Hence, the transformed point 7* € T is
computed by formula: 7 = (z,y,2) — 7 = (ffl, 22+y1 ,1). We denote P* the set of
all transformed points on the plane T'.

In this section, we determine the Delaunay triangulation of P* via the corresponding
lower convex hull of P = {(x;,yi, 2:) : 2i = 22 +y2, (wi,y;) € P*,i=0,1,...,n—
1} (see Fig. 5).

16=(0.0,-1)

Fig. 4. The point 7 (on the sphere S) is transformed onto the plane 7" from the fixed point o,
where T is the tangent plane to S at the point opposite to o = (0,0, —1)
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Fig. 5. P’ (P*, respectively) is the projection of P in the direction parallel to the z-coordinate axis
(2-coordinate axis, respectively) onto the plane Oyz (Ozy, respectively). If [py, p1] ([Po, Ph—1]s
respectively) is determined by (6), then [po, p1] ([po, pn—1], respectively) is an edge of CHz (P).

Table 2 and Fig. 3 show that our new algorithm (i.e., Algorithm 4.2) runs significantly
faster than the incremental algorithm (implemented in [9]) and a version of the gift-
wrapping algorithm [2]. For the comparison to be meaningful, three implementations

use the same code for file reading.

Table 2. The actual running times (time in sec.) of algorithms to determine the Delaunay trian-
gulation of P* = {(2z:/(z: + 1),2y:/(z: + 1)) : (xi,yi,2:) € S, 1 =0,1,...,n — 1} with
the input is U = {p; = (w4, yi,2:) : 27 +y7 +27 =1,i=0,1,...,n— 1} C R?, where
the set {(xs,v:), ¢ = 0,1,...,n — 1} is randomly positioned in the interior of a square of size
1 x 1 (in the uniform distribution, the error 1071%)

Number Find CH (P) Find CH, (P), relying on entire convex hull
of without entire convex hull Incremental Algorithm Modified Gift-wrapping

points Our Algorithm 4.2 Algorithm
1000 0.131589 0.101180 0.323113
2000 0.522748 0.442554 1.372205
5000 3.543717 3.458963 9.963105
10000 14.996426 15.315926 39.254659
17000 45.839407 57.076066 120.063742
20000 65.911719 86.668035 175.638411

30000 164.105265 310.215363 417.372167
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Based on PMYV Optimization for Thermal
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Abstract. With the fast development of human society, on one hand,
environmental issues have drawn incomparable attention, so energy ef-
ficiency plays a significant role in smart buildings; on the other hand,
spending more and more time in buildings leads occupants constantly to
improve the quality of life there. Hence, how to manage devices in build-
ings with the aid of advanced technologies to save energy while increase
comfort level is a subject of uttermost importance. This paper presents
a hybrid intelligent control system, which is based on the optimization
of the predicted mean vote, for thermal comfort in smart buildings. In
this system, the predicted mean vote is adopted as the objective function
and after employing particle swarm optimization the near-optimal tem-
perature preference is set to a proportional-integral-derivative controller
to regulate the indoor air temperature. In order to validate the system
design, a series of computer simulations are conducted. The results indi-
cate the proposed system can both provide better thermal comfort and
consume less energy comparing with the other two intelligent methods:
fuzzy logic control and reinforcement learning control.

Keywords: thermal comfort, smart building, intelligent control, parti-
cle swarm optimization, energy.

1 Introduction

United Nations Environment Programme [1] indicates that buildings use about
40% of global energy, 25% of global water, 40% of global resources, and they emit
approximately 1/3 of Green House Gas (GHG) emissions. With the development
of human society, environmental issues have drawn more and more attention. In
this background, buildings can offer a great potential for achieving significant
GHG emission reductions in different countries. Furthermore, energy consump-
tion in buildings can be reduced by using advanced technologies and manage-
ment. On the other hand, people spend greater part of their time in buildings. As
the quality of life in home is increasingly considered as of paramount importance,
many people constantly seek to improve comfort in their living spaces. Mean-
while, the popularization of the concept of home office makes the productivity in
smart buildings economically significant. How to manage buildings in a proper
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way to improve energy efficiency and comfort level while reducing pollution at
the same time is therefore a subject of uttermost importance.

Corresponding to the increasing demands for environment, comfort, energy,
and productivity, intelligent computing and control methods are applied for im-
proving comfort conditions in smart buildings thanks to the dramatically rapid
development of information technologies. Widespread utilization of low-power,
high-capacity, small form-factor computing devices, the proliferation of power-
ful but low-cost sensors and actuators, and ubiquitous networking technologies
make the intelligent control more easily come true.

Many techniques have been used for controlling thermal comfort in smart
buildings. Authors in [2] present a model predictive controller, which uses both
weather forecast and thermal model , applied to the inside temperature control
of real buildings. However, on one hand, it is difficult to obtain accurate thermal
models for a variety of buildings. On the other hand, thermal comfort does
not only relate to the environmental conditions like room temperature, but also
factors about people themselves. In order to describe thermal comfort formally,
P.O. Fanger [3] invents a thermal comfort model called Predictive Mean Vote
index (PMV). Based on this model, Dounis and Manolakis [4] design a fuzzy logic
system, which sets PMV and the ambient temperature as input variables while
the heating power as output variables, to regulate the space heating system.
But as the authors indicated, the proposed expert system works well only if
the knowledge embedded in its rule base is sound. It means that a tuning and
optimizing process is needed at the later stage in order to have good results,
which is time consuming. In the work of K. Dalamagkidis et al.[5], they develop
a reinforcement learning controller to achieve thermal comfort in buildings with
minimal energy consumption. The reinforcement learning signal is a function
of the thermal comfort and the energy consumption. However, the convergence
speed of reinforcement learning in this application is very slow.

In this work, we propose a novel hybrid intelligent control system to main-
tain thermal comfort for occupants. This system utilizes Proportional-Integral-
Derivative (PID) to control the heating system regularly at the lower level while
employs Particle Swarm Optimization (PSO) to compute near-optimal setpoint
inversely from PMV model based on present environmental and personal condi-
tions at the higher level. The contribution of this work is threefold: firstly, the
thermal comfort problem is formally described; secondly, a novel hybrid control
method is proposed, with which occupants’ thermal comfort can be improved
and energy consumption can be reduced; thirdly, by conducting experiments
and comparing with fuzzy logic control and reinforcement learning control, the
better performance of our proposed method is proved. The rest of this paper
is organized as follows. Section 2 mathematically describes the thermal comfort
problem. Section 3 presents the proposed method in detail. Experimental results
and analysis are given in section 4. Finally, we conclude in section 5.
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2 Problem Description

2.1 Building Thermal Model

The room temperature is affected not only by auxiliary heating / cooling sys-
tems and electric appliances, but also by the solar radiation and the ambient
temperature. According to [6], the heat balance of a building can be expressed
as

O (t) + ¢s(t) = ¢u(t) + Pe(t) (1)

where ¢y, is the heat supplied by all internal heat sources; ¢, is the heat gained
by solar radiation; ¢; is the heat loss through external contact; ¢. is the heat
retained by the building.

In order to analyze the thermal dynamics of a building, we can consider it as
a thermal network, which is analogous to an electric circuit network by regard-
ing heat flows as electric current, temperature as voltage and treating thermal
transmittance (U) and thermal capacitance (C) as electric resistance and elec-
tric capacitance respectively, as shown in Fig.1. In the figure, there are two
nodes which represent the temperature inside and outside the room, and six
sub-circuits which indicate physical components of the room, including room
air, internal partitions, ceiling, floor and external walls.

Ceiling
Ue Internal Walls
Windows Upp Cip
UE
Tao Tal

o )
Uwo wi
1L
Cy 1t

u
Air Inside -
External Walls |
- s U
Floor

Fig. 1. Thermal Network

Before deriving state-space equations of the building, two definitions should
be mentioned:
¢:AXUX(T1—T2) (2)

where ¢ is the heat transfer in watts, A is the area in square metres, U is the
thermal transmittance, T3 is the temperature on one side of an object and 75 is
the temperature on the other side of the object.
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o 3)
AT

where C is the thermal capacitance, AQ is the change of heat and AT is the
change of temperature.

Now the thermal system of the building depicted in Fig.1 can be expressed
by Equations (4) - (8), except the sub-circuit of windows, because of its so
tiny thermal mass that we assume windows have not the property of thermal
capacitance to store heat:

C:

dfi;w . fé: [Uwi(Tm —T0) + Uno(Tao — Tw)} (4)
W [P s vy )
g o

dT,; 1

dt = Cai |:Qp + Qe + (AgUg + Uv)(Tao - Tai)

+AwUwi(Tw — Tai) + ApUs(Ty — Tai) (8)
+AcUc(Tc - Tai) + AipUip (sz - Tai):|

In above equations,
@, heat supplied by the heating system in W,
Q. heat gained by using electrical equipments
in W,
Qs solar radiation through glazing in W,
T temperature in K,
U thermal transmittance in W/(m? - K),
C' thermal capacitance in J/K,
p fraction of solar radiation entering floor.

Subscripts:
w external wall,
wi inside part of external wall,
wo outside part of external wall,
f floor,
¢ ceiling,
ip internal partition,
ao outdoor air,
at indoor air,
v ventilation

g glazing
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Above equations can be stacked using the state-space notation:
%X = Ax + Bu (9)

where X is a vector of derivatives of temperatures of external walls(T%, ), floor(T%),
ceiling(T,), internal partitions(7;,) and air inside(T,;), A, B are matrices of
coefficients, x is a vector of states and u is the input vector, including @, Q.,
Qs and T,,. The area of each component of the building is known after choosing
a physical building model, and the properties of different building materials can
be obtained from [7].

2.2 Thermal Comfort

Thermal comfort is the condition of mind that expresses satisfaction with the
thermal environment and is assessed by subjective evaluation [8]. The Predic-
tive Mean Vote index (PMV) derived by P.O. Fanger [3] stands among the most
recognized thermal comfort models, which predicts the mean value of the votes
of a large group of persons on the 7-point thermal sensation scale, based on
the heat balance of the human body. The 7-point thermal sensation scale sep-
arately indicates -3 for cold, -2 for cool, -1 for slightly cool, 0 for neutral, +1
for slightly warm, +2 for warm, and +3 for hot. Moreover, the ISO recommends
maintaining PMV at level 0 with a tolerance of 0.5 as the best thermal com-
fort. The calculation of PMV is non-linear and non-convex [10]. It is affected
by six factors, four environmental-dependent: air temperature T,;, mean radiant
temperature (MRT) T),,t, air velocity vgr, and relative humidity h, and two
personal-dependent: occupant’s clothing insulation I, and activity level M, as
given below:

PMV = F(TaiaTHL?"taUaiT‘ah?"vlclaM) (10)

In our problem, based on other parameters and an optimal PMV value we
need to inversely calculate the optimal air temperature as a proper preference
for the heating controller. This can be mathematically expressed as:

Tai - G(PMV*aTmrta'UairahraIclaM) (11)

3 Proposed Method

In order to solve the thermal comfort problem presented in the last section, we
propose a novel hybrid intelligent control method, as can be seen in Fig.2. In
this figure, occupants set PMV preference (recall that 0 represents comfort),
and according to the present sensing data from the environment, the Inverse
PMV Optimization module can provide a proper indoor temperature setpoint.
Based on this setpoint and the sensing indoor temperature, the PID controller
can calculate an applicable heating power for the space heating system.

In the Inverse PMV Optimization module, it has been proved that the PMV
calculation is non-linear and non-convex [10], so classic optimization tools are
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Fig. 2. Hybrid Intelligent Controller Diagram

not suitable. In this research, we use PSO to search for the near-optimal so-
lutions. Particle Swarm Optimization (PSO), which is derived from simulating
social behavior as a stylized representation of the movement of organisms in a
bird flock or fish school, is originally proposed and developed by [11,12]. It is a
metaheuristic algorithm that has been turned out to be powerful to solve the
complex non-linear and non-convex optimization problems [13]. Moreover, it has
several other advantages, such as fewer parameters to adjust, easier to escape
from the local optimal solutions, and so on.

In PSO, a population of candidate solutions, here dubbed particles that in-
clude position vector x and velocity vector v, is randomly generated around
the search-space initially. After that they are iteratively updated to simulate the
movement around the search-space according to mathematical formulae over the
particles’ position and velocity, as expressed below:

Vf+1 =w - vf + ¢ - rand() - (Pbesti—c — Xf) (12)
+c2 - Tand() . (gbestk - Xic)
xp = x4+ vt (13)

where w is inertia weight, ¢; and ¢y are acceleration constants, rand() generates
random value between 0 and 1, pbesté€ is the local best position, gpest” is global
best position, i is the particle index, and k is the iteration index. For Equation
12, the first part expresses particle’s inertia of previous action, the second part
reflects particle’s cognition that stimulates the particle to minish errors, and
the last part is called social part, which indicates the information sharing and
cooperation among particles.

At the lower level of the proposed method, we use PID to regulate the heating
power regularly. There are three reasons that we choose it: firstly due to the huge
thermal mass of the building, the indoor temperature change is a rather slow
process, that means it does not need an exquisite control method; secondly the
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work of Paris et al.[14] has proved that PID is already good enough to regulate
the indoor temperature comparing with other hybrid methods such as PID-FLC
and PID-MPC; thirdly, PID can be implemented easily which only needs three
scalar parameters. A typical equation, that describes a PID regulator, is the
following:

Q,(t) = Kpe(t) + Kq d‘;(tt) + K / e(t)dt (14)

where K, is the proportional parameter, Ky is the derivative parameter, and K;
is the integral parameter.

4 Experimentation

In experiments, we compare our proposed hybrid intelligent control approach,
denoted as HIC, with fuzzy logic control (FLC) and reinforcement learning con-
trol (RLC). In PSO part of HIC, inertia weight w = 0.4, acceleration constants
c1 = ¢ = 2, particle number is 30, and maximum iteration number is 150. In
PID part, proportional gain is 2000, integral gain is 0.5, and derivative gain is
0. The maximum power of the electric heating radiator is 20001/,

Occupant Number
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Fig. 3. Simulation of Occupant’s Number, Metabolic Rate, and Clothing Insulation of
One Week

The simulations of occupant number, metabolic rate, and clothing insulation
are shown in Fig. 3, which depict the general life of a person who works or studies
during the daytime, has lunch at home sometimes, and returns home cooking,
taking exercise, watching TV, etc. in the evenings regularly on weekdays, and
invites friends to have a party at weekend.

Fig. 4 show the simulation results of our proposed method. The simulation
environment is assumed in Oslo with a duration of one week in winter from
08/01/2014 00:00 to 14/01/2014 11:59, 604800 seconds in total. The ambient
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Fig. 4. Simulation Results of HIC Method

weather data is obtained from [15]. The upper-left subfigure records the vari-
ations of indoor and outdoor air temperature, in yellow line and blue line re-
spectively. When the occupant is at home, the system will compute an optimal
setpoint by PSO according to the present conditions, and based on this setpoint
the PID controller can tune the power of the heating system to have the room
temperature access to the setpoint. Because the occupant may do different activ-
ities like sitting, cooking, sleeping, etc. and wear different clothes with different
insulation values, the room temperature has to change to obtain good thermal
comfort. When the occupant leaves the room, the heating system will turn off
to save energy. This makes the indoor temperature drop to about 10°C. Due to
the huge thermal mass of the building, although the outdoor temperature drops
below 0°C', the indoor temperature can be kept around 10°C, and this is called
thermal flywheel effect [16].

The upper-right subfigure shows the PMV record. It defines that when there
is no one in the room, the PMV is set to 0. From the subfigure, it can be seen
that the PMV can be kept between +0.5 and -0.5 to assure excellent thermal
comfort, except a few minutes’ slight cool or warm feeling, which are caused by
(1) leaving and then returning home in extremely cold weather, in which case
the heating system is unable to warm the room instantly; and (2) the arriving of
a mount of visitors from whom the metabolism and thermal radiation make the
room over warm. The two bottom subfigures indicate the output heating power
and the intelligent setpoint picking during this simulation.

Fig. 5 is the simulation results using FLC and RLC separately. By compar-
ing these 4 figures with Fig. 4, it can be found that our proposed method can
provide much better thermal comfort than these two methods, for they some-
times overshoot and have considerable vibrations. For FLC, the performance is
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Fig. 5. Simulation Results of FLC Method and RLC Method

tightly related to the designing of membership functions and rules, which are
often done empirically. Through optimizing these factors, the results may be
better, but due to the complexity of PMV calculation it is hard for this expert
system to outperform our proposed method. For RLC, because we discretize the
action space, it causes the indoor temperature and PMV value vibrate continu-
ally within some extent. By using some techniques may handle this problem, but
it is time consuming. The total energy consumed by employing our HIC method
is 2.4817 x 108.J, while they are 2.7393 x 10%J and 2.7236 x 108.J for FLC and
RLC respectively.

5 Conclusion

Nowadays, smart buildings not only mean providing a more comfortable living
environment, but also dedicate to reduce the energy cost and environmental
pollution. In order to achieve this goal, this paper proposes a hybrid intelligent
control system. In detail, a traditional Proportional-Integral-Derivative (PID)
controller is used to directly regulate the heating system, while a Particle Swarm
Optimization (PSO) method is employed to compute near-optimal setpoints for
the PID controller based on present environmental and personal conditions. The
advantages of this approach are threefold: (1) better thermal comfort, (2) less
energy cost, (3) easier to implement. The experimental results have proved these
points and indicated that it outperforms the other two control methods: fuzzy
logic control and reinforcement learning control.
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Abstract. In this paper, we study the effectiveness of some non-convex
approximations of £p-norm in compressed sensing. Using four continuous
non-convex approximations of fp-norm, we reformulate the compressed
sensing problem as DC (Difference of Convex functions) programs and
then DCA (DC Algorithm) is applied to find the solutions. Computational
experiments show the efficiency and the scalability of our method in com-
parison with other nonconvex approaches such as iterative reweighted
schemes (including reweighted ¢1 and iterative reweighted least-squares
algorithms).

Keywords: Compressed Sensing, Sparse Recovery, ¢o —norm, DC Pro-
gramming, DCA.

1 Introduction

Compressed Sensing or Compressive Sensing (CS), was introduced by Donoho
[11] and Candes et al. [6], is a new signal processing technique. It provides a
framework for efficiently acquiring a signal and after that recovering it from
very few measurements when the interested signal is very sparse in some basis.
The number of measurements needed to be stored is far lower than the Shannon-
Nyquist rate while maintaining the essential information.

In this paper, we consider the fundamental issue in CS, which is signal recovery
and study the effect of the sensing matrix on the recovery result. The problem
can be stated as follows. Given a sensing (measurement) matrix A € R™*"?
(m << n) and a measurement vector b € R™, we seek to recover the signal
r € R" such that Ax = b. Without further information, it is impossible to recover
z from y since this linear system is highly underdetermined, and has therefore
infinitely solutions. However, if we assume that the vector z is highly sparse,
then the situation dramatically changes as it will be outlined. The approach for
a recovery procedure that comes first to mind is to search for the sparsest vector
2 which is consistent with the measurement vector y = Ax. This leads to solving
the £y-miminization problem

min {||z||o : Az =10b}. (1)
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Since fp—norm is intrinsically combinatorial, solving problem (1) is NP-hard
in general. In order to overcome this issue, in several works, one approximates
the /y—norm by a continuous, convex or nonconvex function.

The representative convex method is to replace the £p—norm by the £;—norm.
Then the resulting problem which is called basis pursuit (BP)([3]) has the form

min {||z||y : Az = b}, (2)

n
where ||z||1 = Y |x;| is the £3—norm of the vector z € R™.
i=1

The ¢; minimization problem (2) is a convex optimization problem and thus
tractable. However, to recovery exactly the signal, it requires some situations. It
has been proved in [8] that nonconvex minimizations are able to recover sparsity
in a more efficient way and require fewer measurements than BP.

Nonconvex continuous approaches were extensively developed in which the
loy term is approximated by a continuous, nonconvex function. Some approxi-
mations proposed to approximate the fg-norm. The first one is piecewise expo-
nential (PiE) function, which was developed by Bradley and Mangasarian ([2]),
studied later in the works of Mohimani et al. ([17], [18]) and applied to CS in
the works of Rinaldi et al. ([33]). Logarithmic approximation and £,-norm with
p < 1 were studied by Rao and Kreutz-Delgado [35] and Fu [14]. In [8] and [9]
Chartrand and Yin considered the case of 0 < p < 1 and applied to compressed
sensing. Other very used approximations are Smoothly Clipped Absolute Devi-
ation (SCAD) function ([13]), the capped—¢; (CaP) function ([32]) (CaP) and
the piecewise linear (PiL) approximation ([38]),...

Dealing with these approximations, in the context of compressed sensing,
several algorithms have been developed such as iteratively reweighted ¢; (IRL1)
([5],[15],[39]), iteratively reweighted least-squares (IRLS) ([8], [9], [10],[19]), Suc-
cessive Linear Approximation (SLA) ([34], [33]), Local Linear Approximation
(LLA)([41]), Two-stage £1 ([37]), Adaptive Lasso ([40]), Local Quadratic Ap-
proximation (LQA) algorithm ([41],[13]), Difference of Convex functions Algo-
rithm (DCA) ([16],[26]), proximal alternating linearized minimization algorithm
(PALM)([1]),... Recently, Le Thi et al. [27] gave a rigorous study on DC (Dif-
ference of Convex functions) approximation approaches for sparse optimization
on both theoretical and algorithmic aspects. In their work, a unifying DC ap-
proximation, including all standard approximations, of the £y—norm is proposed.
Furthermore, DCA schemes developed in that paper cover all standard noncon-
vex algorithms for dealing with fp-norm.

In this paper, we study four DC approximations of ¢yp-norm involving PiE,
SCAD, CaP, PiL that appeared as the best approximations in [27]. With these
approximation, we then reformulate the problem (1) as DC programs and ap-
ply DCA to solve the approximation problems. To evaluate the efficiency of our
approach, we perform comparisons with two standard nonconvex algorithms in-
cluding reweighted-¢; ([5]) and IRLS-¢, ([19]) that are in fact special versions of
DCA ([27]) using logarithmic (log) and ¢, approximations respectively.

The remainder of the paper is organized as follows. The section 2 introduces
briefly DC Programming and DCA. In section 3, approximation approach based
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on DCA for solving the compressed sensing problem is described. The compu-
tational results with some data sets are reported in section 4. Finally, section 5
concludes the paper.

2 DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They address the problem of min-
imizing a function f which is the difference of two convex functions on the whole
space R? or on a convex set C' C R%. Generally speaking, a DC program is an
optimization problem of the form :

o = int{f(x) = g(z) — h(z) : = € RY} (Pac)

where g, h are lower semi-continuous proper convex functions on R?. Such a
function f is called a DC function, and g — h, a DC decomposition of f, while
the convex functions g and h are DC components of f. If at least one of the DC
components is polyhedral convex, (Py.) is called a polyhedral DC program.
The idea of DCA is simple: each iteration [ of DCA approximates the concave
part —h by its affine majorization (that corresponds to taking y' € dh(')) and
solves the resulting convex problem (that is equivalent to determining a point
o't € 9g*(y') where g* is the conjugate function of the convex function g).
The generic DCA scheme is shown below.
DCA scheme
Initialization:
Let 2° € IR? be a best guess, [ = 0.
Repeat
- Calculate y' € Oh(a!)
- Calculate z'*! € argmin{g(z) — (y',z) : . € R} (P)
-l=1+1
Until convergence of {z'}.

Convergence properties of DCA and its theoretical basis can be found in
([20],]21],[22]). For instance it is important to mention that

— DCA is a descent method without linesearch: the sequence {g(z') — h(z')}
is decreasing.

— If the optimal value « of problem (Pg.) is finite and the infinite sequences
{2'} and {y'} are bounded, then every limit point x* of the sequence {z'}
is a critical point of g — h, i.e. dh(z*) N Ag(x*) # 0.

— DCA has a linear convergence for general DC programs and has finite con-
vergence for polyhedral DC programs.

For a complete study of DC programming and DCA the reader is referred to
[20],[21],[22], and the references therein.
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It is worth to note that the construction of DCA involves the convex DC
components g and h but not the DC function f itself. Moreover, a DC function
f has infinitely many DC decompositions g — h which have a crucial impact on
the qualities (speed of convergence, robustness, efficiency, globality of computed
solutions,...) of DCA. The solution of a nonconvex program by DCA must be
composed of two stages: the search of an appropriate DC decomposition and
that of a good initial point. DCA has been successfully applied to numerous and
various nonconvex optimization problems to which it quite often gave global
solutions and proved to be more robust and more efficient than related standard
methods (see [36],[16],[24],]23],[31],[26],[29],[30],[28] and the list of references at
http://www.lita.univ-lorraine.fr/"lethi/index.php/en/research/dc-
programming-and-dca.html).

3 DC Approximation Approach for Solving Problem (1)

The £y-norm results in a combinatorial optimization problem, and hence is not
practical for large scale problems. We will replace £y-norm by an approximation
function such that the approximate problem of (1) can be expressed as a DC
program to which DCA is applicable.

Define the step function s : R — R by s(t) = 1 for ¢t # 0 and s(t) = 0 for
t = 0. Then for z € R" we have ||z[jo = >, s(x;).

Let ¢ : R — R be a continuous function that approximates s, i.e. p(t) =~ s(t)
for all ¢t € R. Then for x € R™ we have

lzllo = ().
i=1

Using this approximation, we can formulate the approximate problem of the
compressed sensing problem (1) in the form

min {F(x) = Zcp(wl) tx € Q} , (3)

where 2 = {x € R" : Az = b}.
Suppose that ¢ can be expressed as a DC function of the form

p(t) =g(t) = h(t), VteR, (4)

where g and h are convex functions on R. Then the problem (3) can be expressed
as a DC program as follows

min{G(x) — H(z) : = € R"}, (5)
where

Gla) = xol@) + Y 9w, H@) =Y hia)

are clearly convex functions on R™.
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DCA applied to (5) consists of computing, at each iteration I,
- y! € OH (2') that is equivalent to y! € Oh(al) for alli =1,...,n.
- Compute z!*1 by

27 € argmin{G(z) — (y',z) : 2 € R"}

= arg min {Zg(m‘z) —(y x) : Ax = b} .

i=1

Since {2 is a polyhedral convex set, if either g or h is polyhedral then (5) is a
polyhedral DC program. In such case, DCA applied to (5) benefits from conver-
gence properties of polyhedral DC programs. In summary, DCA for solving (5)
can be described as follows.

DCA-App
Input: matrix A € R™*" (m << n), b € R™
Output: the sparsest vector € R™ such that Az = b
Initialization: Let 2% € R™ be a best guess, € > 0 be a small tolerance, [ = 0
Repeat:
1. Compute y! € Oh(zl), Vi=1,...,n.
2. Compute 21 as a solution to the convex program

min {Zg(x,) — (@ x): Ax = b} . (Pg)

3.1=1+1
Until ||2! — 2!71|/(1 + ||2!]]) < e or [F(z!) — F(z!=H]/(1 + F(2})) < e.

In this paper, we consider four approximation functions including piecewise
exponential (PiE) function ([2]), the Smoothly Clip Absolute Deviation (SCAD)
function ([13]), capped-¢; (CaP) function ([31]), and the piecewise linear approx-
imation (PiL) recently proposed in [25]. The formulation of these functions is
summarized in Table 1. Note that among these functions, SCAD is not actually
an approximation of the step function s, but it becomes an approximation of
s if we scale it with the factor (@ +21) 2 that does not affect the solution set of
the problem (3). DC decompositions of these functions are described in Table 2.
These approximations except PiL, together with their DC decomposition, have
been applied to find sparse classifiers in SVMs ([24], [31], [23]).

The implementation of Algorithm DCA-App according to each specific ap-
proximation function differs from each other in the computation of y! € dh(zl)
in the step 1 and the subproblem in the step 2. The computation of y! € Oh(x!)
is given in Table 2. The subproblem in case of approximations PiE, SCAD, CaP
has the form

min {Al|z||; — (', x) : Az = b}
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Table 1. DC approximation functions

Name Formula of ¢(t), t € R
PiE ([2)) 1—eMXx>0
Alt] if ¢ < A
2
SCAD ([13]) { —° —jgj‘g'j* ifA<|t| <aX,a>2,A>0
(O‘H)A if [t] > aA

CaP ([31)]) mln{l,)\\t|}, A>0
PiL ([25]) nm{me{QT:;}}0<a<b

@mln{)\Zt cAx =0, —tigxigtiwzl,...,n},

which is a linear program.
And the subproblem in case of approximation PiL has the form

{ Zmax S |wil) — (v l,x>:Ax:b}

@mln{b Zt : Ax = b, —tigxiSti,agtiVizl,...,n},

which is also a hnear program.

Table 2. DC decomposition ¢ = g — h and calculation of dh. The notation sgn(t)
denotes sign of ¢

Name g(t) h(t) t € Oh(t)
PiE At Mt =14 e sgn(t)(At] — e~
o if [t] < A 0 if [t <A
SCAD Alt| Py A< [t <ad { sgn() 17N < [t < ar
Alt] — (D‘+21 ¥ otherwise sgn(t)A  otherwise
0 if [t < }
CaP Al max{l, At} —1 {sgn(t))\ otherwise
. max{a, [¢|} max{b, [t|} 0 if [t] <b
PiL b—a b—a 1 Sfi({:) otherwise

Observe that for all considered approximation functions, we always have g
is polyhedral convex, so (5) is a polyhedral DC program. Thus, DCA-App ap-
plied to these approximations has finite convergence ([20],[21],[22]). Some other
convergence properties are stated in the following Theorem.
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Theorem 1 (Convergence properties of DCA-App)

i) DCA generates a sequence {x'} such that the sequence {F(z')} is
monotonously decreasing.
i) If x* is a limit point of {x'} then x* is a critical point of (5).
iii) The sequence {x'} converges to x* after a finite number of iterations. The
point x* is almost always a local minimizer of the corresponding optimization
problems. Especially,

- In CaP approzimation, if x} ¢ {—}\; }\}, Vi=1,...,n then * is a local
minimizer of optimization problem.
- In PiL approximation, if xf ¢ {—a;a}, Yi =1,...,n then x* is a local

minimizer of optimization problem.

Proof. (i) and (ii) are direct consequences of the convergence properties of DCA
for general DC programs. Below, we are going to prove iii).

In the case of CaP approximation, the second DC component, says H, is
a polyhedral convex function. Moreover, if the condition =} ¢ {—; 1} Vi =
1,...,n holds, H is differentiable at z*. Then using the convergence property of
DCA for polyhedral DC programs ([20],[22]), we deduce that x* is local mini-
mizer of optimization problem. Moreover, since a polyhedral convex function is
almost always differentiable, say, it is differentiable everywhere except on a set of
measure zero, we can say that z* is almost always a local minimizer of this prob-
lem. The proof is similar for PiL since its second DC component H is also poly-
hedral convex and is differentiable if the condition z} ¢ {—a;a} Vi=1,...,n
holds.

In the case of PiE (resp. SCAD) approximation, the first DC component of the
problem, says G, is a polyhedral convex function, so is G*. Hence, the dual DC
program of the original problem is also a polyhedral DC program. Thus, if y* is
the limit point of the sequence {y'} generated by DCA-App, we can say that y*
is almost always a local minimizer of the dual DC program of the optimization
problem. On another hand, according to the property of transportation of local
minimizers in DC programming, we have the following ([20],[22]): let y* be a
local minimizer of the dual program and x* € dG*(y*). If H is differentiable at
z* then x* is a local minimizer of the problem. Combining this property with
the facts that y* is almost always a local minimizer of the dual DC program of
and H is differentiable everywhere, we conclude that z* is almost always a local
minimizer of optimization problem. The proof is then complete. O

4 Numerical Experiments

In this section, we study the efficiency of our proposed approach in comparison
with Reweighted-¢; algorithm [7] and IRLS-¢, algorithm [19] with p = 0.5. All
algorithms have been implemented in the Visual C++2008, run on a PC Intel
i5CPU650, 3.2 GHz of 4GB RAM. CPLEX 12.3 is used for solving the convex
linear problems. The initial point is taken at z° = 0.
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In our experiments, we will study how the sensing matrix affects on the results
of signal recovery problem. Two important properties of A which were most
widely known are Restricted Isometry Property (RIP) and coherence or mutual
coherence. For more details we refer the reader to ([4]) and ([12]).

In this paper, we will test on three scenarios. In the first test, we consider a
random Gaussian matrix which is incoherent and has small RIP constants with
high probability. In the second test, we also consider the random Gaussian matrix
but with fewer measurements and in the last test with the matrix coherence.

The test protocol is executed as follows: we sample a random m X n matrix
A and generate a target signal x € R™ with ||z|lo = k. The k nonzero spike
positions are chosen randomly, and the nonzero values are chosen randomly
from a zero-mean unit-variance Gaussian distribution. We then compute the
measurement b = Ax and apply each solver to produce a reconstruction z* of x.
The reconstruction is considered as success if the relative error HJ;II;TI*H <1072
We run 100 independent trials and record the corresponding success rates at
various sparsity levels k € {5,...,35}.

The parameter for Reweighted-/; is chosen as e = 0.1. For IRLS-¢,,, we chose
p = 0.5. For our algorithms, the parameters are set to A = 0.05 (for PiL, SCAD,
and CaP), o = 40 (for SCAD), ¢ = 0.001, b = 0.101 (for PiL).

In our first experiment, we test on RIP matrix. Set m = 64,n = 256, a random
m X n matrix A with i.i.d. Gaussian entries is sampled. The sparsity level k is
taken in {10,...,35}.

The experiment results are given in Figure 1.

l T = 3
' - = PiE
0.8

-09 == SCAD

©

~ 06 = = CaP

[7)]

8 - @= PiL

8 0.4 —f— IRLS-Lp

0,:) 02 l. O Reweighted-L1

10 15 20 25 30 35
Sparsity

Fig. 1. Success rates using incoherent sensing matrix, m = 64, n = 256

In figure 1, the six algorithms have the same performances but DCA-App-
SCAD and DCA-App-PilL are slightly better than the others and all of five
algorithms outperform Reweighted /5.
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In the second experiment, we focus on the random Gaussian matrix A but it
has m very smaller than n. The size of A is m x n = 100 x 2000. We also test
100 times with the sparsity of z belonging to interval [5, 35] with step-size is 5.
The results are shown in Figure 2.

- -#= PiE

== SCAD

01 | == ge= CaP

-@= PiL

—f8— IRLS-Lp
Reweighted-L1

Success rate

Sparsity

Fig. 2. Success rates using incoherent sensing matrix, m = 100, n = 2000

In this example, there are differences between the results of these algorithms.
It can be seen in Figure 2 that when k is small, i.e. x is very sparse, all the
algorithms have exact recovery with high rate except Reweighted ¢;. But when
k increases, the success rate decreases. The best performance in this case belongs
to DCA-App-PiE and DCA-App-SCAD, the followings are IRLS-£, and DCA-
App-CaP and DCA-App-PiL. Reweighted ¢; has the lowest success rate in this
test.

In the third experiment, we consider the case matrix A is highly coherent.
Specifically, A is a random partial discrete cosine transform (DCT) matrix with
size m x n.= 100 x 2000 and its columns are computed by

A; = \/1m cos(2im&; /F), Yi=1,...,n (6)
where &;’s are random vector uniformly distributed in ([0,1]™), and F' € N is a
refinement factor.

The number F' is closely related to the conditioning of A in the sense that
larger F’ corresponds to large coherence of A. In our test, coherence of A is greater
than 0.9999. Note that the mutual coherence p(A) of a matrix A measures the
similarity between the matrix columns. If u(A) = 1, it implies the existence
of two parallel atoms, and this causes confusion in the reconstruction of sparse
coefficients. The sparsity of x is also in the set {5, 10,...,35}. Figure 3 presents
the results of our experiment.
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In figure 3, when k is small, DCA-App-PiLL and DCA-App-SCAD have the
highest success rate but when the sparsity of x is greater, DCA-App-SCAD and
DCA-App-PiE have the best performance. IRLS-¢, and Reweighted ¢; give the
success rate lower than the others.

1 -4
==&

== PiE

= 4= SCAD

=== CaP

== PiL

=—f— IRL5-Lp
O~ Reweighted-L1

Success rate

5 10 15 20 25 30 35

Sparsity
Fig. 3. Success rates using highly coherent sensing matrix, m = 100, n = 2000

5 Conclusions

In this paper, we have presented a DC approximation approach based on DC pro-
gramming and DCA for compressed sensing. Using four approximation functions
of {y—norm, we reformulated the compressed sensing problem as DC programs
and then used DCA to solve the resulting problems. In our experiments, we
have compared 6 algorithms: DCA-App-PiE, DCA-App-SCAD, DCA-App-CaP,
DCA-App-PiL, Reweighted-¢; and IRLS-/,, which are working with £p—norm.
We performed three experiments in which matrix A is incoherent and highly
coherent. The experiments showed the efficiency of each approximation and also
the power of DCA. Tt is observed that DCA-App-PiL gives the best performance
in all tests even in case A is highly coherent. The following is DCA-App-SCAD.
DCA-App-PiE and DCA-App-CaP are both good when A is incoherent or when
x is very sparse. All DCA based algorithms have higher success rate than IRLS-¢,,
and Reweighted-¢; when A is highly coherent.
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Abstract. The next generation broadband wireless networks deploy
OFDM/OFDMA as the enabling technologies for broadband data trans-
mission with QoS capabilities. Many optimization problems arise in the
conception of such a network. This article studies an optimization prob-
lem in resource allocation. We build mathematical model for the con-
sidered problem and then propose a new approach for it resolution. Our
approach bases on DC programming and DCA. Preliminary numerical
results will be reported to show the efficiency of the proposed method.

Keywords: DC programming, DCA, Pure 0-1 programming, Branch-
and-Bound, WiMAX.

1 Introduction

OFDMA transmission technique is becoming the preferred technology for the
fourth generation broadband wireless networks such as WiMAX. OFDMA is a
combination of TDMA and FDMA schemes, in which user’s data can be trans-
mitted simultaneously in time domain and frequency domain. From a network
operator point of view, it is very important to utilize the channel resources effec-
tively because the available radio resources are limited, while the revenue should
be maximized. From a user point of view, it is more important to have a fair
resource allocation so that their data sessions are not in outage situation and
the requested quality of service is guaranteed. Generally, there has been a strong
motivation to improve the channel capacity by increasing the spectral efficiency
while providing fairness and meeting Quality of Service (QoS) requirements of
all users simultaneously [7,1].

Thus two functionalities should be deployed in the MAC layer of the OFDMA
wireless systems in order to ensure spectral efficiency, fairness and QoS, namely
the scheduler and the resource allocation functions. In this article we consider
a resource allocation problem in an OFDMA /TDD frame. Until now there are
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several efforts in research community attempting to maximize the efficiency in
an OFDMA /TDD frame [2,8]. However in OFDMA /TDD schemes, we find that
the research on these previous mentioned issues is not sufficient. We then propose
a new approach to solve this problem.

The considered problem is first formulated as a 0-1 linear programming prob-
lem. We then suggest a Branch and Bound scheme to solve to obtained problem.
An efficient algorithm appears when we combine a local algorithm in Difference
of Convex (DC) programming called DC Algorithm (DCA). To this purpose, we
first apply the theory of exact penalization in DC [3,6] as that of minimizing a
DC function over a polyhedral convex set. The resulting problem is then handled
by DCA introduced by Pham Dinh Tao in 1985 and extensively developed since
1994 by Le Thi Hoai An and Pham Dinh Tao (see [9,4,5] and reference therein).

The article is organized as follows. After the problem statement at the be-
ginning of section 2, we will introduce its mathematical formulation. Section 3
deals with DC reformulation and application of DCA to the obtained problem.
We report computational experiments in section 4. The article will ends with
some conclusions.

2 Problem Statement

Consider an OFDMA/TDD frame which contains K users, M sub-chanels and
N time-slots. Each user will attain his maximum efficiency if he is allocated
suitable resources, i.e., with right sub-channel and in right time. But there are,
of course, many conflicts within users, see Fig. 1.

SEY Conflict in
resgurce l.IS-ElgE

i 7 A fest allocation
: / // ] i / or User1
I P A
/ / / P A tin]E

; Ry "\/

Best allocation
for User 2

‘F‘Q L i 4 i,

Fig.1. OFDMA/TDD frame in which resource conflict occurs so often
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Let bi5,1 <i < M,1<j<N,1 <k <K, be the number of bit data that
user k can send if he is provided ¢ sub-channel and time-slot j, our efficiency
measure. OQur problem is to allocate the resources in a frame such that maxi-
mize the efficiency. Nevertheless such an allocation should satisfy the following
conditions

— At a slot of time and for a specific sub-channel there is at most one user (to
avoid conflict)

— Resource allocation for users should be done in sharp of rectangle (IEEE802.16e
standard in WiMAX network), see Fig. 2.

slot

o —5—
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E Userl
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[
unused slot

Fig. 2. Rectangle design in a frame

Mathematical Formulation

In the follows we will formulate the above problem as a pure 0-1 linear program-
ming.

If we denote x;j;, € {0,1} for 1 < ¢ < M,1 < j < N,1 < k < K with
convention

(D

1 if user k is provided sub-channel ¢ in time-slot j
Tijk = .
0 otherwise

then the total data that can be transfered is

K N M

f(:c) = Zzzbijkxijk' (2)

k=11i=1 j=1

In order to avoid the conflict, at a time-slot j and in one sub-channel i there
is at most one user, we introduce the following constraint

K
> @ik <1 Vi=1,M,¥j=1,N. (3)
k=1
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In order to get the rectangle allocation we use the well-known technique in
optimization called ”Big-M”. Because a user should be allocated resource in a
rectangle form so if user k is assigned for two nodes in the frame then all the
node in rectangle made by those two nodes will be assigned for this user, see the
Fig. 3. On the other hand, we have some conditions like if &, j, k+» = Tiyjorr =1

[
(=9

(=

[
=

-

) {jie
Fig. 3. Allocation for one user if he is provided twos nodes in the frame

for some k* € {1,2,..., K} then
Tijpe = 1, Vmin{iy,da} <i < max{iy, iz}, min{ji,jo} < j < max{ji,jo}-
This condition will be represented by the following constraints
(Jiv = ol + 1)([j1 = dol + D@irjuk + Tinjor = 1) = > > @ijn <0, (4)
1€1iy iy J€Jjy 4o
where
Ii1i2 = {Z : min{il,ig} S ) S max{il,iz}},
Jjrjo = {7+ min{j1, jo} < j < max{ji, ja}}-
Finally we arrive in the optimization problem with the objective function (2)
and the constraints (3), (4) and (1).
Since the number of variables and number of constraints increase so fast with
respect to the number of users, number of sub-channels and number of time-

slots, we then deal with a problem in the form of a large-scale pure 0-1 linear
program.

3 A Global Optimization Based on DC Programming
Approach

We will solve the obtained optimization problem by the well known global
method, Branch and Bound. Linear relaxation is applied in the bounding proce-
dures of our algorithm as in classical approaches. The algorithm is truly speed
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up, can solve the problem in fact, when we combine DCA in our Branch and
Bound scheme.

3.1 DC Reformulation

By using the well known results concerning the exact penalty [3,6] we will for-
mulate the considered pure 0-1 problem in the form of concave minimization
programming. Clearly, the set D of feasible points x determined by the system
of constraints {(3),(4), (1)} is a nonempty, bounded polyhedral convex set in
IR"™ with n = K + M + N. Our problem can be expressed in the form:

a=min {c"z:2 € D,z €{0,1}"}. (5)

n
Let us consider function p defined by p(z) = Z min{xz;,1 — z;}.
i=1

Set K :={x € D:z € [0,1]"}. It is clear that p is concave and finite on K,
p(z) >0 for all z € K, and

{zreD:z2e{0,1}"} ={x € K : p(x) <0}.
Hence Problem (5) can be rewritten as
a=min{c’z:z € K,p(r) <0} (6)

From Theorem 1 below we get, for a sufficiently large number 7 (7 > 1), the
equivalent concave minimization problem to (5) is :

min {c’'z + p(x) : x € K}. (7)

Theorem 1. (Theorem 1, [3]) Let K be a nonempty bounded polyhedral convex
set, f be a finite concave function on K and p be a finite nonnegative concave
function on K. Then there exists 19 > 0 such that the following problems have
the same solution set:

(P) a(t) = inf{f(z) + mp(x) 1z € K}

(P) a =inf{f(z):z € K,p(x) <0}.

More precisely if the vertex set of K, denoted by V(K), is contained in {x €

K,p(z) < 0}, then 7o = 0, otherwise 79 = min{f(x);a(o) cx € K,p(z) < 0},
where S := min{p(z) : z € V(K),p(xz) > 0} > 0.

Clearly that (7) is a DC program with
g(x) = xx(r) and h(z)=—-clz— TZmin{xi, 11—} (8)
i=1

where xx(z) =0 if x € K, 400, otherwise (the indicator function on K).
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3.2 DCA for Solving Problem (7)

In this section we investigate a DC programming approach for solving (7).
A DC program is that of the form

o :=1inf{f(z) :=g(x) — h(z) | z € R"}, 9)

with g, h being lower semicontinuous proper convex functions on IR", and its
dual is defined as

a:=inf{h"(y) —g"(y) | y € R"}, (10)

where ¢*(y) := sup{(z,y) — g(x) | x € R"}, the conjugate function of g.

Based on local optimality conditions and duality in DC programming, the
DCA consists in the construction of two sequences {z*} and {y*}, candidates
to be optimal solutions of primal and dual programs respectively. These two
sequences {2*} and {y*} are determined in the following way

y* € on(ar); M e agt(yh). (11)

It should be reminded that if either g or h is polyhedral convex, then (9) is called
a polyhedral DC program for which DCA has a finite convergence ([9,10,5]). That
is the case for DCA applied to (7).

DCA for Solving (7)

By the definition of h, a subgradient y € Oh(z) can be chosen :

T if z; > 0.5

—7 otherwise.

yeah(x):>y:—c+{

Algorithm 1 (DCA applied to (7))

Let € > 0 be small enough and 2°. Set k < 0 ; er < 1.

while er > € do
Compute y* € dh(z*) via (12).
Solve the linear program: min{—(y* z) : 2 € K} to obtain z**!
er  min {[l2"*1 — ¥, |f(@"*) - £(2*)]}
k+—k+1

endwhile

Remark 1. The application of DCA to Problem (7) leads to solve a series of
linear programming problems.

The convergence of Algorithm 1 can be summarized in the next theorem
whose proof is essentially based on the convergence theorem of a DC polyhedral
program ([9,5]).
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Theorem 2. (Convergence properties of Algorithm 1)

(i)  Algorithm 1 generates a sequence {x*} contained in V(K) such that the
sequence {g(x*) — h(z*)} is decreasing.
(ii)  If at iteration r we have z" € {0,1}", then z* € {0,1}"™ for all k > r.
(iii)  The sequence {z*} converges to x* € V(K) after a finite number of
iterations. The point x* is a critical point of Problem (7) (i.e. dg(x*) N
Oh(xz*) # 0). Moreover if x¥ # é for i = 1,...,n, then x* is a local
solution to Problem (7).

4 Computational Experiments

The algorithms were implemented on a PC Intel Core i3, CPU 2.2GhZ, 4G RAM,
in C++. To solve the Linear Programming problems in relaxation procedure and
in DCA, we used CLP solver, a very famous open source solver from COIN-OR
(www.coin-or.org).

To test the performance of the algorithms as well as the efficiency of DCA, we
randomly generated 10 examples, with number of users, number of sub-channels
and number of slots of time varying from 3 to 6 which are quite large. For all
test problems, we always obtained the e-optimal solution, with ¢ < 0.05.

In Table 1 we compare the performance of two algorithms: the Branch and
Bound algorithm (BB) and the combined DCA-Branch and Bound (DCA-BB).
We limit the algorithms in number of iteration by 10, i.e, after 10° number of
iterations the problem will be considered as failed in finding an optimal solution.

Some notations used in Table 1 :

#Var : Number of variables UB : Upper bound
#Constr : Number of constraints LB : Lower bound
#lter : Number of iterations

Table 1. Numerical results

Prob m n k #Var #Constr B&B DCA - B&B
#Iter UB LB time(s) #Iter = UB LB time(s)

P1 334 36 280 5 4981 4981 1.4 2 4981 4981 0.9
P2 443 48 1215 11 2267 2267 05 2 2267 2267 0.3
P3 444 64 1615 5 16528 16500 1.4 2 16543 16500 1
P4 336 54 416 39 40 40 8.8 17 40 40 14
P5 445 80 2015 797 876753 876624  25.4 95 876654 876534  23.4
P6 446 96 2415 49 5962 5950  65.6 38 5962 5871  35.4
P7 554 100 6024 123 9564 9514 7924 37 9587 9432  76.8
P8 6 63 108 13055 137 3757 3743 1023.2 33 3789 3641 1514
P9 546 120 4699 - - - - 399 12367 12356 1500
5

P10 55 125 7524 - - - - 278 98794 98765 1809

- : Failed in finding optimal solution
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From the results we can see that the combination DCA-BB is more efficient

than the BB specially when we deal with large scale problems. The reason is
that DCA can give good solution for problems in any dimension. This gives us
a very potential approach when we face up real life problems.

Conclusion. We have presented a DC programming approach and DCA for solv-
ing a resource allocation optimization problem in wireless network. The method
is based on DCA and branch-and-bound algorithm. Computational results show
that DCA is really efficient and at the same time it can give an integer solution
while working in a continuous domain.
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Abstract. In this paper, we consider the problem of resource allocation
in emerging area of cooperative physical layer security, whose objective
function is of the difference of two convex functions, called DC function,
and whose some constraints are coupling. We propose a novel DC de-
composition for the objective function and use DCA (DC algorithms)
to solve this problem. The main advantage of the proposed DC decom-
position is that it leads to strongly convex quadratic sub-problems that
can be easily solved by both distributed and centralized methods. The
numerical results show the efficiency of this DC decomposition compared
with the one proposed in ([2]). The DC decomposition technique in this
article may be applied for a wide range of multiuser DC problems in
communication systems, signal processing and networking.

Keywords: Resource allocation, physical layer, DC programming and
DCA.

1 Introduction and Related Works

In communication systems, it is quite popular to encounter nonconvex optimiza-
tion problems involving large scale data. This requires to have efficient, fast, scal-
able algorithms for dealing with them to meet the reality requirements such as
running time, confidential matter, service quality. ... DC programming and DCA
(DC algorithms) will be an appropriate choice for such cases. It is due to the fact
that almost all of the challenging nonconvex optimization problems in general
and the challenging nonconvex problems in communication system in particular
can be reformulated as DC programs. Furthermore, many evidences have also
shown that DCA outperforms other algorithms in a lot of cases ([14],[15],[11],
[12],...). In fact, there are more and more researchers using DC programming
and DCA as an innovative approach to nonconvex programming because of its
effectiveness ([23],[9],[1],[21],...). Nevertheless, the results obtained from DCA
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heavily depend on how the problem is decomposed into a DC program. In other
words, finding a suitable DC decomposition plays an essential role in achieving a
good result for DC program as well as optimizing the running time of computer.

Power control and resource allocation techniques for cellular communication
systems have been recently studied in ([3],[8],...). To keep up with the pace of
the dramatic developments of communication networks and computing systems,
resource allocation nowadays continues to be the fundamental challenge to meet
the increasing demand of users in terms of both quantity and quality. The aim of
resource allocation is to efficiently assign the limited available resources among
users while it still satisfies users’ service demand. Many tools proposed recently,
including optimization theory, control theory, game theory, and auction theory
have been used to model and solve a wide range of practical resource allocation
problems. As a result, resource allocation in communication system is an urgent
research topic that has vast applications. It is vital to develop advanced and
effective resource allocation techniques for guaranteeing the optimal performance
of these systems and networks.

Physical layer security has been considered as a promising technique to enable
the exchange of confidential messages over a wireless medium with the presence
of unauthorized eavesdroppers, without relying on higher-layer encryption. The
fundamental principle behind physical layer security is to exploit the inherent
randomness of noise or the friendly jammer and communication channels to limit
the amount of information that can be extracted by a fraudulent receiver. With
appropriately designed coding and transmit precoding schemes in addition to the
exploitation of any available channel state information, physical layer security
schemes enable secret communication over a wireless medium without the aid of
an encryption key ([17]). Recently, cooperative transmissions using friendly jam-
mers to enhance physical layer security has drawn increasing attention ([4],[6],
[16],[22],[5).

In this paper, we consider the resource allocation problem in emerging area of
cooperative physical layer security, whose objective function is of DC-type and
whose some constraints are coupling. The purpose of this problem is to find an
effective way to allocate the power of sources from users as well as from friendly
jammers in order to maximize the sum of their secrecy rates. This model is
introduced and solved by three authors Alberth Alvarado, Gesualdo Scutari, and
Jong-Shi Pang from the United State, using their novel decomposition technique
proposed in ([2]). They have formulated the system design as a game where the
legitimate users are players who cooperate with the jammers to maximize their
own secrecy rate. We will propose here a different DC decomposition technique
for this problem, which can result in strongly convex quadratic subproblems with
separate variables, which is simple to solve by both centralized and distributed
methods.
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2 A Novel Resource Allocation Problem in the Emerging
Area of Cooperative Physical Layer Security

We take into account a wireless communication system comprised of () trans-
mitter and receiver pairs-the legitimate users, J friendly jammers, and a single
eavesdropper. OFDMA transmissions are assumed for the legitimate users over
flat-fading and quasi-static (constant within the transmission) channels. Let us
denote H, ,qu , H quD , H jJeE ,H ,feE , respectively as the channel gain of the legitimate
source-destination pair ¢, the channel gain between the transmitter of jammer j
and the receiver of user ¢, the channel gain between the transmitter of jammer
j and the receiver of the eavesdropper, the channel gain between the source of
user ¢ and the eavesdropper. We also assume CSI of the eavesdropper’s (cross-)
channels; this is a common assumption in PHY security literature; see, e.g., [7].
CSI on the eavesdropper’s channel can be obtained when the eavesdropper is
active in the network and its transmissions can be monitored.

We follow the CJ paradigm, in which the friendly jammers cooperate with the
users by giving a proper interference profile to mask the eavesdropper. The power
allocation of source ¢ is denoted by pg; p}’q is the fraction of power allocated by
friendly jammer j over the channel used by user gq. pg = (qu) is the power profile
allocated by all the jammers over the channel of user g. The power budget of
user ¢ and jammer j do not exceed P, and ij’ , respectively.

From information theoretical assumption, the maximum achievable rate (i.e.
the rate at which information can be transmitted secretly from the source to its
intended destination) on link ¢ is

; HS’qu

A aq

rqq(Pg; Py) = log 1+02+ZJ oy | (1)
J= Jq +J4q

Similarly, the rate on the channel between source g and the eavesdropper is

; HSqu

ey qe

Taelpg py) Zlog {1, S HIEpL ) @)
J= Je 9

The secrecy rate of user g is then (see, e.g., [7])

s A

Tq [74q(Pg; p;;) — T4e(Pq> P;;I)Lr- (3)

Problem Formulation: The system design is formulated as a game where the
legitimate users are the players who cooperate with the jammers to maximize
their own secrecy rate. More generally, each user g seeks together with the jam-
mers the tuple (py, pg ) satisfying the following optimization problem:
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Q
Max (p, pry,20 (P p”) £y

q
s.t. pq < Py, Yg=1,...,Q,
Q
Sopl <P, Vi=1,....J (4)
Note that
J J Pa = 0 SD se
Tqq(Pg; P”) 2> Tqe(Pg, P7) < Hyg > He
I P, T el HiE,
pqe =10

s J
S HSPHIE — HSPHIP)p! + (HSP — HEP)o? > 0. ()

If (*) is violated, it means that 77 = 0, i.e., the secrecy rate of the players
equal to zero, which is insignificant since players try to maximize their secrecy
rate. Therefore, we can ignore the feasible players’ strategy profiles not satisfying
(*). It leads us to solving the following smooth problem:

Q
Max (Pq,PJ)q>0 T é Z qu pqv pq qu(pqa p;;])]

_
—

s.t. pg < Py, Yg=1,...,Q,

Q
ZP}ITSPJJ, Vj:L...,J (5)

\3
Il
—

(HIPHIE — HIPHIPYyp! + (HIP — HIF)o> >0 VYg=1,....Q.

M

Il
—

J

Instead of solving the problem (5), we will solve the equivalent problem as fol-

lows.

Q
Min (Pq:Py)q>0 éz —Tqq pqapq +TqEOanpq)]
s.t. pq < P, Q
ij,_gpj, Vi=1,...,J (6)

HYPHIF — HYFPHIP )l + (HYP — HSF)o> >0 Vg=1,...,Q.

ﬁ
M& I

[
-

.
I
—
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3 DC Programming and DCA for Solving the Problem (6)

3.1 A Brief Introduction of DC Programming and DCA

DC Programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They are introduced by Pham
Dinh Tao in 1985 in their preliminary form and extensively developed by Le
Thi Hoai An and Pham Dinh Tao since 1994 to become now classic and more
and more popular. DCA is a continuous primal dual subgradient approach. It
is based on local optimality and duality in DC programming in order to solve
standard DC programs which are of the form

a=1inf{f(z) :==g(x) —h(z): ©€R"}, (Pa)

with g, h € Iy (R™), which is a set of lower semi-continuous proper convex func-
tions on R™. Such a function f is called a DC function, and g — h, a DC de-
composition of f, while the convex functions g and h are DC components of f.
A constrained DC program whose feasible set C' is convex always can be trans-
formed into an unconstrained DC program by adding the indicator function of
C to the first DC component.

Recall that, for a convex function ¢, the subgradient of ¢ at x(, denoted as
0¢(x0), is defined by

9¢(w0) :={y €R™ : ¢(z) = d(x0) + (x — x0, y), Vo € R"}

The main principle of DCA is quite simple, that is, at each iteration of DCA,
the convex function A is approximated by its affine minorant at y* € dh(x*),
and it leads to solving the resulting convex program.

y* € ah(z")
21 € arg min {g(x) — h(z*) — (w = 25} (P)

The computation of DCA is only dependent on DC components g and ~ but not
the function f itself. Actually, there exist infinitely many DC decompositions
corresponding to each DC function and they generate various versions of DCA.
Choosing the appropriate DC decomposition plays a key role since it influences
on the properties of DCA such as convergence speed, robustness, efficiency, glob-
ality of computed solutions,...DCA is thus a philosophy rather than an algorithm.
For each problem we can design a family of DCA based algorithms. To the best
of our knowledge, DCA is actually one of the rare algorithms for nonsmooth
nonconvex programming which allow to solve large-scale DC programs. DCA
was successfully applied for solving various nonconvex optimization problems,
which quite often gave global solutions and is proved to be more robust and
more efficient than related standard methods ([18,19,20] and the list of reference
in ([10]).
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This is a DCA generic scheme:

e Initialization. Choose an initial point 2°. 0 +— &
e Repeat.
Step 1. For each k, " is known, computing y* € dh(z").
Step 2. Calculating 2%+ € dg*(y*)
where  9g*(y*) = argmingern {g(z) — h(z¥) — (x — 2%, y*) 12 € C}
Step 3.k« k+1
e Until stopping condition is satisfied.

The convergence properties of DCA and its theoretical basis is analyzed and
proved completely in ([18], [13],[19]). Some typical important properties of DCA
are worth being recalled here.

i) DCA is a descent method without line search but with global con-
vergence : the sequences {g(z*) — h(z*)} and {h*(y*) — ¢* (v*)} are decreasing.

ii) If the optimal value o of DC program is finite and the infinite
sequences {z*} and {y*} are bounded, then every limit point z* (resp. y*) of
sequence {z*} (resp. {y*}) is a critical point of (g — h) (resp. (h* — g*)), i.e.
0g(xz*) N Oh(z*) # @ (resp. Oh*(y*) N Og*(z*) # @)

iii) DCA has a linear convergence for DC programs.

iv) DCA has a finite convergence for polyhedral DC programs

3.2 DC Programming and DCA for the Problem (6)

The New DC Decomposition for the Objective Function of (6)
For any value of p, the objective function of the problem (6) can be written in
the form:

r(p,p’) = G(p,p’) — H(p,p’),

where
Q
Gp.p)=p D 2+ D> 17|
q=1 j=1g=1
JQ Q
Hp,p”) = [p [ D 02+ D D 0/ =D (~r0(Pg:P)) + 74c(pg: P))
q=1 j=1q=1 g=1

Proposition 1. Ifp > M2 V1 +2J 4 4J2, then both G(p, p’) and H(p, p’) are

convex, where M = rgax {HqSeE, H,qu, HJJqD, HJE .
q=1,...,Q;j=1,....,J

Proof. We have

or or
Vri(p,p’) = |Gi(p,p’) = ( 1) ,Ga(p,p’) = ( ; ) :
q=1,...,Q
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where
or, HSE H,qu
Opyg - +H5qu+A UQ—I—Hququ—I—B’
oy HJE HJJqD HjJeE HJJqD
8qu_02+HSqu+A 0?2+ H3Pp,+B  o02+A o>+ B’

. J
with A = Zk:l H,;’eEpiq,B = i1 H,‘c]qugq.
Firstly, we show that there exists a constant L such that

IVri(p, p”) — Vri(B,87)l2 < Ll|(p,p?) — B,7)|2-
We have
Hvrl(pa ) vrl(ﬁaﬁJ)‘|§
= |VGi(p,p”) — VG1(,D”)|3 + |IVG2(p, p’) — VG2(B, )13

HVG1(P p’) - VG (5,972

Z ( HSE HS’E HS’D

= 02+H5qu—|—A 02+H5qu+A1 02+H5qu—|—Bl

SD 2
B Hyy
o2 + HSPp, + B

ZQ: HEF (5, — pq) + X HSPHIP (51, — pl)
= 02—|—H 1€3Fpq + A) (0% + HEpy + Ar)

2 - 2
HSD (p pq) +Zg 1 (]St}DHJD(p]q p]Jq)
(02 + HiPpy + B)(0? + H3Ppy + Bi) ’

with A; = Zk 1H1;IeEpkqv Zk 1Hic]qD Pig-

Applying the Cauchy- Schwartz inequality and noting that all de-
nominators of the fractions above are greater than o2 and M =

SE p7SD 17JD 17JE :
qulaX {qu JHy o Hyw Hi } we obtain
j=1,....,J
~ 1 ~ ~J
IVGi(p,p”) = VG1(B. 873 < )8 (1 + D), p?) = (B.B)I3.  (*¥)

We also have ||[VG2(p, p ) VG2 (p, AJ)||2

- Z Z -~ + e - e 4
s +H5qu—‘rA 02+H5qu—|—A1 o2+ A, o2+ A
2
JD JD JD JD
Haq qu qu _ qu

+a2+HSqu+B1 02+H£1qu+B+02+B 0?2+ By
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J Q JE 17SE JD 17SD
— ZZ Hje qu _ qu qu Py —p )
: M, M, M3M, ¢

]:1 q:l
7 2
>

k=1

JE 17 JE JE [7JE JD 17JD JD 17JD
Hje er _ Hje er - qu Hkq qu Hkq (
MM, M3M, MsMs M7 Mg

5 - pzq>]

where M;, (i =1,...,8) are the denominators of the fractions in the above ex-
pression, respectively. Applying the Cauchy-Schwarz inequality we also gain the
o~ o~ 4
following inequality |[VGa(p,p”) — VG2(p,p”)|2 < UWEIJA +49)|(p,p7) —
®:p7)[3. ()
Adding (**) to (***) and then taking the square root of both sides, we obtain
2 A~ o~
[Vr1(p.p7) = V(.52 < 22 V1 +27 + 4% (p.p”) — (B.B”)|2 This
inequality results in V2(r1) < Qﬁ \/1 +2J + 4J21. Furthermore, V2H = 2pI —
V2ry, thus V2H = 0 if p > ]XI; V14 2J + 4J2, which ensures that H(p,p”) is
a convex function. In addition, G(p, p”) is also convex for all positive values of

p. Therefore, with p > 1;/[42 V14 2J +4J2, G(p,p’) — H(p,p’) is a DC decom-
position of the objective of (6), which is different from that in ([2]). As a result,
we obtain a new DC program as follows.

Min r1(p,p”’) £ G(p,p’) — H(p,p’)
s.t. (pq,pq) >0,
qSqu qulv"'an

Q
Sopl <P Vi=1,...,J

T

Il
_

Mk

(HPHIE — HYPHIP)pl + (HYP — HSF)o? >0, vg=1,...,Q

.
I
—

Following the generic DCA scheme described in Section 3.1, DCA applied on
(6) is given by the algorithm below.

DCA Scheme for DC Program (6)
e Initialization. Choose an initial point 2% = (p°, p7?),0 +— k.

¢ Repeat.
Step 1. For each k,z* = (p*,p”**) is known, compute y* = (p*, p/*) =
VH(z*) with

HSE SD
2pp _ ge + aq
9 o24HJFPpq+A ' o2+HIPpe+B L
q=1,...,

VH(z) = yJE HIE HIP gD )
2ppJ — . je + + _ Jjqa
Jjq aZ+erqu+A 2+A 2+H5'qu+B o2+B G=1,,d

=1,...,

where A = Zk 1er qu’B Zk 1Hkq pkq
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Step 2. Find z¥*t! = (pF*! p’**1) by solving the following convex sub-
problem.

Q J Q
Min p Zpg+ZZp]q —<yF x>
q=1 j=1q=1

s.t.

1’—(1’,1)? 1*(pqapq)q 1=>0
pq < Py, Vg=1,...,Q

Q
Spl <P, vi=1,...,J

J
S (HSPHIE — HSEHIP)p), + (HSP — HSF)o? > 0 g = 1,..,Q.(7)
j=1

Step 3. k«+ k+1.

e Until the stopping condition is satisfied.

4 Numerical Results

4.1 Datasets

The position of the users, jammers, and eavesdropper are randomly generated
within a square area; the channel gain H, (}S;D ,H ,feE JH quD Hze JE are Rayleigh dis-
tributed with mean equal to one and normalized by the dlstance between the
transmitter and the receiver. The results are collected only for the channel real-

izations satisfying condition (7).

4.2 Setting Parameters and Stopping Criteria

In this paper, we present some experiment results obtained from DCA and make
a comparision with those obtained from SCA mentioned in ([2]). Therefore, for
the fair comparison, all parameters are set in the same way as in ([2]). All
users and jammers have the same power budget, i.e. P, = PjJ = P and we set
snr = ;; = 10dB. The number of jammers, J, is set to equal [Q/2].

In Table 1, the initial points are randomly generated five times and then they
are shared for all algorithms in the paper. In Table 2, the initial points are also
randomly generated five times but separately for each algorithm. In each table,
the average of the results gained corresponding to each initial point is chosen as
the final value of SSR and the standard deviation is also accompanied (that is
indicated in parenthesis). The best values of SSR are collected and reported in
the SSR Best column. The DCA-based algorithms are terminated when at least
one of the following criteria are satisfied:
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Table 1. System secrecy rate (SSR) versus number Q of legitimate users

Q DCA SCA
SSR SSR Best  CPU(s) SSR SSR Best CPU(s)
10 5.236 (0.0107) 5.248 6.2 4.915 (0.011) 4.923 194.8
20 13.013 (0.055) 13.104 82 13.199 (0.052)  13.205  677.2
30 15.907(0.040) 15.943 14.1  15.901 (0.043) 15.909 1861.1
40 19.167 ( 0.008)  19.179 224 18.974 (0.007)  18.982  2615.7
50 28.714 ( 0.038) 28.744 25.7  26.719 (0.025) 26.720 4000.3

Table 2. System secrecy rate (SSR) versus number @ of legitimate users

Q DCA SCA

SSR SSR Best  CPU(s) SSR SRR Best CPU(s)
10 5.242 (0.004) 5.249 5.6 4.921(0.015) 4.923 166.5
20 13.091 (0.027) 13.134 7.6 13.196 (0.106) 13.385 952.9
30 15.900 (0.023) 15.926 12.8  15.856 (0.019) 15.878 1635.4
40 19.128 (0.052) 19.199 20,6  18.975 (0,007) 18.985 2650.8
50 28.742 (0.018) 28.759 20.6  26.719 (0.012) 26.727 3424.3

e The absolute value of the difference of the System Secrecy Rate (SSR) in
two consecutive iterations becomes smaller than le — 5 .

e The norm of the difference of two tuples (p, p”) in two consecutive iterations
becomes smaller than le — 5.

4.3 Numerical Results and Comments

In Table 1 and Table 2, we compare the value of SSR versus the number ) of
legitimate users obtained by DCA and SCA, respectively. These tables also show
the running times of both algorithms versus the number of legitimate users. In
Table 3, we demonstrate the dependence of SSR on snr in the case of 10 users. In

Table 3. System secrecy rate (SSR) versus the various values of snr in the case of 10
users
snr 10 20 30 40
DCA SSR 5.245 6.419 6.638 6.481
SCA SSR 4954 6.122 6410 6.453
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general, the numerical results show that SSR achieved by all algorithms tends
to increase with the number of users as well as snr. It can be observed from
the both Table 1 and Table 2 that the DCA yields system secrecy rates better
than those of SCA in almost all of cases while it is much less expensive. More
detailed, though the proposed DCA is a centralized approach, its consuming
times are less than those of SCA that is implemented as a distributed approach,
for all the datasets. Table 3 expresses the comparison of the gains from both
algorithms corresponding to the different values of snr in the case of 10 users.
This table shows that the increase of snr tends to lead to the rise of SSR. The
gains of DCA is always better than those of SCA.

5 Conclusions

In this paper, we have presented a new DC decomposition and the corresponding
DCA-based algorithm for the resource allocation problem in physical layer. The
experimental results on some datasets have shown the robustness as well as the
efficiency of DCA based on this new DC decomposition in term of both the
running time and the objective value. It provides more evidences to show that
DC programming and DCA is an efficient and robust approach for solving the
nonconvex optimization problems in the wide range of areas. In addition, the
technique of decomposing DC proposed in this paper can be also applied for
the various optimization problems and it is especially useful if one wants to
solve these problems in distributed ways to take advantage of all CPUs in the
computers at the same time as well as help to separate a large scale problem
into smaller scale ones.
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Abstract. Bus Rapid Transit (BRT) system plays an important role in public
transport. In order to improve BRT operation quality, the headway optimization
and scheduling combination are considered. Based on an existing model, this
work proposes a modifying model that overcomes the limitation of the old one.
The problem is then solved by a genetic algorithm - based method. Experimental
results show that total cost is significantly decreasing after using scheduling com-
bination strategies. The optimal frequency of BRT vehicles is also determined.

Keywords: Bus Rapid Transit, Genetic Algorithm, Scheduling.

1 Introduction

Bus Rapid Transit (BRT) can be defined as a corridor in which buses operate on a
dedicated right-of-way such as a bus-way or a bus lane reserved for buses on an arte-
rial road or freeway. It can be understood as a rapid mode of transportation that can
combine the quality of rail transit and the flexibility of buses [5]. BRT may be an effi-
cient transportation service, especially for cities in developing countries where there are
high transit-dependent populations and financial resources are limited [9]. Nowadays,
many cities all over the world have developed the BRT system such as Bogota, Delhi,
Guangzhou, Jakarta, ...

To improve the quality of BRT service or bus systems in general, it is absolutely
scheduled. One usually schedules the frequency of each bus route, namely, the head-
way - the time between two consecutive buses leaving the initial station - is calculated.
Another scheduling problem is to plan when BRT vehicles should stop at certain sta-
tions. This problem is called the problem of scheduling combination for buses. Most
researches focused on traditional bus scheduling [4], [13], [3], [1], [11], [8]. For BRT
systems, there are fewer researches. The frequency of BRT route is studied by Bai et al.
in 2007 [2] or by Liang et al. in 2011 [6]. Scheduling combination for BRT is consid-
ered in [7]. Sun et al. in 2008 investigated the frequency and scheduling combination
for a BRT route in the mean time [12]. The solution methods were usually heuristic
such as taboo search methods [2], genetic algorithms [6], [12].

According to the BRT vehicle operation form and stops number, the scheduling
is regularly divided to three forms: normal scheduling, zone scheduling and express
scheduling. With the normal scheduling form, vehicles run along routes and stop at ev-
ery station from the initial stop to the end. The zone scheduling is defined as vehicles

(© Springer International Publishing Switzerland 2015 69
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Fig. 1. (a) Normal schedule; (b) Zone schedule; (c) Express schedule

only run on high-traffic volume zone while for the express scheduling, vehicles only
stop at certain stations with the large demand of passengers (Figure 1).

It is clear that the design and assignment of BRT vehicles to suitable scheduling
forms are transport planners’ very important tasks. Sun et al. proposed a genetic al-
gorithm (GA)- based method to give the optimal headway and a suitable scheduling
combination so that the total cost (including the waiting time, traveling time, operation
BRT cost ...) is minimized [12]. The authors were based on the assumption that a BRT
vehicle is not allowed to cross another BRT vehicle. This leads to an unrealistic thing
when an express BRT vehicle may cross a normal one.

Our work improves the limitation above by rebuilding a mathematical model. The
modifying model is then solved by a genetic algorithm-based method. We also applied
this model to a BRT route in Hanoi. The experimented route is being constructed and
expectedly used at the end of 2015. The promising experimental results make a valuable
contribution of this work.

The next section is devoted to describe BRT systems and the mathematical problem.
Section 3 presents a brief of the solution method. The case study is dedicated in Section
4. The paper is ended by some conclusions and acknowledgements.

2 Optimization Model of BRT Systems

Consider a BRT system with the following assumptions:

i) BRT vehicles are completely prioritized, i.e. they never stop due to traffic lights;
ii) BRT vehicles run at constant speed, namely, the running time between two any
stations does not change;
iii) The headway is fixed in the study period;
iv) The passenger arrival rate is uniform and unchanged in the given period,;
v) The duration for stop and acceleration and deceleration are fixed;

We are using some notations as follows:

i— BRT vehicle ithi (i = 1, 2, --- , M), in which M is the total number of operating
vehicles in the study period;

Jj— stop jth on the BRT route (j = 1, 2,---, N), in which N is the total number of
stops on the route;

- scheduling form: [ = 1 means the normal scheduling, [ = 2 shows the zone

scheduling and [ = 3 assigns to the express scheduling;

65 ,;— binary variable, for the scheduling form [, gets the value of 1 if vehicle 7 stops
at 7, otherwise is 0;

55’ ;,— binary variable, for the scheduling form [, gets the value of 1 if vehicle ¢ stops
at both j and k, otherwise is 0;

T studied period;
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To — dwelling duration at every stop;

¢ — acceleration and deceleration duration;

h —headway;

a; ; - the arrival time vehicle ¢ at stop j;

d; ; - the departure time vehicle 7 at stop j;

t; - the running time of vehicles between stop j — 1 and j;

7;.% - Passenger arrival rate at stop j who want to go to stop k(k > j);

R; - arrival rate at stop j: (R; = > T k)

A; j - the number of alighting passengers at stop j from vehicle i;

B; ; - the number of boarding passengers at stop j from vehicle ¢;

L; j - the number of passengers on BRT when vehicle ¢ runs from j to j 4 1;

C - weight of cost of waiting passenger;

Cs - weight of cost of on-board passenger;

Cs5 - weight of operation cost of vehicles.

17 — BRT vehicle :th actually leaving stop j; At the initial station, the order of BRT
vehicles leaving the stationis 1, 2, ..., ¢, ..., M, respectively. Since the situation of cross-
ing among vehicles, the order of BRT vehicles leaving the station j # 1 is probably not
the same to the original order. To avoid confusion, in the next, the actual order of vehi-
cle ith is denoted by [th (the big ith). To determine exactly the order of vehicles leaving
stop j, we can base on the value of d; ;.

hr ; - headway between vehicle I and I — 1 at stop j;

s1,jk- passenger number wanting to stop k, but missing vehicle I when it leaves stop
Js

St,; - total number of passengers missing vehicle I at stop j;

Wr,jr - passenger number wanting to go from stop j to stop k by vehicle 1.

Input

A BRT route having N stations, a fleet of M BRT vehicles;
Three scheduling forms: Normal, Zone and Express;
Running time between two consecutive stations #;;
Dwelling time T}y and acceleration/deceleration time c;
Matrix of passenger arrival rate r;y;

Studied period 7T'.

Output

e Headway h and the assignment of each vehicle to certain scheduling form;
e Total cost.

Objective Function
The objective is to minimize the total cost f containing three terms f = f1 + fa + fs.
In particular,



72 Q.T. Nguyen and N.B.T. Phan

M N
e f1=0C1. ZZ[ o IJ+SI 1]h1]}

1=1j=

where the first term is the average passenger waiting time for vehicle I at stop
J in the duration of iy ; and the second term is the waiting time for vehicle I of the
passengers missing vehicle I — 1;

M N . M N-1
. Z Z [Lij—1 — Aij].6; ;. To + 02‘21 21 Lijltjv1 + (8 ; + 0 ;11)-cl,
i=1j=1 i=1j=

where the first term is the total waiting time of on-board passengers when vehicles
stop and the second one is the travel time of on-board passengers.

M N-1
° f3= CSZZ5 T0+C322[g+1+(5 01 j41)-ds
i=1j= i=1j=

that is the total cost of operation BRT vehicles.

Constraints
(1) Time Constraints
The arrival time and departure time at stop 1 are equal for every vehicle:

a1 =d;i1 = (i—1).h, i=1, M. (1)

s

The arrival time of vehicle 7 at stop j is equal to the sum of the departure time of that
vehicle at stop j — 1 and the running time and acceleration/deceleration time:

a;; =d;j—1+1; (55 o1t 5ﬁﬁj).c. (2)

At stop j, the departure time of vehicle 7 is the sum of the its arrival time and the
dwelling time:

di,j = Q5 + 5§,j'T0' (3)

The headway at stop j between vehicle I and I — 1:
hij=drj—dr-1;. (4)

(2) Passenger Number Constraints
The number of passengers waiting vehicle I at stop j is composed of the number of
passengers missing vehicle / — 1 and a new coming passenger number:

WI,jk = SI*l,ij + T’j’k.hj’j. (5)

The passenger number wanting to go to stop k but missing vehicle I at stop j depends
on the passenger number waiting vehicle I and that vehicle I has plan to stop at j and
k or not:

s1k = Wi k(1= 67 i) (6)
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The passenger number missing vehicle I at stop j is the sum of passengers missing
vehicle I at stop j and wanting to all k after j:

N
Srj= Z ST,jk- 7N

k=j+1

The alighting passenger number of vehicle ¢ at stop j equals the sum of boarding
passenger number at all stop before j:

ij =0 ZWZ k-0 ®)

The boarding passenger number of vehicle ¢ at stop j equals the sum of alighting
passenger number at all stops after j:

B;;=d.;. Z Wi k-0 i ©

k=j+1

The number of on-board passengers of vehicle ¢ from stop j to stop j + 1 equals
the one from the stop j — 1 to j plus boarding passengers at stop j minus alighting
passengers at stop j:

Lij=Ljj1+DB;; —Aij. (10)

In summary, the scheduling combination problem can be formulated as follows:
min{ f1 + f2 + f3}, subject to the constraints (1)-(4) and (5)-(10). This problem is
in the form of 0-1 integer non-linear programming problem, that is so difficult.

3 A GA-Based Solution Method

Genetic algorithm (GA) is a branch of evolutionary computation in which one imitates
the biological processes of reproduction and natural selection to solve for the fittest
solutions. GA allows one to find solutions to problems that other optimization methods
cannot handle due to a lack of continuity, derivatives, linearity, or other features. The
general schema of GA is in Figure 2 (refer to [10] for more detail).

Coding

The most important procedure in GA is the coding step. In our problem, each one of
three scheduling forms are easily encoded by using a 2-bit binary number: 01 repre-
sents the normal scheduling, 10 is the zone scheduling and 11 is assigned to the express
scheduling. The length of chromosomes depends on the frequency or the headway. For
instance, consider the study period 7" = 15 minutes with the headway h = 3 minutes.
That means the number of vehicles is operated M = 5. If an individual has the chro-
mosome of 11 10 00 01 10 then it is understood as that 5 vehicles are assigned to 11,
10, 00, 01 and 10, respectively.

Genetic Operators
Three main operators in a GA schema are Selection, Crossing and Mutation.
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Fig. 2. GA schema

i) Selection:

Given a population at certain generation, Selection determine which individuals are
chosen for the next generation. We use Roulette gambling law for this step [13].

ii) Crossing:

Two individuals cross at a certain position. For example, the crossing of two head genes
of 00 00 00 00 00 and three tail genesof 11 111111 11is 0000 11 11 11. The crossing
rate is set to P..

iii) Mutation:

Given a mutation rate of P,,. The individual is mutated at a random position, namely,
”0” becomes ~’1” or vise versa.

4 A Case Study in Hanoi

Hanoi, the capital of Vietnam, is planning to have 8 BRT routes by 2030. At the present,
Kim Ma-Yen Nghia BRT route is being constructed and expectedly used in the end of
2015. We apply the model to this route. The route map is showed in Figure 3. The BRT
route is investigated with the following parameters:

1) The study period is 7" = 1h and the number of stops is N = 23;

ii) Typ = 30s and ¢ = 15s;

iii) C4y = 0.2 and Cy = 0.3 and C3 = 0.5;

iv) The average speed is 22.5km /h = 375m /min. Based on the distance and the speed,
the running time is determined in Table 1.



75

Scheduling Problem for Bus Rapid Transit Routes

Bén xe Kim M3

%

pe

Nuitric (21

\?"‘

3

\\

\ 3
TLGidngve 200

5,

]
Yol
A

Hoang Dao Thuy

Thanh Cang (19

Dy

ViNgoc Phan™~

)

(NL
(&1
P
W @ s
™ w1 g £
I C I I
A5 B
S EE 3
B~ 8§32k 3
3Fr? 3
55§ ©
£ 53
2
5 £

%
%
K
%

%
3
%,
9\

cavecr (11

i

VanPhic (10)
Nghia trang Van Pnuc\ g

o
e

<

KOTDuong Néi (8

o
)

Thp Dodn Nam Cuimg

5’4

Caulakhé (6)

Fig. 3. Kim Ma- Yen Nghia BRT route

We test the demand of transport in two scenarios: the normal hour and the rush hour.

The algorithm is coded in C and run on a medium-configured laptop.

Normal Hour Scenario

The matrix of passenger arrival rates for the normal hour is given in Figure 4. This ma-

trix has the size of 23 x 23. The number located at line j and colume £ is the passenger

rate who want to go from stop j to stop k.
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Fig. 4. Matrix of passenger arrival rates for the normal hour (people/min)
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Table 1. Running time on link

Link Distance (metres) Time (minutes)

Yen Nghia - 01 1589 4.237
01-02 511 1.363
02-03 512 1.365
03-04 548 1.461
04 -05 503 1.341
05 - 06 417 1.112
06 - 07 470 1.253
07 -08 630 1.680
08 - 09 550 1.467
09-10 410 1.093
10-11 590 1.573
11-12 585 1.560
12 13 565 1.507
13 14 720 1.920
14-15 640 1.707
15-16 625 1.667
16 - 17 1130 3.013
17-18 665 1.773
18-19 840 2.240
19 - 20 720 1.920
20-21 770 2.053
21 - Kim Ma 710 1.893

Based on the passenger arrival rates, three scheduling forms are chosen as in Table
2. As showed in Table 2, for the normal scheduling a vehicle catches/takes passengers
at every stations; for the zone scheduling, it does passengers at 12/23 and it does pas-
sengers at 7/23 for the express scheduling.

Table 2. Three scheduling forms (”1” means stop and "0” is non-stop)

Stop 010203 040506070809 10111213 14151617 18 192021 2223
Nomal 1 1 1 1 111111111111 11111T1:1
Zone 1 0 0 1 1 1 1 1 1
Express 1 0 0 1 1 1 1 1 1

o O

01 1 01 00 1 000
00 000 00 0000

The GA is run with the parameters: P, = 0.8 and P,, = 0.005; the number of
generations is 1000; the number of population is up-to-15000. The results are reported
in Table 3. The first column A is the headway of BRT (frequency). The second column
shows the number of BRT vehicles (No.Veh.). The third one indicates the schedule for
each BRT vehicle: 0 means Normal; 1 is Zone; and 2 shows Express. For instance,
000 in the first line of the table indicates that all three vehicles is assigned to Normal

scheduling. The forth column (ScheCost) gives the total cost calculated by GA. The
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Table 3. Results obtained by GA for the normal hour

h (min) No. Veh. Schedule ScheCost IniCost Save (%) Time (m:ss)
20 3 000 322289 322289 0.00 0:00
15 4 0001 295138 302723 2.51 0:01
12 5 00011 279390 290997 3.99 0:02
10 6 000011 267417 283189 5.57 0:15
6 10 2000211111 234840 267636 12.25 1:54
5 12 200002112111 226408 263778 14.17 2:10
4 15 200010211212111 227082 269672 15.79 2:25
3 20 200000010221211112211 231154 281469 17.88 2:14

fifth column (InCost) presents the total cost without the scheduling i.e. the total cost in
the case that all vehicles chooses Normal one. The sixth column shows the percentage
of saving cost when using scheduling. The last column is the computing time of GA.

Rush-Hour Scenario
We also test for the data in rush-hour (see Figure 5) and obtain the result in Table 4.
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Fig. 5. Matrix of passenger arrival rates for the rush hour (people/min)

Some remarks on the results:

— Using scheduling combination, the cost of BRT system can be decreasing up-to-
18%.

— In rush hour, the number of vehicle using zone scheduling/express scheduling is
increasing.

— The computing time of the algorithm is trivial.

— From Table 3 and 4, the total cost can be visualized with respect to the number of
vehicles (Figure 6). It shows that the optimal number of vehicle is 12 (headway
h=5) for the normal hour. In rush-hour, the number of vehicle should be greater to
get the optimal cost, namely, the vehicle number is 15 (headway h=4). This result
is logical when remarking that one need more vehicles in rush hour.
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Table 4. Results obtained by GA for the rush-hour

h (min) No. Veh. Schedule ScheCost IniCost Save (%) Time (m:ss)
20 3 001 1793877 1811648 0.98 0:00
15 4 0001 1650732 1704609 3.16 0:01
12 5 00011 1556245 1640398 5.13 0:02
10 6 100111 1490410 1597601 6.71 0:14
6 10 2000212222 1313327 1512068 13.14 1:30
5 12 200021122222 1267757 1490761 14.96 2:11
4 15 200000221222222 1254554 1520776 17.51 3:15
3 20 21000201212211122222 1276884 1564966 18.41 3:07
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Fig. 6. Total cost and the number of vehicles
S Conclusions

This work consider the problem of determining an optimal headway and BRT schedul-
ing combination. We propose a modified model that overcomes the limitation, namely,
two BRT vehicles probably cross each other. The model is solved by the genetic algo-
rithm. The case study of the BRT route in Hanoi is investigated. Experimental results
show that total cost is reasonably decreasing after using scheduling combination strate-
gies.

Note that the model is probably extended to the multi-objective optimization prob-
lem. An incompletely prioritized BRT system is also the objective for the future work.
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Abstract. The Sequence Dependent Traveling Salesman Problem
(SDTSP) is a combinatorial optimization problem defined as a gener-
alization of the T'SP. It emerged during optimization of two kinds of
commonly used placement machines for production of printed circuit
boards. The difference between SDTSP and TSP is that the cost in-
curred by transition from one point to another is dependent not only the
distance between these points but also subsequent k points. In this study,
we applied Simulated Annealing (SA), Artificial Bee Colony (ABC) and
Migrating Birds Optimization (MBO) to solve real-world and random
SDTSP instances. The metaheuristics were tested with 10 neighbor func-
tions. In our computational study, we conducted extensive computational
experiments. Firstly, we obtained best parameter value combination for
each metaheuristic. Secondly, we conducted experiments so as to deter-
mine best performing neighbor function for each metaheuristic. Compu-
tational experiments show that twoopt function can be considered as
the most suitable function for all the three metaheuristics.

Keywords: metaheuristics, combinatorial optimization, sequence de-
pendent traveling salesman problem.

1 Introduction

The Sequence Dependent Traveling Salesman Problem (SDTSP) is a recently in-
troduced combinatorial optimization problem as a generalization of the Traveling
Salesman Problem (TSP) [1]. TSP can be easily stated as follows: a salesman wants
to visit n distinct cities and then returns home. He wants to determine the sequence
of the travel so that the overall travelling time is minimized while visiting each city
not more than once. Conceptually it seems simple, but obtaining an optimal so-
lution requires a search in set with n! feasible solutions. The difference between
SDTSP and the TSP is that the cost incurred by transition from one vertex to an-
other depends not only the distance between these points but also on the choice of
subsequent k vertices due to an additional constraint added to the cost calculation
function. Therefore, solution methods for the TSP are not guaranteed to generate
optimum /near-optimum solutions for SDTSP instances.

© Springer International Publishing Switzerland 2015 83
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In the SDTSP, the cities (points) have an additional property, called free time
(ft), which affects the cost calculation (i.e., in this study we calculate cost in
time units). For a given travel sequence, cost of travel between points ¢ and j
when point j is visited in pth position is calculated with the following equation.

02(p7 Zv.]) = maX{Cl(iaj)a max{ftpa ftp+17 ftp-‘rQa RS ftp+k7—1}} (1)

where C1(i,7) gives the travel cost from point ¢ to point j, ft,4+1 is the free
time of the point visited in (p+ 1)st position, ft,4+2 is the free time of the point
visited in (p 4+ 2)nd position and so on. k represents the number of points in
the travel sequence whose free time characteristic will be taken into account in
the cost calculation. If k is zero, then C2 turns out to be C1(,j) and thus the
problem becomes a classical TSP.

One can easily observe that the cost calculation of a tour can be done only
after the tour is completely determined. The following example illustrates the
difference between the classical TSP and the SDTSP. Table 1 provides the coor-
dinates and free-time costs of the points. In this example, let the cost between
any pair of points is affected by free time costs of subsequent four points (k=4).
In order to calculate the C2 cost between two points, a and b, according to Eq. 1,
we firstly calculate C'1 (in Chebyshev metric for this small example). Then, by
using the C'1 cost and finding the maximum of free time values of following four
points, the C2 cost is calculated.

Table 1. Data for a SDTSP example

Point z y ft

A 27
46
67
85
75
45
81
41
15
25

[\]

rTeI@moHmmgaQw
AN NN NN NN

If the problem had been handled as a classical TSP instance, the tour given
in Figure 1 (Tour 1) would have been an optimal solution with 24 time units.
However, this is a costly tour (34 time units) for the SDTSP. On the other hand,
although the tour given in Figure 2 is more costly than an optimal solution for
the classical TSP (25 time units) it will be the optimal solution for the SDTSP.
Hence, it is not guaranteed that optimal solutions for a conventional TSP are
also optimal for the SDTSP.
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The SDTSP emerged during the optimization of placement machines used in
printed circuit board (PCB) manufacturing industry [2]. A placement machine
is very expensive and therefore, the assembly lines are typically designed such
that the placement machine is the limiting resource or bottleneck, which is the
key issue for assembly line optimization [3,4]. Thus, for manufacturers to remain
competitive in the growing PCB market, they must concentrate their efforts on
improving the efficiency of their placement machines. Even small improvements
in PCB assembly increase productivity and bring huge amounts of profits to the
company.

It is agreed that one of common solution methods for combinatorial optimiza-
tion problems is to utilize metaheuristics. Metaheuristics are nothing but the
heuristic methods that can be applied for various problems with small mod-
ifications. Some of the well-known metaheuristics being used to solve combi-
natorial optimization problems are genetic algorithm, simulated annealing, ant
colony optimization, tabu search and iterated local search. In this study, we ap-
plied three metaheuristics to find solutions to the SDTSP: simulated annealing
(SA) [5], artificial bee colony algorithm (ABC) [6] and newly proposed migrating
birds optimization (MBO) [7]. The reason why we have chosen ABC and MBO
is that they are recently proposed and unexploited metaheuristics. Besides, all
these metaheuristics rely on neighborhood search. Therefore, in this study, we
also compared the efficacy and the efficiency of several neighbor functions on



86 S. Tonyali and A.F. Alkaya

solution quality. In our computational work, we compared performances of these
metaheuristics in terms of solution quality and running time on synthetic data.

The rest of this paper is organized as follows: In Section 2, we give algorithmic
details about the three metaheuristics mentioned above. In Section 3, neighbor
functions of which performances were compared in this study are introduced. In
Section 4, we provide the experimental setup results regarding the best values
of algorithm parameters and best-fit neighbor functions for each metaheuristic.
In the last section, we conclude with a summary of the study and its main
conclusions, and some future work with which we are planning to extend this
study.

2 Background

2.1 Simulated Annealing

In metallurgy, annealing is a technique involving heating a solid to a high tem-
perature (melting) and then controlled cooling it (freezing) very slowly to reach
thermal equilibrium at each temperature. Thermal equilibrium is reached at a
temperature value at which large changes in energy do not occur [8]. The main
goal is to find a configuration that minimizes the energy of the system. In this
analogy; system, configuration and energy correspond to a combinatorial op-
timization problem, solution generated for this problem and the cost of this
proposed solution, respectively [5].

The algorithm starts by generating an initial solution (either randomly or
heuristically constructed) and by initializing the so-called temperature parame-
ter T'. Then, at each iteration a solution s in N(s) (the set of neighbor solutions
of s) is randomly sampled by using a neighbor function (e.g., twoopt move,
pair-wise exchange etc.) and it is accepted as new current solution depending
on f(s), f(s) (f function calculates cost of a solution) and T'. s/ replaces s if
f(st) < f(s) or, in case f(s!) > f(s), with a probability, which is a function of T',
and f(s/) — f(s). The probability is generally computed following the Boltzmann
distribution )
161 @)

Metropolis et al. [9] introduced a simple algorithm that simulates the anneal-
ing process in metallurgy. This algorithm was latterly named as SA by Kirk-
patrick et al. [5]. We designed our SA originating from [10] as follows: There are
two nested loops. An initial solution is generated randomly and assigned as the
best solution before the loops start. Then, in the inner loop, current solution
is perturbed by using a neighbor function and a new solution is generated. If
the objective function value of this new solution is less than or equal to that
of the current solution, then the new solution is assigned as the current solu-
tion for the next inner loop iteration. In addition, if the objective function value

exp
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of the new solution is less than that of the best solution, then the best solution is
replaced with the new solution. Otherwise, that is, if the objective function value
of the new solution is greater than that of the current solution, then the new
solution is accepted as the current solution with a probability. This probability
value is calculated as above. The inner loop repeats this process R times. After
inner loop finishes, this value is augmented by multiplying it by b where b is
the expansion coefficient for R. Then, so-called temperature value T is updated
by being divided by a, which is decrease ratio of temperature value. After these
updates, next iteration for the outer loop starts again. The outer loop repeats
this process until the number of solutions generated during iterations reaches
the maximum number of solutions to be generated.

2.2 Artificial Bee Colony

The ABC algorithm is a nature-inspired and population based optimization al-
gorithm simulating intelligent foraging behavior of a bee colony. In a bee colony,
in order to maximize the amount of food collected, honey bees collaborate with
each other. In that organization, there are three types of bees: employee bees,
onlooker bees and scout bees. Employee bees are responsible for determining
the quality of food source for onlooker bees. They dance for onlooker bees in
order to exchange information specifying the quality of food source they visited.
With the collective information from the employee bees, onlooker bees choose
the food sources and try to find better ones. After a while, the food sources being
exploited become exhausted. In such a case, associated employed bee abandons
her food source and becomes a scout. Then, it starts to explore for a new food
source randomly.

In this algorithm, all bees have the ability to keep their best solution. The
steps of the ABC are as follows:

i Initialize the solutions randomly,

ii Send employee bees to find solutions

iii From the probability calculations of employee bees, send onlooker bees and
find new better solutions

iv Send the scout bees to generate new solutions.

v Keep the best solution so far

vi Repeat ii-v until the stopping criteria are met.

ABC was proposed by Karaboga and Basturk where in their original study
they used ABC algorithm for optimizing multimodal (a function which has two or
more local optima) and multivariable functions [6]. Then, performance of ABC
was compared with those of Genetic Algorithm (GA), Particle Swarm Opti-
mization (PSO) algorithm and Particle Swarm Inspired Evolutionary Algorithm
(PS-EA). ABC outperformed the other algorithms. The results showed that this
new algorithm is competitive with commonly used algorithms for optimization
problems in the literature.
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2.3 Migrating Birds Optimization

The MBO algorithm is a newly proposed, population-based neighborhood search
technique inspired from the V formation flight of the migrating birds which is
proven to be an effective formation in energy minimization. In the analogy,
initial solutions correspond to a flock of birds. Likewise the leader bird in the
flock, a leader solution is chosen and the rest of the solutions is divided into two
parts. Each solution generates a number of neighbor solutions. This number is
a determiner value on exploration and it corresponds to the speed of the flock.
The higher this value, the more detailed the flock explores its surroundings.

The algorithm starts with a number of initial solutions corresponding to birds
in a V formation. Starting with the first solution (corresponding to the leader
bird) and progressing on the lines towards the tales, each solution is tried to be
improved by its neighbor solutions. If any of the neighbor solutions is better,
the current solution is replaced by that one. There is also a benefit mechanism
for the solutions (birds) from the solutions in front of them. Here we define the
benefit mechanism as sharing the best unused neighbors with the solutions that
follow. In other words, a solution evaluates a number of its own neighbors and
a number of best neighbors of the previous solution and is replaced by the best
of them. Once all solutions are improved (or tried to be improved) by neighbor
solutions, this procedure is repeated a number of times (tours) after which the
first solution becomes the last, and one of the second solutions becomes the
first and another loop starts. The algorithm is terminated after a number of
iterations.

This new metaheuristic was proposed by Duman et al. [7]. They applied it to
solve quadratic assignment problem instances arising from printed circuit board
assembly workshops. Its performance was compared with those of metaheuris-
tics implemented and compared in two previous studies. These metaheuristics
are simulated annealing, tabu search, genetic algorithm, scatter search, parti-
cle swarm optimization, differential evolution and guided evolutionary simulated
annealing. In this comparison, the MBO outperformed the best performed meta-
heuristic (simulated annealing) in the previous studies by approximately three
percent on the average. In addition, MBO was tested with some benchmark
problem instances obtained from QAPLIB and in most of the instances it ob-
tained the best known solutions. As a result of these tests, it is concluded that
the MBO is a promising metaheuristic and it is a candidate to become one of the
highly competitive metaheuristics. Duman and Elikucuk [12] applied MBO to
solve fraud detection problem. They also proposed a new version of MBO where
a different benefit mechanism is used. They tested the original MBO algorithm
and its new version on real data and compared their performance with that of
genetic algorithm hybridized with scatter search (GASS). Test results showed
that the MBO algorithm and its new version performed significantly better than
the GASS algorithm.
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3 Neighbor Functions

Since a solution for an SDTSP instance answers the question of in which or-
der vertices should be visited to minimize the total assembly time, it can be
represented as a permutation of vertex indices (See Figure 3).

Fig. 3. Representation of a solution

In this study, we tested and used ten neighbor functions (Figure 4).

— Adjacent Interchange: One of the indices in the permutation is chosen
randomly and this index is interchanged with its adjacent on the right. If the
chosen index is in the last position, then it is interchanged with the index
that is in the first position.

— Random Interchange: Two distinct indices in the permutation are chosen
randomly and interchanged.

— Move a Single Term: One of the indices in the permutation is chosen
randomly. Number of steps to be moved is chosen randomly from a prede-
termined set of candidate numbers, and then the index is moved rightwards
by the number of steps further from the current position.

— Move a Subsequence: A subsequence of the permutation, whose length
is determined by randomly choosing from a predetermined set of candidate
numbers is designated, and then the subsequence is moved rightwards by the
number, which is generated randomly in the range of 1 and the length of the
permutation, further from the current position of the beginning index of the
subsequence.

— Reverse a Subsequence: A subsequence of the permutation is determined
as in the Move a Subsequence function, and then the subsequence is reversed.

— Reverse and/or Move a Subsequence: This function consists of two
different functions: reverse and move a subsequence, and reverse or move a
subsequence. A subsequence of the permutation is determined as in the Move
a Subsequence function. Then, a random number which is in the range [0,
1) is generated. If the generated number is less than 0.5, then reversing and
move a subsequence function is carried out. This function, firstly, reverses
the subsequence and then moves the reversed subsequence rightwards by a
random number of steps in the range of 1 and the length of the permutation
further from the current position of the beginning index of the subsequence. If
the generated number is equal or greater than 0.5, then the function reverses
or moves the subsequence. A new random number in the range of [0, 1) is
generated. If the generated number is less than 0.5, then the subsequence is
reversed. Otherwise, it is moved rightwards as explained above.
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— Swap Subsequences: The permutation is divided into two. One subse-
quence for each division is determined as explained in the Move a Subse-
quence function, and then these subsequences are swapped with each other.

— Reverse and Swap Subsequences: The subsequences are determined as
in the Swap Subsequences function and they are reversed. Then, they are
swapped with each other.

— Twoopt: This function is the same as Reverse a Subsequence function ex-
cept that twoopt has no subsequence length limit, that is, the subsequence
may be the permutation itself.

— Random Remove and Reinsert: One of the indices is chosen randomly
and then it is inserted into a randomly chosen position.

4 Experimental Setup, Results and Discussion

To measure the performance of the metaheuristics we conducted two groups of
tests:

1. Tests conducted to fine tune the parameters of the algorithms,
2. Tests conducted to determine the neighbor functions with which the algo-
rithms can show their best performance,

The SDTSP originally emerged during the optimization of placement ma-
chines used in PCB manufacturing industry. For all tests, we used the specifica-
tions of a particular placement machine called ship shooters. That is, the board
carrier speed is 280 mm/sec in both x and y directions and the placement ma-
chine transports the next head onto mount position in 0.15 sec., 0.19 sec., 0.24
sec. and 0.29 sec. for weight groups 1, 2, 3 and 4, respectively and k is 6.

The random data were generated via a random data generator developed
for [2]. There are two kinds of model for generating the random data: structured
and homogeneous model. In structured model, components in the same weight
group are juxtaposed and this model resembles the real data. On the other hand,
in homogeneous model, components are placed homogeneously on the board
regardless of their weight category. We generated four types of PCB data each
having 100, 200, 300 or 400 components. All random data include components
from all weight groups, but mostly from group 1.

We compared the performances using two criteria:

1. Total Assembly Time (TAT): The time required for a chip mounter to
complete assembly of a PCB. This gives us the objective function value for
a problem instance.

2. Run Time (RT): The time required for a test case to be completed.

The tests are performed on a machine with Intel Xeon CPU E5 at 3.10 GHz.
with 128 GB RAM using Windows 7 Professional OS. In the following subsec-
tions, each figure is an average of 10 runs.
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4.1 Parameter Fine Tuning

In the following, we present the results of the first test conducted to fine tune
the parameters of the algorithms. All these algorithms generate their initial
solution(s) randomly and to make a fair comparison we impose a restriction on
the number of solutions generated on the same problem instance. This number
depends on the number of components a problem instance (or a PCB) and it
one third of the of three to the power of number of components.

The metaheuristics we exploit in this study have various parameters which
have to be fine-tuned. For SA, we need to fine-tune initial temperature (T),
temperature decrease ratio (a), initial number of iterations for inner loop (R)
and its expansion coefficient (b). We took these parameters and their potential
values from [10]. That is, T is set to either 100 or 1000. R is set to either 5 or
20. a and b are set to either 1.1 or 1.5.

ABC algorithm inherently needs a colony size (C'S) value. This value is the
number of initial solutions to be generated. It is used to calculate an important
value for ABC algorithm, limit. limit is maximum number of consecutive iter-
ations during which an ineffectual solution is used to generate new solutions.
In addition, we need a last parameter to calculate limit value; d. d is used as a
denominator in limit calculation formula as follows: limit = ((2eCSzD))/d [11]
where D is the number of dimensions of a vector that represents a point in the
problem. We determined potential values for C'S arbitrarily but by inspiring the
values used in related studies. The values we used for C'S are 10, 20 and 30. The
referenced study uses 3 for d. In addition to this, we wanted to investigate how
2 will affect the performance of the algorithm, so we incorporated it into the
potential values for d.

MBO algorithm has many more parameters than the others: number of initial
solutions (n), number of tours (m), number of neighbor solutions to be generated
from a solution (p) and number of solutions to be shared with the following
solution (z). To determine potential values for these parameters we utilized [7]:
n is set to 13, 25 or 51. m is set to 5, 10 and 20. p is set to 3, 5 or 7. x is set to
1, 2 or 3. Moreover, p value has to be equal to or greater than 2*z+1 due to the
inherent design of the algorithm.

We conducted a large of number computational experiments to reveal the
best performing parameter values. The best performing values are presented in
Table 2.

Table 2. The best parameter value combination for each metaheuristic

Algorithm Best Parameter Values
Artificial Bee Colony C'S=30, d=2

Migrating Birds Optimization n=25, m=5, p=>5, z=1
Simulated Annealing T=100, R=5, a=1.5, b=1.5
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4.2 Determining Best Performing Neighbor Functions

After selecting the best performing parameter value combinations for the algo-
rithms we need to determine which neighbor function should be used for each
algorithm. Hence, we carried out some computational experiments on synthetic
data in order to determine best-fit functions. In Table 3, we present average
runtimes and average total assembly times of the algorithms for each neighbor
function.

To determine most eligible neighbor function for each algorithm, we compare
the performances of the functions by using average of total assembly times ob-
tained by the functions from all real PCB data. For all algorithms, adjacent
interchange function shows the worst performance.

For ABC, twoopt function shows the best performance. The second- and the
third-best functions are random remove and reinsert and reverse and/or move
subsequence, respectively.

MBO also shows its best performance with twoopt function. The second-
and the third-best functions are reverse and/or move subsequence and move
subsequence functions, respectively.

For SA, randomremovereinsert function shows the best performance. It
is slightly better than twoopt function. twoopt and reverse and/or move subse-
quence functions show the second- and the third-best performance, respectively.

Table 3. Neighboring function performance for each metaheuristic

Function ABC MBO SA
RT |TAT| RT |TAT| RT |TAT
adjacentinterchange 115.97 [34.45 |144.83 |31.81 |113.03 |26.43
movesingleterm 117.29 |27.66 |148.26 |21.23 |113.99 |(20.17
movesubsequence 116.66 [24.90 |146.50 |17.06 |{114.50 {16.90
randominterchange 116.36 [25.75 |146.00 |17.88 [113.42 |17.05
randomremovereinsert 118.27 |24.32 |159.89 |17.10 |116.80 |16.82

reverseandormovesubsequence|183.75 [24.72 [203.75 [16.95 [194.92 [16.88
reverseandswapsubsequences [121.39 [27.17 [158.41 [17.73 [116.50 [17.49

reversesubsequence 122.39 [25.77 |150.26 |20.16 |114.62 |17.73
swapsubsequences 119.82 [27.18 |154.35 |17.54 |116.05 |17.50
twoopt 120.24|23.18|154.99|16.87(116.1616.84

5 Summary, Conclusions and Future Work

SDTSP is a newly defined combinatorial optimization problem which emerged
during optimization of placement machines having been used PCB assembly. In
this study, we determined the best parameter value combination and the best
performing neighbor function for three metaheuristics by taking SDTSP into
consideration. Firstly, best performing parameter value combination for each of
the metaheuristics are found as a result of extensive computational experiments.
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When the metaheuristics utilize their best parameter value combination it is
observed that twoopt shows the best performance out of 10 neighbour functions.
As an extension to this study, we plan to make a study that finds the effect
of various values of k on the complexity of SDTSP. Besides, the performance
of the metaheuristics will be compared with exact solutions on relatively small
problem instances.
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Abstract. This paper presents attitude determination using a designed observer
for gyroless Low Earth Orbit spacecraft using two different estimation ap-
proaches which are Extended Kalman Filter (EKF) and Particle Filter (PF) algo-
rithms. This designed system contributes as an alternative or backup system
during rate data absence resulted from the unexpected failure of existing gyros.
The performance of EKF and PF as the estimator in the observer are compared
in terms of statistical and computational aspects. The performance of the non-
linear observer to estimate the states is also verified using real flight data of
Malaysian satellite.

Keywords: Nonlinear observer, Satellite attitude estimation, Extended Kalman
Filter, Particle Filter.

1 Introduction

Satellite attitude is important to be determined in a satellite to be fed back to control-
ler in accomplishing a specific satellite mission such as Earth observation, communi-
cation, scientific research and many other missions. However not all states are
directly available may be due to malfunction sensor or as a way to obtain a substantial
reduction of sensors which represents a cost reduction. In commonly practice of atti-
tude determination system (ADS), the angular velocity and attitude information of a
spacecraft are obtained respectively from measurement of rate sensor such as gyro-
scopes and also attitude sensor such as sun sensor, star sensor, or magnetometer.
However, gyroscopes are generally expensive and are often prone to degradation or
failure [1]. Therefore, as an alternative or backup system to circumvent the problem
of gyroless measurement, an observer can be designed to provide the information of
angular velocity by using only the measurement of Euler angles attitude.

Since decades, a great number of research works have been devoted to the problem
of estimating the attitude of a spacecraft based on a sequence of noisy vector observa-
tions such as [2][3][4][5]. Different algorithms have been designed and implemented
in satellite attitude estimation problem. Early applications relied mostly on the

© Springer International Publishing Switzerland 2015 95
H.A. Le Thi et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 358, DOI: 10.1007/978-3-319-17996-4_9
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Kalman filter for attitude estimation. Kalman filter was the first applied algorithm for
attitude estimation for the Apollo space program in 1960s. Due to limitation of
Kalman filter which work optimal for linear system only, several famous new ap-
proaches have been implemented to deal with the nonlinearity in satellite attitude
system including Extended Kalman Filter (EKF) [6][7][4], Unscented Kalman Filter
(UKF) [8][9][10], Particle Filter (PF) [11][12][13], and predictive filtering [14][15].
EKEF is an extended version of Kalman filter for nonlinear system whereby the non-
linear equation is approximated by linearized equation through Taylor series expan-
sion. UKF, an alternative to the EKF uses a deterministic sampling technique known
as the unscented transform to pick a minimal set of sample points called sigma points
to propagate the non-linear functions. EKF and UKF approaches is restricted assume
the noise in the system is Gaussian white noise process. While, PF is a nonlinear es-
timation algorithm that approximates the nonlinear function using a set of random
samples without restricted to a specific noise distribution as EKF and UKF.

The organization of this paper proceeds as follows. Section 2 presents mathemati-
cal model of the derived nonlinear observer for satellite attitude estimation. Section 3
describes two estimation algorithms used in the observer system which are EKF and
PF. Section 4 presents and discusses the performance of the observer system and Sec-
tion 5 presents the paper's conclusions.

2 Nonlinear Mathematical Model of the Observer

A nonlinear observer is a nonlinear dynamic system that is used to estimate the un-
known states from one or more noisy measurements. Mathematically, the nonlinear
observer design is described as follows. Given the actual nonlinear system dynamics
and measurement described by continuous-time model [16]

x=fl)+w (1)

y=h(x)+v 2)
Then, the observer is modelled as

£=f®& 3)

y=h(®) 4)

In Egs. (1)-(4), x € R™ is the state vector and y € RP is the output vector, w and v
denote the noise or uncertainty vector in the process and measurement respectively.
While X and § denote the corresponding estimates.

In this work, the system is designed to estimate the satellite’s angular velocity
(wy, wy, w;) by using Euler angles attitude (@, 8, ¢) measurement only. Hence the
state vector is X = [w,, Wy, Wy, 0,0, go]T, while the state equation is

i = [ay, @y, 0,0,0,0] )

with
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. I—1 I,—1

Wy = —( Ixy) wyw, + 3w02%s®c®c29 (6)

Gy = — (”‘"Z> W@, + 3we? 2 50c0c0 %)
Iy Iy

. Ly—Iy (Ix-1y)

@, =—( 5 ) a0y + 3w = s 8)

D = [wy + wochsp | + s@t@[wy + wy (cBce + s@s@sql)] + cOtolw, +
wo(—sBc + cPsbsp)] ©)]

6 =co [a)y + wo(chcp + sPsOs9)| — sO[w, + wo(—sBcy + cPshsp)]  (10)
¢ = % [a)y + wo(chcep + sPsOs@)]| + % [w, + wo(—sDcp + cPsOsp)] (11)

where [ = diag[lx, Ly, IZ], w= [a')x, Wy, a')z], w= [wx, wy, wz], T = [Tx, T, TZ]

represent satellite’s moment of inertia, angular acceleration, angular velocity and

space environmental disturbances torque vectors respectively. While @ is rotational

angle about X-axis (roll); 6 is rotational angle about Y-axis (pitch); and ¢ is rota-

tional angle about Z-axis (yaw). In the above equation ¢, s and ¢ denote cosine, sine,

and tangent functions, respectively. While, w, is the orbital rate of the spacecraft.
While, the measurement equation of the designed observer is

?
0
@

y =h(x) = (12)

3 Nonlinear Estimation Algorithms

3.1 Extended Kalman Filter

In this work, EKF is used as one of the methods since it is widely used estimation
algorithm in real practice of spacecraft community and theoretically attractive in the
sense that it minimizes the variance of the estimation error. EKF algorithm is de-
scribed as below. [17]

Let the continuous model in Eqs. (1) and (2) are transformed into the discrete-time
model such that

X = f(Xpo1) + Wiy (13)
Vi = h(x) + vy (14)

Here the subscript of the variables denotes the time step, while w;_; and v, are re-
stricted assumed as Gaussian distributed noises with mean zero and covariance R,,
and R, respectively such that wy_;~N (0, R,) and v,~N (0, R,). Then, the estimated
state is obtained through the following step.

Step 1: Set the initial state estimate £, = %o|o and variance Py = Pg|o. (15)
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Step 2: Repeat

(i) Prediction step (priori estimate)

e Jacobian of f(xj;_1): Fo_1 = s

P (16)

Tp-1|k-1
¢ Predicted state estimate: Rep-1=f (fk_” k—l) 17
e Predicted covariance estimate:  Ppjg_q = Fk_lPk_1|k_1FkT_1 + R,, (18)

(i1) Update step (posteriori estimate)

e Jacobian of h(x,): H, = on (19)
0xl 211
e Kalman gain: Ky = Pyj—1H [HiPepe—1 Hi + R,,]_l (20)

e Updated state estimate: Rijke = Xpeje—1 + Kk[yk - h( J?k|k_1)] 21

e Updated covariance estimate: Peye = I — KeHi)Pepe—1 - (22)

3.2  Particle Filter

Particle Filter (PF) was developed in 1993 by Gordon et al [18] under the name of the
‘bootstrap filter algorithm’. PF does not require any assumption about the state-space
or the noise of the system to be Gaussian as restricted in conventional method EKF.
The method approximates the posterior density using a set of particles. PF algorithm
is described as below. [19]

Let the continuous-time model in Egs. (1) and (2) are transformed into the discrete-
time model as described in Eqgs. (13) and (14) written again for convenience

X = f(xp-1) + Wiy (23)
Vi = h(xg) + v (24)

Here the subscript of the variables denotes the time step, while wy,_; and v, are
process and measurement noises respectively with variance R, and R,. Then, the
estimated state is obtained through the following step [19]:

Step 1: Set the number of particles N; and set the initialization

o Initial state estimate: %o = Xojo (25)
e Initial particles:  y{ = Xojo for i =1,2,-++, Ny (26)
e Initial weight: Wé . for i =1,2,--+,N; 27

Step 2: Repeat
(i) Sequential importance sampling

e Draw particles: )(,i(~N(xk;fk_1()(,i_1),Rw) for i =1,2,---, Ng (28)
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e Compute the weight for each particle: wi = wi_;N (zk she (b)), R,,)

for i =1,2,--+, N (29)
e Calculate the total weight: T = Z?’jl W,i 30)
e Normalize the weight: W,i = % for i =1,2,---, N; 3D

(i1) Resampling (To eliminate samples with low importance weights)

e Initialize cumulative sum of weight (CSW):¢c; =0 (32)
¢ Construct CSW: ¢ =ci_q +w for i =23,,N (33)
o Start at the bottom of the CSW: i=1 (34)
e Draw a starting point: u,~U [O, Nis] (35)
eFor j=1,2,--+,N;
o Move along the CSW:  w; = u,; + Nis(j -1) (36)
o Setif u; > ¢;, thenupdate i = i + 1 (37)
o Assign particles: )(,{ = xk (38)
o Assign weight: w,f = Nis 39)

(iii) State estimation

¢ Compute estimated state: i = Z?’jl xiwk (40)

4 Result and Discussion

The first study is to validate the capability of the designed observer to estimate the
angular velocity by using measurement Euler angles attitude roll, pitch and yaw only.
The accuracy of the estimated states is assessed by comparing the estimated states
with the real states provided by sensor data of RazakSAT. RazakSAT is a Malaysian
satellite which was launched into Low Earth Orbit near Equatorial in 2009. In the
mission, the attitude was provided directly using sun sensor, one of the attitude sen-
sor, while the angular velocity was provided by gyroscope sensor.

The performance of the PF and EKF as the algorithms in the designed observer to
estimate the angular velocity without the gyroscopes is verified by comparing the
estimated states with the real states provided by sensor data of RazakSAT. Figs. 1-3
show comparisons between the estimated angular velocities using PF and EKF algo-
rithms compared to the real angular velocities measurement provided by gyroscope
sensor in RazakSAT mission, respectively around X-axis, Y-axis, and Z-axis. From
all the three figures, it is observed that the trendlines of the estimated states are
still within 0.1 deg/s ranges which are suitable for moderate accuracy attitude deter-
mination.
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THE REAL AND ESTIMATED ANGULAR VELOCITIES AROUND X-AXS

0.5
Real
04 — — — — — — — - === === +-—-——-== [ I——— === +-—-——-== F-- EKF ({
| | | | | | PF
03 — — — — = — — I—— === T [ I—— === T [ al
_ | | | | | |
N (S H [ (S H [ -
R T o R SRR -
i, e . - . s |
f] S Tl | | | | | |
5 01— —————— = === — == 4 == e = === — == 4 == - —
3 | | | | | |
< 02— — - — = — - === ==== T [ I———-—-=--- T T T [ —
| | | | | |
o [t Ed [ [t Ed [ 7
oal — - _ 0 ______ L 0 ______ [ _
| | I | | I
05 | | | | | |
0 100 200 300 400 500 600 700

Time (minutes)

Fig. 1. Comparison between the estimated and the real angular velocity around X-axis

THE REAL AND ESTIMATED ANGULAR VELOCITIES AROUND Y-AXIS
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Fig. 2. Comparison between the estimated and the real angular velocity around Y-axis
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Fig. 3. Comparison between the estimated and the real angular velocity around Z-axis

The accuracy of the estimated states is validated using Root Mean Squared Error
(RMSE) as tabulated in Table 1. By referring to the norm values in Table 1, it is
concluded that PF provide slightly more accurate than EKF and could be a realistic
option in practice when one considering statistical performance. This could be due to
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the non-Gaussian factor of the real data of RazakSAT as verified in previous work of
the authors in [20].

Table 1. RMSE of the estimated angular velocity

Algorithm RMSE (deg/s)
Wy Wy W, Norm
EKF 0.0282 0.0393 0.0416 0.0638
PF 0.0339 0.0371 0.0387 0.0634

The second study is to investigate the effects of the process noise variance, R, on
both algorithms performance in terms of accuracy and computational aspects through
simulation in MATLAB software. The process noise represents the uncertainty in the
system model due to modeling errors and approximations. The accuracy and computa-
tional aspects are assessed respectively using norm of error and CPU time. Norm of
error and CPU time generated for different values of the process noise variance, R,, are
empirically tabulated in Table 2. Fig. 4 plots the norm of error as a function of the pro-
cess noise variance, R, for 0.001 < R, < 0.01. It is observed that for PF, the norm of
error is drastically increased as the process noise variance R,, is increased. However, note
that for EKF, there are insignificant changes of the norm of error values, which remains
less than 0.002 as R,, is increased. Hence, it is concluded that EKF is more robust with
respect to modeling errors and approximations. While the plot of the CPU time as a
function of the process noise variance, R,, for 0.001 < R,, < 0.01 is shown in Fig. 5. It
is observed that CPU time for both algorithms do not increased as the variance R, is
increased. However, the CPU time taken by PF is about 28 times more than EKF. Hence,
it is concluded that EKF is faster than PF to provide the estimation. This is because of
more computational effort is required in PF to generate the particles to represent the den-
sity of the estimated state. Although EKF algorithm requires the Jacobian matrix compu-
tation at each iteration, the complexity does not contributes a large burden as generation
of particles to represent the density in PF algorithm.

Table 2. Norm of error and CPU time for different values of process noise variance, R,,

Process Norm of error (deg/s) CPU time (s)
flotse vart- EKF PF EKF PF
ance, R,
0.001 0.0014 0.0017 0.067 1.379
0.002 0.0016 0.0023 0.053 1.617
0.003 0.0016 0.0026 0.050 1.440
0.004 0.0017 0.0031 0.062 1.561
0.005 0.0017 0.0044 0.040 1.444
0.006 0.0017 0.0045 0.049 1.542
0.007 0.0017 0.0048 0.059 1.463
0.008 0.0017 0.0060 0.053 1.493
0.009 0.0018 0.0066 0.052 1.561

0.010 0.0017 0.0085 0.053 1.480
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The third study is to investigate the effects of the measurement noise variance, R,
on both algorithms performance in terms of accuracy and computational aspects, also
through simulation in MATLAB software. The measurement noise represents the
uncertainty in the measurements accuracy. Smaller values of the measurement noise
variance indicate more accurate of the measurements. Again, the accuracy and com-
putational aspects are assessed respectively using norm of error and CPU time. Norm
of error and CPU time generated for different values of the measurement noise vari-
ance, R, are empirically tabulated in Table 3. Fig. 6 plots the norm of error as a func-
tion of the measurement noise variance, R, for 0.001 < R, < 4. It is observed that
for EKF, the norm of error is drastically increased as the measurement noise variance
R, is increased. However for PF, there are insignificant changes of the norm of error
values, which remains less than 0.25 as R,, is increased. Hence, it is concluded that PF
is more robust with respect to measurement uncertainty. While the plot of the CPU
time as a function of the measurement noise variance, R, for 0.001 < R, < 4 is
shown in Fig. 7. It is observed that CPU time for both algorithms do not increased as
the variance R, is increased. As in the second analysis discussed before, the CPU time
required by PF is about 28 times more than EKF also, which demonstrates that the
EKEF is faster than PF to provide the estimation. Hence, it is concluded that the size of
process and measurement noise does not influenced the CPU time required to com-
pute the estimation.

Table 3. Norm of error and CPU time for different values of measurement noise variance, R,

Measure- Norm of error (deg/s) CPU time (s)
ment noise EKF PF EKF PF
variance, R,
0.001 1.gi02e- 4.6745¢-04 0.053 1.469
0.010 0.0156 0.0043 0.040 1.480
0.100 0.0300 0.0131 0.050 1.380
1.000 0.8965 0.0191 0.050 1.440
2.000 1.9548 0.0153 0.050 1.279
3.000 3.2486 0.0278 0.040 1.510

4.000 4.1421 0.0122 0.030 1.480
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Fig. 6. The norm of error versus the variance of measurement noise, R,,
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5 Conclusions

In this paper, a nonlinear observer to provide the angular velocity information in gy-
roless condition was studied using two different estimation approaches which are
Extended Kalman Filter (EKF) and Particle Filter (PF) algorithms. The capability of
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the designed observer has been verified using real inflight attitude data of Malaysian
satellite. The result shows that the designed observer is able to provide the infor-
mation of angular velocity within 0.1 deg/s accuracy, which is suitable for moderate
accuracy attitude determination such as during housekeeping and detumbling mode.
Furthermore, the robustness of the algorithms with respect to the modeling uncertain-
ty and measurement accuracy in this application are studied and compared in terms of
statistical and computational aspects through MATLAB simulation. In terms of statis-
tical aspect, the EKF shows its robustness against the modeling uncertainty, however
not robust to the measurements uncertainty. Conversely, the PF shows its robustness
against the measurements uncertainty, but not robust to the modeling uncertainty.
While, in terms of computational aspect, the result shows that the EKF is faster than
PF, with the computational time taken by PF is about 28 times more than EKF. This is
due to more computational effort is required in PF to generate the particles to repre-
sent the density of the estimated states. Although EKF algorithm requires computing
the Jacobian matrix at each iteration, the complexity does not contributes a large bur-
den as generation of particles to represent the density in PF algorithm. Therefore for
this application, the conventional method EKF is preferred to be used for efficient
implementation as long as the method work fine and hence there is no need for further
complications. However, the PF is strongly suggested during contingency condition
of inaccurate or large uncertainty measurements such as due to faulty sensors.
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Abstract. Consider a project consisting of a set of n operations to be
performed. Some pairs {j, j'} of operations are incompatible, which can
have two different meanings. On the one hand, it can be allowed to
perform j and j' at common time periods. In such a case, incompatibility
costs are encountered and penalized in the objective function. On the
other hand, it can be strictly forbidden to perform j and j’ concurrently.
In such a case, the overall project duration has to be minimized. In
this paper, three project scheduling problems (P1), (P2) and (Ps) are
considered. It will be showed that tabu search relying on graph coloring
models is a very competitive method for such problems. The overall
approach is called graph coloring tabu search and denoted GCTS.

Keywords: Graph coloring, tabu search, project scheduling, combina-
torial optimization, metaheuristics.

1 Introduction

Firstly, consider a project (P;) consisting in n operations to be performed within
k time periods, assuming that each operation has a duration of at most one time
period. When an operation is assigned to a specific period, an assignment cost
is encountered. In addition, for some pairs of operations, an incompatibility cost
is encountered if they are performed at the same period. The goal is to assign a
period to each operation while minimizing the costs. Secondly, consider problem
(P2), which is an extension of (P;). For each operation, its duration is known
as an integer number of time periods, and preemptions are allowed at integer
points of time. The goal is to assign the required number of periods to each
operation while minimizing the costs. Thirdly, consider problem (P3), which
consists in a set of operations to be performed, assuming the processing time
of each operation is at most one time period. Precedence and incompatibility
constraints between operations have to be satisfied. The goal is to assign a time
period to each operation while minimizing the duration of the project.

Given a graph G = (V, E) with vertex set V and edge set E, the k-coloring
problem (k-GCP) consists in assigning an integer (called color) in {1,...,k}
to every vertex such that two adjacent vertices have different colors. The graph
coloring problem (GCP) consists in finding a k-coloring with the smallest possible
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value of k (the optimal value is denoted x(G)). Both problems are NP-hard [10]
and many heuristics were proposed to solve them. It will be showed that problem
(Py) (resp. (P2) and (P3)) can be modeled as an extension of the graph coloring
problem (resp. graph multi-coloring problem, mized graph coloring problem).

Problems (P1), (P2) and (Ps) are new and there is no literature on it, ex-
cept [3,22,30] on which this paper strongly relies. For a recent survey on graph
coloring, the reader is referred to [21]. Relevant references for the multi-coloring
problem with applications in scheduling are [5,9,12]. For more information on the
mixed graph coloring problem and some applications in scheduling, the reader is
referred to [1,8,13,26]. Graph coloring approaches for management and schedul-
ing problems are given in [15,28,29]. The reader desiring a review on scheduling
models and algorithms is referred to [24]. The reader interested in a general
project management book with applications to planning and scheduling is re-
ferred to [17]. Finally, the reader interested in project scheduling is referred to
[6,16,18,19].

The literature shows that tabu search has obtained competitive results for
(P1), (P2) and (Ps). Let f be an objective function to minimize. Starting from
an initial solution, a local search generates at each iteration a meighbor solution
s’ from a current solution s by performing a move m (i.e. a slight modification
on s). In a descent local search, the best move is performed at each iteration
and the process stops when the first local optimum is reached. To escape from
a local optimum, in a tabu search, when a move m is performed to generate
s’ from s, then the reverse move is forbidden for tab (parameter) iterations. At
each iteration, the best non tabu move is performed. The process is stopped for
example when a time limit is reached. The reader interested in a recent book on
metaheuristics is referred to [11], and to [27] for guidelines on an efficient design
of metaheuristics according to various criteria.

In this work, it is showed that the project scheduling problems (P;), (P;) and
(P3) can be efficiently tackled with a tabu search metaheuristic relying on graph
coloring models. The resulting overall approach is called graph coloring tabu
search and denoted GCTS. In this paper, GCTS is adapted to (P;) in Section 2
(relying on [30]), to (P2) in Section 3 (relying on [3]), and to (Ps) in Section 4
(relying on [22]). The reader is referred to the above mentioned three references
to have detailed information on the NP-hard state, the complexity issues, the
literature review, the generation of the instances, the experimental conditions
and the presentation of the results. For each problem, the main numerical results
will highlight the efficiency of GCTS. A conclusion is provided in Section 5.

2 Problem (P;)

2.1 Presentation of the Problem

Consider a project which consists of a set V' of n operations to be performed.
The project manager provides a target number k of time periods within which the
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project has to be performed. It is assumed that: each time period has the same
duration (e.g. a working day); there is no precedence constraint between opera-
tions; each operation has a duration of at most one time period. Let ¢(j, j') > 0
denote an incompatibility cost between operations 7 and j’, which is to be paid if
j and j" are performed at the same time period. The incompatibility cost ¢(j, j')
represents for example that the same staff has to perform operations j and j’,
thus additional human resources must be hired in order to be able to perform
both operations at the same period. In addition, for each operation j and each
time period ¢, an assignment cost a(j,t) has to be paid if j is performed at period
t. a(j,t) represents for example the cost of the staff and machines which have to
perform operation j at period t. The goal is to assign a time period t € {1,...,k}
to each operation j € V' while minimizing the total costs.

A solution using k periods can be generated by the use of a function per :
V — {1,...,k}. The value per(j) of an operation j is the period assigned to j.
With each period ¢ can be associated a set C; that contains the set of operations
performed at period t. Thus, a solution s can be denoted s = (C4,...,Cyk), and
the associated encountered costs are described in Equation (1). (P;) consists in
finding a solution with k periods which minimizes these costs.

k n—1
)= aGt)+ Y > c(j. ') (1)

t=1jeC, J=1j'e{j+1,....n}NCher()

2.2 Graph Coloring Model Based on the k-GCP

Let I(j) denote the set of operations j’ such that ¢(4, j') > 0. From the input data
of problem (Py), an incompatibility graph G = (V, E) can be built as follows. A
vertex j is associated with each operation j, and an edge [j, j'] is drawn each time
j' € 1(j) (but not more than one edge between two vertices). A color ¢ represents
a time period t. Coloring G with k colors while minimizing the number of con-
flicting edges (which is exactly the k-GCP) is equivalent to assign a time period
t € {1,...,k} to each operation while minimizing the number of incompatibili-
ties. (Pp) is actually an extension of the k-GCP, because the latter is a subcase
of the former where a(j,t) = 0 (¥4,t), and c(j,7') = 1 (Vj with 5/ € I(j)). From
now on, the project scheduling terminology (e.g., operations, time periods) and
the graph coloring terminology (e.g., vertices, colors) are indifferently used.

2.3 Tabu Search

An efficient approach for the k-GCP consists in giving a color to each vertex
while minimizing the number of conflicts (a conflict occurs if two adjacent ver-
tices have the same color). If this number reaches 0, a legal k-coloring is found.
In such a context, a straightforward move is to change the color of a conflict-
ing vertex [14]. For (Py), the search space is the set of k-partitions of V' and the
objective function to minimize is the total cost f. A move consists in changing the
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period assigned to an operation. In order to avoid testing every possible move
at each iteration, only the ¢% (parameter tuned to 40%) most costly operations
are considered for a move at each iteration. If operation j moves from C; to Cy
when going from the current solution s to the neighbor solution ', it is forbid-
den to put j back in C; during tab(j, C}) iterations as described in Equation (2),
where R(u,v) randomly returns an integer in interval [u,v] (uniform distribu-
tion), and (u, v, ) are parameters tuned to (10,20, 15). The maximum is used
to enforce tab(j, Ct) to be positive. The last term of Equation (2) represents the
improvement Imp(s,s’) of f when moving from s to s’. If s’ is better than s,
Imp(s,s’) is positive and the reverse of the performed move will be forbidden
for a larger number of iterations than if I'mp(s,s’) < 0. In addition, if the di-
versity of the visited solutions is below a predetermined threshold, tab(j, Cy) is
augmented from that time (for all j and t), and if the diversity becomes above
the threshold, the tabu durations are reduced from that time. Note that a di-
versification mechanism also favors moves which are unlikely to be performed.

tab(j, Cy) = max{l, R(u,v) + - f(S)fzS{(s/) } @)

2.4 Results

The stopping condition of each method is a time limit 7" of one hour on an Intel
Pentium 4 (4.00 GHz, RAM 1024 Mo DDR?2). The following methods GR, DLS,
GCTS and AM A are compared on instances derived from the well-known graph
coloring benchmark instances [21]. Note that GR and DLS are restarted as long
as T is not reached, and the best encountered solution is returned.

— GR: a greedy constructive heuristic working as follows. Let J be the set
of scheduled operations. Start with an empty solution s (i.e. J = 0)). Then,
while s does not contain n operations, do: (1) randomly select an unscheduled
operation j; (2) a time period ¢ € {1,...,k} is assigned to j such that the
augmentation of the costs is as small as possible.

— GCTS: as described in Subsection 2.3.

— DLS: a descent local search derived from GCTS by setting ¢ = 100% (i.e.
considering all the possible moves at each iteration), without tabu tenures.

— AMA: an adaptive memory algorithm [25], where at each generation, an
offspring solution s is built from a central memory M (containing 10 solu-
tions), then s is improved with a tabu search procedure relying on GCTS,
and finally s is used to update the content of M.

For a fixed value of k, Table 1 reports the average results (over 10 runs) obtained
with the above methods. Let f(GCT9 be the average value of the solution re-
turned by GCTS (rounded to the nearest integer) over the considered number
of runs. f(GR) f(DLS) and f(AMA) are similarly defined. From left to right, the
columns indicate: the instance name (incompatibility graph), its number n of
operations, its density d (average number of edges between a pair of vertices),
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the considered value of k, f(GCT9 and the percentage gap between f(GF) (resp.
FPLS) and f(AMA)) and f(GCTI) Average gaps are indicated in the last line.
It can be observed that f(GCT9) clearly outperforms the other methods.

Table 1. Results on the (P;) instances

Graph G n d k Feers) GR DLS AMA
DSJC1000.1 1000 0.1 13 241601 57.23% 28.49% 5.42%
DSJC1000.5 1000 0.5 55 250977 33.30% 18.43% -0.28%
DSJC1000.9 1000 0.9 149 166102 10.30% 11.35% -4.98%
DSJC500.5 500 0.5 32 98102 55.03% 34.76% 3.50%
DSJC500.9 500 0.9 84 64224 43.69% 42.71% 2.69%
fat1000 50 0 1000  0.49 33 665449 24.97% 10.82% -0.82%
fat1000 60 0 1000  0.49 40 462612 28.63% 14.16% -1.18%
flat1000 76 0O 1000  0.49 55 246157 32.15% 18.23% -1.92%
flat300 28 0 300 0.48 19 62862 51.20% 29.19% 1.50%
1e450 15¢ 450 0.16 10 149041 40.75% 20.45% 2.86%
le450 15d 450 0.17 10 146696 42.89% 22.49% 5.19%
1e450 25¢ 450 0.17 17 72974 39.99% 27.11% 21.32%
le450 25d 450 0.17 17 70852 43.40% 29.40% 23.28%
Average 38.73% 23.66% 4.35%

3 Problem (P)

3.1 Presentation of the Problem

(P2) is an extension of (P;) where the duration of an operation j is not limited to
one time period, but to p; (integer) periods. Preemptions are allowed at integer
time points. The goal is to assign p; (not necessarily consecutive) periods to
each operation j while minimizing assignment and incompatibility costs. The
assignment cost a(j,t) is defined as in Subsection 2.1. In addition, let ¢™(j,j") >
0 (with m € N*) denote the incompatibility cost between incompatible operations
j and j’, which is to be paid if 7 and 5/ have m common time periods. From
a practical standpoint, it is reasonable to assume that ¢™*1(j,5") > ¢™(j,5)

m). For compatible operations j and j', ¢, = m).
\4 F tibl ti j and j’ e v
In order to represent a solution s, with each time period ¢ € {1,...,k} is

associated a set C; containing the operations which are performed at period ¢.
Each operation j has to belong to p; sets of type C; in order to be totally per-
formed. Let 07", = 1 if operations j and j’ are performed within m common time
periods, and 0 otherwise. Thus, a solution s can be denoted s = (C,...,Ck),
and the associated objective function f(s) to minimize is presented in Equation

(3).
F&) =D ali.ty+ > ™G50 (3)

t jeC Jj<j’,m
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3.2 Graph Coloring Model Based on the Multi-coloring Problem

In the k-multi-coloring problem, each vertex j has to receive a predefined number
p; of colors in {1,...,k} such that adjacent vertices have no common color. A
conflict occurs if two adjacent vertices have at least one color in common. The
graph multi-coloring problem consists in finding the smallest k for which a k-
multi-coloring exists. Among the few existing methods for the multi-coloring
problem, tabu search was shown to provide very competitive results [5,7].

A vertex represents an operation, a color is a time period, and the required
number p; of colors to assign to vertex j is the duration of operation j. In
contrast with the k-multi-coloring problem, conflicts are allowed in (P), but lead
to incompatibility costs. In addition, assignment costs are also considered (while
they are all equal in the k-multi-coloring problem and can thus be ignored).
Therefore, (P2) is an extension of the k-multi-coloring problem.

3.3 Tabu Search

A feasible solution is any assignment of the correct number of colors to each
vertex. The initial solution is a random assignment of p; colors to each vertex j.
A neighbor solution is produced by changing exactly one color on a vertex. Thus,
a move (j, t,t') consists in replacing, for a single operation j, a time period ¢ with
another time period ¢'. Assume that move (j,¢,¢') has just been performed. The
moves (j,t,t') and (j,t',t) are then forbidden for tab (parameter) iterations,
where tab is tuned in interval [1, 50] depending on the instance size n.

In order to avoid exhaustive search at each iteration (i.e. evaluating all the
possible moves), it is proposed to control the size of the evaluated set of candidate
moves by two sensitive parameters N and K, which respectively indicate the
considered proportion of operations and time periods. It was observed that the
larger is n, the smaller should be N.

3.4 Results

The stopping condition of all (meta)heuristics is a time limit of T" seconds, where
T depends on the number n of vertices of the graph. T = 300 for n < 30, 600
for n = 50, 1200 for n = 100, and 3600 for n = 200. The following methods GR,
DLS and GCTS are compared on randomly generated instances. Note that GR
and DLS are restarted as long as T is not reached, and the best encountered
solution is returned.

— GR: a greedy constructive algorithm working as follows. At each step, fully
color a vertex while minimizing the augmentation of the costs.

— GCTS: as described in Subsection 3.3.

— DLS: a descent local search derived from GCTS by setting N = K = 100%
(an exhaustive search is performed at each iteration), without tabu tenures.



Graph Coloring Tabu Search for Project Scheduling 113

— GLS: a genetic local search algorithm, where at each generation, offspring
solutions are built from a central memory M (containing 6 solutions), then
these solutions are improved with a tabu search procedure relying on GCTS,
and finally they are used to replace the solutions of M (except the best one).

The tests were executed on an Intel® Core™ i7-2620M CPU @ 2.70GHz with
4GB of RAM (DDR3). For each instance is reported the very best objective func-
tion value f* ever found by any algorithm during all the performed tests. Results
on linear instances are reported in Table 2. The instance name is straightfor-
ward. For example, instance n10-d80-k14-p2-P5 has n = 10 operations, a density
d = 80%, k = 14 allowed time periods, and each operation j has a duration p; in
interval [p, P] = [2,5]. On these linear instances, it was possible to use CPLEX
12.4 (during 4 hours, which is above T for any instance) to compute a lower (resp.
upper) bound LB (resp. UB) on f. For each instance, the percentage gap of each
method (with respect to f*) is given (averaged over 10 runs). The following ob-
servations can be made: (1) CPLEX can provide optimal solution for very small
instances only (as LB = UB only for the instances with n = 10); (2) GR and
DLS performs very poorly, especially with larger n values; (3) GCTS and GLS
have comparable performances, with a slight advantage to GLS, which highlights
the benefit of the recombination operator when jointly used with GCTS.

Table 2. Results on the (P,) linear instances

Instance f* LB UB GR DLS GCTS GLS
n10-d50-k9-p2-P5 62.37 62.37 62.37 84.60% 0.00% 0.00% 0.00%
n10-d80-k14-p2-P5 44.66 44.66 44.66 181.40% 3.90% 0.20% 0.00%
n20-d50-k14-p2-P5 81.99 67.68 82.49 217.60% 2.90% 1.40% 0.50%
n20-d80-k17-p2-P5 181.12 95.2 199.17 138.90% 2.40% 1.30% 0.70%
n30-d50-k20-p2-P6 146.02 68.77 171.37 348.20% 14.40% 1.60% 1.90%
n30-d80-k30-p3-P6 438.28 73.53 640.02 166.30% 8.80% 0.60% 1.00%
n50-d20-k17-p2-P6 134.16 81.73 162.46 531.90% 29.30% 16.80% 3.50%
n50-d50-k22-p1-P4 85.94 38.73 183.59  1075.20% 43.20% 2.40% 3.00%
n100-d20-k20-p1-P5 170.84 85.18 449.86 1096.50% 66.30% 7.70% 7.50%
n200-d20-k25-p1-P5  883.17  100.91 [eS) 696.10% 65.30% 1.80% 3.70%
Average 453.67%  23.65% 3.38% 2.18%

4 Problem (Ps)

4.1 Presentation of the Problem

(P3) is an extension of (P;) where incompatibility costs are replaced with in-
compatibility constraints, assignment costs are ignored, precedence constraints
have to be satisfied, and the total duration k of the project has to be minimized.
An incompatibility constraint between operations j and j’ is denoted by [4, 5'].
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For each operation j is given a set P(j) C V of immediate predecessor operations.
If 7/ € P(j), it means that operation j' has to be completely performed before
J starts. Such a precedence constraint is denoted by (j’, j). The goal is to assign
a time period t to each operation j while minimizing the total duration of the
project, and satisfying the incompatibility and precedence constraints.

Let (Pg(k)) be the problem of searching for a feasible solution using k time
periods. As explained in Subsection 2.1, such a solution can be generated by
using a function per, and the notation s = (Cy,...,Ck) can be used. Problem
(Ps) consists in finding a feasible solution s using k time periods with the smallest
value of k. Starting with k = n, one can tackle (P3) by solving a series of (Pék))
with decreasing values of k, and the process stops when it is not possible to find
a feasible solution with k time periods.

4.2 Graph Coloring Model Based on the Mixed GCP

A mized graph G = (V, E, A) is a graph with vertex set V', edge set E, and arc set
A. By definition, an edge [z, y] is not oriented and an arc (z, y) is an oriented edge
(from z to y). In the M GC'P (mixed graph coloring problem), the goal is to assign
a color to every vertex while using a minimum number of colors and satisfying the
incompatibility constraints (i.e., two adjacent vertices must get different colors).
In addition, for every arc (z,y), the precedence constraint col(z) < col(y) has to
be respected (where col(z) is the color assigned to x). For (Ps), there is a conflict
between vertices = and y if one of the following conditions is true: (1) y € I(x)
(i.e. z and y are incompatible) and col(x) = col(y) (incompatibility violation);
(2) y € P(z) and col(z) < col(y) (precedence violation). In both cases, z and y
are conflicting vertices. In case (1), the conflict occurs on edge [z, y], and in case
(2), it occurs on arc (z,y).

From the input data of problem (P3), one can construct a mixed graph G =
(V, E, A) as follows: vertex j represents operation j; if j/ € I(j), then edge [4, 7]
is drawn to represent an incompatibility (at most one edge between two vertices);
if j” € P(j), then an arc (5”,7) is drawn to represent a precedence constraint.
In addition, a color ¢ can be associated with each time period ¢. Coloring G
with k& colors while trying to minimize the number of conflicts is equivalent to
assigning a time period ¢t € {1, ..., k} to each operation while trying to minimize
the number of violations of incompatibility and precedence constraints.

4.3 Tabu Search

GCTS is derived from the tabu search approach proposed for the k-GCP in [2].

The search space is the set of partial but legal solutions of (P;k)), and the objec-
tive function f to minimize is the number of operations without an associated
time period. Formally, any solution s can be denoted by s = (C4,...,Cy; OUT),
where Cy is the set of operations performed at time period ¢ (without the
occurrence of any conflict), and |OUT| has to be minimized (all the vertices
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without a time period are in OUT). Note that if |OUT| = 0, it means that a
feasible solution has been found with k periods, and the process is restarted with
k — 1 periods, and so on until no feasible solution is found. Then, the provided
number of periods will be the last number for which a feasible solution has been
found.

A move consists in assigning a time period ¢ to an operation j belonging to
OUT. If it creates conflicting operations (in Cy), their associated time period ¢ is
removed (i.e., such conflicting vertices are moved from C; to OUT). When a time
period t is assigned to an operation j, it is then tabu to remove ¢ from j during
tab (parameter) iterations. At each iteration, the best (according to function g
defined below) neighbor solution s’ of the current solution s is determined (ties
are broken randomly), such that either s’ is a non-tabu solution, or f(s') < f*,
where f* is the value of the best solution s* encountered so far during the search.
If operation j is removed from OUT when switching from s to s’, it is forbidden
to put j back into OUT during tab(j) = R(u,v) + v - n. iterations, where n, is
the number of conflicts in s, and function R(u,v) is defined as in Subsection 2.3.
Parameters u, v and  are respectively tuned to 0, 9 and 0.6.

Let s be the current solution. Note that f may give the same value to several
candidate neighbor solutions of s. At each iteration, in order to better discrim-
inate the choice of a neighbor solution, another objective function ¢ is used
instead of f (thus, g is only used to evaluate candidate neighbor solutions).
More precisely, a conflict can be due to an incompatibility constraint violation
or to a precedence constraint violation. It was observed that it is better to
give different weights to these two types of conflicts. Given a partial solution
s=(Ci,...,C;;0UT), an operation j € OUT and a time period ¢t € {1,..., k},
two quantities are computed: (1) A(j,t) is the set of incompatible operations
which will be put in OUT if time period ¢ is assigned to operation j; (2) B(j,t)
is the set of operations, involved in precedence constraint violations, which will
be put in OQUT if time period ¢ is given to operation j. At each step of GCTS,
the move which minimizes ¢(j,t) = a- |A(4,t)|+ 8- |B(j, t)| is performed, where
« and [ are parameters tuned to 4 and 1, respectively. With such an objective
function g, it is very quick and accurate to evaluate a neighbor solution.

4.4 Results

The stopping condition of all (meta)heuristics is a time limit of 7" = 3600 seconds.
The following methods GR, GCTS and VNS are compared on instances derived
from the well-known graph coloring benchmark instances [21]. Note that GR
is restarted as long as T is not reached, and the best encountered solution is
returned.

— GR: a greedy constructive algorithm derived from [4] and working as follows.
At each step, select a vertex j and assign to it the smallest possible color
without creating any conflict. If it is not possible, put j in OUT.

— GCTS: as described in Subsection 4.3.

— VNS a variable neighborhood search [23], using GCTS as intensification
procedure.



116 N. Zufferey

Our algorithms were implemented in C++ and run on a computer with the
following properties: Processor Intel Core2 Duo Processor E6700 (2.66GHz, 4MB
Cache, 1066MHz FSB), RAM 2GB DDR2 667 ECC Dual Channel Memory
(2x1GB). The results are presented in Table 3. The five first columns respectively
indicate the following information: the name of the graph, the number n of
vertices, the smallest number of colors £* for which a legal k*-coloring was found
by an algorithm or the chromatic number x(G) if it is known, the edge density d,
and the arc density d. The last three columns respectively indicate the smallest
number of colors for which a legal coloring was found by GR, GCTS, and VNS,
with the number of successes among five runs in brackets. As expected, larger d
and d values lead to a larger number of used colors. One can observe that GCTS
outperforms both GR and VNS.

Table 3. Results on the (Ps) instances

Graph n k* d d GR GCTS VNS
DSJC250.1 250 8 0.1 0.005 9 (5) 8 (5) 8 (5)
0.1 30 (5)  30(5) 30 (5)
DSJC250.5 250 28 0.5  0.005 36 (5) 30 (1) 31 (4)
0.0l  39(5) 35(5) 38 (1)
DSJC250.9 250 72 0.9  0.005 89 (5) 78 (5) 82 (3)
0.0l  95(5) 91(2) 97 (1)
DSJR500.1 500 12  0.03 0.005 12 (5) 12 (5) 12 (5)
0.1 19 (5) 19 (5) 19 (5)
DSJR500.1c 500 85  0.97 0.005 183 (5) 187 (1) 186 (1)
0.01 279 (5) 285 (3) 285 (4)
DSJR500.5 500 122 0.47 0.005 137 (5) 132 (5) 138 (1)
0.01 146 (5) 149 (1) 148 (2)

le450 15¢ 450 15 0.16 0.005 24 (5) 18 (5) 18 (2)
0.01  25(5) 21 (5) 22 (4)
le450 15d 450 15 0.17 0.005 24 (5) 18 (5) 18 (2)
001  25(5)  20(1)  22(1)
le450 25¢ 450 25 0.7 0.005 29 (5) 28 (5) 27 (1)
001  30(5)  29(5) 29 (4)
le450 25d 450 25 0.7 0.005 29 (5) 28(5) 28 (5)

0.01  30(5)  29(5) 29 (4)
flat300 20 0 300 20  0.47 0.005 40 (5) 27 (3) 27 (1)
0.01 42 (5)  32(1) 40 (3)
flat300 26 0 300 26  0.48 0.005 41 (5) 34 (4) 35 (1)
0.01 42 (5) 38 (5) 42 (2)
flat300 28 0 300 28  0.48 0.005 40 (5) 35 (5) 35 (2)
0.01 44 (5) 40 (1) 45 (1)

5 Conclusion

In this work, GCTS is discussed (with a unified view), which is a tabu search
approach relying on graph coloring models. It was showed that GCTS was effi-
ciently adapted to three project scheduling problems. This success mainly relies
on four aspects:
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the use of graph coloring models to represent the considered problem and
its solutions;

the use of an auxiliary objective function instead of the provided one (e.g.,
for problem (P3), fix k and minimize OUT, instead of minimizing & directly);
the use of moves focusing on the costly operations (if costs have to be mini-
mized) or on the removal of conflicts (if constraint violations are penalized);
an efficient management of the tabu durations (e.g., depending on the quality
of the performed moves).

This paper contributes to build bridges between the graph coloring and the
project scheduling communities. An avenue of research consists in reducing the
dimension of the project graph before triggering the solution methods (e.g., [20]).

References

10.

11.

12.

13.

. Al-Anzi, F.S., Sotskov, Y.N., Allahverdi, A., Andreev, G.V.: Using Mixed Graph

Coloring to Minimize Total Completion Time in Job Shop Scheduling. Applied
Mathematics and Computation 182(2), 1137-1148 (2006)

Bloechliger, 1., Zufferey, N.: A graph coloring heuristic using partial solutions and
a reactive tabu scheme. Computers & Operations Research 35, 960-975 (2008)
Bloechliger, 1., Zufferey, N.: Multi-Coloring and Project-Scheduling with Incom-
patibility and Assignment Costs. Annals of Operations Research 211(1), 83-101
(2013)

Brélaz, D.: New Methods to Color Vertices of a Graph. Communications of the
Association for Computing Machinery 22, 251-256 (1979)

Chiarandini, M., Stuetzle, T.: Stochastic local search algorithms for graph set T-
colouring and frequency assignment. Constraints 12, 371-403 (2007)
Demeulemeester, E.L., Herroelen, W.S.: Project Scheduling: A Research Hand-
book. Kluwer Academic Publishers (2002)

Dorne, R., Hao, J.-K.: Meta-heuristics: Advances and trends in local search
paradigms for optimization, chapter Tabu search for graph coloring, T-colorings
and set T-colorings, pp. 77-92. Kluwer, Norwell (1998)

Furmariczyk, H., Kosowski, A., Zyliiski, P.: Scheduling with precedence constraints:
Mixed graph coloring in series-parallel graphs. In: Wyrzykowski, R., Dongarra, J.,
Karczewski, K., Wasniewski, J. (eds.) PPAM 2007. LNCS, vol. 4967, pp. 1001-1008.
Springer, Heidelberg (2008)

Gandhi, R., Halldérsson, M.M., Kortsarz, G., Shachnai, H.: Improved bounds for
sum multicoloring and scheduling dependent jobs with minsum criteria. In: Per-
siano, G., Solis-Oba, R. (eds.) WAOA 2004. LNCS, vol. 3351, pp. 68-82. Springer,
Heidelberg (2005)

Garey, M., Johnson, D.S.: Computer and Intractability: a Guide to the Theory of
NP-Completeness. Freeman, San Francisco (1979)

Gendreau, M., Potvin, J.-Y.: Handbook of Metaheuristics. International Series in
Operations Research & Management Science, vol. 146. Springer, Heidelberg (2010)
Halld6rsson, M.M., Kortsarz, G.: Multicoloring: Problems and techniques. In: Fi-
ala, J., Koubek, V., Kratochvil, J. (eds.) MFCS 2004. LNCS, vol. 3153, pp. 25-41.
Springer, Heidelberg (2004)

Hansen, P., Kuplinsky, J., de Werra, D.: Mixed Graph Coloring. Mathematical
Methods of Operations Research 45, 145-169 (1997)



118

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

N. Zufferey

Hertz, A., de Werra, D.: Using tabu search techniques for graph coloring. Comput-
ing 39, 345-351 (1987)

Hertz, A., Schindl, D., Zufferey, N.: A solution method for a car fleet management
problem with maintenance constraints. Journal of Heuristics 15(5), 425-450 (2009)
Icmeli, O., Erenguc, S.S., Zappe, C.J.: Project scheduling problems: A survey. In-
ternational Journal of Operations & Production Management 13(11), 80-91 (1993)
Kerzner, H.: Project Management: A Systems Approach to Planning, Scheduling,
and Controlling. Wiley (2003)

Kolisch, R., Padman, R.: An integrated survey of deterministic project scheduling.
Omega 29(3), 249-272 (2001)

Lancaster, J., Ozbayrak, M.: Evolutionary algorithms applied to project scheduling
problems — a survey of the state-of-the-art. International Journal of Production
Research 45(2), 425-450 (2007)

Luyet, L., Varone, S., Zufferey, N.: An Ant Algorithm for the Steiner Tree Problem
in Graphs. In: Giacobini, M. (ed.) EvoWorkshops 2007. LNCS, vol. 4448, pp. 42-51.
Springer, Heidelberg (2007)

Malaguti, E., Toth, P.: A survey on vertex coloring problems. International Trans-
actions in Operational Research 17(1), 1-34 (2010)

Meuwly, F.-X., Ries, B., Zufferey, N.: Solution methods for a scheduling prob-
lem with incompatibility and precedence constraints. Algorithmic Operations Re-
search 5(2), 75-85 (2010)

Mladenovic, N., Hansen, P.: Variable neighborhood search. Computers & Opera-
tions Research 24, 1097-1100 (1997)

Pinedo, M.: Scheduling: Theory, Algorithms, and Systemsmulti-coloring. Prentice
Hall (2008)

Rochat, Y., Taillard, E.: Probabilistic diversification and intensification in local
search for vehicle routing. Journal of Heuristics 1, 147-167 (1995)

Sotskov, Y.N., Dolgui, A., Werner, F.: Mixed Graph Coloring for Unit-Time Job-
Shop Scheduling. International Journal of Mathematical Algorithms 2, 289-323
(2001)

Zufferey, N.: Metaheuristics: some Principles for an Efficient Design. Computer
Technology and Applications 3(6), 446-462 (2012)

Zufferey, N.: Graph Coloring and Job Scheduling: from Models to Powerful Tabu
Search Solution Methods. In: Proceedings of the 14th International Workshop on
Project Management and Scheduling (PMS 2014), Munich, Germany, March 31 —
April 2 (2014)

Zufferey, N., Amstutz, P., Giaccari, P.: Graph colouring approaches for a satellite
range scheduling problem. Journal of Scheduling 11(4), 263-277 (2008)

Zufferey, N., Labarthe, O., Schindl, D.: Heuristics for a project management prob-
lem with incompatibility and assignment costs. Computational Optimization and
Applications 51, 1231-1252 (2012)



Quality of the Approximation
of Ruin Probabilities Regarding to Large Claims

Aicha Bareche, Mouloud Cherfaoui, and Djamil Aissani

Research Unit LaMOS (Modeling and Optimization of Systems),
Faculty of Technology, University of Bejaia, 06000 Bejaia, Algeria
aicha bareche@yahoo.fr,
mouloudcherfaoui2013@gmail.com,
lamos bejaia@hotmail.com
http://www.lamos.org

Abstract. The aim of this work is to show, on the basis of numerical
examples based on simulation results, how the strong stability bound on
ruin probabilities established by Kalashnikov (2000) is affected regarding
to different heavy-tailed distributions.
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1 Introduction

In the actuarial literature, the evolution in time of the capital of an insurance
company is often modeled by the process of reserve resulting from the difference
between the premium-income and the pay-out process.

The probability of ruin is one of the basic characteristics of risk models and
various authors investigate the problem of its evaluation (for example, see [1] and
[11], Chapter 11). However, it cannot be found in an explicit form for many risk
models. Furthermore, parameters governing these models are often unknown and
one can only give some bounds for their values. In such a situation the question
of stability becomes crucial.

Indeed, when using a stochastic model in insurance mathematics one has to
consider this model as an approximation of the real insurance activities. The
stochastic elements derived from these models represent an idealization of the
real insurance phenomena under consideration. Hence the problem arises out of
establishing the limits in which we can use our ’ideal’ model. The practitioner
has to know the accuracy of his recommendations, resulting from his investiga-
tions based on the ideal model [2]. Using approximations means here that we
investigate 'ideal’ models which are rather simple, but nevertheless close in some
sense to the real (disturbed) model.

After introducing the problem of stability in insurance mathematics by Beir-
lant and Rachev [2], Kalashnikov [7] investigated the estimation of ruin prob-
abilities in the univariate risk models, using the strong stability method, the
reversed process notion and the supplementary variables technique.
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On the other hand, we often deal in insurance and finance with large claims
that are described by heavy-tailed distributions (Pareto, Lognormal, Weibull,
...). It is worthy of notice the special importance of heavy-tailed distributions,
which is increasing the last years because of occasional appearance of huge claims
[4,9,5,6,12]. Indeed, the loss distribution in actuarial science and financial risk
management is fundamental and of ultimate use. It describes the probability
distribution of payment to the insured. In most situations losses are small, and
extreme losses rarely occur. But the number and the size of the extreme losses can
have a substantial influence on the profit of the company. Traditional methods
in actuarial literature use parametric specifications to model loss distributions
by a single parametric model or decide to analyze large and small losses sepa-
rately. The most popular specifications are the lognormal, Weibull and Pareto
distributions or a mixture of lognormal and Pareto distributions.

The aim of this work is to study, on the basis of numerical examples based
on simulation results, the sensitivity of the strong stability bound on ruin prob-
abilities established by Kalashnikov [7] regarding to the different heavy-tailed
distributions mentioned above.

2 Strong Stability of a Univariate Classical Risk Model

2.1 Description of the Model

The classical risk process in the one-dimensional situation can be stated as
Xt)=u+ct—2Z(), t>0, (1)

where X (t) is the surplus of an insurance company at time ¢ > 0, u > 0 the initial
surplus, ¢ the rate at which the premiums are received, and Z(t) the aggregate

of the claims between time 0 and t. Z(t) = Zii(lt) Z;, where {Z;,i > 1} is a
sequence of iid random variables, representing the claim amounts of distribution
function denoted by F(x) and mean claim size denoted by u, {N(¢),t > 0}
being a Poisson process with parameter A, representing the number of claims.
The relative security loading 6 is defined by 6 = C;ﬁ” . We further assume that
¢ > A, the expected payment per unit of time.

Ruin theory for the univariate risk process defined as (1) has been extensively
discussed in the literature (for example, see [1] and [11], Chapter 11).

Let us denote the reversed process associated to the risk model by {V;,},>o0.
The strong stability approach consists of identifying the ruin probability ¥, (u)
associated to the risk model governed by a vector parameter a = (\, p, ¢), with
the stationary distribution of the reversed process {V;,}n>0 [7], i-e.

U, (u) = lim P(V,, > u),

n—oo

where u is the initial reserve.
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2.2 Strong Stability of a Univariate Classical Risk Model

For a general framework on the strong stability method, the reader is referred
to [8]. However, let us recall the following basic definition.

Definition 1. [8/ A Markov chain X with transition kernel P and invariant
measure m is said to be v-strongly stable with respect to the norm ||.||v (||lello =
IS v(@)|al(dx),  for a measure «), if |P|l, < oo and each stochastic kernel
Q in some neighborhood {Q : ||Q — P|lv < €} has a unique invariant measure
i= (@) and ||x — o =0 as 1@ — Pll, —0.

More concrete, following the preceding definition, our approximation problem
can be stated in the following way: if the input elements of the ideal and real
models are ’close’ to each other, then, can we estimate the deviation between the
corresponding outputs? In other words, the stability theory in general renders the
following picture: If we have as input characteristics the distribution function of
the service times (claims distribution function for our risk model) and as output
characteristics the stationary distribution of the waiting times (ruin probability
for our risk model), the stability means that the convergence in £! of the input
characteristics implies the weak convergence of the output characteristics.

Let o' = (N, p/,c') be the vector parameter governing another univariate
risk model defined as above, its ruin probability and its reversed process being
respectively ¥,/ (u) and {V, }n>0.

The following theorem determines the v-strong stability conditions of a uni-
variate classical risk model. It also gives the estimates of the deviations between
both transition operators and both ruin probabilities in the steady state.

Theorem 1. [7] Consider a univariate classical risk model governed by a vector
parameter a. Then, there exists € > 0 such that the reversed process {Vy}n>0
(Markov chain) associated to this model is strongly stable with respect to the
weight function v(z) = e (e >0), =€ RT.

In addition, if p(a,a’) < (1 — p(€))?, then we obtain the margin between the
transition operators P and P’ of the Markov chains {Vy,}n>0 and {V, }n>0:

)\ /
IP — P'||, < 2BeZ|in’); |+ ||F ~ F'||,,

Ne

where,

p(a,a’) = 2Re EZ\l | +F = Fllo,
p(€) = E(exp{e (Zl —cbh)}),
I1F = F'l :/0 v(w)|d(F = F')|(u) =/O v(u)lf — f'l(w)du
Moreover, we have the deviation between the ruin probabilities:

v, p(a, a’) =
HWQ v, ||v < (1 . p(E))((l _ p(G))2 _ ’u/(a7a/)) I. (2)
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Remark 1. Without loss of generality, we relax some conditions by taking A = \
and ¢’ = ¢, then we have: p(a,a’) = ||[F — F'||, = [ v(w)|f — f'|(u)du. The
perturbatlon may concern the mean claim size parameter (1 e. ' = p+e) or the
claim amounts distribution function F itself.

3 Simulation Based Study

We want to analyze the quality and the sensitivity of the bound defined as in
formula (2) of Theorem 1 regarding to certain heavy-tailed distributions. To do
so, we elaborated an algorithm which follows the following steps:

3.1 Algorithm

1) Introduce the parameters A, p, ¢ of the ideal model, and X, i/, ¢’ of the per-
turbed (real) model.
2) Verify the positivity of the relative security loadings 6 and ¢’ defined by:

’

§ = °= )\u and §' = ¢ —)\'Iu )
If yes, (*the ruin of thg models is not sure*) go to step 3;
else return to step 1.

3) Initialize € (6 > O) such that 0 < p(e) < 1 and I" be minimal.

4) Compute pu(a,a’) fo w)|f = f'|(u)du, and test:
wla,a) < (1= p(e))?"
If yes, (*we can deduce the strong stability inequality*) go to step 5;
else increment ¢ with step p, then return to step 4.

5) Compute the bound I" on the deviation ||¥, — ¥,/ ||, such that:

Y p(a,a’) -
||Qa v, Hv < (1 _ p(e))((l _ ,0(6))2 _ M(%a/)) T

Using the above algorithm, we perform a comparative study (comparison of
the resulting error on ruin probabilities) based on simulation results obtained
with the following different distributions.

3.2 Simulated Distributions

In this section, we compare the following four distributions (Lognormal, Weibull,
logistic, mixture (Lognormal-Pareto)). In order to well discuss and judge our
results, we also use a benchmark distribution the exponential one (see Table 1).

1. The density of the Lognormal law

1 _ (log(t)—a)?
W/aB)= o€ P 20 3)

2. The density of the Weibull law

f(t/a,B) = Ba= P 1)t > 0. (4)
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3. The density of the truncated logistic law

t—

f)y="¢e" (1+et;“>_2, t>p. (5)

2
s
4. The density of the mixture (p Lognormal and (1 — p) Pareto) law

f(t)=p (w;%e—“"géib““) +(1=p) (L= "N} 12 0. (6)

5. The density of the exponential law
L _y
f@) = ,ue rot>0. (7)

In general, these test distributions can be categorized as light (Weibull), medium
(Lognormal) and heavy-tailed (Pareto) [3]. Another classification of heavy-tailed
distributions can be found in [10], where the above distributions are defined to
depend on their parameters, that is to say, they may be either in the class of
heavy-tailed, light-tailed or medium-tailed distributions, and this according to
their parameters.

Table 1. Different simulated distributions

Mean Exp  LogNormal Weibull Logistic Mixture: p * LogN + (1 — p) Pareto
A (a,b) (a,b) 7)) (p;a,b,a,B,c)

2.00 2.00 (0.5816 , 0.4724) (2.2397 , 3) (1.0000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 2.1111)
2.10 2.10 (0.6398 , 0.4521) (2.3517 , 3) (1.1000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 2.3333)
2.20 2.20 (0.6945 , 0.4334) (2.4637 , 3) (1.2000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0, 3.0000 , 2.5556)
2.30 2.30 (0.7463 , 0.4161) (2.5756 , 3) (1.3000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0, 3.0000 , 2.7778)
2.40 2.40 (0.7954 , 0.4001) (2.6876 , 3) (1.4000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0, 3.0000 , 3.0000)
2.50 2.50 (0.8421 , 0.3853) (2.7996 , 3) (1.5000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.2222)
2.60 2.60 (0.8865 , 0.3714) (2.9116 , 3) (1.6000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.4444)
2.70 2.70 (0.9290 , 0.3585) (3.0236 , 3) (1.7000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.6667)
2.80 2.80 (0.9696 , 0.3465) (3.1356 , 3) (1.8000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.8889)
2.90 2.90 (1.0085 , 0.3352) (3.2476 , 3) (1.9000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 4.1111)
3.00 3.00 (1.0459 , 0.3246) (3.3595 , 3) (2.0000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 4.3333)

3.3 Numerical and Graphical Results

This section is devoted to present the different numerical and graphical results
obtained when studying the influence of heavy-tailed distributions on the sta-
bility of a risk model, by considering the distributions defined in the section
above.
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Table 2. Stability intervals regarding to different distributions

€ Mean Exp Lognormal Weibull Logistic Mixture
-0.5 2.00 [0.0002, 0.3083] ]0,0.2955 ] [0.0005 , 0.2685 ] [ 0.0003 , 0.1933 ] [ 0.0002 , 0.3002 ]
-0.4 2.10 [0.0002 , 0.3320] ]0,0.3726 ] [0.0004 , 0.3424 ] [ 0.0002 , 0.2807 ] [ 0.0002 , 0.3238 ]
-0.3 2.20 [0.0001 , 0.3610] ]0,0.4645] [0.0003 ,0.431] [0.0002 , 0.3873 ] [ 0.0002 , 0.3543 ]
-0.2 2.30 [0.0001 ,0.3999] ]0,0.5826 ] [0.0003 ,0.547 ] [0.0002 , 0.5264 ] [ 0.0001 , 0.3965 |
-0.1 2.40 [0.0001 , 0.4627] ]0,0.7565 ] [0.0002, 0.7306 ] [ 0.0001 , 0.7357 ] [ 0.0001 , 0.4657 ]
0.00 2.50 10,00 10, 00 [ 10, 00] 10,00 10,00
+0.1 2.60 [0.0001 ,0.6172]]0,0.7571 ] [ 0.0002 , 0.7121 ] [ 0.0001 , 0.7166 | [ 0.0001 , 0.5786 ]
+0.2 2.70 [0.0001 , 0.5295]] 0, 0.5590 ] [ 0.0002 , 0.5261 ] [ 0.0002 , 0.4921 | [ 0.0001 , 0.4722 ]
+0.3 2.80 [0.0001 , 0.4772]] 0, 0.4330 ] [ 0.0003 , 0.4145 ] [ 0.0002 , 0.3465 | [ 0.0002 , 0.4066 ]
+0.4 2.90 [0.0002 ,0.4398]] 0, 0.3399 ] [ 0.0004 , 0.3352 ] [ 0.0002 , 0.2397 ] [ 0.0002 , 0.3591 ]
+0.5 3.00 [0.0002 ,0.4108]] 0, 0.2663 ] [ 0.0004 , 0.2744 ] [ 0.0003 , 0.1573 ] [ 0.0002 , 0.3224 ]

Table 3. Stability bound I" regarding to different distributions

e Mean Exp Lognormal Weibull Logistic Mixture
-0.5 2.00 0.1954 1.0098 0.9509 2.0178 0.2286
-0.4 2.10 0.1463 0.6713 0.6224 1.1851 0.1823
-0.3 2.20 0.1032 0.4302 0.3943 0.6986 0.1361
-0.2 2.30 0.0649 0.2498  0.2273 0.3819 0.0903
-0.1 2.40 0.0307 0.1105 0.0999 0.1612 0.0449
0.00 250 O 0 0 0 0
+0.1 2.60 0.0267 0.1087  0.0957 0.1613 0.0427
+0.2 2.70 0.0534 0.2418 0.2064 0.3819 0.0853
+0.3 2.80 0.0801 0.4068 0.3357 0.6990 0.1277
+0.4 2.90 0.1067 0.6166 0.4883 1.1861 0.1695
+0.5 3.00 0.1333 0.8915 0.6704 2.0216 0.2106

3.4 Discussion of Results

Note, according to Table 2, that for all the distributions, the stability domain
decreases with the increase of the perturbation e. It is evident that a risk model
tends to not be stable with a great perturbation. Note also the closure of the
stability domains of the mixture distribution to those of the exponential one.

Notice also, following Table 3 and Figure 1, that the strong stability bound
I increases with the increase of the perturbation e. Even taking distributions
having the same mean as the exponential one, one obtains bounds relatively far
away from those of the exponential one. This can be explained by the influence
of the weight of the tails of the different considered distributions. Comparing to
the other distributions, we note that the strong stability bound for the mixture
distribution is more closer to that of the exponential one. May be it is due to the
special choice of the parameters of this distribution. That is to say, one may be
able, in this case, to justify the approximation of the risk model with a general
mixture claim distribution by another risk model governed by an exponential
law.
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Variation of the deviationI” versus the perturbation e
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=4 Exp
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151 —
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0 .
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The perturbation £

Fig. 1. Variation of the stability bound I" regarding to different distributions

Note that in the literature, many authors pointed out the limits of the results
of Kalashnikov [7] on the stability of risk models and the difficulty of applying
them in case of large claims (heavy-tailed distributions). The present results
show that in some situations, approximating the characteristics of a risk model
with a general heavy-tailed distribution by a classical model is possible, that is
to say, one may approach its characteristics by those of a model governed by an
exponential distribution (see Tables 2 and 3 and Figure 1). This approximation
is in connection not only with the weight of the tail but also with other criteria
such as: the shape of the distribution, dispersion parameter, ...

4 Conclusion

We are interested, in this work, in the approximation of the ruin probability of
a classical risk model by the strong stability method. We studied the impact of
some large claims (heavy-tailed distributions) on the quality of this approxima-
tion. A comparative study based on numerical examples and simulation results,
involving different heavy-tailed distributions, is performed.

The literature indicates that, in general, the results of Kalashnikov [7] on
the stability of risk models, are not applicable for heavy-tailed distributions.
The present results show that, in some situations, the approximation of the
characteristics of a risk model with a heavy-tailed distribution by a classical
model (with an exponential law) is possible. This approximation is linked not
only with the weight of the tail but also with other criteria such as the shape of
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distribution. These results could be very useful in the case of an unknown

distribution that must be replaced by an estimate (kernel estimate). Indeed, in
this case, we need a prior knowledge, at least approximately, of the shape of the
unknown distribution.
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Abstract. In recent years, the concept of clustering stability is widely
used to determining the number of clusters in a given dataset. This pa-
per proposes an improvement of stability methods based on bootstrap
technique. This amelioration is achieved by combining the instability
property with an evaluation criterion and using a DCA (Difference Con-
vex Algorithm) based clustering algorithm. DCA is an innovative ap-
proach in nonconvex programming, which has been successfully applied
to many (smooth or nonsmooth) large-scale nonconvex programs in var-
ious domains. Experimental results on both synthetic and real datasets
are promising and demonstrate the effectiveness of our approach.

Keywords: Selection the number of clusters, k optimal, Clustering sta-
bility, Bootstrap, DC Programming, DCA.

1 Introduction

Clustering is a fundamental problem in unsupervised learning domain, which
aims at dividing a dataset n points into k groups (clusters) containing similar
data. Determining the optimal number of clusters (k) in a given dataset is a
challenging issue in clustering task.

In the literature, there are several papers in this field. The first direction
research is to perform clustering with the number of clusters belonging to an
interval [lower bound, upper bound]. Then, one criterion evaluation is used to
evaluate the results of clustering. The best value corresponds to the optimal
number of clusters. Milligan et al. [25] used hierarchical clustering algorithm
and evaluation via 30 criteria. Chiang and Boris [3], [4] introduced an iK-Means
algorithm and tested via eight indexes. However, this approach only works well
when the optimal number of clusters is small.

The second direction is based on genetic algorithm, which introduces new
operations (crossover, mutation) or new encoding strategies ([8], [22], [23], [29]).
These algorithms are usually center based or centroid based. The disadvantage
of this direction is finding solutions in a high space, so the algorithms are slow.

© Springer International Publishing Switzerland 2015 129
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One other approach is based on statistical test. In 2000, Pelleg et Moore
introduced X-Means algorithm [26]. The G-Means algorithm [6] was presented
by Hamerly et Elkan in 2003. Both algorithms start with one cluster (k = 1).
Then, the number of clusters will grow until the statistic contest is verified. G-
Means algorithm assumes that each cluster adheres to a Gauss distribution and
X-Means uses the Bayesian Information Criterion (BIC). But, G-Means depends
on the choice of statistical significance level; while X-Means tends to overfit by
choosing too many centers when the data is not strictly spherical [6]. Other
methods such as: gap statistic (Tibshirani et al. [35]), jump statistic (Sugar et
al. [30]) can be applied to this problem.

Another approach is based on the concept of clustering stability. The principle
of this concept is: if we repeatedly draw samples from the data and apply a given
clustering algorithm, a good one should produce clustering that does not vary
much from one sample to another [37]. The researches study large methods to
compute the stability scores and some different ways to generate the sample
data. However, these methods do not work well in case the structure of data is
asymmetric [36].

In this paper, we propose an improvement of stability methods, which com-
bines the instability property [5] with CH criterion (Calinski and Harabasz [2])
for evaluating the number optimal of clusters. The numerical results of our ex-
periments show that our propose algorithm works well even if the structure of
data is asymmetric.

In addition, we also need a robust and effective clustering algorithm. In our
study, we use a clustering algorithm, namely DCA-MSSC, has been shown to
be an efficient and inexpensive algorithm ([17], [32], [33], [34]). This algorithm,
introduced in 2007 by Le Thi et al. [17], based on DC programming and DCA,
which were introduced in 1985 by Pham Dinh Tao and developed since 1994 by
Le Thi Hoai An and Pham Dinh Tao. Now, they become classic and increasingly
popular (see e.g. ([18], [19], [27], [28]) and the list of references in [11]). In recent
years, DCA has been successfully applied to many fields of Applied Science,
especially in Data Mining: in clustering ([9], [13], [14], ([15], [16]), in Feature
Selection ([12], [20]),...

The remainder of the paper is organized as follows. The Section 2 introduces
an algorithm based on bootstrap technique and DC Programming & DCA. The
improvement algorithm is developed in Section 3. The computational results
with large number of dimensions and large number of clusters are reported in
Section 4. Finally, Section 5 concludes the paper.

2 The Bootstrap Technique

In this section, firstly, we will describe briefly an algorithm based on bootstrap
technique for clustering. The detail of this algorithm can be found in Fang et
Wang [5]. Secondly, we will introduce the DC Programming and DCA.
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2.1 An Algorithm Based on Bootstrap for Clustering

The algorithm, namely ABM algorithm, is proposed in [5] and it is described
as follows:

Step 1: Generate B sample-pairs (X,Y) from n points {z1, 22, ..., x, }. Each
sample data, consisting of n points, is random generated with replacement.

Step 2: Perform clustering on sample-pairs (X,Y) and construct two proto-
types (¥x,¢y) with fixed k.

Step 3: Affect 1 x,1yy on the original data, then calculate their empirical
clustering distance:

n n

dp(x¥v) =, ZZ | H{hx (i) = ¥x ()} — H{y (i) = vy (25} |. (1)

i=1 j=1
Estimate the clustering instability by:

B

(v, k,n) Z (2)

b=

Step 4: The optimal number of clusters (namely koptimal) can be estimated
by (K is the maximum number of clusters):

§B('(/J7 koptimala n) = argmin §B('(/J7 kv n) (3)
2<k< K

In the literature, k-Means and hierarchical agglomerative clustering are two
clustering algorithms widely used. Benhur et al. [1] uses the average-link hier-
archical clustering, while Fang et Wang [5] uses k-Means for the distance-based
datasets and spectral clustering for the non-distance-based datasets.

In our study, we will use DCA-MSSC. This algorithm has been shown to be
more efficient than the classical k-Means ([17], [32], [33], [34]).

2.2 DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They address the problem of min-
imizing a function f(z) = g(z) — h(z) on IR, where g(z) and h(z) are lower
semi-continuous proper convex functions. At each iteration, DCA constructs two
sequences {x*} {y*}, the candidates for optimal solutions of primal and dual
programs.

{yk € Oh(z")

z*1 € argmin{g(z) — h(2*) — (z — 2*,y*)}

For a complete study of DC programming and DCA the reader is referred to
[10], [19], [27], [28] and the references therein.
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DC Algorithm for Solving Clustering Problem
The DCA for clustering problem MSSC (minimum sum of squares clustering)
has been developed in [17]. We will give below a description of this algorithm:

Algorithm DCA-MSSC:
Initialization: Let € > 0 be given, X(©) be an initial point in IRkXd,p = 0;
Repeat:
Calculate Y € 9H(X ) by: Y = gX @) — B30, el (x ) — ai)
Calculate X (P*1) according to: X P+ := (B + Y ®)/n.

Set p=p+ 1.
Until: convergence of {X p)}
where B € RF*" B, := q 1 al, b =1.k; e[ ] being the canonical basis of IR*.

2.3 Experiments with Bootstrap Techinique and DCA

In this section, we study the efficiency of algorithm ABM using DCA-MSSC
clustering algorithm in comparison with classical k-Means.

We perform experiments on 10 datasets. Firstly, two artificial datasets Syn-
thetic150 and Synthetic500 (Figure 1) are generated by a Gauss distribution.
Synthetic150 (resp. Synthetic500) contains 150 points randomly distributed to
3 separate clusters (resp. 500 points distributed to 5 clusters). Both datasets are
symmetric. They are created by Data Generation [38] application. Secondly, four
datasets GD 000 — GD 003 (Figure 2) are generated by Mix Sim [24] software
that consist of 500 points and 5 clusters. They are asymmetric data. GD 000
is well separate and GD 001 — G D 003 are explored from GD 000 with others
overlapping degree. The other four datasets are real datasets taken from UCI
repository [21].

The information of test data is given in Table 1 (column 1 — 4), where n is
the number of points, m: the number of dimensions and k: the real number of
clusters. All algorithms have been implemented in the VisualC++2008, run on
a PC Intel i5CPU650, 3.2 GHz of 4GB RAM.

The experiment results are presented in Table 1. From our results, we see
that:

— ABM using DCA-MSSC finds correctly the real number of clusters on 5/10
datasets, while ABM using classical k-Means only does on 4/10 datasets.

— The structure of GD 000 — GD 003 and Iris datasets is asymmetric, which
is bias into 2 groups (see Figure 2, 3). The datasets GD 001, GD 002, GD 003
and Iris are also overlapping. Both algorithms can not found the real num-
ber of clusters in these cases. The results are same as the study of [30] and
[5].

— The results are not improved even if we use different parameters: change
the number of pair-sampling; sampling datasets are generated by sub sam-
pling; or using Jaccard coefficient (as [1]) to compute the clustering distance.
Moreover, the results is worse than using empirical clustering distance d
(see Table 2).
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Table 1. Datasets and the results of DCA vs. k-Means

DCA k-Means
Data n m k k optimal Time(second) k optimal Time(second)
Synthetic150 150 2 3 3 14.88 3 7.80
Synthetic500 500 2 5 5 26.89 5 17.46
GD 000 500 2 5 2 23.47 2 15.87
GD 001 500 2 5 2 28.75 2 17.16
GD 002 500 2 5 2 26.98 2 19.23
GD 003 500 2 5 2 31.39 2 20.60
Iris 150 4 3 2 13.91 2 8.36
Blood Tranfusion 748 4 2 2 51.35 4 34.05
Glass 214 9 6 6 20.39 6 9.99
Wine 178 13 3 3 19.35 3 9.14

Table 2. Results using criterion dj vs. Jaccard coefficient

Using d Jaccard coeff.
Data n m k k optimal Time(s) k optimal Time(s)
Synthetic150 150 2 3 3 14.88 3 13.08
Synthetic500 500 2 5 5 26.89 5 28.60
GD 000 500 2 5 2 23.47 2 20.69
GD 001 500 2 5 2 28.75 2 27.11
GD 002 500 2 5 2 26.98 2 28.27
GD 003 500 2 5 2 31.39 2 28.53
Iris 150 4 3 2 13.91 2 14.01
Blood Tranfusion 748 4 2 2 51.35 2 45.02
Glass 214 9 6 6 20.39 3 20.38
Wine 178 13 3 3 19.35 3 19.58

From the above results we see that the bootstrap technique does not work well
in some cases whether we attempt to change the parameters. In the next section,
we will propose a method that can overcome the errors of bootstrap technique.

3 An Improvement of Stability Based Method

We focus on the formula (3) and observe that there exists some values that is
close to the value $5 (¢, koptimal, ) (see Table 3). Furthermore, Figure 3 of data
GD 002 with respect to k = 2,4, 5 shows that the data can be divided into 2, 4
or 5 clusters, which is acceptable. So, we consider the koptimal in these values.

First, we construct a neighbor values of $p(%, koptimal, ) by the values that
are smaller or equal than §p (1, koptimal, ) + 2%(55 (¢, koptimal, ?) + 1) (same
as [31]). The parameter {2 is a small value and the factor I takes into account
to overcome (1, koptimal; ) = 0.
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Synthetic 500

Synthetic 150

Fig. 1. Datasets Synthetic 150 & Synthetic 500

GD_001

GD_000

GD_003

GD_002

Fig. 2. Datasets GD 000 — GD 003
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Then, we calculate the CH(k) index [2] where k are taken from these values.
The optimal number of clusters is chosen to correspond to the maximum of
CH(k).

Table 3. The results of 55

k
Data 2 3 4 5 6 7 8 9
GD 000 O 0.1299 0.0676 0.0395 0.0579 0.0534 0.0646 0.0702
GD 001 O 0.0731 0.0750 0.0527 0.0640 0.0617 0.0741 0.0772
GD 002 O 0.0985 0.0542 0.0597 0.0810 0.0810 0.0838 0.0919
GD 003 0.0017 0.0807 0.0478 0.0744 0.0838 0.0856 0.0947 0.0984
Iris 0.0057 0.0627 0.0896 0.1017 0.0918 0.0978 0.0902 0.0827
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Now, the improvement algorithm is described as follows (namely IBM algo-
rithm):

The Improvement Algorithm — IBM

Step 1: Generate B sample-pairs (X,Y) from n points {z1, 22, ..., x, }. Each
sample data, consisting of n points, is random generated with replacement.

Step 2: Perform clustering on sample-pairs (X,Y") and construct two proto-
types (¥x,¢y) with fixed k.

Step 3: Affect ©x,1y on the original data, then calculate their empirical
clustering distance:

n n

dp(x,ty) = QZZH{WZ = ¥x(z;)} — Iy (z:) = ¥y (a5} | . (4)

=1 j=1
Estimate the clustering instability by:

B

(¥, k,n) Z (5)

b=

Step 4: The optimal number of clusters (namely koptimal) can be estimated
by (K is the maximum number of clusters):

§B('(/J7 koptimala n) = argmingB(wv kv n) (6)
2<k< K

Step 5: Construct the neighbor values of §5(1), koptimal, 7) by:

t§B (’l/), ka TL) S t§B (wa koptimala TL) + Q%(éB (’l/}a koptimala n) + 1) (7)

Step 6: Calculate the CH(k) index where k takes from these values. The op-
timal number of clusters is chosen to correspond to the CH(k) maximize.

The improvement algorithm gives good results (see Table (4). The results of
IBM algorithm are much better than ABM algorithm. In GD 003 dataset, the
clusters are too much overlapping, hence IBM can not found the real number
of clusters. However, the scatter plot (Figure 4) shows that the partition is
encouraging and the result is acceptable.

4 Testing with Large Number of Dimensions and/or
Large Number of Clusters

We perform our algorithm with large number of dimensions, large number of
objects and/or large number of clusters datasets.

The first experiment is tested with large number of objects and/or large num-
ber of clusters. The data are acquired from SIPU [40] (as Table 5).
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Data
Synthetic150
Synthetic500
GD 000

GD 001

GD 002

GD 003

Iris

Blood Tranfusion
Glass

Wine

Table 4. Multi-class datasets

ABM-DCA

True class k optimal

w

3

W O N W Ut U ULt
CONNDNNDINDNW

Time(s)

14.88
26.89
23.47
28.75
26.98
31.39
13.91
51.35
20.39
19.35

IBM-DCA
k optimal

3
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Fig. 4. Partition of GD 003 with k = 4

Time(s)
15.87
27.02
24.52
29.38
27.82
33.06
14.10
53.54
21.13
20.45

The second experiment is performed with large datases, which are medical
datasets in Bio-medical Repository [7] and Nips Selection Challenge [39] (as

Table 6).

In our experiments, we perform our algorithm by varying values of 2 =
{1%,2%,5%} and maximum number of clusters K is set to 10 (to 20 when

datasets contain large number of objects or clusters).

From the results, we see that our approach is encouraging. We also obtain good
results in case of high objects, high dimensions and high number of clusters.
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Table 5. High objects and/or high clusters datasets
ABM-DCA IBM-DCA
Data n m Trueclass k optimal Time k& optimal Time
Dim32 1024 32 16 19 376.67 16 389.05
Dim64 1024 64 16 19 518.29 16 534.36
R15 600 2 15 19 135.85 15 139.41
Yeast 1484 8 10 14 245.31 11 249.09
S1 5000 2 15 19 1220.9 16 1244.44
Table 6. High dimensions datasets.
ABM-DCA IBM-DCA
Data n m Trueclass k optimal Time k& optimal Time
Madelon 600 500 2 2 514.76 2 515.43
Leukemia 2 34 7129 2 9 142.80 2 143.84
Leukemia 3 72 7129 3 9 518.17 3 531.01
Leukemia 4 72 7129 4 9 568.20 4 576.07
Embryonal Tumors 60 7129 2 8 600.47 2 610.64
Colon Tumor 62 2000 2 2 220.34 2 223.57
Arcene 100 10000 2 2 1109.96 2 1155.95
Ml 72 12582 3 8 1182.72 3 1209.33
5 Conclusion
This paper proposes an improvement algorithm based on bootstrap technique

that

finds the number of clusters in a given dataset. We investigate a new cri-

terion, which combines clustering instability and CH value. We use also an effi-
cient clustering algorithm DCA-MSSC instead of classical k-Means to improve
our method. The numerical results on both synthetic and real datasets show the
efficiency and the superiority of IBM algorithm (our approach) with respect to
the standard algorithm ABM.
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Abstract. Building a labeled corpus which contains sufficient data and
good coverage along with solving the problems of cost, effort and time
is a popular research topic in natural language processing. The problem
of constructing automatic or semi-automatic training data has become a
matter of the research community. For this reason, we consider the prob-
lem of building a corpus in phenotype entity recognition problem, class-
specific feature detectors from unlabeled data based on over 10260 unique
terms (more than 15000 synonyms) describing human phenotypic fea-
tures in the Human Phenotype Ontology (HPO) and about 9000 unique
terms (about 24000 synonyms) of mouse abnormal phenotype descrip-
tions in the Mammalian Phenotype Ontology. This corpus evaluated on
three corpora: Khordad corpus, Phenominer 2012 and Phenominer 2013
corpora with Maximum Entropy and Beam Search method. The perfor-
mance is good for three corpora, with F-scores of 31.71% and 35.77%
for Phenominer 2012 corpus and Phenominer 2013 corpus; 78.36% for
Khordad corpus.

Keywords: Named entity recognition, Phenotype, Machine learning,
Biomedical ontology.

1 Introduction

Phenotype entity recognition is a sub-problem of biomedical information extrac-
tion, aiming to identify the phenotype entities. Despite the high performance, the
supervised learning methods take a lot of time and efforts from domain experts
to build a training corpus. Therefore, construction of a labeled corpus by the
automatic method becomes a critical problem in biomedical natural language
processing.

In many traditional approaches to machine learning, there are some researches
using automatically generated training corpus from external domain ontologies
e.g. the approach of [6] or [11]. Morgan et al.’s research built a model organism
database to identify and normalize of gene entity based on FlyBase dictionary
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[6]. They collected a large of related to abstracts and used Longest Matching
method to annotate for gene entities in the abstracts. Soon after, Vlachos et
al. also built by reproducing the experiments of [6] in bootstrapping a BioNER
recognizer, it was based on creating training material automatically using exist-
ing domain resources and then training a supervised named entity recognition
system [11]. Using an enlarged corpus and different toolkit, they applied this
technique to the recognition of gene names in articles from the Drosophila lit-
erature. More recently, the notion of ”silver standard” has also been introduced
Rebholz-Schuhmann el al., referring to harmonization of automated system an-
notations [7].

In our study, we use the available large biomedical data resources to auto-
matically build annotated phenotype entity recognition corpora, then create a
new training corpus which is used for machine learning model. Finally, we de-
scribe the corpora which will be used to assess the quality of the training corpora
based on the quality of machine learning models such as Phenominer 2012, Phe-
nominer 2013, and Khordad’s corpus (in section 2.1). Then we demonstrate how
we apply Maximum Entropy method with Beam Search algorithm to evaluate
performance of our corpus (in section 2.2). Then, (in section 3), we switch our fo-
cus to the methods and describe some shortcomings of the BioNER system built.
We close the research with discussion of the results and pointers to conclusion
(in section 4,5).

2 Phenotype Named Entity Recognition

Unlike genes or anatomic structures, phenotypes and their traits are complex
concepts and do not constitute a homogeneous class of objects. Currently, there
is no agreed definition of phenotype entity for using in the research community.
In [9]’s research: a phenotype entity is defined as a (combination of) bodily fea-
tures(s) of an organism determined by the interaction of its genetic make-up and
environment. Collier et al.s works have described it in more detail: A phenotype
entity is a mention of a bodily quality in an organism [1]. Some examples of phe-
notype entity are blue eyes, lack of kidney, absent ankle reflexes, no abnormality
in his heart, etc.

B @
D >

bent little finger  straight little finger eyes not blue blue eyes

http://naturalsciences.sdsu.edu/ta/classes/lab2.4/TG.html)
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The target of this study is to find out the PubMed’s abstracts, using the
phenotype entity in the available ontologies. To this end, firstly, we describe the
ontologies and the databases which support to create the labeled corpus.

2.1 Phenotype Corpora

We aim to empirically build a corpus for phenotype entity recognition under the
condition that the test and training data are relatively small and drawn from near
domains. To do this, we used three corpora: (1) two Phenominer corpora about
autoimmune diseases and cardiovascular disease in [3]’s work, (2) the corpus in
[5]’s work, all of them are selected from Medline abstracts in PubMed that were
cited by biocuration experts in the canonical database on heritable diseases, the
Online Mendelian Inheritance of Man (OMIM) [4].

Phenominer Corpora. The Phenominer corpora contain Phenominer 2012
and Phenominer 2013. Phenominer 2012 corpus is a collection of 112 PubMed
Central (PMC) abstracts chosen depending on 19 autoimmune diseases which
were selected from OMIM, and from these records, citations were then chosen.
These diseases include Type 1 diabetes, Grave’s disease, Crohn’s disease, au-
toimmune thyroid disease, multiple sclerosis and inflammatory arthritis. The
total number of tokens in the corpus is 26,026 in which there were 472 phe-
notype entities (about 392 unique terms). Phenominer 2013 corpus includes 80
abstracts of Pubmed Central abstracts relate to cardiovascular diseases, contains
1211 phenotype entities (about 968 unique terms). Despite being small, all of the
labeled entities in two corpora were carried out by the same highly experienced
biomedical annotator who had annotated in the GENIA and BioNLP shared
task corpus and event corpus annotation. The Brat tool supports recognising
phenotype entities because of using the normal BIO labeling scheme(Begin In
Out), where ‘B’ stands for the beginning of a concept, ‘I’ for inside a concept and
‘O’ for outside any concept, i.e: between airway responsiveness will be annotated
as O B-PH I-PH, in which ‘O’ means outside a phenotype entity, ‘B-PH’ and
‘I-PH’ beginning of and inside a phenotype entity.

Khordad’s Corpus. We use Khordad’s corpus as a test corpus which is relevant
to phenotypes from two available databases: PubMed (2009) and BioMedCen-
tral (2004). All HPO phenotypes were searched for in these databases and every
paper which contains at least three different phenotypes was added to the collec-
tion. The corpus is made from 100 papers and contains 2755 sentences with 4233
annotated phenotypes. It does not fully annotate all phenotype names. About 10
percent of the phenotype names are missed. But since we are currently lacking
of annotated corpus for phenotype, the corpus is still a valuable choice. We will
use this corpus for testing and analyzing our proposed model.
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2.2 Maximum Entropy Model with Beam Search

Similar to [2], we also used an appropriate machine learning method called
Maximum Entropy model with Beam Search. The use of this method is rea-
sonable because it can train a large number of features and fast convergence.
This assessment of the model is to evaluate the difference in possible mini-
mum with the given information, it doesn’t concern with the lack of informa-
tion. Originally, Maximum Entropy model for labeled entity names uses the
Viterbi algorithm, a dynamic programming technique to decode. However, re-
cent researches use some approximate search algorithm such as Beam search.
The benefit of using Beam Search is that it allows maximum use of entropy
for easily labeling each decision but ignores the possibility of optimal label.
The calculated complexity of Beam Search decoding is O(kT), compared with
O(NT) for Viterbi decoder (T is the number of words, N is the number of la-
bels). To implement Maximum Entropy with Beam Search, we used Java-based
tool OpenNLP (http://opennlp.apache.org/) with the default parameters.
To train phenotype entity recognition model, we use some features and external
resources (dictionaries, ontologies), these are shown in the Table 1 and Table 2.

Table 1. The popular feature sets were used in the machine learning labeler. These were
taken from a +2 window around the focus word for parts of speech, orthography and
surface word forms. POS tagging was done using the OpenNLP library with Maximum
Entropy model and Genia Corpus + WSJ Corpus (F-score 98.4%), there are 44 Penn
Treebank POS tags and all of them are used.

No. Feature Description

1 Lemma The original of the token

2 GENIA POS tagger Part of speech tag of the token

3 GENIA Chunk tagger Phrase tag (the number of the token is larger than 1)
such as noun phrase, phrasal verb,

4  GENIA named entity tagger Output of the analysis of sentences in GENIA tagger..

5 Orthographic tag Orthography of the token

6 Domain prefix Prefix of the token

7 Domain suffix Suffix of the token

8 Word length Length of the word

9 In/Out parentheses In parentheses will be tagged: Y, out parentheses will be
tagged: N

10 Dictionary Dictionary features
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Table 2. Some external resources: dictionaries, biomedical ontologies and datasets

No. Feature Description
1 HPO An ontology contains terms describing human phenotypic features
An ontology has been applied to mouse phenotype descriptions. This
ontology allows comparisons of data from diverse sources, can facilitate
2 MP comparisons across mammalian species, assists in identifying appropri-
ate experimental disease models, and aids in the discovery of candidate
disease genes and molecular signaling pathways
An ontology of phenotypic qualities. This ontology can be used in con-
3 PATO junction with other ontologies such as GO or anatomical ontologies to
refer to phenotypes
A domain ontology that represents a coherent body of explicit declar-
4 FMA ative knowledge about human anatomy. Its ontological framework can
be applied and extended to all other species
The mouse anatomy ontology was developed to provide standardized
5 MA . .
nomenclature for anatomical structures in the postnatal mouse
6 UMLS DISEASE The concepts of disease in UMLS
7 45CLUSTERS 4? cluster classes were derived by Richard Socher and Christopher Man-
ning from PubMed
A set of files and software that brings together many health and biomed-
8 UMLS ical vocabularies and standards. It has three tools: Metathesaurus, se-
mantic network and SPECIALIST Lexicon and Lexical Tools.

3 Building Annotated Corpora

3.1 Phenotype Knowledge Resources

Human Phenotype Ontology. Human Phenotype Ontology (HPO) aims to
provide a standardized vocabulary of phenotypic abnormalities encountered in
human diseases [8]. Terms in HPO describe a phenotypic abnormality, such as
atrial septal defect. HPO was initially developed by using information from On-
line Mendelian Inheritance in Man (OMIM), which is a hugely important data
resource in the field of human genetics and beyond. HPO is currently being
developed using information from OMIM and the medical literature, contains
approximately 10,000 terms. Over 50,000 annotations to hereditary diseases are
available for download or can be browsed using the PhenExplorer. The HPO
project encourages input from the medical and genetics community with regards
to the ontology itself and to clinical annotations.

Mammalian Phenotype Ontology. Similarly to HPO, the Mammalian Phe-
notype Ontology (MP) is a standardized structured vocabulary [10]. The highest
level terms describe physiological systems, survival, and behavior. The physi-
ological systems branch into morphological and physiological phenotype terms
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at the next node level. This ontology helps to classify and organize phenotypic in-
formation related to the mouse and other mammalian species, MP
ontology applied to mouse phenotype descriptions in the Mouse Genome Infor-
matics Database (MGI, http://www.informatics.jax.org) and Rat Genome
Database (RGD, http://rgd.mcw.edu), Online Mendelian Inheritance in Ani-
mals (OMIA, http://omia.angis.org.au).

MP has about 8800 unique terms (about 23700 synonyms) of mouse abnor-
mal phenotype descriptions, it is maintained by OBO-Edit software to add new
terms, synonyms and relationships.

3.2 Building Process

Firstly, we carried out to build a training corpus which identifies phenotype
entities in humans. By combining the two relationships (the relationship be-
tween terms in HPO and documents from OMIM database extracted from the
file Phenotype annotation.tab and the relationship between each document of
OMIM database and referenced Pubmed abstracts), we assembled relationships
between each Pubmed abstract related phenotype entities in humans and HPO
terms. Collecting all summaries in the above relationship list, depending on each
abstract referenced to a separate list of HPO terms from the relationship file,
we used a method named “Noun Chunking” to label the phenotype entities in
each abstract. The Noun Chunking method found all nouns and noun phrases
in each Pubmed abstract and matched them with the separate list which ref-
erenced some certain HPO phenotype terms to label. Finally, we obtained the
corpus HPO NC by this method.

We also built a training corpus which identifies phenotype entities in mam-
mals. Firstly, we collected relationship between each Pubmed abstract related
to terms in MP ontology from two statistics files: MGI GenoPheno.rpt and
MGI PhenoGenoMP.rpt. Assembling Pubmed abstracts in the above relation-
ship list, depending on each abstract referenced to a separate list of MP terms,
we also used Noun Chunking to label phenotype entities in mammals for Pubmed
abstracts. A training corpus MP NC was created as a result of the above process.

At the next step, we joined the two sets HPO NC and MP NC to obtain the
HPO MP NC set with large coverage of phenotype entities domain.

Table 3. Corpora statistics

HPO NC MP NC HPO MP NC

Abstracts 18.021 4.035 22.056
Tokens 3.387.015 988.598 4.375.613
Phenotype entities 39.454 6.833 46.287

Unique phenotype entities 3.579 1.169 4.371
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3.3 Error Analysis

The training corpora which were automatically generated still contain some
errors, especially “Missing case” and “Error case”, which appear in Noun
Chunking method. For example, although the phrase noun “Amgyotrophic lateral
sclerosis” in the abstract ID: 9933298 was abbreviated as “ALS”, some contexts
appeared as “ALS” were still not recognized as a phenotype entity. Another
example is that in the Pubmed abstract ID: 34999, the noun phrase “hyper-
parathyroidism” is a phenotype entity, but in other contexts, this concept had
not been found.

Last example with “Error case”, the noun phrase “Severe combined immun-
odeficiency disease” and “Severe combined immunodeficiency” from the Pubmed
abstract ID: 18618 were identified as phenotype entities. However, in fact, each
of them is a type of disease.

4 Result and Discussion

We have evaluated the effectiveness of automatically generated corpus using
machine learning method (ME+BS) with 17 type features on three standard
training corpora: Phenominer 2012, Phenominer 2013 and Khordad corpus. We
also show the Table 4 as a result of the evaluation of the automatically generated
training corpora on Phenominer 2012 and Phenominer 2013 and Khordad corpus.

Table 4. Evaluation results

Testing data Phenominer 2012 Phenominer 2013 Khordad corpus
Training data P R F P R F P R F

HPO NC 55.37 20.28 29.69 59.82 25.08 35.34 89.57 68.21 77.44
MP NC 40.08 17.44 24.3 42.64 20.78 27.94 83.24 61.09 70.47
HPO MP NC 55.69 22.17 31.71 58472397 34 88.1270.54 78.36

Through some experiments evaluating the effectiveness of the automatically
generated corpora, the best F-score measures at 31.71% in Phenominer 2012,
35.34% in Phenominer 2013 and 78.36% in Khordad’s corpus. The results are
not high due to some errors in the above corpora as well as the intersection of the
domain of the automatically generated training corpora and the three evaluation
corpora. However, a more important reason is the complexity of grammar in the
two standard training corpora labeled by experts is higher than in the generated
training corpora. We evaluated the average number of tokens per each phenotype
entity over all the corpora in the Table 5.

From Table 5, we can see that the average number of tokens for each phenotype
entity in Phenominer 2012 and Phenominer 2013 is approximately 3 token/entity
whereas the number is 1.7 token/entity in the automatically generated training
corpora. This issue affects the ability of identification in the sequence labeling
model. It is a challenge for models using machine learning methods.
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Table 5. The average number of tokens per phenotype entity over all the corpora

Corpora The average number of tokens / phenotype entity
HPO NC 1.710
MP NC 1.778
HPO MP NC 1.761
Khordads corpus 1.688
Phenominer 2012 2.911
Phenominer 2013 3.204

The automatically generated training corpora achieved better results than
on Khordad’s corpus. The reason is the intersection between the domain of
the automatically generated training corpora and the Khordad’s corpus is quite
large as well as the complexity of grammar in the Khordad’s corpus is not too
high. Table 4 shows that for Khordad’s corpus F-score reached the best result
at 78.36% in HPO MP NC corpus, which is higher than in HPO NC (F-score:
77.44%) and MP NC (F-score: 70.47%). Therefore, the HPO MP NC corpus
shows its wider coverage to help to increase the effectiveness of automatically
generated training corpora.

5 Conclusion

In this work, we have presented a systematic research of how to build an auto-
matic training corpus for phenotype entity recognition from various ontological
resources and methods. We believe that it is the first study to evaluate such a
rich set of features for the complex class of phenotypes. The corpus is evaluated
using the recognition phenotype entity model called Maximum Entropy method
with Beam Search algorithm. By this approach, we achieved the best micro-
averaged F-score about 31.71% on Phenominer 2012; 35.34% on Phenominer
2013 and 78.36% on Khordad’s corpus.

In summary, our experiment brings overview of the effectiveness of the corpora
generated by the automatic methods. Beside, labeled phenotype entity recogni-
tion corpus is important for the analysis of the molecular mechanism underlying
diseases, and is also expected to play a key role in inferring gene function in
complex heritable diseases. Therefore, in the near future, the collection of this
corpus can be a useful resource for gene and disease domain. Our work in this
direction will be reported in a future publication.
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Abstract. The paper presents a new method for detecting virus based on the
Maximum Entropy Model. This method is also used to detect unknown viruses.
Maximum Entropy is a machine learning method based on probability distribu-
tion and has been successfully applied in the classification problem. From the
background knowledge, we improve and apply this model to solve the problem
of virus detection. In the training phase, virus samples in the virus warehouse
are extracted their features and trained to create the Entropy Model. In the de-
tection process, the Entropy Model is used to recognize virus based on the cor-
responding features of a checked file.

Keywords: Virus detection, virus samples, virus database, Maximum Entropy
Model, feature set, data set.

1 Introduction

The explosion in the use of computer and the internet has brought about a new avenue
for computer virus to spread at an exponential rate. In 1992, the number of viruses
was estimated from 1000 to 2300; 60,000 viruses in 2002; and approximately 100,000
viruses in 2008 [16]. This rapid change calls for an urgent improvement in virus de-
tection techniques. Traditional methods often rely on virus signature recognition and
sample comparison. The virus signatures, which are extracted from infected files, are
stored in virus databases [3,4], [6,7]. In [16], the authors summarized some of the
traditional virus detection methods, for example the string method, the wildcard
method, the wrong pattern matching method, the skeleton detection method. In gen-
eral, these traditional methods have some limitations:

e Large virus database
e Large searching space
e Unable to detect a virus that does not yet exist in the database.
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Machine learning method based on Maximum Entropy Model has been widely
used in classification problems, especially in natural language processing [11,12]
[14]. According to the study [13], the authors successfully applied this model in char-
acter recognition problems. In this paper, we propose a new method of virus detection
based on Maximum Entropy Model. The rest of this paper is organized as follows.
First, we represent the overall model of virus detection method based on Maximum
Entropy Model in Section 2. Section 3 presents the detailed implementation steps. In
Section 4, we show the experiment and evaluation. Finally, we show the conclusion
and further works in Section 5.

2 Model of Virus Detection Systems

The virus detection problem has been studied and implemented for a long time ago.
There are two approaches to the problem of detecting virus: the traditional approach
and the approach based on machine learning. In the former, anti-virus systems are
usually installed in the model shown in Fig. 1. These systems consist of two phases
such as signature extraction of virus and virus detection. In extracting phase, the sys-
tem analyzes the structure as well as the code of the virus pattern file to extract the
signatures corresponding to each type of virus. Each virus has a set of signatures
stored in the virus database [3], [7]. In other words, updating virus definition files is
amending this database. In the other phase, the system extracts the signatures of a
selected file, compares them with the signature set of each virus type in the virus da-
tabase in order to draw conclusions and come up with final solutions.

As much as the machine learning approach is recent and prospective, it is hardly
studied. The case studies following this approach is primarily based on neural net-
works [1,2] [5]. Based on promising results in [1], we proposed and implemented a
new method for detecting viruses using Maximum Entropy Model. According to the
overall model presented in Fig. 2, virus detection system is carried out in two phases:
training and testing. During the training phase, a feature set of viruses extracted from
a virus sample repository are stored and inputted into training module. The output of
training phase is the best distribution model which is used in the testing phase. In this
phase, each file which are need to test will be extracted a set of features. The training
model and this set are transferred to detection module to find the probability corre-
sponding to each output class. The file belongs to virus class, which has the highest
probability, will be transferred to virus processing module.
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Fig. 2. The overall model of virus detection based on Maximum Entropy Model
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3 Developing the Method of Virus Detection Based on MEM

3.1 Extracting Virus Feature

According to the overall model in the previous section, one of the main issues of the
method of identifying virus based on machine learning in general and Maximum
Entropy in particular is how to build feature set of the virus sample. Some typical
features used in machine learning methods such as: file structure, skeleton of code,
popular code fragment, the number of the function calls, and the set of symbols [16].
The main advantage of the machine learning methods is the variety of features in a
knowledge database and a combination of types of features together. Therefore, the
approach for detecting virus based on machine learning methods can be inherited,
selected virus signatures in the traditional methods for making these features.

In this research, we use information describing PE file and a method for analyzing
its structure in order to extract the feature set from the virus sample. Thus, the exper-
iments in this research are only applied for the PE file of the windows operating sys-
tem. We generate the feature set of each virus by combining the features of the PE
structure in the research [1] and hash code of machine code in that file. The PE struc-
ture is described in Fig. 3. Based on this structure, the set of feature is used as in
Table 1.

Dos MZ Header

Do S Stub

FE File Header
| PE Sign atur & ]

Image_Optional_Header

Section Table -\\
Array of Image_Section_Headers

Data Direclories

]

Y— YT 1T1I]

o

Sactions
[ Idata

| =
| data
| temt

b B b B

Fig. 3. The structure of a PE file
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Table 1. The feature is based on the analysis of the structure

Size Address offset

Order Feature (byte) (PE 32/ PE 64)

1 MajorLinkerVersion 1 2/2
2 MinorLinkerVersion 1 3/3
3 SizeOflnitializedData 4 8/8
4 SizeOfUninitializedData 4 12/12
5 MajorOSVersion 2 40/40
6 MinorOSVersion 2 40/42
7 MajorImageVersion 2 44/ 44
8 MinorImageVersion 2 46/ 46
9 Checksum 4 64 /64
10 DLLCharacteristics 2 70/70
11 HashCodeSegment

3.2  Applying Maximum Entropy Model for Detecting Virus

In this section, we will construct a model for problem detection virus based on Maxi-
mum Entropy Model. Maximum Entropy Model, which is the probability distribution
model, has been successfully applied for the problem of data classification, especially
in natural language processing. A core principle of maximum entropy based on distri-
bution model of each data set and a set of constraints that has to achieve the best pos-
sible balance [12]. The training data set used to generate the constraints of the model,
which are basic factorial for estimating the probability distribution of each class. The-
se constraints are represented by values of the features. From that, we calculate on the
model to get a distribution for the maximum Entropy.

A specialty of the Maximum Entropy Model is shown by a function fi(d, c), in
which d is observation data and c is a class. Maximum entropy allows limiting
distribution model in order to obtain expected values for each specialty of data set.
Therefore, the distribution probability of the data d for class c is P(cld) satisfying the
Equation (1). During training phase, the distribution probability P(d) is unknown and
no need to concern, so we just use the sample data as a condition for distributing data
according to Equation (2) .

1
ﬁz £i(d, c(d)) = ZP(d)ZP(dd)fi(d,c) 1)
deD d c
1 1
WZ £.(d, c(d)) =WZZP(c|d)fi(d,c) )
deD d c

Maximum Entropy Model provides a simple mechanism to combine features in
different contexts in order to estimate the probability of some classes appearing in
these contexts. The main idea of the maximum Entropy method is to find a model
with probability distribution satisfying all constraints between observation data and a



156 N.T. Nguyen et al.

set of classes. According to the principle of maximum entropy, the distribution has to
satisfy the observation data and maximize the conditional entropy measure. Maximum
Entropy Model is the probability distribution as in Equations (3) and (4) where P* is
the optimal probability distribution.

Hp) = - ) pep(eldlog (p(d]c) )
cd

P = H
argg;aX( ) (4)

In Maximum Entropy Model, each specialty is shown by a function with only one
input value by true or false. The constraint set will be established from these special-
ties. A constraint is a condition from the data that the model must satisfy. Each spe-
cialty f; is assigned with a weight 4, Meanwhile, the problem of classification is given
to the problem of estimating the conditional probability. By applying Lagrange, we
can prove that probability fraction shall be in Equation (5) and (6) [12,13].

1
— = x pYikifi(doO) )
p(c| d) Z(d)xe

Z(d) = Z eZirifi(d,c) (6)

c

where, Z(d) is the expression normalized to ensure conditions 2p (c | d) = 1 and 4;is
the weight corresponded with the i specialty.

According to the Equations (5) and (6), in order to calculate the probability p(cld),
we need to determine the weight 4. Each Entropy model has an important set of
weights A = {4;1 1 <i< IDI}. Maximum Entropy Model is the model with the best set of
weights. The objective of the training phase is to find the best set of weights based on
the set of classes and specialties. The objective of the test period is the distribution
probability of the object to be checked with the set of classes based on the set of
weights created during the training phase. From this distribution probability, we find
the class for the object with the largest probability.

Based on initial Maximum Entropy Model, we modified for applying to the prob-
lem of virus detection. In essence, the problem of detecting virus is a type of classifi-
cation problem. We describe this problem as a mapping £ as in Equation (7).

e=F->YV 7
where,

e [Fis a set of files to be checked
e V={v;1i=0..N} is a set of labels: v, corresponding with files without virus, v; with
i = 1..N is classes, corresponding with each type of virus.
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Let S = {s | s is a specialty} is a set of specialties selected from the sample virus. For
each pair (s, v), constraints f; (s, v) is defined as in Equation (8).

’ _ ( 1lifsisan attribute of v ®)
fils,v) = {0 if s is not an attribute of v

3.3  Training Phase

During the training phase, we select features s of each virus file from the virus sam-
ples database. After that, we need to calculate a set of weights 4 based on the set of
features S and the set of classes V. Recently, there are a number of algorithms, which
are commonly used to figure out A such as GIS, IIS, L-BFGS [12]. In this study, we
describe the data structure and implement algorithm GIS as follows:

1. Calculate E(1)i = Yscs vevP (V]S) X fi(s,v)

2. Initiate igl)with i =1../8|x|V]/a certain value

3. Repeat until convergence or exceeding standard allowed
For each 1

3.1 calculate EM =3 ¢ ,opp™ W |9)fi(s, v)

eZses, vev4ifi(s v)

where, p™M(v|s) = 2(8)

@
3.2 Update A" = A+l (log ) where, €= Yies, ver fi(s,v)
i

3.4 Phase of Detection Virus

In order to determine whether a file is a virus or not, we use the set of weights 4 in
training phase. That file should be selected a set of features. From this set with the
weights 4, the probability distribution is calculated using the Equations (5) and (6).
Based on this probability distribution, the file is assigned to the class with the largest
probability. This class can be a specific virus or not.

4 Experiment

4.1 Program and Experimental Data

In this experiment, we develop the experimental program based on ShapEntropy li-
brary with Visual Studio.Net 2008 and C# language. Our program includes three ma-
jor modules such as feature extraction, training and detection. In the feature extraction
module, we implement the extraction technique mentioned in the previous section.
Fig. 4 shows interface of feature extraction module and Fig. 6 illustrates a part of
virus feature. Interface of training module and detection module is shows in Fig. 5
and Fig. 7. In order to do the experiment, we use three data sets described in Table 2
and Table 3. We use virus samples in [15] to build our data sets. The data set is built
under /0-fold cross validation.
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MNumber of Segments: |'|D

Feature File: |FeatureF|Ie.t::t

Set of Samples:

GAHVETMMYCorf-Joumal 2014 \Artivirus_Framework_WS2010hData"\WirusPattemis'Set 1-Tra A
GAHVETMM\Conf-Joumal' 2014 Antivirus_Framework _VS2010\Data"\MirusPattems'Set1-Tra
GAHVETMMYConf-Joumal 2014 \Antivirus_Framework_VS20100Data \VirusPattems\Set 1-Tra
GAHVETMMYCorf-Joumal 2014 \Artivirus_Framework V520104 Data‘\Wirus Pattemis' Set 1-Tra
GAHVETMMConf-Joumal' 2014 \Artivirus_Framework V520100 Data \MirusPattems'\Set1-Tra
GAHVETMM\Conf-Joumal' 2014 Antivirus_Framework _VS2010\Data"\MirusPattems'Set1-Tra
GAHVETMMYConf-Joumal 2014 \Antivirus_Framework_VS20100Data \VirusPattems\Set 1-Tra
GAHVETMMYCorf-Joumal 2014 \Artivirus_Framework V520104 Data‘\Wirus Pattemis' Set 1-Tra
GAHVETMM\Conf-Joumal' 2014 Antivirus_Framework _VS2010\Data"\MirusPattems'Set1-Tra
GAHVETMMYConf-Joumal 2014 \Antivirus_Framework_VS20100Data \VirusPattems\Set 1-Tra
GAHVETMMYCorf-Joumal 2014 \Artivirus_Framework V520104 Data‘\Wirus Pattemis' Set 1-Tra
GAHVETMM\Conf-Joumal' 2014 Antivirus_Framework _VS2010\Data"\MirusPattems'Set1-Tra
GAHVETMMYConf-Joumal 2014 \Antivirus_Framework_VS20100Data \VirusPattems\Set 1-Tra
GAHVETMMYCorf-Joumal 2014\ Artivirus_Framework_WS20104Data"\WirusPattemis' Set 1-Tra ¥

Fig. 4. Extracting features from the sets of virus samples
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Open File Feature to Train I

Save New Festure File I

—2. Configuration —————— |1f5f2ﬂ153:33:1? PM
Open Configurstion File | [175/2015 3:35:37 PN
Loop Max: I'IDDDD

Threshold: 0.01 Training Status: |compleied

Num of Samples: |5DD Training Progress:

Save Configuration File |

Fig. 5. Training by Maximum Entropy Model
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o Virus Detection = H

Steps:

"705-12-2.6¢ - Notepad
File Edit Format View Help

E=SEER< 1. Load Model File |

0000O0OO0OOQOOQO

©549446ef1ed9436060c933588ef4a2d Yes
9040960616 157717 33088
df6923839c6a8f776f0da704c5f4ceas No
904300806161113072 33088

21, Select Right File |

2.2 Select Output File |

44d647692befabb34ead6b34048c0f03 No 23 SR =g s |

90665606 16151245 33088
8007508cef6a5b10c24f7971daf00f09 No
90409606 16173077 33088
fbd07354e3ecd632bbcob49da0067fc5 No

3. Detect and Save Result |

Fig. 6. A part of virus feature Fig. 7. Virus detection module

Table 2.

Some of virus sample in the experiment

Order Virus name

Virus samples

1 Elsahes.A

2 Minaps.A

3 Sharat.gen!A

4 Small. XR

5 Orsam!rts

6 Sisproc

7 Noobot.A

VirusShare_268988aaldf82ab073f527b5b6c8bft7
VirusShare_5c4806b5859b35a3df03763e9c7ecbfo
VirusShare_1328eaceb140a3863951d18661b097af
VirusShare_c99fa835350aa9e2427¢ce69323b061a9
VirusShare_e476e4a24f8b4ff4c8a0b260aa35fcof
VirusShare_0b680e7bd5c0501d5dd73164122a7faf
VirusShare_605¢c1dc91a5¢85024160ce78dfac842d
VirusShare_eef80511aa490b2168ed4c9faSeafefO
VirusShare_4192479b055b2b21cb7e6¢803b765d34
VirusShare_d22863c5e6f098a4b52688b021beef0a
VirusShare_f1e5d9bf7705b4dc5be0b8a90b73a863
VirusShare_225e33508861984dd2a774760bfdfc52
VirusShare_b3848edbabfbce246a9faf5466e743bf
VirusShare_0ca6e2ad69826c8e3287{c8576112814
VirusShare_23059de2797774bbdd9b21f979aaec51
VirusShare_6fbf667e82c1477c4ce635b57b83bfal
VirusShare_0908d8b3e459551039bade50930e4c1b
VirusShare_2bd02b41817d227058522cca40acd390
VirusShare_6808ec6dbb23f0fa7637¢108f44c5¢80
VirusShare_95f25d3afc5370f5d9fd8e65¢17d3599
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Table 3. Description of the data sets
f 1
Data o Nun.lb.er of samp e.s
Description Training Testing
set
set set

50 files infected virus and 50 files that are not
1 . . 90 10
infected virus

150 files infected virus and 150 files that are
2 . . 270
not infected virus

293 files infected virus and 207 files that are
3 . . 450
not infected virus

30

50

4.2  Experimental Result and Evaluation

After doing the experiment under the program and data sets above, we summary ex-
perimental result in Table 4. Based on this result, we evaluate the application of Max-
imum Entropy Model in the problem of virus detection as follows: size of training
model is small, training time is long but it is not important, accurate rate is high, de-
tection time is small. Moreover, this method is better than traditional methods because
it can detect unknown virus (new virus) [1].

Table 4. Summary of experimental result

Statistical information Dataset1 | Dataset2 | Dataset3

Size (MB) 9.7 22.5 34.9
Training time (Minute) 0.8 1.5 2.3
Average of detection time (Second) 20 23 27
Size of training model (KB) 15.1 23.3 36.5
Accurate rate in case virus trained (%) 100 100 100
Accurate rate in case untrained virus (%) 36.2 47.5 54.8

5 Conclusion and Future Work

Detecting virus based on Maximum Entropy Model is a prospect method and high
ability of application. This method has some advantages as follows: can present many
complex problems by feature functions; allow to associate different types of feature;
has high accurate rate; has a good ability of classification with large number of clas-
ses. In addition, it can detect unknown virus. The main contribution of the paper is
that we have proposed a new method of virus detection based on Maximum Entropy
Model. In addition, practically, we have built the virus detection program and data set
to deploy and test this method. Based on the research result of the paper, we continue
doing further researches such as applying MEM in intrusion detection system, apply-
ing MEM in malware recognition, associating MEM with other machine leaning algo-
rithm to detect virus, malware.
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Abstract. Graph mining has practical applications in many areas such as mo-
lecular substructure explorer, web link analysis, fraud detection, outlier detec-
tion, chemical molecules, and social networks. Frequent subgraph mining is an
important topic of graph mining. The mining process is to find all frequent
subgraphs over a collection of graphs. Numerous algorithms for mining fre-
quent subgraphs have been proposed; most of them, however, used sequential
strategies which are not scalable on large datasets. In this paper, we propose a
parallel algorithm to overcome this weakness. Firstly, the multi-core processor
architecture is introduced; the way to apply it to data mining is also discussed.
Secondly, we present the gSpan algorithm as the basic framework of our algo-
rithm. Finally, we develop an efficient algorithm for mining frequent subgraphs
relied on parallel computing. The performance and scalability of the proposed
algorithm is illustrated through extensive experiments on two datasets, chemical
and compound.

Keywords: data mining, frequent subgraph mining, parallel computing, multi-
core processor.

1 Introduction

Graph mining is a well-known topic in machine learning and data mining. There are
several applications of graph mining such as molecular substructure exploration [1],
web link analysis [2], outlier detection [3], chemical molecules [4], and social net-
works [5]. Frequent subgraph mining (FSM) is an essential part of graph mining. The
goal of FSM is to discover all frequent subgraphs in a given graph dataset. A
subgraph is called frequent if its occurrence is above a user-specified threshold. Nu-
merous algorithms for mining frequent subgraphs have been proposed in recent years
[6-10]. Nevertheless, most of them are sequential algorithms, causing that they re-
quire much effort and time to mine large datasets. Along with the development of
modern hardware, multi-core processors became a mainstream when Intel and AMD
introduced their commercial multi-core chips in 2008 [11], which allows parallel
computing to be even more easy and feasible. Therefore, this study aims to propose
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an efficient strategy for parallel frequent subgraph mining on multi-core processor
computers. Firstly, we introduce the multi-core processor architecture and its applica-
tions in data mining. Secondly, we present gSpan (graph-based Substructure pattern
mining) which explores frequent substructure without candidate generation [6] as the
basic framework of our proposed algorithm. Although FFSM [7] and Gaston [1] are
also efficient algorithms in substructure pattern mining and their performances are
slightly better than gSpan, we decided to adapt gSpan to the parallel version because
of its good parallel and scale up properties. Finally, we develop a parallel strategy for
gSpan based on the parallelism model in .NET Framework 4.0.

The rest of this paper is as follows. Section 2 reviews some sequential and parallel
algorithms for mining frequent subgraphs in the literature. Section 3 introduces the
multi-core processor architecture and benefits of parallel computing in data mining.
Sections 4 and 5 describe gSpan and the proposed parallel algorithm. Section 6 pre-
sents experiments to show the performance of our algorithm. Conclusions and future
work are discussed in Section 7.

2 Related Work

The problem of mining frequent subgraphs was firstly introduced in [10]. The authors
proposed AGM, an algorithm which shares similar characteristic with the Apriori-
based frequent itemset mining [12]. The Apriori property was also used in other algo-
rithms for FSM such as FSG [8], the path-join algorithm [13], and AGM-Hash (an
adaption of AGM) [14]. These algorithms inherit two weaknesses from Apriori: (1)
joining two k-frequent subgraphs to generate (k+1)-subgraph candidates; (2) checking
the frequency of these candidates separately. In order to avoid the overheads occurred
in Apriori-based algorithms, several algorithms without candidate generation have
been developed. Examples include gSpan [6], FFSM [7], Gaston [1], gRed [9], and G-
Tries [15]. These algorithms adopt the concept of pattern growth mentioned in [16],
which intends to expand patterns from a single pattern directly. While Apriori-based
approach must use the breath-first search (BFS) strategy because of its level wise
candidate generation, the pattern growth approach can use both BFS and depth-first
search (DFS).

However, all FSM algorithms mentioned above are implemented by sequential
strategies, which causes that they may require much effort and time to mine massive
datasets. Along with the development of modern hardware, multi-core CPUs, GPUs,
and Map/Reduce become potential and feasible tools for parallel computing [17-19].
Some parallel algorithms have been developed for FSM. For example, Cook and his
colleagues proposed a parallel approach for graph-based knowledge discovery on the
multi-processor systems [20]. In 2005, Buehrer et al. [21] developed a parallel algo-
rithm for graph mining on the shared memory architecture. Recently, Kessl et al. [22]
used CUDA to mine graph-based substructure patterns on GPUs. In addition, some
studies have tried to parallelize FSM algorithms in the Map/Reduce paradigm [23]. It
can be seen that applying parallelism to FSM is an emerging trend.
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3 Multi-core Processor Architecture

A multi-core processor (shown in Figure 1) is a single computing component with
two or more independent central processing units (cores) in the same physical pack-
age. Compared to a computer cluster (shown in Figure 2) or a SMP (Symmetric Mul-
ti-processor) system (shown in Figure 3), the multi-core processor architecture has
many desirable properties, for example each core has direct and equal access to all the
system’s memory and the multi-core chip also allows higher performance at lower
energy and cost. Parallel mining on multi-core processor computers has been widely
adopted in many research fields such as frequent itemset mining [17], class associa-
tion rule mining [18], and correlated pattern mining [11].

Thread Thread
Chip

c ‘
o] o]

: ;

i :

/
A 4 A 4
Mermory |
Fig. 1. Multi-core processor: one Fig. 2. Computer cluster’

chip, two cores, two threads'

4 gSpan Algorithm

In this section, we briefly summarize the gSpan algorithm because it forms the basic
framework of our proposed parallel algorithm.

gSpan uses the depth-first search (DFS) strategy to traverse its search tree. To gen-
erate a child node, gSpan extends the parent node by adding one new edge. Each node
in the tree is assigned a unique DFS-code and this code is used to determine the iso-
morphism of subgraphs. The idea of gSpan is to label a subgraph by a DFS-code and
create children DFS-codes from the right-most path of DFS tree. If a subgraph has a
minimal DFS-code, it is added to the result and used to find the next subgraph. This
process is recursively executed until the DFS-code of subgraph is non-minimal.

! Source: http://software.intel.com/en-us/articles/
multi-core-processor-architecture-explained
2 Source: http://en.wikipedia.org/wiki/Distributed_computing
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Fig. 3. Symmetric Multi-processor system®

Definition 1 (DFS code) [6]: A DFS tree T is built through the DFS of a graph G.
The depth-first traverse of the vertices forms a linear order, which can be used to label
these vertices. An edge sequence (e, ) is produced as follows.

Assume ¢, = (i, j,) and e, =(i,, j,):
(1) if i, =i, and j, < j,,then ¢ <e,
(2) if i, <i, and j, = j,, then ¢ <e,
(3) if ¢ <e, and ¢, <e,, then ¢ <e,
The sequence e, in which i= 0,...,|E| —1 is called a DFS-code, denoted as code(G,
7).

Definition 2 (DFS Lexicographic Order) [6]: Suppose Z={code(G,T)ITisa
DFS tree of G} , Z is a set which contains all DFS-codes for all graphs. DFS Lexico-

graphic Order is a linear order of DFS-codes defined as follows.
If a=code(G,.T,)=(ay.q,...a,) and f=code(G.T,)=(by.b....b,) with
o, e Z ,then < f if one of two conditions is true:
(1) 3t,0<t<min(m,n),a, =b, fork <t,a, <b,

(2) a,=b, forO<k<mandn=m

Definition 3 (Minimal DFS-code) [6]: Given a graph G and Z(G). Regarding DFS
Lexicographic Order, the minimal one, min(Z(G)), is called Minimal DFS-code of G.

Theorem 1 [6]: Given two graphs G and G’, G is isomorphic to G’ if and only if
min(G) = min(G").

3 Source: http://en.wikipedia.org/wiki/Symmetric_multiprocessing
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Definition 4 (Right-most path extension rules) [6]: Given a DFES-code s and an edge e,
in either of the following two cases, s Ue is called the right-most path extension:

(1) e connects the right-most vertex and the vertices on the right-most path in
the DFS tree
(2) e connects the right-most path in the DFS tree and a new vertex

Based on four definitions and Theorem 1, the sequential version of gSpan is repre-
sented in Figure 4.

Input: Graph dataset D and minimum support threshold minSup
Output: All frequent subgraphs in D

Procedure:

GraphSet_Projection(D, S, minSup)

1. sort labels of vertices and edges in D by their frequencys;

2. remove infrequent vertices and edges;

3. re-label the remaining vertices and edges in descending frequency;
4. §I = all frequent 1-edge graphs in D;

5. sort S in DFS lexicographic order;

6. S=SuSl;

7. for eachedge ec S1 do

8 initialize s with e, set s.D = { g1Vge D,ec E( g)} ; (only graph id is stored)
9. SubGraph_Mining(D, S, s);

10 D=DuD\e;

11.  if |D| < minSup then

12. break;

SubGraph_Mining(D, S, s)

13. if s#min(s) then

14.  return;

15. S=SU{s};

16. generate all s* potential children with one edge growth;

17. enumerate(s);

18. foreach ¢, cis s’ child do

19.  if support(c) = minSup then

20. s=c;

21. SubGraph_Mining(D, S, s);

Fig. 4. gSpan algorithm [6]

5 Proposed Algorithms

In this section, we introduce our parallel version for gSpan. We adopt key features of
gSpan such as isomorphism test and children subgraph generation in our algorithm. A
graph can be considered as an object so that we can find a graph of (k+1)-edge from a
graph of k-edge.
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5.1 Parallel Mining Frequent Subgraphs with Independent Branch Strategy

In this strategy (called PMFS-IB), we distribute each branch of the DFS tree to a sin-
gle task which mines assigned branch independently from other tasks. The pseudo
code of PMFS-IB is represented in Figure 5.

PMEFS-IB explores all frequent subgraphs in the same way as gSpan does, except
that PMFS-IB mines each branch of the DFS tree in parallel. Firstly, PMFS-IB finds
all frequent 1-edge subgraphs in the dataset (Lines 1-6). For each 1-edge subgraph,
PMFS-IB creates a new task ¢, (Line 9) and calls the EXPAND-SubGraph procedure

inside that task with three parameters: dataset D, a single 1-edge subgraph s, and the
set of frequent subgraphs returned by the task (FS). Procedure EXPAND-SubGraph is
recursively called inside a task to find all frequent subgraphs (Lines 17-25). Finally,
after all tasks are completed, their results are collected to form the full set of frequent
subgraphs (Lines 12-14). However, the Independent Branch strategy has a significant
disadvantage that it is not able to shrink the graph dataset after all descendants of a 1-
edge subgraph have been searched. While the original gSpan algorithm removes edg-
es and vertices to project the whole dataset to a smaller one at each iteration (Figure 4,
Line 10), PMFS-IB cannot shrink the dataset because it mines all branches in parallel
which requires the whole dataset as an input parameter (Figure 5, Line 11).

Input: Graph dataset D and minimum support threshold minSup
Output: All frequent subgraphs in D

Procedure:

FIND-SubGraph(D, S, minSup)

1. sort labels of vertices and edges in D by their frequency;

2. remove infrequent vertices and edges;

3. re-label the remaining vertices and edges in descending frequency;
4. §I = all frequent 1-edge subgraphs in D;

5. sort S in DFS lexicographic order;

6. S=SuSl;

7. for eachedge ec S1 do

8

9

initialize s with e, set s.D = { g1Vge D,ec E( g)} ; (only graph id is stored)
Task ¢, = new Task(() => {

10. FS =@ ; Il list of frequent subgraphs returned by this task
11. EXPAND-SubGraph(D, s, FS)});
12.  for each task in the list of created tasks do

13. collect the set of frequent subgraphs (FS) returned by each task;
14. S=SUFS ;

15.  if |D| <minSup then

16. break;

EXPAND-SubGraph(D, s, FS)
17. if s#min(s) then

18.  return;
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19. FS=FSU{S} ;

20. generate all s” potential children with one edge growth;
21. enumerate(s);

22. for each c, cis s’ child do

23.  if support(c) = minSup then

24. s=c;

25. EXPAND-SubGraph(D, s, FS);

Fig. 5. PMFS-IB algorithm

5.2 Example

Fig. 6. Example of a graph dataset

We apply PMFS-IB to a sample dataset shown in Figure 6 with minSup = 100% to
illustrate its process. The DFS tree constructed by PMFS-IB is shown in Figure 7. It
can be seen that PMFS-IB creates four tasks ¢/, 12, ¢3, and #4 (represented by solid
blocks) to parallel mine four branches “a-a”, “a-b”, “b-a”, and “b-b” independently
(Figure 7).

{}

O]
®

3 t4

Fig. 7. DES tree constructed by PMFS-IB for the sample dataset in Fig. 6
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6 Experiments

All experiments were conducted on a computer with an Intel Core 17-2600 CPU at 3.4
GHz and 4 GB of RAM, which runs Windows 7 Enterprise (64-bit) SP1. The proces-
sor has 4 cores and an 8§ MB L3-cache; it also supports Hyper-threading. The experi-
mental datasets were obtained from website http://www.cs.ucsb.edu/~xyan/software/.
The algorithms were coded in C# by using Microsoft Visual Studio .NET 2013. Char-
acteristics of the experimental datasets are described in Table 1. The table shows the
number of graphs, the average graph size, and the largest graph size in the dataset.

Table 1. Characteristics of the experimental datasets

Average size Largest size
Dataset | #graphs #nodes #edges #nodes #edges
Chemical 340 27 28 214 214
Compound 422 40 42 189 196

To demonstrate the efficiency of PMFS-IB, we compared its execution time with
that of the sequential gSpan [6]. Figures 8(a) and 9(a) provide information about the
number of frequent subgraphs which is found in Chemical and Compound respective-
ly while Figures 8(b) and 9(b) compare the runtimes of two algorithms.

The results show that PMFS-IB outperforms gSpan in all experiments. This is be-
cause the parallel algorithm can utilize the power of the multi-core processor architec-
ture. When the values of minSup are low, the mining times of gSpan dramatically rise
while the figures for PMFS-IB are smaller. For example, consider dataset Compound
with minSup = 7%. The runtime of gSpan was 112.927(s) while that of PMFS-IB was
101.430(s). Similarly, consider the Chemical dataset with minSup = 3%. The execu-
tion times of gSpan and PMFS-IB were 53.037(s) and 46.657(s) respectively.

Chemical Chemical
25,000 60
S P
2 20,000 =50 £opan
~ ] —e— _
& 15,000 2 40 PMES-IB
| £ 30 |
: 10,000 5 20 |
5,000 -+ 10
0 - 0 r
6 5 4 3 5 4
minSup (%) minSup (%)
(a) (b)

Fig. 8. Runtimes of gSpan and PMFS-IB for the Chemical dataset
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Compound Compound
80,000 120
100 - gSpan
2 60,000 @
) < 80 { —e— PMFS-IB
£ 40,000 £ 60 -
El S 40 -
£ 20,000 -
#* &~ 20 -
0 - 0 T T T
10 9 8 7 10 9 8 7
minSup (%) minSup (%)
(a) (b)

Fig. 9. Runtimes of gSpan and PMFS-IB for the Compound dataset

7 Conclusions and Future Work

This paper proposes a strategy for parallel mining frequent subgraphs. The basic idea
of the proposed algorithm is to adapt gSpan (an efficient algorithm for frequent
subgraph mining) to a parallel version based on the parallelism model in .NET
Framework 4.0. The parallel feature is implemented on the multi-core processor ar-
chitecture which does not require an extra cost for synchronization among processors
like a computer cluster.

To validate the efficiency of the proposed algorithm, experiments were conducted
on two popular datasets, namely Chemical and Compound. The experimental results
show that the proposed method is superior to the sequential algorithm gSpan. Howev-
er, the proposed method has a weakness that it is not able to shrink the dataset. This
issue will be further investigated and solved. In addition, when the minimum support
value is very low, the memory consumption is high, which may cause the memory
leakage. We will study the solutions for reducing the memory consumption. We also
expand our work to closed subgraph and maximal subgraph mining in the future.

Acknowledgments. This research was funded by Vietnam National Foundation for
Science and Technology Development (NAFOSTED) under grant number 102.01-
2012.17.
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Abstract. In this paper, an Arabic Opinion Analysis system is proposed. These
sorts of applications produce data with a large number of features, while the
number of samples is limited. The large number of features compared to the
number of samples causes over-training when proper measures are not taken. In
order to overcome this problem, we introduce a new approach based on
Random sub space (RSS) algorithm integrating Support vector machine (SVM)
learner as individual classifiers to offer an operational system able to identify
opinions presented in reader’s comments found in Arabic newspapers blogs.
The main steps of this study is based primarily on corpus construction,
Statistical features extraction and then classifying opinion by the hybrid
approach RSS-SVM. Experiments results based on 800 comments collected
from Algerian newspapers are very encouraging; however, an automatic natural
language processing must be added to enhance primitives’ vector.

Keywords: RSS (Random Sub Space), SVM (Support Vector Machine), Arabic
opinion mining.

1 Introduction

Other’s opinions can be crucial when it’s time to make a decision or choose among
multiple options. When those choices involve valuable resources (for example,
spending time and money to buy products or services) people often rely on their
peers’ past experiences. Until recently, the main sources of information were friends
and specialized magazine or websites. Opinion Mining (OM), also known as
Sentiment Analysis (SA) is a challenging task that combines data mining and Natural
Language Processing (NLP) techniques in order to computationally treat subjectivity
in textual documents. This new area of research is becoming more and more
important mainly due to the growth of social media where users continually generate
contents on the web in the form of comments, opinions, emotions, etc. Most of built
resources and systems are intended to English or other Indo-European languages.
Despite the fact that Chinese, Arabic and Spanish are currently among the top ten
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languages most used on the Internet according to the Internet World State rank1, there
are very few resources for managing sentiments or opinions in these languages.

However, people increasingly comment on their experiences, opinions, and points
of views not only in English but in many other languages. A published study by
Semiocast, which is a French based company, has revealed that Arabic was the fastest
growing language on Twitter in 2011, and was the 6th most used language on Twitter
in 2012[1]. The same study revealed that the number of twitter users in Saudi Arabia
almost doubled (grew by 93%) in the span of 6 months in 2012 and that Riyadah is
now the 10th most active city on Twitter. A breakdown of Facebook users by country,
places Egypt with 11,804,060 users as the Arabic speaking country with the largest
number of FB users, and ranks it at 20among all countries of the world. Saudi Arabia
follows with a user base of 5,760,900 and an overall rank of 33[2].

The opinion mining consists of several tasks; it is useful to implement the intended
applications [3]:

Detecting the presence or absence of Opinion;

Classification of opinion’s axiology (positive, negative, neutral);
Classification of opinion’s intensity;

Opinion’s object Identification (on which the opinion relates);
Identifying the source of the opinion (which expresses the opinion).

DAL=

This work is part of a national research project. It is primarily concerned with the
task of extracting relevant characteristics and classification of the opinion’s axiology
in Arabic language from readers’ comments regarding the national press. The
approach is based on novel paradigm of supervised machine learning techniques.

In this study, an important extracted statistical characteristics set (such as the
number of positive words, strongly positive, emotionality... etc.) are defined and
analyzed in section 3. We noticed that the flow characteristics used may be
incompatible and probably redundant information.

In such growing number of domains the data collected has a large number of
features. This poses a challenge to classical pattern recognition techniques, since the
number of samples often is still limited with respect to the feature size. In order to
reduce the dimensionality of the feature space, the selection of informative features
becomes an essential step towards the classification task. The large number of
features compared to the number of samples causes over-training when proper
measures are not taken. In order to overcome this problem, we introduce a new
multivariate approach for feature selection based on the Random Subspace Method
(RSM) proposed by Ho [4]. Ho introduced the RSM to avoid overfiting on the
training set while preserving the maximum accuracy when training decision tree
classifiers. However, SVM classifiers have showed its efficiency in opinion mining as
learning algorithm. We propose a hybrid approach incorporating individual SVMs
classifiers in RSM algorithm.

The exploitation of the different results produced by these classifiers using one of
the methods of classifiers combination, usually results in a high rate of generalization
[5]. Although the classifier is less efficient with the input data, the knowledge of
behavior provides some useful information about the true class during the merger.
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The final results are a set of classifiers ensuring a level of complementarity that
will be combined to generate the final decision. To achieve this objective, two
methods of fusion are used: Majority Voting and Weighted Voting.

This work is organized as follows: in section two we present the main concepts of
"Random Sub Space". The main steps of our approach are detailed in Section three,
beginning with the acquisition of the comments; to the classification with SVMs.
Also, in the future, we plan to extend our work to be able to classify the Arabic
opinions for the recommendation systems.

2 Related Works

Previous work has proposed methods for identifying subjective text that expresses
opinion and distinguishing it from objective text that presents factual information ([6];
[71; [81; [9D.

Subjective text may express positive, negative, or neutral opinion. Previous work
addressed the problem of identifying the polarity of subjective text ([7]; [10]; [11]).
Many of the proposed methods for text polarity identification depend on the availability
of polarity lexicons (i.e. lists of positive and negative words). Several approaches have
been devised for building such lexicons ([12]; [13]; [14]; [15]). Other research efforts
focused on identifying the holders and the targets of opinion ([16]; [17]; [18]).

Opinion mining and sentiment analysis techniques have been used in various
applications. One example of such applications is identifying perspectives ([19];
[20]). For example, in [20], the authors experiment with several supervised and
statistical models to capture how perspectives are expressed at the document and the
sentence levels. In [21] they proposed a method for extracting perspectives from
political texts. They used their method to estimate the policy positions of political
parties in Britain and Ireland, on both economic and social policy dimensions. In
[22]they present an unsupervised opinion analysis method for debate side
classification. They mine the web to teach associations that are indicative of opinion
stances in debates and combine this knowledge with discourse information.

3 Random Sub Space

The random sub space method introduced by Ho in 1998 represents a distinct
aggregating method that has a fundamentally different philosophy from the other
aggregating methods. The random subspace method originated from the stochastic
discriminant analysis, which uses weak classifiers that are not necessarily very accurate
but generalize well as base learner and achieves good prediction accuracy by
aggregating many different such individual classifiers. The random subspace method
generates multiple individual classifiers by projecting the original feature space into
different subspaces. The projection from the high dimensional feature space into the low
dimensional space can avoid the problems caused by high dimensionality. And all the
information in the original data is maintained by aggregating many individual classifiers
based on different subspaces. However, the original random subspace method did not
emphasize the importance of selecting a base learner that should generalize well. Also,
all individual classifiers have equal weights so the existence of uninformative subspaces
would still deteriorate the performance of the aggregated classifier [23].



178 A. Ziani, N. Azizi, and Y.T. Guiyassa

4 System Architecture

In this section, we will explain our proposed system architecture for Arabic opinion
mining and classification (Fig. 1). When we started to design our system architecture,
we realized that this architecture must meet the following requirements:

| Manual Pretreatments Extraction at subjectiva Features Extraction
sentences

)

Fig. 1. The proposed process for opinions classification

Meutral

RSS-SVIM Hybrid
L classifier

4.1 The Arabic Corpus Construction and Manual Pre-treatment

The Arabic language has become a popular area of research in IR (Information
Retrieval), but it presents serious challenges due to its richness, complex morphology,
and syntactic flexibility [24]. Although in the last decade, a lot of works have been
carried out to make the task of Natural Language Process of Arabic easy, the systems
to analyze Arabic automatically are not as easily available as they are for other
languages such as English [25]. In addition, available digital resources such as, for
example, the corpora for Arabic NER are still limited although efforts are being made
to remedy this [26]. Based on our national project, we have constructed an Arabic
corpus that contains almost 800 reviews: which have been prepared from a collection
of articles that were manually obtained from various sources on the web as: reader
comments blogs from Algerian newspaper.

Table 1. Examples of reviews

Polarity The commentaries in English The commentaries in Arabic

Positive ~ Congratulation for us all, you made the . kaYl il Gl Sile s Lile &l e
good choice. The journalist Leila bouzidi is * s gu)js U 6 pull dgaiall
really competent and she has a professional (b 4Saie dyige dpadd )y S
personality allowing her to really manage N g5 1 \gile \gtiga 3l
her career, god help her.

Negative Honestly, I didn't like the writer's style, and Y5 Sl aslod 1l caal ol da) jea
also his point of view towards this topic seljeisl < S5 g pasall B A,
and I hated his mockeries for the art. oAl

Neutral  No, it is his personal point of view. oad ) 4l 43 38
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4.2  Features Extraction

Feature engineering is an extremely basic and essential task for Sentiment Analysis.
Converting a piece of text to a feature vector is the basic step in any data driven
approach to Sentiment Analysis. It is important to convert a piece of text into a
feature vector, so as to process text in a much efficient manner. In text domain,
effective feature selection is a must in order to make the learning task effective and
accurate. But in text classification, it’s a group of statistical features.

In a previous work [27], we have analyzed different statistical features and after an
empirical study, the selected features for Arabic polarity detection can be summarized
as follow:

Table 2. The selected statistical features

Sentence Number of sentences
Positive Words Number of positive words
Negative Words Number of negative words
Neutral Words Number of neutral words
Polarity Sum of polarity words

Positive polarity
Negative polarity
Neutral polarity

Average of positive polarity words
Average of negative polarity words
Average of neutral polarity words

Predicates Number of predicates

Average of predicates
Adverbs Number of adverbs

Average of adverbs
Adjectives Number of adjectives

Average of adjectives
Emotionalism The emotionalism of the document
Addressage The addressage of the document
Reflexivity The reflexivity of the document

Some have noticed that the large vector of features can affect the performance of
the SVM classifier, to outperform this limit and at the same time taking into account
information issue from all features; our idea is use RSS to generate different small
features vectors. Each novel SVM will be responsible to learn all comments by each
vector. More details are explained in the next section.

4.3 RSS-SVM Hybrid Classifier

The Sentiment Polarity Classification is a binary classification task where an
opinionated documentis labeled with an overall positive or negative sentiment.
Sentiment Polarity Classification can also be termed as a binary decision task. The input
to the Sentiment Classifier can be opinionated or sometime not. When a news article is
given as an input, analyzing and classifying it as a good or bad news is considered to be
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a text categorization task as in [5]. Furthermore, this piece of information can be good
or bad news, but not necessarily subjective (i.e., without expressing the view of the
author).

It is mentioned above, that the use of all features with limited dataset like Arabic
corpus for opinion analysis causes over fitting of used classifier. To avoid this, the
best solution is to combine the Random sub space technique with the SVM classifier;
we have analyzed in this work the behavior of classical RSS, the SVM classifier
trained by the all features and the proposed approach replacing decision tree
individual classifier which is used in classical form of RSS with several individual
SVM classifiers. The number of this pool of classifiers depends on “p” parameter of
RSS which represents the size of sub set of selected features generating a vector Vat
each iteration. We must precise that the used kernel in individual SVM classifier is
Gaussian kernel, chosen after some empirical test.

The main code of RSS-SVMs can be outlined as follow:

1. Foreach k=1,2,.K

(a) Select a p dimensional random subspace, ka, from initial features

vector X.

. k

(b) Project the probe and gallery set onto the subspace X°,,.

(c) Construct the support vector machine classifier, SVMkp,
2. Aggregate the generated SVMkp using voting and weighted voting
combination techniques.

[ C{A;,A...,AM} ]

Voting and weighted voting
methods

Aggregation function with J

Fig. 2. The Hybrid system RSS-SVM classifier

5 Analysis of Results

In order to evaluate our approach, we applied widely used measurements such as
Precision, Recall, F measure, and Accuracy [28].
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The terms TruePositives (TP counts the positive opinions correctly classified),
FalsePositives (FP counts the positive opinions incorrectly classified), FalseNegatives
(FN counts the negative opinions incorrectly classified), TrueNegatives (TN counts
the negative opinions correctly classified), TrueNeutral (TNe counts the neutral
opinions correctly classified), FalseNeutral (FNe counts the neutral opinions
incorrectly classified), were gathered to calculate the previous measures, according to
the following formulas:

Precision = —— (1)
TP+FP

Recall = ——~ 2)
TP+FN+FNe

Precision.Recall
Fmeasure = 2 x —— 3)
Precision+Recall
TP+TN+TNe
TP+FP+TN+FN+TNe+FNe

Accuracy = “)

To highlight the importance, and to clarify the effect of the random sub space in
the Arabic opinion classification results, we carried out three experiments to calculate
the previous measures. The first experiment applied on an SVM classifier that uses
the Gaussian kernel, the second experiment uses a classic random sub space method
with the decision tree, while in the last one a the random sub space algorithm is used
to minimize the features vector for the same SVM classifier. Tables 3, 4 and 5 show
the results of the experiments.

Table 3. The results of the first experiment (SVM classifier with the Gaussian kernel)

Precision  Recall Fmeasure Accuracy
SVM Classifier 49.22 54.32 61.11 38.56

Table 4. Classical RSSclassifier obtained results

Combination RSS Precision Recall ~ Fmeasure Accuracy

function

Voting p=2 33.12 29.23 25.34 41.00
pP=3 30.12 28.21 27.51 24.36
P=4 32.21 20.22 25.01 19.99
P=5 23.00 21.00 25.01 20.39

Weighted Voting p=2 23.22 39.33 29.37 31.10
pP=3 32.22 31.29 34.21 25.16
P=4 37.23 28.23 19.31 20.59
P=5 30.02 20.53 22.01 21.39
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Table 5. Hybrid RSS-SVM classifier obtained results

Combination function ~ RSS Precision Recall Fmeasure Accuracy

Voting p=2 65.22 64.32 67.11 66.56
P=3 69.21 62.01 65.22 55.99
P=4 87.21 85.12 86.20 91.00
P=5 79.12 74.22 68.56 69.33

Weighted Voting pP=2 55.22 74.42 77.33 76.57
P=3 79.22 72.11 68.12 66.99
P=4 97.32 95.32 96.10 98.00
P=5 89.02 64.32 69.12 79.13

From the above results, we can distinguish the advantages of combing the two
methods RSS and SVM. From the last table, the RSS-SVM classifier with the vector
size “P” equal to 4 and with the use of weighted voting techniques as aggregation
function, our system generate the best results with 98.00.

6 Conclusion

In the last decade, the Arabic Language has become a popular area of research in IR
(Information Retrieval) in general and in opinion mining in particular. Unfortunately,
working with Arabic adds more difficulties than the languages that derive from Latin,
because it implies the solving of different types of problems such as the short vowels,
al-hamzah, prefixes, suffixes, etc. In this work, we have tried to combine both the
random sub space method and support vector machine classifier in order to avoid over
fitting creating by the used of all features and beneficiate from proven SVM classifier
performances. Although obtained results with individual SVM classifier were
promising, we have shown that the hybrid classifier and the combination techniques
improved on the performances achieved individually. These results encourage us to
continue working along this line. Thus, we could enrich feature vector with another
sort of morphological primitives using natural language processing. We must also
study the choice of “p” selected feature at each iteration for RSS algorithm. This study
must take into account the correlation criteria between features in each sub vector.
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Abstract. With the development of database-as-a-service (DaS), data in cloud
is more interesting for researchers in both academia and commercial societies.
Despite DaS’s convenience, there exist many considerable problems which con-
cern end users about data loss and malicious deletion. In order to avoid these
cases, users can rely on data auditing, which means verifying the existence of
data stored in cloud without any malicious changes. Data owner can perform data
auditing by itself or hire a third-party auditor. Until now, there are two challenges
of data auditing as the computation cost in case of self auditing and data privacy
preservation in case of hiding an auditor. In this paper, we propose a solution
for auditing by a third-party auditor to verify data integrity with efficient com-
putation and data privacy preservation. Our solution is built upon cryptographic
hash function and Chinese Theorem Remainder with the advantage in efficient
computation in all three sides including data owner, cloud server, and auditor. In
addition, the privacy preservation can be guaranteed by proving the third-party
auditor learns nothing about user’s data during auditing process.

Keywords: Data Audit, Database-as-a-service (DaS), Cryptographic hash func-
tion, Chinese Remainder Theorem.

1 Introduction

Cloud computing and data service are two fast developing applications now. And the
fields of those researches are also reinforced by requirements of the booming of smart
phone and smart devices such as home appliances and wearable devices. It is trivial to
see that two of the most requirements are data storage service and data privacy preser-
vation. In those two requirements, data audit is the most important research because its
result can give a direct solution of two those above requirements. In data storage service
or database as a service, server of the third party is often assumed to be semi-trusted,
i.e. it is believed not to use or reveal users data without permission. However, it may
not reveal unexpected data loss or corruption to users, or delete some rarely accessed
data sections. In order to avoid such risks, users must trust and rely on system of data
auditing. The data auditing means verifying the existence of data stored in servers of
cloud storage provider without any malicious deletion or modification. Data owner can
perform data auditing by itself or hire an auditor. Here two challenges of data auditing
are the computation cost in case of self-auditing and data privacy preservation in case of
hiring an auditor. Since a decision made by a third party auditor will be not affected by

(© Springer International Publishing Switzerland 2015 185
H.A. Le Thi et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 358, DOI: 10.1007/978-3-319-17996-4 17



186 H.-V. Dang et al.

different interest or benefit of both data owner and cloud server, the solution of hiring
an auditor seems to be fair for the two sides.

Previous works of auditing methods by third party auditors consist of private verifi-
cation and public verification. In detail, private verification scheme by Juels and Kaliski
[4] encrypts data file and then embeds random value blocks (called sentinels) randomly.
It is believed that if the server deletes a substantial portion of the file, a number of sen-
tinels are also deleted and the auditor can discover this. This approach focus on only
static file. The scheme by Shacham and Waters [5] bases on Message Authentication
Code. They split erasure code of a file into blocks and each block into sectors, and
create authenticators for each block based on Message Authentication Code (MAC).
Every time the auditor wants to verify data, it sends a set of indices of blocks and the
server returns corresponding data blocks along with their aggregated authenticator. The
auditor afterwards applies MAC to verify integrity of blocks using its secret key shared
by the data owner. This scheme gains advantage of fast computation but its downside is
the server’s response length and disclosure about verified data to the auditor.

The first public verification scheme by Ateniese et al. [1] was based on public key
cryptosystem RSA. With this scheme, data are protected against the auditor and the
server’s response length is fixed by parameters of RSA cryptosystem. The scheme’s
downside is computation cost due to modular exponentiation operations. Another pub-
lic verification scheme by Shacham and Waters [5] applies bilinear map [2] to aggregate
authenticators of data blocks into one in order to reduce the server’s response length.
Later, a scheme by Wang et al. [6] applies pseudorandom generator to prevent the audi-
tor from recovering data content from the message sent by the server; therefore, it pro-
vides data privacy-preservation against the auditor. The scheme’s extension for batch
auditing is straightforward and other schemes can be extended in the same manner.

In summary, auditing methods by third party auditors seem to focus on one or more
problems among: reduction the server’s response length, reduction computation cost
in the server and the auditor, reduction storage overhead in the server and the auditor
and data privacy preservation against the auditor, static data file or dynamic data file
support. Among them, our motivation consists of computation cost reduction, efficient
storage, data privacy preservation for data audit by an auditor and dynamic data file or
database support.

In this paper, we propose solution for auditing by an auditor that uses secret key
shared between data owner and auditor based on cryptographic hash function and Chi-
nese Remainder Theorem. Thanks to fixed size of output of hash function, extra storage
overhead for auditing is reduced. Shared secret key and Chinese Remainder Theorem
provide the auditor a way to verify data in privacy preservation manner. In addition, the
proposed approach gains efficient computation thanks to its simple calculations.

2 The Three-Parties Auditing Model

2.1 System Model

The model consists of three factors:
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— Cloud server (CS): server that provides cloud database-as-a-service (DaS). The
server is semi-trusted. It is believed not to use or reveal users data without per-
mission. However, the server may not reveal unexpected data loss or corruption.
Besides, the server may possibly decide to delete some data sections that have been
rarely accessed by users.

— Data owner (DO): user who use DaS to keep their data. User wants to detect if any
data has been lost, deleted or modified maliciously so it hires a third-party to audit
data. However, the user does not want its data to be revealed to the third-party.

— Third-party auditor (TPA): a third-party that is hired by data owner to audit its data
without knowing them. Data owner may send some information to TPA. When TPA
wants to audit data in cloud server, it sends query to cloud server. Cloud server then
returns corresponding metadata or proof back so that TPA can rely on to audit if
data has been kept intact or not.

The design criteria of the above 3-parties model is a trade-off of three following goals:

— Low storage overhead. The additional storage used for auditing should be as small
as possible on both TPA and CS.

— Low communication. The communication cost required by auditing process should
be as low as possible.

— Low computational complexity. The computation for TPA should be low.

3 Proposed Method

3.1 Description

In this section, we give detailed exposition of the proposed auditing method and an
example to illustrate it. In addition, we discuss about parameter selection and purpose
of steps in the method.

Our proposed auditing method consists of three phases as described in the figure

below.

DO

Phase 3a Phase 1

Sharing key x Sending data
Phase 2a
A Sending request
“"Phase 3b
L Auditing
L SaupIT Phase 2b Cs

TPA Sending data

Fig. 1. The auditing process
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Some conventions will be necessary for our description:

— z is shared secret key between the data owner and the auditor. Supposed that only
data owner can upload data to server. the auditor cannot thanks to other access
control policies of the server which we will not cover in this paper.

- h:{0,1}* x {0,1}* — {0,1}™ is a keyed hash function that returns a value of n
bits (n is a system parameter). {0, 1}* is a binary string.

- P:{0,1}™ x N — {0,1}"™ is a one-way permutation (this may be a uncompres-
sion hash function). N is the set of natural numbers and {0,1}™ is a binary string
of m bits.

- Q:{0,1}* x {0,1}* — {0,1}"*! is a prime generator that returns a (n + 1)-bit
prime.

Assuming that index of record in database is counted from 1.

Phase 1: The data owner (DO) sends data to the cloud server.

Each time the data owner sends a block of d data items. Assuming that the order of
blocks is significant and counted from 0. Let us denote d records of the k' block by
{Rka+1,- -, R(xt1)a}- The data owner will

(1) Compute Sy, = @le P(Ryg+i, kd + i) where @ is bitwise XOR operation.

(2) Compute Rpyg+q = Sk @® P(Rkda+i,kd + 1) (VZ =1,..., d) =
D1 usi P(Rrdpus kd + ).

(3) Compute frit; = h(Rikd+i,x) (Vi=1,...,d).

(4) Generate primes ¢; = Q(kd +i,x),(Vi=1,...,d).

(5) Solve the system of congruences for the solution Xy

Xk = fra+1 (mod ¢1)

Xk = fra+e (mod g2) 0

Xk = fke1ya  (mod gqq)
(6) Send the k" block and its metadata, {{ Ryq+; % |, X1}, to the server.

Phase 2: The auditor sends its request to the cloud server, then the server sends back its
proof

(1) The auditor sends to the server its request {I; }le which are indices of records
Rp,-+ ,Rp,,¥j=1,--- ( Giventhat {I; = k;d + i;}{_,, 1 <i; <d.

(2) For each index in the request, the server identifies the order of block containing the

corresponding record {k; = Lil’j ¢_ and the order of the record in the identified
block {i; = I; (mod d)},_,.1fi; = I; (mod d) = O thenassigni; = d (because
the order or records in a block is counted from 1 to d)

(3) For each index I;, the server computes Ry, 1 = @Zzlyu#ﬁl P(Ri;dtu, kjd +
u). Ifi; +1=d+ 1thenassigni; + 1 = 1.

(4) The server returns { Ry, y1, Xy, }le to the auditor.
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Phase 3: The auditor verifies if the queried records are intact or not.

(1) For each index I; of its request (given that I; = k;d 4 i;,1 < i; < d), the auditor
generates a prime ¢;, 11 = Q(I; +1,2) (j = 1,...,0).
(2) For each index I;, the auditor compares whether

Xy, (mod gi;41) = h(Ry;41,7)

is true or false. If true, all d— 1 records of the block that contains R 1,>€xcept Ry, 41,
are ensured to be intact. If false, at least one record among those d — 1 records has
been being modified.

Discussion

Parameter Selection: For privacy preserving security, we select the size of block d = 3
(see section 4.2).
Purpose of Permutation Step: The permutation function P in our scheme helps to
ensure to create different metadata R for the two same records R at different indices.
Purpose of the Hash Function h: It ensures to prevent finding back the record value
R from the metadata R.
Selection of the Number of Requested Records: According to A. Giuseppe et al. [3],
if the server deletes ¢ records and ¢ is a fraction of n (the number of all records), for e.g.
t = 1% X n, the auditor will detect this after challenging ¢ = 460 records for auditing
with probability of 95%. In our scheme, with a requested record, the auditor can verify
d— 1 records in a block. Therefore, with the same ¢ = 460, the probability of successful
detection is higher than 95%.

Next, an example will show how the audit method works.

Example 1. Without loss of generality, assuming that we will audit the first block (block
of order £ = 0) containing d = 3 records, R; = 23, Re = 17, R3 = 29. Given secret
key z = 10 and supposed that the three functions are:

h(Rj,xz) = R; (mod Q(j,x)),Vji=1,..,3

P(Rj,j)=R;,¥j=1,..,3

QLz)=q =13,Q(2,2) = =11,Q(3,2) =3 =T.

Phase 1:

(1) So =P(R1)®P(R2)®P(R3) =R1®Re® R3 =230 173029 = 10111, &
100015 ¢ 111015 = 11011s.
(2) R =So@® P(R1) =S5S0® Ry =110115 @ 101115 = 11005 = 12
Ry =5y P(RQ) =Sy ® Ry = 110115 ¢ 100015 = 10105 = 10
R3 =Sy P(Rg) =Sy ® R3 = 110115 @ 111015, = 01105 =6
3) f1 =h(R1,z) = Ry (mod ¢1) = 11002 = 12,
f2 = h(RQ,l‘) = R2 (HlOd QQ) = 10102 = 10,
f3 =h(Rs,z) = R3 (mod g3) = 01102 = 6
(4) Solve system of congruences

Xo=/f1 (mod q) Xo=12 (mod 13)
Xo=fo (mod ¢2) & Xo=10 (mod 11)
Xo = f3 (mod g¢3) Xo=6 (mod?7)

We have Xy = 1000
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(5) Send {R; =23, Ry = 17, R3 = 29, X, = 1000} to the server.

Phase 2:

Assuming that Rs, a record in database, is modified to R, = 23 = 101115. The
server then computes Ry = Ri & R) = 101115 & 101115 = 0 and returns {R3 =
0, Xo = 1000} to the auditor.

Phase 3:

The auditor can detect this change. Indeed, we have

With Xy = 1000, g3 = 7, Xy (mod ¢3) =6 # 0 = R} (mod g3).

It means all records the block containing the record Rs, except the record R3, has
been ensured to be intact.

3.2 Correctness

In order to prove correctness of the proposed audit method, at first we need to prove
uniqueness property of solution of the system of congruences in Equation 1.

Theorem 1. Let X be the solution of system of congruences that established in Phase
1 of proposed scheme (Equation 1):

X=f1 (modq)

X =f; (mod qq)
then

(i) The system I has unique solution X in Zg, x...xq, and
(ii)) X (mod ¢;) = fi(Vi=1,...,d) and
(iii) X (mod ¢;) # g giventhat g # f;(Vi=1,...,d).

Proof. (i) In Equation 1, frq4+i < ¢;,Vi = 1,...,d because fyqy; is a n-bit output of
the keyed hash function i while ¢; is n + 1-prime output of prime generator (). The
primes ¢, . . ., qq are different because they are output of the same generator ) with
different input. This is a variation of the system in Chinese Remainder Theorem because
q1,- - -, qn are distinguished primes. Therefore, it is correct due to Chinese Remainder
Theorem.

(i) and (ii) It is clear.

Theorem 2 (Correctness). If the server passes phase 3 of the proposed audit method,
the corresponding blocks containing audited data must be kept intact in the server.

Proof. For each index I; of the request (given that I; = k;d +i;,1 < i; < d), if
the corresponding block of record R[j is kept intact, the server returns to the auditor
{RIJ.H, X kj} and Xy, be the solution of the congruence system:

Xi, = h (Ri,d41,%)  (mod q1)

X, =h (Rkderd, a:) (mod ¢q4)
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At the auditor side, by Theorem 1 (ii), it has X, (mod ¢;; 1) = h(Rr;41, ), and the
server passes phase 3.

If there is any record Ry, (I, # I; + 1) in this block that has been changed,
then computed value Ry, 11 will be different from the computed value from the orig-
inal data. This leads to change of the value h(R;, + 1, x). Meanwhile, X, is com-
puted by the data owner based on the original data. Therefore, at the auditor side, X,
(mod ¢;; 1) # h(Rr;41, ). This is correct due to the Theorem 1 (iii).

4 Analysis

We will need some conventions in Table 1.

Table 1. Notations

Notation Meaning
N The number of records of database.
d The number of records of a block.
R,|R| Risarecord. |R| is the number of bits of the record R.
R,|R| Combination of all records in the block except R. The combination is computed by
bitwise XOR operation (same as step (2) in phase 1). It is easy to see that |R| = |R)|.

n The number of bits of hash value created by the function h : {0,1,}" x {0,1}* —
{o,1}"
X Metadata computed from a data block as in step (5) in phase (1). It is the solution of

the system on d congruence equations in Equation 1 where each prime has n + 1 bits.
Therefore the number of bits of X is about d x (n + 1).
|[Int|  The number of bits of an integer
Xor? Take bitwise X O R operation of d records
Prime?  Generating d primes of n-bit
Perm?  Permute bits of d values of n-bit
Hash® Hash d values into d values of n-bit
Solved  Solve the solution for the system of d equations of congruences modulo n. bit
Modulof, Compute £ modulo n-bit

Compare’, Compare £ pairs of values of n-bit

4.1 Storage Overhead, Communication Cost and Computation Complexity
Due to the limit of pages, proofs for the following results are put in Appendix.
Theorem 3. The storage overhead at the server side is O(N x (|R| +n)).

Theorem 4. [. The communication cost when the data owner sends a data block to
the server is O(d x (|R| +n)).
2. The communication cost is O(L x |Int|) from the auditor to the server and O(£ x
(|IR| + d x n)) from the server to the auditor when the auditor requests to audit ¢
records.

Theorem 5. 1. The computation complexity at the data owner side is Xor® +
Perm? + Hash® + Primed + Solved when the data owner sends one data block
to the server.
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2.

The computation complexity at the auditor side is Prime’, + Modulof,+ Hash? +
Compare!, when the auditor requests to audit { records.

4.2 Security

We concern the list of attack scenarios below:

1

2.

. Privacy preserving attack: The auditor recovers the content of record R from the

proof R, X}, sent by the server

Replace attack: The server has deleted a record R. When the auditor requests to
audit on the record R, the server selects another valid and uncorrupted record R’
and its metadata to return to the auditor.

. Replay attack: The server has deleted a record I2;. When the auditor requests to au-

dit on the record R;,the server generates proof from previous proof without query-
ing the actual data.

The proof of a record R consists of R;, 1, X where the size of [7;; is the same
as the size of R. In our context, the server is semi-trusted. Data loss is caused by
unexpected corruption or by server’s deletion to save storage. Therefore, the fact of
deleting R; but keeping its proof 12,1 does not make sense. We skip this kind of
attack.

. Forge attack: The server has deleted a record ;. When the auditor requests to audit

on the record I;,the server forges its proof without querying the actual data.

From details of phase 1 of the scheme, it is seen that the server needs to know the
actual data and secret key x to create metadata. Therefore, we consider the secret
key attack instead.

. Secret key attack: The server finds the secret key shared between data owner and

auditor.

Privacy-Preserving Attack. We have the following lemma.

Lemma 1. Givena @ b,a ® ¢, b ® c, it cannot recover a,b or c.

Proof. It can be proved by the following table

Table 2. Proof of lemma 1

ID Given value Equal expression

(1) a®b (2) (3)
(2 a®ec (1)@ (3)
3) boc (1) & (2)
(4) 0 a2 e3)

We have (1) = a®b = (a®b)®(a®c) = (2)D(3). Similarly, (2) = (1)®(3), (3) =

(1) @ (2). Therefore, from (1), (2), (3), there is no way to find out a, b, c.
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Based on the lemma 1, we will prove security for the proposed auditing method if the
number of records in a block is d = 3.

Theorem 6. From the server response { Ry, 1, Xk; }ﬁzl, no information of records
{Ry,}i_, is leaked to the auditor if choosing d = 3.

Proof. For each requested index I, given I; = k;jd + i;(1 < i; < d) and Xy; is the
solution of the system of congruences

Xy, = h(Ry;av1,7) (mod qp)

Xk, = h(Ri;dva, )  (mod qq)

where z is secret key, ¢; = Q(k;d + ¢, z) is a prime,

Riyavi = By ysi Riyaru (Vi=1,....d).

With d = 3, Ryja+1 = Rija+2 © Rija+ss Rejav2 = Rijae1r © Rijdts,
Ry,a+3 = Rg;a+1 © Rija+2. According to Lemma 1, it cannot recover any record
Rkjd+1, Rkj d+2, Rkjd+3 in the block k‘j from Rkjd+1,Rkjd+27 Rkjd+3-

Replace Attack Assuming that the auditor requests on the record R; but the server
returns proof Ry 1, X’ for another record R;. When the auditor verifies, it com-
putes a prime ¢ = Q(I,z) and compares X’ (mod q) = h(Rj+1,2). Actually X’
(mod ¢') = h(Rjt1,x) where ¢ = Q(J,z) and q # ¢'. Therefore, X’ (mod q) #
h(Rj+1, ) and the server cannot pass the auditor’s verifying.

Secret Key Attack

Theorem 7. Supposed that the cryptographic hash function h is secure. From data sent
from the data owner, { Ryq+i}_1, X, no information of the secret key x is leaked to
the server.

Proof. X}, is the solution of the system of congruences in Equation 1. Knowing
X but g1, ...,qq4, the server cannot compute frqi1,--., fri+d. Note that even the
server knows fra+1,- .., fkd+d, it cannot recover the secret key x because fii1; =
h(Rkd+i,x) where h is supposed to be secure.

4.3 Comparison to the State-of-Art Schemes

Compared to the two methods of private verification and public verification in the state-
of-art [5], our proposed scheme has more efficient computation and storage overhead
but heavier communication cost. Our efficient computation is thanks to simpler calcu-
lations of hashing and modulo compared to exponential and pairing [5]. Moreover, our
storage overhead is proportional to the fixed size of hash function output instead of size
of records as in [5], therefore it is more efficient. However, our proposed scheme has
heavier communication since it can detect the exact block that is not intact and preserve
data privacy against the third party auditor. Details of comparison is in the Appendix.
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In addition, both state-of-art schemes and the proposed scheme can be applied for
dynamic data file. This proposed scheme can be also applied for database. Basic oper-
ations (deletion, insertion, modification) are described in Appendix.

5 Conclusion

In this paper, we proposed an efficient and secure method of data audit. We then proved
that our data auditing is privacy preserving based on cryptographic hash function and
CRT, which can work online in cloud sufficiently. This can detect malicious deletion
or modification with low computation cost. However, it will make an offset of com-
munication cost to identify exactly the modified block while keeping data privacy. We
believe that this is the future work of big data area with promising results.
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