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Preface

This volume contains the extended versions of papers presented at the 3th Inter-
national Conference on Computer Science, Applied Mathematics and Applications
(ICCSAMA 2015) held on 11-13 May, 2015 in Metz, France. The conference is co-
organized by Laboratory of Theoretical and Applied Computer Science (University of
Lorraine, France), Analysis, Design and Development of ICT systems (AddICT) Lab-
oratory (Budapest University of Technology and Economics, Hungary), Division of
Knowledge Management Systems (Wroclaw University of Technology, Poland), School
of Applied Mathematics and Informatics (Hanoi University of Science and Technology,
Vietnam), and in cooperation with IEEE SMC Technical Committee on Computational
Collective Intelligence.

The aim of ICCSAMA 2015 is to bring together leading academic scientists, re-
searchers and scholars to discuss and share their newest results in the fields of Computer
Science, Applied Mathematics and their applications. These two fields are very close
and related to each other. It is also clear that the potentials of computational methods
for knowledge engineering and optimization algorithms are to be exploited, and this is
an opportunity and a challenge for researchers.

After the peer review process, 36 papers have been selected for including in this vol-
ume. Their topics revolve around Computational Methods, Optimization Techniques,
Knowledge Engineering and have been partitioned into 5 groups: Mathematical Pro-
gramming and Optimization: theory, methods and software; Operational Research and
Decision making; Machine Learning, Data Security, and Bioinformatics; Knowledge
Information System; and Software Engineering.

It is observed that the ICCSAMA 2013, 2014 and 2015 clearly generated a signif-
icant amount of interaction between members of both communities on Computer Sci-
ence and Applied Mathematics, and we hope that these discussions have seeded future
exciting development at the interface between computational methods, optimization and
engineering.

The materials included in this book can be useful for researchers, Ph.D. and graduate
students in Optimization Theory and Knowledge Engineering fields. It is the hope of
the editors that readers can find many inspiring ideas and use them to their research.
Many such challenges are suggested by particular approaches and models presented in



VI Preface

individual chapters of this book. We would like to thank all authors, who contributed to
the success of the conference and to this book. Special thanks go to the members of the
Steering and Program Committees for their contributions to keeping the high quality
of the selected papers. Cordial thanks are due to the Organizing Committee members
for their efforts and the organizational work. Finally, we cordially thank Prof. Janusz
Kacprzyk and Dr. Thomas Ditzinger from Springer for their supports.

March 2015 Hoai An Le Thi
Ngoc Thanh Nguyen

Tien Van Do
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A Cutting Plane Approach  
for Solving Linear Bilevel Programming Problems 

Almas Jahanshahloo and Majid Zohrehbandian* 

Department of Mathematics, Karaj Branch, Islamic Azad University, Alborz, Iran 
{Almasj63,zohrebandian}@yahoo.com 

Abstract. Bilevel programming (BLP) problems are hierarchical optimization 
problems having a parametric optimization problem as part of their constraints. 
From the mathematical point of view, the BLP problem is NP-hard even if the 
objectives and constraints are linear. This paper proposes a cutting plane  
approach to solve linear BLP problem which is the simplest case of BLP prob-
lems. Our approach is based on the idea that is commonly used in computation-
al mathematics: solving a relaxation problem that is easier to solve and giving a 
tight approximation by introduction of cutting planes. Therefore, by exploring 
the theoretical properties of linear BLP, we extend the cutting plane approach 
for solving linear BLP problems. Numerical examples are provided to illustrate 
the approach. 

Keywords: Linear Bilevel Programming Problem, Quadratic Programming, 
Cutting plane, Simplex algorithm pivot. 

1 Introduction 

Bilevel programming (BLP) problems are mathematical optimization problems hav-
ing a hierarchical structure, where the set of all variables is partitioned between two 
vectors x (upper-level or leader decision variables) and y (lower level or follower 
decision variables), and y is to be chosen as an optimal solution of a second mathe-
matical programming problem parameterized in x. 

From a historical point of view, BLP problem, which is closely related to the eco-
nomic problem of Stackelberg (1952) in the field of game theory, was first introduced 
by Bracken and McGill (1973). Since that time there have been broad interests to this 
problem both from the practical and the theoretical points of view and many interest-
ing papers have introduced solution algorithms, theoretical properties, and selected 
applications of BLP problems. 

Fortuny-Amat and McCarl (1981), Anandalingam and White (1990), and 
Anandalingam and Friesz (1992) discussed the importance effect of BLP problem in 
interpretation of some economic problems. Ding (2012) and Ding et al. (2012) intro-
duced some equilibrium existence theorems for the multi-leader-follower generalized 
multiobjective games. Dorsch (2013) studied generalized Nash equilibrium problems and 

                                                           
* Corresponding author.  



4 A. Jahanshahloo and M. Zohrehbandian 

bilevel optimization side by side. This perspective comes from the crucial fact that both 
problems heavily depend on parametric issues. 

Anh et al. (2012) presented a gradient-type algorithm for solving bilevel variational 
inequalities, which is another field, related to the BLP problems. Bao et al. (2007), 
Dinh et al. (2010), Ye and Zhu (2010), and Ye (2011) mentioned related develop-
ments in semiinfinite and multiobjective bilevel programs. Houska (2013) presented a 
novel sequential convex bilevel programming algorithm for semiinfinite program-
ming and Jayswal et al. (2013) derived duality results for such problems. 

As it proposed by Ye and Zhu (1995, 2010), generalized differentiation plays a 
fundamental role in the study of BLP problems. Mordukhovich et al. (2012) derived 
new results on generalized differentiation in variational analysis and applied them to 
deriving necessary optimality conditions for the optimistic version of BLP problems. 
By using an upper estimate of Clarke subdifferential of value function in variational 
analysis, Kohli (2012) developed new necessary KKT type optimality conditions for 
optimistic BLP problem with convex lower level problem. Lin and Chuang (2010) 
applied variational inclusion problem on metric spaces to study BLP problems and 
mathematical programs with equilibrium constraint (MPEC). 

Harker and Pang (1988) and Judice and Faustino (1992) used the relationship between 
BLP and MPEC problems to propose solution algorithm for them. Liou and Yao (2005)  
introduced  the group decision problems in a BLP structure, and  its corresponding  
optimization  with  equilibrium  constraints. Dempe and Dutta (2012) and Allende and 
Still (2013) studied mathematical programs with complementarity constraints (MPCC) 
and bilevel optimization side by side, where the lower level problem in a BLP can be 
replaced by the KKT or the FJ-condition, and this leads to a special structured MPEC 
problem. Finally, Lv et al. (2008, 2010) transformed the inverse optimal value problem 
into a corresponding nonlinear BLP problem equivalently. 

The technical report by Fulop (1993) about relationship of linear BLP problem and 
multiple objective linear programming (MOLP) is widely used for introducing solu-
tion algorithms for BLP problem. Based on this relationship, Glackin et al. (2009) 
proposed an algorithm that uses simplex pivots. Strekalovsky et al. (2010), Mersha 
and Dempe (2011), and Calvete et al. (2012) all discussed various direct search algo-
rithms on efficient extreme points of a convex polyhedron produced by relaxation on 
BLP problem. Candler and Townsley (1982), Bialas and Karwan (1982, 1984), and 
Shi et al. (2005) used extreme point enumeration for solving BLP problem. 

Ren et al. (2013) proposed a hybrid algorithm to solve nonlinear BLP problems. 
Etoa (2010) used an enumeration sequential quadratic programming algorithm for 
solving convex quadratic BLP problems. Bard and Falk (1982), Bard and Moore 
(1992) and Hansen et al. (1992), discussed various branch-and-bound methods for 
solving BLP problems. Finally, Meng et al. (2012) presented an objective penalty 
function with two penalty parameters for BLP inequality constrained under the con-
vexity assumption to the lower level problem. 

Moreover, for some theoretical papers on the structure of the feasible set and optimali-
ty conditions for BLP problems, see Henrion and Surowiec (2011), Dempe and Zemkoho 
(2011, 2013), Suneja and Kohli (2011), Gadhi and Dempe (2012), Jongen and Shikhman 
(2012), Ruuska et al. (2012), Dempe et al. (2013), and Liu et al. (2014). And see Huijun 
et al. (2008), Sonia et al. (2008), Xu et al. (2012), Fang et al. (2013), Sun et al. (2013),  
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and Yao et al. (2013), for some selected applications of BLP problems. Finally, we 
refer the readers to the books by Bard (1998), Migdalas et al. (1998) and Dempe 
(2002), and the bibliographies therein for theory, applications and solution methods of 
general BLP problems, and to two survey articles by Colson et al. (2005, 2007), 
which can give a comprehensive overview over BLP problems. 

In this paper and based on cutting plane approach, we propose an algorithm for 
solving linear BLP problems. The rest of the paper is structured as follows. In section 
2 and after reviewing some well-known concepts about BLP problems, we introduce 
our solution algorithm for solving linear BLPs. In section 3, we use numerical exam-
ples to explore the proposed algorithm. Finally Section 4 concludes the paper. 

2 Solving Linear BLP Problems 

The majority of research on BLP problems has centered on linear BLP. This paper 
addresses linear BLP problem of the form (1), and we intend to give a cutting plane 
idea for attacking it. To this end, we address optimistic linear BLP problem where the 
functions F(x,y) and f(x,y) are the upper-level (leader) and lower-level (follower) 
objective functions, respectively, and it is assumed that, whenever the optimal solu-
tion set of follower is not a singleton, the leader is allowed to select one of the y* 
element in the optimal set, which suits him best. 
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Definition 1. Extended region of the linear BLP problem (1) is defined as follows: 

}0,,,|),{( 243121 ≥≤+≤+= yxbyAxAbyAxAyxER  

Definition 2. The follower rational reaction set is defined as follows: 

}}),(:),(min{arg|{)( ERzxzxfyyxFRR ∈∈=  

Definition 3. Feasible region of linear BLP problem (1) is defined as follows: 

)}(,),(|),{(1 xFRRyERyxyxFR ∈∈=  

Based on these definitions, the linear BLP problem (1) can be written as minimiza-
tion of F(x,y) on feasible set FR1, where the set FR1 is a subset of frontier points of 
ER and then, due to linearity of leader objective function, F(x,y), the optimal solution 
of model (1) is settle on one of the extreme points of the set ER. Based on this proper-
ty and to find global solutions of linear BLP problem (1), we can implicitly enumerate 
the extreme points of the constraint region ER. 
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Theorem. Optimal objective value of the quadratic programming problem (2) is 
nonnegative, and every feasible solution of it with zero objective value is correspond-
ing to a feasible solution of linear BLP (1) with leader objective value equals to h*. 

0

0,

),(..
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24

3221
,,,
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∈

−−+

hydxd
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ERyxts
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T
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hyx

λλ

λ
λ
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Proof. It is straightforward based on a model introduced in Dempe (2002), page 47. 
 

Hence, feasible solutions of model (1) are corresponding to the optimal solutions 
with zero objective value of model (2). We refer to the feasible set of (2) as FR2. 

These properties provide theoretical foundation for us to introduce our algorithm. 
In other words, by evaluating leader objective function F(x,y) on extreme points of 
extended region ER and using simplex pivots, we can introduce suitable cuts and 
construct a restricted set S, contains optimal solution of original problem, as a subset 
of extended region ER. Then, the linear BLP (1) can be written as minimization of 
F(x,y) on restricted set S. 

We begin by minimizing F(x,y) on extended region ER to find an initial extreme 
point. If the optimal point (x0,y0) is feasible for linear BLP problem, the linear BLP is 
easy and (x0,y0) solves it. But, if 1),( 00 FRyx ∉ , we produce a suitable cut and add it to 

the constraints set ER to produce a restricted set S of ER, which it still includes optimal 
solution of linear BLP (1). Then, in k-th iteration of the algorithm, due to feasibility or 
infeasibility of the optimal point (xk,yk) and based on F(x,y) and F(xk,yk), we produce a 
suitable cut and add it to the restricted set S. Then we pivot to an adjacent extreme point 
of the restricted set S. The above idea can be accomplished by the following algorithm: 

 

Algorithm (Cutting Plane Approach for Solving Linear BLP Problem (1)) 

Step 0. Put +∞=−∞===
_

,{},, zzEERS . 

Step 1. Compute }),(|min{arg*)*,( 21 ERyxydxdyx TT ∈+= . If *)(* xFRRy ∈ , then (x*,y*)  

is the global optimum for linear BLP (1). Otherwise, put *)},*,{( yxEE ∪=  and  

** 21 ydxdz TT += . Compute  

}2),,,(|)(min{arg*)*,( 3221 FRhyxxAbycxczyx TTT ∈−−+== λλ . If z*>0 then linear BLP  

(1) is infeasible and we can terminate the algorithm, but if z*=0 then we have a  

feasible solution *)*,(),(
__

yxyx =  and we can set the upper bound as  

** 21 ydxdhz TT +== . 

Step 2. If zz =  then go to step 7. Otherwise, firstly, choose an extreme point ),(
^^

yx  in  

S which is adjacent to (x*,y*) and it is not on the hyperplane hydxd TT =+ 21
, where  

** 21 ydxdh TT += . If there is not such a point in S, enumerate the extreme points on the  

hyperplane hydxd TT =+ 21
 for finding such a point ),(

^^

yx . Put },{(
^^

yxEE ∪=  and go to  

step 3. If there is not such a point in S, go to step 7. 
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Step 3. Compute   

}2),,,(,|)(min{arg*)*,(
^

2

^

13221 FRhyxydxdhxAbycxczyx TTTTT ∈+≤−−+== λλ . Note  

that, for solving this problem, it is better to begin from the current point ),(
^^

yx ,  

because if it is a feasible solution of linear BLP (1), we can easily determine suitable  
values for h and λ , to introduce the optimal solution of this quadratic problem. 
Step 4. If z*=0 go to step 5; Otherwise, go to step 6. 
Step 5. We have a feasible solution (x*,y*) for linear BLP (1) and optimum value for  
it is less than ** 21 ydxdh TT += . Then, put  

hzyxyxhydxdSS TT ==≤+∩=
___

21 *),*,(),(},{ , and go to step 2. 

Step 6. We have an infeasible solution ),(
^^

yx  for linear BLP (1) and Optimum value  

for linear BLP (1) is more than 
^

2

^

1 ydxdh TT += . Put ),(*)*,(
^^

yxyx = ,  

}{, 21

^

2

^

1 hydxdSSydxdz TTTT ≥+∩=+= , and go to step 2 where ),(*)*,(
^^

yxyx = .  

Step 7. Put ),(*)*,(,*
___

yxyxzz ==  and stop; (x*,y*) is the global optimum for linear 

BLP (1). 

3 Numerical Example 

Example 1. Consider the linear BLP (3) introduced in Glackin et al. (2009), where 
the extended region ER is equal to the convex hull of the extreme points (0,1,3), 
(0.5,1.5,2), (0,2,2), (0,1,0), (1,2,0) and (0,3,0). Note that the Glackin et al’s method 
can’t use for solving the linear BLPs where the upper level constraints depends on y 
(follower’s decision variables). 
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Step 1 of cutting plane algorithm yields (x*,y*)=(0,1,0) which is not feasible for 
model (3). Put 4342 **

2
*
1 −=++−= yxxz . We arbitrarily choose extreme point (0,1,3) 

which is adjacent to (0,1,0). Step 3 yields z*=0 and optimal solution (0,1,3) which is 

feasible for model (3). Put 13342 **
2

*
1

_

=++−= yxxz , )3,1,0(),,(
__

2

_

1 =yxx . By adding the 

constraint 13342
_

21 =≤++− zyxx  to the constraint set S, the extreme point (0,2,2) 

will be remove from S. Then, we choose extreme point (0.5,1.5,2) which is adjacent 
to (0,1,3). Step 3 yields z*=0 and optimal solution (x*,y*)= (0.5,1.5,2). Put 

)2,5.1,5.0(),,(,11342
__

2

_

1
**

2
*
1

_

==++−= yxxyxxz . The extreme point (0,3,0) and all of 
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the extreme points on the additional constraint 13342 21 =++− yxx  will be remove 

from S , by addition of the constraint 11342
_

21 =≤++− zyxx  to the constraint set S. 

Adjacent to (0.5,1.5,2), we arbitrarily choose extreme point (1,2,0). Step 3 yields 

z*=0 and (x*,y*)=(1,2,0). Put )0,2,1(),,(,6342
__

2

_

1
**

2
*
1

_

==++−= yxxyxxz . By adding 

the constraint 6342
_

21 =≤++− zyxx  to the constraint set S, the extreme point 

(0.5,1.5,2) will be remove from S and S will be the convex hull of extreme points 
(0,1,0), (1,2,0) and two additional extreme points (0,1,2) and (0.1.5,0). By enumerat-
ing the two adjacent extreme points (0,1,2) and (0.1.5,0), we find that the only adja-
cent extreme point with the property 6342 21 <++− yxx , is (0,1,0) which is in E and 

we study it beforehand. Hence, the algorithm has been terminated and the global op-
timal solution of model (3) is (x*,y*)= (1,2,0) with objective value equals to z*=6. 
 
Example 2. Consider the linear BLP (4) introduced in Shi et al. (2005). They men-
tioned that by using the k-th best approach, and after enumeration of 34 extreme 
points, global optimal solution occurs at x*= (1.45, 1.25, 18.55, 4.63, 4.05, 4.85, 6.66, 
12.45, 0.38, 15.25, 0.22) with leader objective value F* = 607.44. But, this solution is 
infeasible for linear BLP (4)! Because it violates the last constraint of the leader (i.e. 

9.7111 ≥+ xx ). However, by substitution of KKT conditions instead of follower prob-

lems, model (4) can be transform to model (2). Finally, by execution of the proposed 
cutting plane algorithm in this paper, in step 1, we have z*>0 and we conclude that 
the problem is infeasible. 

Despite of infeasibility of this problem, let us to execute the other steps of the pro-
posed cutting plane algorithm, which produces a sequence of infeasible adjacent ex-
treme points: x*1= (1.45, 3.04, .71, .58, 4.05, 29.95, .72, 6.15, 6.28, 4.40, 69.05) with 
leader objective value F*=230.7464, x*2= (1.66, 3.49, .52, .67, 3.84, 29.74, .83, 5.94, 
7.22, 4.19, 68.84) with leader objective value F*=244.0582, x*3= (3.48, 7.31, 1.08, 
1.39, 2.02, 27.92, 1.74, 4.12, 15.12, 2.37, 67.02) with leader objective value 
F*=362.6635, x*4= (4.43, 9.31, 1.37, 1.77, 1.07, 29.97, 2.22, 3.17, 14.17, 1.42, 66.07) 
with leader objective value F*=426.0158, x*5= (4.43, 9.31, 1.37, 1.77, 1.07, 29.97, 
2.22, 18.3, 14.17, 1.42, 66.07) with leader objective value F*=895.1080.  

Then, we have x*6= (5.5, 11.55, 1.71, 2.2, 0, 25.9, 2.75, 17.19, 13.1, 1.76, 65) with 
leader objective value F*=965.6255, x*7= (5.97, 12.53, 1.85, 2.39, 0, 25.43, 2.98, 
16.7, 12.63, 1.9, 64.53) with leader objective value F*=991.8267, x*8= (7, 11.5, 2.17, 
2.8, 0, 24.4, 3.5, 15.63, 11.6, 2.24, 63.5) with leader objective value F*=1051.250, 
x*9= (7, 11.5, 2.17, 2.8, 0, 0, 3.5, 15.63, 11.6, 2.24, 63.5) with leader objective value 
F*=1075.406, x*10= (7, 0, 2.17, 2.8, 0, 0, 3.5, 15.63, 11.6, 2.24, 63.5) with leader 
objective value F*=1081.156, x*11= (7, 0, 2.17, 22.4, 0, 0, 3.5, 15.63, 11.6, 2.24, 63.5) 
with leader objective value F*=1094.876, x*12= (7, 0, 13, 22.4, 0, 0, 3.5, 15.63, 11.6, 
2.24, 63.5) with leader objective value F*=1127.366, x*13= (7, 0, 13, 22.4, 0, 0, 3.5, 
15.63, 11.6, 9.7, 63.5) with leader objective value F*=1130.350, x*14= (7, 0, 13, 22.4, 
0, 0, 3.5, 15.63, 11.6, 9.07, 1.05) with leader objective value F*=1144.714, x*15= (7, 
0, 13, 22.4, 0, 0, 3.5, 15.63, 1.82, 9.7, 1.05) with leader objective value F*=1147.647. 

Finally, because 647.1147=z  and +∞=z , the linear BLP (4) is infeasible. 
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Note that, Shi et al. (2005) introduced infeasible value F* = 607.44 after 34 enu-
meration and we showed in the 5-th iteration of the algorithm that there is not any 
feasible solution for linear BLP (4) with F*=895. In other words, the execution of K-
th best approach needs lots of enumeration to produce the point x*15 which have the 
maximum infeasible value for leader objective function on the extended region ER. 
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4 Conclusion 

Our cutting plane algorithm can be used effectively to solve linear BLP problems 
having a small number of leader/follower variables, such as the problems that arise in 
many practical applications. This cutting plane based algorithm is most effective 
when the number of the extreme points of the extended region ER is small because it 
performs a partial enumeration of those points. However, in the worst case, the pro-
posed algorithm moves on a sequence of increasing  infeasible vertices and decreas-
ing feasible vertices of the set ER, on one of the paths from the best infeasible vertex 
to the best feasible vertex with respect to the leader objective function. Then, the 
number of enumerated vertices, in the worst case, is much less than the explicit enu-
meration methods like the k-th best approach. 

Moreover, the proposed algorithm can solve general optimistic linear BLPs, while 
a lot of proposed methods in literature, only can use for solving linear BLPs for which 
the leader problem only depends on the leader’s decision variables. 

Finally, the performance of our cutting plane algorithm might be improved by us-
ing more sophisticated methods to find a feasible solution of linear BLP or to opti-
mize a quadratic function over the linear constraints. 
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2 CEMAT, Instituto Superior Técnico, University of Lisbon, Lisbon, Portugal
3 Department of Mathematics, Vinh University, Vinh City, Vietnam

dtgiang@math.ist.utl.pt

Abstract. Determining the convex hull, its lower convex hull, and Voronoi dia-
gram of a point set is a basic operation for many applications of pattern recogni-
tion, image processing, and data mining. To date, the lower convex hull of a finite
point set is determined from the entire convex hull of the set. There arises a ques-
tion “How can we determine the lower convex hull of a finite point set without
relying on the entire convex hull?” In this paper, we show that the lower convex
hull is wrapped by lower facets starting from an extreme edge of the lower convex
hull. Then a direct method for determining the lower convex hull of a finite point
set in 3D without the entire convex hull is presented. The actual running times on
the set of random points (in the uniform distribution) show that our correspond-
ing algorithm runs significantly faster than the incremental convex hull algorithm
and some versions of the gift-wrapping algorithm.

Keywords: Convex Hull, Extreme Edge, Gift-wrapping Algorithm, Lower Con-
vex Hull, Pattern Recognition, Voronoi Diagram.

1 Introduction

The convex hull and its lower convex hull of a finite point set in 3D have important
applications in computer graphics, computer aided design, pattern recognition, and to-
mography (see [1] and [4]). The convex hull and its lower convex hull can be used
to obtain characteristic shape measurements to enable objects to be classified by au-
tomatic pattern recognition. They can be constructed by many known algorithms, for
example, the divide-and-conquer algorithm and the incremental algorithm (see [9]) and
versions of the gift-wrapping algorithm (see [2], [10], [11]). Experiments have revealed
that algorithms to compute the convex hull of n points in 3D would appear to have a
worst-case complexity of O(n2), and not of O(nlogn) as was previously thought (dis-
covered by Day in [3]). The 3D convex hull of a set of points is also an intermediate
stage in several other important geometric algorithms, for example, Delaunay triangula-
tions and Voronoi diagram generation. By the way Voronoi diagram is a tool in pattern
recognition. For example, face recognition based on fusion of Voronoi diagrams (see
[4] and [6]). Determining the Voronoi diagram of a finite point set is equivalent to de-
termining the lower convex hull of the corresponding point set (see [8]). To date, the
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lower convex hull of a finite point set is determined from the entire convex hull of the
set. There arises the question “How can we determine the lower convex hull of a finite
point set without relying on the entire convex hull?”

In this paper, we use a direct method to solve this question. Firstly, some properties
of lower facets of the lower convex hull of a finite point set are presented (Propositions
2 - 3). Secondly, we show that a lower convex hull can be wrapped by lower facets
starting from an extreme edge of the lower convex hull (Proposition 1 and Theorem 1).
As a result, an entire convex hull, and therefore the convex hull algorithms mentioned
above, are not really necessary for determining the lower convex hull. That is also the
reason why our algorithm (which is introduced in Section 4.2) for determining the lower
convex hull of a finite point set runs significantly faster than any known incremental
algorithm (implemented in [9]) and some versions of the gift-wrapping algorithm, e.g.,
[2] (Table 1 and Figure 3). Moreover, we deal with the degenerate case in which four or
more points are coplanar in 3D. In Section 5.2, we describe an application to compute
Voronoi diagrams on a sphere (the problem is introduced by H. S. Na et al. in [7]),
by determining Delaunay triangulation via the corresponding lower convex hull. The
running times described by Table 2 and Figure 3 show the efficiency of our algorithm.

2 Preliminaries

Before starting the analysis, we recall some definitions and properties. For any points
p, q in space, set [p, q] := {(1 − λ)p + λq : 0 ≤ λ ≤ 1} and denote pq ([p, q],
respectively) the directed line (directed segment, respectively) through the points p and
q. Given three points p = (px, py, pz), q = (qx, qy, qz), t = (tx, ty, tz), and a vector
normal −→n = (nx, ny, nz) to the plane (denoted by (p, q, t)) through three points p, q, t,
all the points on the plane (p, q, t) satisfy the equation xnx + yny + znz = d, where
d := qxnx + qyny + qznz .

Definition 1. (see [9]) Suppose that nz �= 0 and w = (wx, wy, wz). If wz > w∗
z :=

(d−wxnx−wyny)/nz (wz < w∗
z , respectively) then w is called above (below, respec-

tively) the plane.

For p, q, t, w ∈ R
3, set

V (p, q, t, w) =

∣
∣
∣
∣
∣
∣
∣
∣

px py pz 1
qx qy qz 1
tx ty tz 1
wx wy wz 1

∣
∣
∣
∣
∣
∣
∣
∣

. (1)

Then, for −→n = (nx, ny, nz) =
−→pq ×−→

pt,

V (p, q, t, w) = d− nxwx − nywy − nzwz . (2)

Let P be a finite set of points in R
3. Then the convex hull CH(P ) of P is a convex

polytope ([[5], pp. 43-47]). A convex polytope is described by means of its boundary
which consists of faces. Each face of a convex polytope is a convex set (that is, a lower-
dimensional convex polytope), a k-face denotes a k-dimensional face (that is, a face
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whose affine hull has dimension k). If a convex polytope is 3-dimensional, its 2-faces
are called facets, its 1-faces are called edges, and its 0-faces are vertices (see [[10],
page 97]). If no four points p, q, t, w of P are coplanar, then all the facets of CH(P ) are
triangular. Let f be a triangular facet of CH(P ) and let p, q, and t be three vertices of
f . Then the facet f has an orientation in the sense that CH(P ) lies in one side of the
plane containing f and the other side is completely empty. In this case we assume that
V (p, q, t, w) is positive for all w ∈ P \ {p, q, t}. It is shown that this is equivalent to
p, q, t form a counter-clockwise circuit when viewed from the side away from w (see
[[9], page 23]).

Definition 2. (see [[8], page 80]) A lower facet is a triangle whose three vertices be-
long to P such that all points of P are on or above the plane passing these vertices.
Lower convex hull, denoted by CHL(P ), consists of all lower facets of the convex hull.
We call a facet of CH(P ) which is not a lower facet is an upper facet.

We denote the triangular face containing three ordered vertices p, q, t ∈ P by (p, q, t)

or (e, t), with e := [p, q]. We choose −→n = −→pq × −→
pt as the respective normal vector of

the plane passing (p, q, t). Given edge [p, q] of CHL(P ), to determine if three points
p, q, t ∈ P form a lower facet, we determine if w is above the plane passing (p, q, t) for
all w ∈ P \ {p, q, t}. Four points p, q, t, w are considered be coplanar if

|V (p, q, t, w)| = 0. (3)

The problem of dealing with the degenerate case in which four or more points are
coplanar in 3D will be solved in this paper.

3 Lower Convex Hull of a Finite Point Set in 3D

Take P = {pi = (xi, yi, zi) ∈ R
3, i = 0, 1, . . . , n − 1}, n ≥ 4. In this section,

we determine an edge of CHL(P ). Set P ′ = {p′0, p′1, . . . , p′n−1} with the coordinates
(0, yi, zi), i = 0, 1, . . . , n− 1 (this is the projection of P in the direction parallel to the
x-coordinate axis onto the plane 0yz). We view the plane 0yz from x ≈ +∞ in 3D and
Oy axis is from right to left. Choose p′0 ∈ P ′ as follows

On the plane 0yz, find the rightmost lowest point of P ′ and label it p′0. (4)

It means that we find the lowest point firstly. In case there are several with the same
minimum z-coordinate, we will choose the rightmost of the lowest points, i.e., the one
with smallest y-coordinate. We now consider the following three cases:

(A1) If p′i = p′0 for all i = 1, 2, ...., n − 1 then all points of P are collinear, so there
doesn’t exist CHL(P ).

(A2) If p′i belongs to a straight line L for all i = 0, 1, ..., n− 1 then all points of P are
coplanar and the plane which contains P is perpendicular to Oyz. We consider
two cases of the straight line L: ifL is parallel toOz, there doesn’t exist CHL(P );
otherwise, we have a degenerate case CHL(P ) = CH(P ), where CH(P ) is the
2D convex hull of P .

(A3) P ′ contains at least three non-collinear points. Then,
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take p′1 (p
′
n−1, respectively) such that all other points ofP ′ are

on or to the left (right, respectively) of p′0p
′
1 (p

′
0p

′
n−1, respectively). (5)

It was known that [p0, p1] and [p0, pn−1] are edges of CH(P ) (see [[9], page 69], [[2],
page 979]). Now we will show that at least one of them is also an edge of CHL(P ).

From now we assume that (A3) holds. Let q′ ∈ {p′1; p′n−1}, then [p′0, q′] is an ex-
treme edge of the 2D convex hull of P ′ on the plane Oyz. If q′ := p′1 (q′ := p′n−1,
respectively) then we denote q = p1 (q = pn−1, respectively). Because we view the
plane Oyz from x ≈ +∞ in 3D and Oy axis is from right to left, we can choose
q′ ∈ {p′1; p′n−1} satisfies at least one of following conditions:

• p0y < qy and all other points of P ′ are on or to the right of p′0q
′,

• p0y > qy and all other points of P ′ are on or to the left of p′0q
′, (6)

where p′0 = (0, p0y, p0z), q
′ = (0, qy, qz) (see Fig. 1).

 

y
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Fig. 1. The rightmost lowest point of P ′ on the plane Oyz is p′0. We can choose q′ ∈ {p′1; p′n−1}
satisfies at least one of conditions (6). In detail, case (a) q′ := p′1 or q′ := p′n−1, case (b) q′ := p′1
and case (c) q′ := p′n−1.

Proposition 1. Suppose that p′0, q
′ ∈ P ′ are determined by conditions (4) and (6).

Then, [p0, q] is an edge of CHL(P ).

Proof. Let Π be a plane through two points p′0, q′ and Π is parallel to the x-coordinate
axis, then p0, q ∈ Π . By the hypothesis that P ′ contains at least three non-collinear
points, we have P �⊂ Π . It follows that there exists a point u ∈ P \Π . Firstly we prove
that u is above the plane Π for all the points u ∈ P \Π .

A vector normal to plane Π is −→n Π = (0, qz − p0z, p0y − qy). It follows that all
the points on plane Π satisfy the equation: xnΠ

x + ynΠ
y + znΠ

z = dΠ , where nΠ
x =

0, nΠ
y = qz − p0z, n

Π
z = p0y − qy, d

Π = (qz − p0z)p0y + (p0y − qy)p0z .
For all u = (ux, uy, uz) ∈ P \ Π , let uū be a directed line that is parallel to Oz

axis. Since nΠ
z �= 0, the plane Π is not parallel to Oz axis. Hence, Π ∩ uū �= ∅. Take

u∗ := Π ∩ uū then u∗
z =

(uy−p0y)(qz−p0z)
qy−p0y

+ p0z .
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By (6), we can suppose that p0y < qy , and u′ = (0, uy, uz) is to the right of
the directed line p′0q

′, for all u ∈ P \ Π . Since u′ is to the right of p′0q
′, we have

(uy−p0y)(qz−p0z)
qy−p0y

+ p0z < uz.

It means that u∗
z < uz and thus u is above the plane Π for all the points u ∈ P \Π .

p’

u
k

k*

k

 u

v

u*

q’

v p

 q

Π

θ

0
0

1

2

2

1
θ

Fig. 2. The planeΠ is perpendicular toOyz and through p′0, q
′. Foru ∈ P \Π , letuū be a directed

line that is parallel to Oz axis and we define u∗ := Π ∩ uu; vi := Θi ∩ uu, (i = 1 or 2).

On the other hand, since [p′0, q
′] is an extreme edge of the 2D convex hull of P ′ on

the plane Oyz, [p0, q] is an edge of CH(P ) as shown in [[9], page 69].
Let Θ1 = (p0, q, t) and Θ2 = (p0, k, q) be two distinct facets of CH(P ), then

t, k ∈ P \Π . Hence, s(t) > 0 and s(k) > 0.
Denote −→n i = (ni

x, n
i
y, n

i
z) the vector normal to plane Θi, (i = 1, 2), where −→n 1 =

−→p0q ×
−→
p0t,

−→n 2 =
−→
p0k ×−→p0q. We note that

n1
x = (qy − p0y)(tz − p0z)− (ty − p0y)(qz − p0z) = s(t) > 0, (7)

n2
z = −(qx − p0x)(ky − p0y) + (kx − p0x)(qy − p0y).

We now assume that Θ1, Θ2 are two upper facets of CH(P ). Then, at least one of n1
z

and n2
z is non-zero. Suppose without loss of generality that n1

z �= 0. Hence, the plane
Θ1 is not parallel to Oz axis. It implies that Θ1 ∩ uū �= ∅. Take v1 := Θ1 ∩ uū then

v1z =
n1
x(p0x−ux)+n1

y(p0y−uy)

n1
z

+ p0z . Since Θ1 = (p0, q, t) is a facet of CH(P ), u is on

the positive side of Θ1 for all u ∈ P , V (p0, q, t, u) = d1 − n1
xux − n1

yuy − n1
zuz > 0.

Moreover, since Θ1 is a upper facet of CH(P ), v1z > uz for all u ∈ P \Π (by Definition
2), meaning (d1−n1

xux−n1
yuy)/n

1
z > uz (by Definition 1). Therefore, we get n1

z > 0.
On the other hand, u∗

z < uz implies that v1z > u∗
z for all u ∈ P \Π . For all the points

u ∈ P \Π , we have v1z − u∗
z =

n1
x [(p0x−ux)(qy−p0y)+(qx−p0x)(uy−p0y)]

n1
z(qy−p0y)

. Choose u = k

and thanks to v1z > u∗
z for all u ∈ P \ Π , then v1z − k∗z =

−n1
x n2

z

n1
z(qy−p0y)

> 0, where

k∗ := Π ∩ kk and the directed line kk is parallel to Oz axis (since the plane Π is not
parallel to Oz axis, Π ∩ kk̄ �= ∅). By (7) and p0y < qy , n1

z > 0, we see that n2
z < 0.
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Since Θ2 = (p0, k, q) is a facet of CH(P ), V (p0, k, q, w) = d2 − n2
xwx − n2

ywy −
n2
zwz > 0, for all w ∈ P . By Definition 1 and n2

z < 0, w is above the plane Θ2. This
is a contradiction with the assumption that Θ2 is an upper facets of CH(P ). Using the
arguments similar to the case n2

z �= 0, we conclude that Θ1 or Θ2 is a lower facet, thus
[p0, q] is an edge of CHL(P ). �

In this paper, if p′0, q
′ are determined by conditions (4) and (6), we use [p0, q] as

the first edge of CHL(P ) in our algorithm which is introduced in Section 4.2. We now
present some properties of lower facets of the lower convex hull of a finite point set. We
can come to an immediate conclusion from Definition 2 as follows.

Proposition 2. In a lower convex hull, an edge is shared by exactly either two lower
facets or by one lower facet and one upper facet.

Definition 3. An edge of the lower convex hull which is shared by exactly one lower
facet and one upper facet is called a bound-edge.

Proposition 3. For a, b, p ∈ P , if −→n = (nx, ny, nz) =
−→
ab ×−→ap and nz �= 0, then

(i) If (a, b, p) is a facet of CH(P ) and nz < 0 then it is a lower facet.
(ii) If nz > 0 then (a, b, p) is not a lower facet.

Proof. It follows directly from (2). �

4 Algorithm for Determining the Lower Convex Hull of a Finite
Point Set

Recall that P = {pi = (xi, yi, zi), i = 0, 1, . . . , n − 1}, n ≥ 4. If v ∈ P is indexed
i (i.e., v = pi) then set vnext := pi+1. Let EL(P ) be the set of edges of CHL(P ).
By Proposition 1, if p′0, q′ are determined by conditions (4) and (6) then EL(P ) �= ∅.
If there exist four or more coplanar points in P then facets of CH(P ) are possible
convex polygons which have more three edges. Based on Proposition 3, the following
procedure either determines a lower facet through e or returns p0 or pn−1.

4.1 Determining Lower Facets

Given P ⊂ R
3, edge e := [a, b] of CHL(P ). Procedure LF(e, P ) (stands for Lower

Facets) either determines a set of points LP = {pl1, ..., plm} ⊂ P such that the poly-
gon 〈pl1, ..., plm〉 is a lower facet through e or returns LP = {p0} or LP = {pn−1}.

1: procedure LF(e, P )
2: Take pl ∈ P . l := 0.
3: while pl ∈ P do
4: Consider (e, pl) with pl = (plx , ply , plz). Assume that

−→
ab×−→apl = (nlx , nly , nlz)

and d := plxnx + plyny + plznz . Consider an array CP := ∅.
5: while pl = a or pl = b do
6: l ← l + 1
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7: if pl+1 = p0 and (pl = a or pl = b) return pn−1 � LP = {pn−1}
8: if nlz < 0
9: while v ∈ P \ {a, b, pl} do

10: if nlxvx + nlyvy + nlzvz = d
11: CP ← CP ∪ {v}

� CP is the set of coplanar points of {a, b, pl}
12: else
13: if nlxvx + nlyvy + nlzvz < d � due to Proposition 3 (i), v is

above the plane passing (e, pl)
14: v ← vnext
15: else, l ← l + 1
16: if pl = p0 return p0 � LP = {p0}
17: else, goto 4
18: else, l ← l + 1 � due to Proposition 3 (ii), (e, pl) is not a lower facet
19: if pl+1 = p0 and (pl = a or pl = b) return pn−1 � LP = {pn−1}
20: if pl �= p0 goto 4
21: else, return p0 � LP = {p0}
22: CP ← CP ∪ {pl, a, b}.
23: LP ← CH(CP ) � CH(CP ) is the 2D convex hull of point set CP
24: return LP .
25: end procedure
The main algorithm for finding all the facets of CHL(P ) is modified from the gift-
wrapping algorithm (see [10], page 134) as follows.

4.2 Main Algorithm and Correctness

In the following, all edges of a newly obtained facet are put into a file named EL(P ) of
all edges which are candidates for being used in steps. Let us denote by Fe and F ′

e two
faces sharing the edge e. Note that each e of EL(P ) is a candidate if either Fe or F ′

e, but
not both, has been generated in the gift-wrapping exploration. The lower convex hull is
wrapped by lower facets starting from an extreme edge determined by (6) of the lower
convex hull.

Input: P := {pi = (xi, yi, zi) ∈ R
3, i = 0, 1, . . . , n− 1}, n ≥ 4.

Output: Set Q of all the faces of CHL(P ).
1: Set P ′ := {p′0, p′1, . . . , p′n−1} with p′i = (0, yi, zi), i = 0, 1, . . . , n− 1.
2: Take p′0 determined by (4).
3: If p′i = p′0 for all i = 1, 2, ...., n− 1 then there doesn’t exist CHL(P ) � by (A1)
4: else
5: if p′i belongs to a straight line L for all i = 0, 1, ..., n− 1 then
6: if L ‖ Oz then there doesn’t exist CHL(P ) � by (A2)
7: else CHL(P ) = CH(P ) � CH(P ) is the 2D convex hull of P
8: else Take p′1 (or p′n−1, respectively) determined by (6);
9: Set e := [p0, p1] (or e := [p0, pn−1], respectively);

10: Consider a queue Q := ∅ and a file EL(P ) := ∅;
11: Call LF(e, P ) to obtain a set of points LP = {pl1, ..., plm} such that
12: the polygon Fe = 〈pl1, ..., plm〉 is a lower facet through e;
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13: Push edges of Fe into EL(P );
14: Push Fe into Q;
15: while (Q �= ∅) do
16: begin Extract Fe from the front of Q;
17: T := edges of Fe;
18: for each e ∈ T ∩ EL(P ) do � e is a candidate
19: begin call LF(e, P ) to obtain a set of points
20: LP = {pl1, ..., plm} such that the polygon
21: 〈pl1, ..., plm〉 is a lower facet through e;
22: if e is not a bound-edge then � i.e., 〈pl1, ..., plm〉

� is the lower facet F ′
e sharing e with Fe

23: insert into EL(P ) all edges of F ′
e not yet present

24: and delete all those already present;
25: push F ′

e into Q;
26: end;
27: output Fe;
28: end;

Theorem 1. The algorithm described in Section 4.2 determines CHL(P ) in O(nk)
time, where n is the number of points of P and k is the number of facets of CHL(P ).

Proof. Under the assumptions (4) and (6), there exists the edge e1 which belongs to
EL(P ). The procedure LF(e1, P ) determines a lower facet F = 〈pl1, ..., plm〉 through
the edge e1. Consider next candidate e2 = [pli, pl i+1]. If this edge is not a bound-edge
then the procedure determines a lower facet F ′ sharing e2 with F . Otherwise, e2 is a
bound-edge. Then e3 = [pl i+1, pl i+2] or e3 = [pl i+2, pl i+1] is considered as a next
candidate in the algorithm in Section 4.2. The process is similar with e3. Hence, the
algorithm determines all faces of the lower convex hull. We can compute the 2D convex
hull in line 23 of the procedure LF(e, P ) by using Graham’s algorithm. It follows that
this procedure runs in O(nlogn) time. Note that the gift-wrapping algorithm for finding
CH(P ) runs in O(nk) time, where n is the number of points of P and k is the number
of facets of CH(P ) (see [[10], pp. 134-136]). Because the works from line 10 to the
end of the new algorithm are the same with ones of the gift-wrapping algorithm except
the call LF(e, P ), the algorithm for finding CHL(P ) runs in O(nk) time (where n is
the number of points of P and k is the number of facets of CHL(P )) after the works
from line 1 to line 10 (which take O(n) time). We conclude the algorithm determines
the lower convex hull in O(nk) time. �

5 Numerical Experiments
5.1 Determining the Lower Convex Hull of a Finite Point Set in 3D

Given a set of n points P ⊂ R
3. We compute the 2D convex hull in line 23 of the

procedure LF(e, P ) by using Graham’s algorithm implemented in [[9], page 77]. The
actual running times of known convex hull algorithms for computing the entire convex
hull then computing the lower convex hull are slower than our algorithm (computing
the lower convex hull without relying on the entire convex hull). Table 1 and Fig. 3



A Direct Method for Determining the Lower Convex Hull of a Finite Point Set in 3D 23

show that our new algorithm runs significantly faster than the incremental algorithm
(implemented in [9]) and a version of the gift-wrapping algorithm [2]. Note that the
speedup is only shown for large n, as visible from Table 1. For the comparison to be
meaningful, three implementations use the same code for file reading. The algorithms
are implemented in C and compiled by the GNU Compiler Collection under Ubuntu
Linux 10.4 and are executed on platform Intel(R) Core(TM) 4, CPU 3.07 GHz and 1.8
GB RAM.

Table 1. The actual running times (time in sec.) with the input is P = {pi = (xi, yi, zi),
i = 0, 1, . . . , n−1} ⊂ R

3, where the set {(xi, yi), i = 0, 1, . . . , n−1} is randomly positioned
in the interior of a square of size 100× 100 (in the uniform distribution)

Number Find CHL(P ) Find CHL(P ), relying on entire convex hull
of without entire convex hull Incremental Algorithm Modified Gift-wrapping

points Our Algorithm 4.2 Algorithm

1000 0.009839 0.020649 0.027743
10000 0.075452 0.624167 0.526191
50000 0.607473 13.301419 3.265638
70000 0.611422 25.906851 4.222786

100000 1.449733 55.162455 9.663950
200000 3.598728 281.797376 22.046477

 0

 50

 100

 150

 200

 250

 300

 0  50000  100000  150000  200000

R
un

 ti
m

es
 in

 s
ec

on
d

Number of points of inputs

Modified Gift-warrping algorithm
Incremental algorithm

New algorithm

(a) The actual running times of Table 1

 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

 0  10000  20000  30000  40000  50000  60000  70000  80000

N
um

be
r 

of
 s

ec
on

ds

Number of points of the input

Modified Gift-wrapping algorithm
Incremental algorithm

Our algorithm 4.2

(b) The actual running times of Table 2

Fig. 3. The actual running times described in Table 1 and Table 2 show that our new algorithm
(i.e., Algorithm 4.2) runs significantly faster than the incremental algorithm (implemented in [9])
and a version of the gift-wrapping algorithm [2]

5.2 Application for Computing Voronoi Diagrams on a Sphere

Let P ∗ = {p∗i = (xi, yi) ∈ R
2, i = 0, 1, . . . , n − 1}, n ≥ 4. Take P = {pi =

(xi, yi, zi) ∈ R
3, i = 0, 1, . . . , n− 1} such that zi = x2

i + y2i , i = 0, 1, . . . , n− 1.

Theorem 2. (see [[9], page 186]) The Delaunay triangulation of a set of points in
two dimensions is precisely the projection to the xy−plane of the lower convex hull
of the transformed points in three dimensions, transformed by mapping upwards to the
paraboloid z = x2 + y2.
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Based on Theorem 2, we obtain the following sequential algorithm (see [8], [9], [10],
etc) for the connection between the lower convex hull and Delaunay triangulation (in
step 2 of this algorithm, we use Algorithm 4.2 for constructing the lower convex hull).

Given: Set P ∗ = {p∗i = (xi, yi) ∈ R
2, i = 0, 1, . . . , n− 1}, n ≥ 4.

Find: Delaunay triangulation of P ∗.
1. Create set P = {pi = (xi, yi, zi) ∈ R

3, i = 0, 1, . . . , n − 1} such that
zi = x2

i + y2i , i = 0, 1, . . . , n− 1.
2. Construct the lower convex hull CHL(P ) of P in R

3.
3. Project all lower faces of CHL(P ) in the direction parallel to the z−coordinate

axis onto the plane Oxy (containing P ∗) and return the resulting Delaunay
triangulation.

Given a set of points U on a unit sphere S := {(x, y, z) ∈ R
3 : x2 + y2 + z2 = 1},

the spherical Voronoi diagram SV (U) of U has the same combinatorial structure as the
convex hull of U (introduced by Na et al. in [7]). Let us denote by T the tangent plane
to S at the point opposite to σ = (0, 0,−1) ∈ S, i.e., T := {(x, y, z) ∈ R

3 : z = 1}. In
[7], an important step in the algorithm for determining SV (U) is computing the planar
Voronoi diagram (or Delaunay triangulation) of suitably transformed points on T , with
input is points on S. In detail, the point τ ∈ U is projected (transformed) onto the
plane T from the fixed point σ (see Fig. 4). Hence, the transformed point τ∗ ∈ T is
computed by formula: τ = (x, y, z) �→ τ∗ = ( 2x

z+1 ,
2y
z+1 , 1). We denote P ∗ the set of

all transformed points on the plane T .
In this section, we determine the Delaunay triangulation of P ∗ via the corresponding

lower convex hull of P = {(xi, yi, zi) : zi = x2
i +y2i , (xi, yi) ∈ P ∗, i = 0, 1, . . . , n−

1} (see Fig. 5).

x

y

z

(0,0,1)

  σ  = (0,0,−1)

S

T

z=1

τ

τ∗

Fig. 4. The point τ (on the sphere S) is transformed onto the plane T from the fixed point σ,
where T is the tangent plane to S at the point opposite to σ = (0, 0,−1)
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Fig. 5.P ′ (P ∗, respectively) is the projection of P in the direction parallel to the x-coordinate axis
(z-coordinate axis, respectively) onto the plane 0yz (0xy, respectively). If [p′0, p

′
1] ([p′0, p

′
n−1],

respectively) is determined by (6), then [p0, p1] ([p0, pn−1], respectively) is an edge of CHL(P ).

Table 2 and Fig. 3 show that our new algorithm (i.e., Algorithm 4.2) runs significantly
faster than the incremental algorithm (implemented in [9]) and a version of the gift-
wrapping algorithm [2]. For the comparison to be meaningful, three implementations
use the same code for file reading.

Table 2. The actual running times (time in sec.) of algorithms to determine the Delaunay trian-
gulation of P ∗ = {(2xi/(zi + 1), 2yi/(zi + 1)) : (xi, yi, zi) ∈ S, i = 0, 1, . . . , n− 1} with
the input is U = {pi = (xi, yi, zi) : x2

i + y2
i + z2i = 1, i = 0, 1, . . . , n − 1} ⊂ R

3, where
the set {(xi, yi), i = 0, 1, . . . , n − 1} is randomly positioned in the interior of a square of size
1× 1 (in the uniform distribution, the error 10−13)

Number Find CHL(P ) Find CHL(P ), relying on entire convex hull
of without entire convex hull Incremental Algorithm Modified Gift-wrapping

points Our Algorithm 4.2 Algorithm

1000 0.131589 0.101180 0.323113
2000 0.522748 0.442554 1.372205
5000 3.543717 3.458963 9.963105

10000 14.996426 15.315926 39.254659
17000 45.839407 57.076066 120.063742
20000 65.911719 86.668035 175.638411
30000 164.105265 310.215363 417.372167
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Abstract. With the fast development of human society, on one hand,
environmental issues have drawn incomparable attention, so energy ef-
ficiency plays a significant role in smart buildings; on the other hand,
spending more and more time in buildings leads occupants constantly to
improve the quality of life there. Hence, how to manage devices in build-
ings with the aid of advanced technologies to save energy while increase
comfort level is a subject of uttermost importance. This paper presents
a hybrid intelligent control system, which is based on the optimization
of the predicted mean vote, for thermal comfort in smart buildings. In
this system, the predicted mean vote is adopted as the objective function
and after employing particle swarm optimization the near-optimal tem-
perature preference is set to a proportional-integral-derivative controller
to regulate the indoor air temperature. In order to validate the system
design, a series of computer simulations are conducted. The results indi-
cate the proposed system can both provide better thermal comfort and
consume less energy comparing with the other two intelligent methods:
fuzzy logic control and reinforcement learning control.

Keywords: thermal comfort, smart building, intelligent control, parti-
cle swarm optimization, energy.

1 Introduction

United Nations Environment Programme [1] indicates that buildings use about
40% of global energy, 25% of global water, 40% of global resources, and they emit
approximately 1/3 of Green House Gas (GHG) emissions. With the development
of human society, environmental issues have drawn more and more attention. In
this background, buildings can offer a great potential for achieving significant
GHG emission reductions in different countries. Furthermore, energy consump-
tion in buildings can be reduced by using advanced technologies and manage-
ment. On the other hand, people spend greater part of their time in buildings. As
the quality of life in home is increasingly considered as of paramount importance,
many people constantly seek to improve comfort in their living spaces. Mean-
while, the popularization of the concept of home office makes the productivity in
smart buildings economically significant. How to manage buildings in a proper

c© Springer International Publishing Switzerland 2015 27
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way to improve energy efficiency and comfort level while reducing pollution at
the same time is therefore a subject of uttermost importance.

Corresponding to the increasing demands for environment, comfort, energy,
and productivity, intelligent computing and control methods are applied for im-
proving comfort conditions in smart buildings thanks to the dramatically rapid
development of information technologies. Widespread utilization of low-power,
high-capacity, small form-factor computing devices, the proliferation of power-
ful but low-cost sensors and actuators, and ubiquitous networking technologies
make the intelligent control more easily come true.

Many techniques have been used for controlling thermal comfort in smart
buildings. Authors in [2] present a model predictive controller, which uses both
weather forecast and thermal model , applied to the inside temperature control
of real buildings. However, on one hand, it is difficult to obtain accurate thermal
models for a variety of buildings. On the other hand, thermal comfort does
not only relate to the environmental conditions like room temperature, but also
factors about people themselves. In order to describe thermal comfort formally,
P.O. Fanger [3] invents a thermal comfort model called Predictive Mean Vote
index (PMV). Based on this model, Dounis and Manolakis [4] design a fuzzy logic
system, which sets PMV and the ambient temperature as input variables while
the heating power as output variables, to regulate the space heating system.
But as the authors indicated, the proposed expert system works well only if
the knowledge embedded in its rule base is sound. It means that a tuning and
optimizing process is needed at the later stage in order to have good results,
which is time consuming. In the work of K. Dalamagkidis et al.[5], they develop
a reinforcement learning controller to achieve thermal comfort in buildings with
minimal energy consumption. The reinforcement learning signal is a function
of the thermal comfort and the energy consumption. However, the convergence
speed of reinforcement learning in this application is very slow.

In this work, we propose a novel hybrid intelligent control system to main-
tain thermal comfort for occupants. This system utilizes Proportional-Integral-
Derivative (PID) to control the heating system regularly at the lower level while
employs Particle Swarm Optimization (PSO) to compute near-optimal setpoint
inversely from PMV model based on present environmental and personal condi-
tions at the higher level. The contribution of this work is threefold: firstly, the
thermal comfort problem is formally described; secondly, a novel hybrid control
method is proposed, with which occupants’ thermal comfort can be improved
and energy consumption can be reduced; thirdly, by conducting experiments
and comparing with fuzzy logic control and reinforcement learning control, the
better performance of our proposed method is proved. The rest of this paper
is organized as follows. Section 2 mathematically describes the thermal comfort
problem. Section 3 presents the proposed method in detail. Experimental results
and analysis are given in section 4. Finally, we conclude in section 5.
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2 Problem Description

2.1 Building Thermal Model

The room temperature is affected not only by auxiliary heating / cooling sys-
tems and electric appliances, but also by the solar radiation and the ambient
temperature. According to [6], the heat balance of a building can be expressed
as

φh(t) + φs(t) = φt(t) + φc(t) (1)

where φh is the heat supplied by all internal heat sources; φs is the heat gained
by solar radiation; φt is the heat loss through external contact; φc is the heat
retained by the building.

In order to analyze the thermal dynamics of a building, we can consider it as
a thermal network, which is analogous to an electric circuit network by regard-
ing heat flows as electric current, temperature as voltage and treating thermal
transmittance (U ) and thermal capacitance (C ) as electric resistance and elec-
tric capacitance respectively, as shown in Fig.1. In the figure, there are two
nodes which represent the temperature inside and outside the room, and six
sub-circuits which indicate physical components of the room, including room
air, internal partitions, ceiling, floor and external walls.

Tao
Ug

Uwo Uwi

Cw

Windows

External Walls

Cc

Uc

Ceiling

Tai

Uf

Cf

Floor

Uip Cip

Internal Walls

Cai

Air Inside

Fig. 1. Thermal Network

Before deriving state-space equations of the building, two definitions should
be mentioned:

φ = A× U × (T1 − T2) (2)

where φ is the heat transfer in watts, A is the area in square metres, U is the
thermal transmittance, T1 is the temperature on one side of an object and T2 is
the temperature on the other side of the object.
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C =
ΔQ

ΔT
(3)

where C is the thermal capacitance, ΔQ is the change of heat and ΔT is the
change of temperature.

Now the thermal system of the building depicted in Fig.1 can be expressed
by Equations (4) - (8), except the sub-circuit of windows, because of its so
tiny thermal mass that we assume windows have not the property of thermal
capacitance to store heat:

dTw

dt
=

Aw

Cw

[

Uwi(Tai − Tw) + Uwo(Tao − Tw)

]

(4)

dTf

dt
=

Af

Cf

[
pQs

Af
+ Uf(Tai − Tf )

]

(5)

dTc

dt
=

Ac

Cc

[

Uc(Tai − Tc)

]

(6)

dTip

dt
=

Aip

Cip

[
(1 − p)Qs

Aip
+ Uip(Tai − Tip)

]

(7)

dTai

dt
=

1

Cai

[

Qp +Qe + (AgUg + Uv)(Tao − Tai)

+AwUwi(Tw − Tai) +AfUf(Tf − Tai)

+AcUc(Tc − Tai) +AipUip(Tip − Tai)

]
(8)

In above equations,
Qp heat supplied by the heating system in W ,
Qe heat gained by using electrical equipments

in W ,
Qs solar radiation through glazing in W ,
T temperature in K,
U thermal transmittance in W/(m2 ·K),
C thermal capacitance in J/K,
p fraction of solar radiation entering floor.

Subscripts:
w external wall,
wi inside part of external wall,
wo outside part of external wall,
f floor,
c ceiling,
ip internal partition,
ao outdoor air,
ai indoor air,
v ventilation
g glazing
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Above equations can be stacked using the state-space notation:

ẋ = Ax+Bu (9)

where ẋ is a vector of derivatives of temperatures of external walls(Tw), floor(Tf),
ceiling(Tc), internal partitions(Tip) and air inside(Tai), A, B are matrices of
coefficients, x is a vector of states and u is the input vector, including Qp, Qe,
Qs and Tao. The area of each component of the building is known after choosing
a physical building model, and the properties of different building materials can
be obtained from [7].

2.2 Thermal Comfort

Thermal comfort is the condition of mind that expresses satisfaction with the
thermal environment and is assessed by subjective evaluation [8]. The Predic-
tive Mean Vote index (PMV) derived by P.O. Fanger [3] stands among the most
recognized thermal comfort models, which predicts the mean value of the votes
of a large group of persons on the 7-point thermal sensation scale, based on
the heat balance of the human body. The 7-point thermal sensation scale sep-
arately indicates -3 for cold, -2 for cool, -1 for slightly cool, 0 for neutral, +1
for slightly warm, +2 for warm, and +3 for hot. Moreover, the ISO recommends
maintaining PMV at level 0 with a tolerance of 0.5 as the best thermal com-
fort. The calculation of PMV is non-linear and non-convex [10]. It is affected
by six factors, four environmental-dependent: air temperature Tai, mean radiant
temperature (MRT) Tmrt, air velocity vair , and relative humidity hr and two
personal-dependent: occupant’s clothing insulation Icl and activity level M , as
given below:

PMV = F (Tai, Tmrt, vair , hr, Icl,M) (10)

In our problem, based on other parameters and an optimal PMV value we
need to inversely calculate the optimal air temperature as a proper preference
for the heating controller. This can be mathematically expressed as:

Tai = G(PMV ∗, Tmrt, vair, hr, Icl,M) (11)

3 Proposed Method

In order to solve the thermal comfort problem presented in the last section, we
propose a novel hybrid intelligent control method, as can be seen in Fig.2. In
this figure, occupants set PMV preference (recall that 0 represents comfort),
and according to the present sensing data from the environment, the Inverse
PMV Optimization module can provide a proper indoor temperature setpoint.
Based on this setpoint and the sensing indoor temperature, the PID controller
can calculate an applicable heating power for the space heating system.

In the Inverse PMV Optimization module, it has been proved that the PMV
calculation is non-linear and non-convex [10], so classic optimization tools are
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Fig. 2. Hybrid Intelligent Controller Diagram

not suitable. In this research, we use PSO to search for the near-optimal so-
lutions. Particle Swarm Optimization (PSO), which is derived from simulating
social behavior as a stylized representation of the movement of organisms in a
bird flock or fish school, is originally proposed and developed by [11,12]. It is a
metaheuristic algorithm that has been turned out to be powerful to solve the
complex non-linear and non-convex optimization problems [13]. Moreover, it has
several other advantages, such as fewer parameters to adjust, easier to escape
from the local optimal solutions, and so on.

In PSO, a population of candidate solutions, here dubbed particles that in-
clude position vector x and velocity vector v, is randomly generated around
the search-space initially. After that they are iteratively updated to simulate the
movement around the search-space according to mathematical formulae over the
particles’ position and velocity, as expressed below:

vk+1
i =w · vk

i + c1 · rand() · (pbest
k
i − xk

i )

+ c2 · rand() · (gbest
k − xk

i )
(12)

xk+1
i = xk

i + vk+1
i (13)

where w is inertia weight, c1 and c2 are acceleration constants, rand() generates
random value between 0 and 1, pbest

k
i is the local best position, gbest

k is global
best position, i is the particle index, and k is the iteration index. For Equation
12, the first part expresses particle’s inertia of previous action, the second part
reflects particle’s cognition that stimulates the particle to minish errors, and
the last part is called social part, which indicates the information sharing and
cooperation among particles.

At the lower level of the proposed method, we use PID to regulate the heating
power regularly. There are three reasons that we choose it: firstly due to the huge
thermal mass of the building, the indoor temperature change is a rather slow
process, that means it does not need an exquisite control method; secondly the
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work of Paris et al.[14] has proved that PID is already good enough to regulate
the indoor temperature comparing with other hybrid methods such as PID-FLC
and PID-MPC; thirdly, PID can be implemented easily which only needs three
scalar parameters. A typical equation, that describes a PID regulator, is the
following:

Qp(t) = Kpe(t) +Kd
de(t)

dt
+Ki

∫

e(t)dt (14)

where Kp is the proportional parameter, Kd is the derivative parameter, and Ki

is the integral parameter.

4 Experimentation

In experiments, we compare our proposed hybrid intelligent control approach,
denoted as HIC, with fuzzy logic control (FLC) and reinforcement learning con-
trol (RLC). In PSO part of HIC, inertia weight w = 0.4, acceleration constants
c1 = c2 = 2, particle number is 30, and maximum iteration number is 150. In
PID part, proportional gain is 2000, integral gain is 0.5, and derivative gain is
0. The maximum power of the electric heating radiator is 2000W .
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Fig. 3. Simulation of Occupant’s Number, Metabolic Rate, and Clothing Insulation of
One Week

The simulations of occupant number, metabolic rate, and clothing insulation
are shown in Fig. 3, which depict the general life of a person who works or studies
during the daytime, has lunch at home sometimes, and returns home cooking,
taking exercise, watching TV, etc. in the evenings regularly on weekdays, and
invites friends to have a party at weekend.

Fig. 4 show the simulation results of our proposed method. The simulation
environment is assumed in Oslo with a duration of one week in winter from
08/01/2014 00:00 to 14/01/2014 11:59, 604800 seconds in total. The ambient
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Fig. 4. Simulation Results of HIC Method

weather data is obtained from [15]. The upper-left subfigure records the vari-
ations of indoor and outdoor air temperature, in yellow line and blue line re-
spectively. When the occupant is at home, the system will compute an optimal
setpoint by PSO according to the present conditions, and based on this setpoint
the PID controller can tune the power of the heating system to have the room
temperature access to the setpoint. Because the occupant may do different activ-
ities like sitting, cooking, sleeping, etc. and wear different clothes with different
insulation values, the room temperature has to change to obtain good thermal
comfort. When the occupant leaves the room, the heating system will turn off
to save energy. This makes the indoor temperature drop to about 10◦C. Due to
the huge thermal mass of the building, although the outdoor temperature drops
below 0◦C, the indoor temperature can be kept around 10◦C, and this is called
thermal flywheel effect [16].

The upper-right subfigure shows the PMV record. It defines that when there
is no one in the room, the PMV is set to 0. From the subfigure, it can be seen
that the PMV can be kept between +0.5 and -0.5 to assure excellent thermal
comfort, except a few minutes’ slight cool or warm feeling, which are caused by
(1) leaving and then returning home in extremely cold weather, in which case
the heating system is unable to warm the room instantly; and (2) the arriving of
a mount of visitors from whom the metabolism and thermal radiation make the
room over warm. The two bottom subfigures indicate the output heating power
and the intelligent setpoint picking during this simulation.

Fig. 5 is the simulation results using FLC and RLC separately. By compar-
ing these 4 figures with Fig. 4, it can be found that our proposed method can
provide much better thermal comfort than these two methods, for they some-
times overshoot and have considerable vibrations. For FLC, the performance is
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Fig. 5. Simulation Results of FLC Method and RLC Method

tightly related to the designing of membership functions and rules, which are
often done empirically. Through optimizing these factors, the results may be
better, but due to the complexity of PMV calculation it is hard for this expert
system to outperform our proposed method. For RLC, because we discretize the
action space, it causes the indoor temperature and PMV value vibrate continu-
ally within some extent. By using some techniques may handle this problem, but
it is time consuming. The total energy consumed by employing our HIC method
is 2.4817× 108J , while they are 2.7393× 108J and 2.7236× 108J for FLC and
RLC respectively.

5 Conclusion

Nowadays, smart buildings not only mean providing a more comfortable living
environment, but also dedicate to reduce the energy cost and environmental
pollution. In order to achieve this goal, this paper proposes a hybrid intelligent
control system. In detail, a traditional Proportional-Integral-Derivative (PID)
controller is used to directly regulate the heating system, while a Particle Swarm
Optimization (PSO) method is employed to compute near-optimal setpoints for
the PID controller based on present environmental and personal conditions. The
advantages of this approach are threefold: (1) better thermal comfort, (2) less
energy cost, (3) easier to implement. The experimental results have proved these
points and indicated that it outperforms the other two control methods: fuzzy
logic control and reinforcement learning control.
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Abstract. In this paper, we study the effectiveness of some non-convex
approximations of �0-norm in compressed sensing. Using four continuous
non-convex approximations of �0-norm, we reformulate the compressed
sensing problem as DC (Difference of Convex functions) programs and
then DCA (DCAlgorithm) is applied to find the solutions. Computational
experiments show the efficiency and the scalability of our method in com-
parison with other nonconvex approaches such as iterative reweighted
schemes (including reweighted �1 and iterative reweighted least-squares
algorithms).

Keywords: Compressed Sensing, Sparse Recovery, �0−norm, DC Pro-
gramming, DCA.

1 Introduction

Compressed Sensing or Compressive Sensing (CS), was introduced by Donoho
[11] and Candes et al. [6], is a new signal processing technique. It provides a
framework for efficiently acquiring a signal and after that recovering it from
very few measurements when the interested signal is very sparse in some basis.
The number of measurements needed to be stored is far lower than the Shannon-
Nyquist rate while maintaining the essential information.

In this paper, we consider the fundamental issue in CS, which is signal recovery
and study the effect of the sensing matrix on the recovery result. The problem
can be stated as follows. Given a sensing (measurement) matrix A ∈ R

m×n

(m << n) and a measurement vector b ∈ R
m, we seek to recover the signal

x ∈ R
n such thatAx = b. Without further information, it is impossible to recover

x from y since this linear system is highly underdetermined, and has therefore
infinitely solutions. However, if we assume that the vector x is highly sparse,
then the situation dramatically changes as it will be outlined. The approach for
a recovery procedure that comes first to mind is to search for the sparsest vector
x which is consistent with the measurement vector y = Ax. This leads to solving
the �0-miminization problem

min {||x||0 : Ax = b} . (1)
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Since �0–norm is intrinsically combinatorial, solving problem (1) is NP-hard
in general. In order to overcome this issue, in several works, one approximates
the �0–norm by a continuous, convex or nonconvex function.

The representative convex method is to replace the �0–norm by the �1–norm.
Then the resulting problem which is called basis pursuit (BP)([3]) has the form

min {||x||1 : Ax = b} , (2)

where ||x||1 =
n∑

i=1

|xi| is the �1–norm of the vector x ∈ R
n.

The �1 minimization problem (2) is a convex optimization problem and thus
tractable. However, to recovery exactly the signal, it requires some situations. It
has been proved in [8] that nonconvex minimizations are able to recover sparsity
in a more efficient way and require fewer measurements than BP.

Nonconvex continuous approaches were extensively developed in which the
�0 term is approximated by a continuous, nonconvex function. Some approxi-
mations proposed to approximate the �0-norm. The first one is piecewise expo-
nential (PiE) function, which was developed by Bradley and Mangasarian ([2]),
studied later in the works of Mohimani et al. ([17], [18]) and applied to CS in
the works of Rinaldi et al. ([33]). Logarithmic approximation and �p-norm with
p < 1 were studied by Rao and Kreutz-Delgado [35] and Fu [14]. In [8] and [9]
Chartrand and Yin considered the case of 0 ≤ p ≤ 1 and applied to compressed
sensing. Other very used approximations are Smoothly Clipped Absolute Devi-
ation (SCAD) function ([13]), the capped–�1 (CaP) function ([32]) (CaP) and
the piecewise linear (PiL) approximation ([38]),. . .

Dealing with these approximations, in the context of compressed sensing,
several algorithms have been developed such as iteratively reweighted �1 (IRL1)
([5],[15],[39]), iteratively reweighted least-squares (IRLS) ([8], [9], [10],[19]), Suc-
cessive Linear Approximation (SLA) ([34], [33]), Local Linear Approximation
(LLA)([41]), Two-stage �1 ([37]), Adaptive Lasso ([40]), Local Quadratic Ap-
proximation (LQA) algorithm ([41],[13]), Difference of Convex functions Algo-
rithm (DCA) ([16],[26]), proximal alternating linearized minimization algorithm
(PALM)([1]),... Recently, Le Thi et al. [27] gave a rigorous study on DC (Dif-
ference of Convex functions) approximation approaches for sparse optimization
on both theoretical and algorithmic aspects. In their work, a unifying DC ap-
proximation, including all standard approximations, of the �0–norm is proposed.
Furthermore, DCA schemes developed in that paper cover all standard noncon-
vex algorithms for dealing with �0-norm.

In this paper, we study four DC approximations of �0-norm involving PiE,
SCAD, CaP, PiL that appeared as the best approximations in [27]. With these
approximation, we then reformulate the problem (1) as DC programs and ap-
ply DCA to solve the approximation problems. To evaluate the efficiency of our
approach, we perform comparisons with two standard nonconvex algorithms in-
cluding reweighted-�1 ([5]) and IRLS-�p ([19]) that are in fact special versions of
DCA ([27]) using logarithmic (log) and �p approximations respectively.

The remainder of the paper is organized as follows. The section 2 introduces
briefly DC Programming and DCA. In section 3, approximation approach based
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on DCA for solving the compressed sensing problem is described. The compu-
tational results with some data sets are reported in section 4. Finally, section 5
concludes the paper.

2 DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They address the problem of min-
imizing a function f which is the difference of two convex functions on the whole
space R

d or on a convex set C ⊂ R
d. Generally speaking, a DC program is an

optimization problem of the form :

α = inf{f(x) := g(x)− h(x) : x ∈ R
d} (Pdc)

where g, h are lower semi-continuous proper convex functions on R
d. Such a

function f is called a DC function, and g − h, a DC decomposition of f , while
the convex functions g and h are DC components of f . If at least one of the DC
components is polyhedral convex, (Pdc) is called a polyhedral DC program.

The idea of DCA is simple: each iteration l of DCA approximates the concave
part −h by its affine majorization (that corresponds to taking yl ∈ ∂h(xl)) and
solves the resulting convex problem (that is equivalent to determining a point
xl+1 ∈ ∂g∗(yl) where g∗ is the conjugate function of the convex function g).

The generic DCA scheme is shown below.
DCA scheme
Initialization:
Let x0 ∈ IRd be a best guess, l = 0.
Repeat

- Calculate yl ∈ ∂h(xl)
- Calculate xl+1 ∈ argmin{g(x)− 〈yl, x〉 : x ∈ R

d} (Pl)
- l = l + 1

Until convergence of {xl}.

Convergence properties of DCA and its theoretical basis can be found in
([20],[21],[22]). For instance it is important to mention that

– DCA is a descent method without linesearch: the sequence {g(xl) − h(xl)}
is decreasing.

– If the optimal value α of problem (Pdc) is finite and the infinite sequences
{xl} and {yl} are bounded, then every limit point x∗ of the sequence {xl}
is a critical point of g − h, i.e. ∂h(x∗) ∩ ∂g(x∗) �= ∅.

– DCA has a linear convergence for general DC programs and has finite con-
vergence for polyhedral DC programs.

For a complete study of DC programming and DCA the reader is referred to
[20],[21],[22], and the references therein.
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It is worth to note that the construction of DCA involves the convex DC
components g and h but not the DC function f itself. Moreover, a DC function
f has infinitely many DC decompositions g − h which have a crucial impact on
the qualities (speed of convergence, robustness, efficiency, globality of computed
solutions,...) of DCA. The solution of a nonconvex program by DCA must be
composed of two stages: the search of an appropriate DC decomposition and
that of a good initial point. DCA has been successfully applied to numerous and
various nonconvex optimization problems to which it quite often gave global
solutions and proved to be more robust and more efficient than related standard
methods (see [36],[16],[24],[23],[31],[26],[29],[30],[28] and the list of references at
http://www.lita.univ-lorraine.fr/~lethi/index.php/en/research/dc-

programming-and-dca.html).

3 DC Approximation Approach for Solving Problem (1)

The �0-norm results in a combinatorial optimization problem, and hence is not
practical for large scale problems. We will replace �0-norm by an approximation
function such that the approximate problem of (1) can be expressed as a DC
program to which DCA is applicable.

Define the step function s : R 
→ R by s(t) = 1 for t �= 0 and s(t) = 0 for
t = 0. Then for x ∈ R

n we have ‖x‖0 =
∑n

i=1 s(xi).
Let ϕ : R 
→ R be a continuous function that approximates s, i.e. ϕ(t) ≈ s(t)

for all t ∈ R. Then for x ∈ R
n we have

‖x‖0 ≈
n∑

i=1

ϕ(xi).

Using this approximation, we can formulate the approximate problem of the
compressed sensing problem (1) in the form

min

{

F (x) :=

n∑

i=1

ϕ(xi) : x ∈ Ω

}

, (3)

where Ω = {x ∈ R
n : Ax = b}.

Suppose that ϕ can be expressed as a DC function of the form

ϕ(t) = g(t)− h(t), ∀t ∈ R, (4)

where g and h are convex functions on R. Then the problem (3) can be expressed
as a DC program as follows

min{G(x)−H(x) : x ∈ R
n}, (5)

where

G(x) = χΩ(x) +

n∑

i=1

g(xi), H(x) =

n∑

i=1

h(xi)

are clearly convex functions on R
n.

http://www.lita.univ-lorraine.fr/~lethi/index.php/en/research/dc-programming-and-dca.html
http://www.lita.univ-lorraine.fr/~lethi/index.php/en/research/dc-programming-and-dca.html
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DCA applied to (5) consists of computing, at each iteration l,
- yl ∈ ∂H(xl) that is equivalent to yli ∈ ∂h(xl

i) for all i = 1, . . . , n.
- Compute xl+1 by

xl+1 ∈ argmin{G(x)− 〈yl, x〉 : x ∈ R
n}

= argmin

{
n∑

i=1

g(xi)− 〈yl, x〉 : Ax = b

}

.

Since Ω is a polyhedral convex set, if either g or h is polyhedral then (5) is a
polyhedral DC program. In such case, DCA applied to (5) benefits from conver-
gence properties of polyhedral DC programs. In summary, DCA for solving (5)
can be described as follows.

DCA-App
Input: matrix A ∈ R

m×n (m << n), b ∈ R
m

Output: the sparsest vector x ∈ R
n such that Ax = b

Initialization: Let x0 ∈ R
n be a best guess, ε > 0 be a small tolerance, l = 0

Repeat:
1. Compute yli ∈ ∂h(xl

i), ∀i = 1, . . . , n.
2. Compute xl+1 as a solution to the convex program

min

{
n∑

i=1

g(xi)− 〈yl, x〉 : Ax = b

}

. (Pk)

3. l = l + 1
Until ‖xl − xl−1‖/(1 + ‖xl‖) < ε or |F (xl)− F (xl−1)|/(1 + F (xl)) < ε.

In this paper, we consider four approximation functions including piecewise
exponential (PiE) function ([2]), the Smoothly Clip Absolute Deviation (SCAD)
function ([13]), capped-�1 (CaP) function ([31]), and the piecewise linear approx-
imation (PiL) recently proposed in [25]. The formulation of these functions is
summarized in Table 1. Note that among these functions, SCAD is not actually
an approximation of the step function s, but it becomes an approximation of
s if we scale it with the factor 2

(a+1)λ2 that does not affect the solution set of

the problem (3). DC decompositions of these functions are described in Table 2.
These approximations except PiL, together with their DC decomposition, have
been applied to find sparse classifiers in SVMs ([24], [31], [23]).

The implementation of Algorithm DCA-App according to each specific ap-
proximation function differs from each other in the computation of yli ∈ ∂h(xl

i)
in the step 1 and the subproblem in the step 2. The computation of yli ∈ ∂h(xl

i)
is given in Table 2. The subproblem in case of approximations PiE, SCAD, CaP
has the form

min
{

λ‖x‖1 − 〈yl, x〉 : Ax = b
}



42 T.B.T. Nguyen et al.

Table 1. DC approximation functions

Name Formula of ϕ(t), t ∈ R

PiE ([2]) 1− e−λ|t|, λ > 0

SCAD ([13])

⎧
⎪⎨

⎪⎩

λ|t| if |t| ≤ λ

− t2−2αλ|t|+λ2

2(α−1)
if λ < |t| ≤ αλ

(α+1)λ2

2
if |t| > αλ

, α > 2, λ > 0

CaP ([31]) min{1, λ|t|}, λ > 0

PiL ([25]) min

{

1,max

{

0,
|t| − a

b− a

}}

, 0 < a < b

⇔ min

{

λ

n∑

i=1

ti − 〈yl, x〉 : Ax = b, − ti ≤ xi ≤ ti ∀i = 1, . . . , n

}

,

which is a linear program.
And the subproblem in case of approximation PiL has the form

min

{

1

b− a

n∑

i=1

max(a, |xi|)− 〈yl, x〉 : Ax = b

}

⇔ min

{

1

b− a

n∑

i=1

ti − 〈yl, x〉 : Ax = b, − ti ≤ xi ≤ ti, a ≤ ti ∀i = 1, . . . , n

}

,

which is also a linear program.

Table 2. DC decomposition ϕ = g − h and calculation of ∂h. The notation sgn(t)
denotes sign of t

Name g(t) h(t) t ∈ ∂h(t)

PiE λ|t| λ|t| − 1 + e−λ|t| sgn(t)(λ|t| − e−λ|t|)

SCAD λ|t|

⎧
⎪⎨

⎪⎩

0 if |t| ≤ λ
(|t|−λ)2

2(α−1)
if λ ≤ |t| ≤ αλ

λ|t| − (α+1)λ2

2
otherwise

⎧
⎨

⎩

0 if |t| ≤ λ

sgn(t) |t|−λ
α−1

if λ < |t| < αλ

sgn(t)λ otherwise

CaP λ|t| max{1, λ|t|} − 1

{
0 if |t| ≤ 1

λ

sgn(t)λ otherwise

PiL
max{a, |t|}

b− a

max{b, |t|}
b− a

− 1

{
0 if |t| ≤ b
sgn(t)
b−a

otherwise

Observe that for all considered approximation functions, we always have g
is polyhedral convex, so (5) is a polyhedral DC program. Thus, DCA-App ap-
plied to these approximations has finite convergence ([20],[21],[22]). Some other
convergence properties are stated in the following Theorem.
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Theorem 1 (Convergence properties of DCA-App)

i) DCA generates a sequence {xl} such that the sequence {F (xl)} is
monotonously decreasing.

ii) If x∗ is a limit point of {xl} then x∗ is a critical point of (5).
iii) The sequence {xl} converges to x∗ after a finite number of iterations. The

point x∗ is almost always a local minimizer of the corresponding optimization
problems. Especially,
- In CaP approximation, if x∗

i /∈ {− 1
λ ;

1
λ}, ∀i = 1, . . . , n then x∗ is a local

minimizer of optimization problem.
- In PiL approximation, if x∗

i /∈ {−a; a}, ∀i = 1, . . . , n then x∗ is a local
minimizer of optimization problem.

Proof. (i) and (ii) are direct consequences of the convergence properties of DCA
for general DC programs. Below, we are going to prove iii).

In the case of CaP approximation, the second DC component, says H , is
a polyhedral convex function. Moreover, if the condition x∗

i /∈ {− 1
λ ;

1
λ} ∀i =

1, . . . , n holds, H is differentiable at x∗. Then using the convergence property of
DCA for polyhedral DC programs ([20],[22]), we deduce that x∗ is local mini-
mizer of optimization problem. Moreover, since a polyhedral convex function is
almost always differentiable, say, it is differentiable everywhere except on a set of
measure zero, we can say that x∗ is almost always a local minimizer of this prob-
lem. The proof is similar for PiL since its second DC component H is also poly-
hedral convex and is differentiable if the condition x∗

i /∈ {−a; a} ∀i = 1, . . . , n
holds.

In the case of PiE (resp. SCAD) approximation, the first DC component of the
problem, says G, is a polyhedral convex function, so is G∗. Hence, the dual DC
program of the original problem is also a polyhedral DC program. Thus, if y∗ is
the limit point of the sequence {yl} generated by DCA-App, we can say that y∗

is almost always a local minimizer of the dual DC program of the optimization
problem. On another hand, according to the property of transportation of local
minimizers in DC programming, we have the following ([20],[22]): let y∗ be a
local minimizer of the dual program and x∗ ∈ ∂G∗(y∗). If H is differentiable at
x∗ then x∗ is a local minimizer of the problem. Combining this property with
the facts that y∗ is almost always a local minimizer of the dual DC program of
and H is differentiable everywhere, we conclude that x∗ is almost always a local
minimizer of optimization problem. The proof is then complete. �

4 Numerical Experiments

In this section, we study the efficiency of our proposed approach in comparison
with Reweighted-�1 algorithm [7] and IRLS-�p algorithm [19] with p = 0.5. All
algorithms have been implemented in the Visual C++2008, run on a PC Intel
i5CPU650, 3.2 GHz of 4GB RAM. CPLEX 12.3 is used for solving the convex
linear problems. The initial point is taken at x0 = 0.
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In our experiments, we will study how the sensing matrix affects on the results
of signal recovery problem. Two important properties of A which were most
widely known are Restricted Isometry Property (RIP) and coherence or mutual
coherence. For more details we refer the reader to ([4]) and ([12]).

In this paper, we will test on three scenarios. In the first test, we consider a
random Gaussian matrix which is incoherent and has small RIP constants with
high probability. In the second test, we also consider the randomGaussian matrix
but with fewer measurements and in the last test with the matrix coherence.

The test protocol is executed as follows: we sample a random m × n matrix
A and generate a target signal x ∈ R

n with ||x||0 = k. The k nonzero spike
positions are chosen randomly, and the nonzero values are chosen randomly
from a zero-mean unit-variance Gaussian distribution. We then compute the
measurement b = Ax and apply each solver to produce a reconstruction x∗ of x.

The reconstruction is considered as success if the relative error ||x−x∗||
||x|| ≤ 10−2.

We run 100 independent trials and record the corresponding success rates at
various sparsity levels k ∈ {5, . . . , 35}.

The parameter for Reweighted-�1 is chosen as ε = 0.1. For IRLS-�p, we chose
p = 0.5. For our algorithms, the parameters are set to λ = 0.05 (for PiL, SCAD,
and CaP), α = 40 (for SCAD), a = 0.001, b = 0.101 (for PiL).

In our first experiment, we test on RIP matrix. Setm = 64, n = 256, a random
m × n matrix A with i.i.d. Gaussian entries is sampled. The sparsity level k is
taken in {10, . . . , 35}.

The experiment results are given in Figure 1.

Fig. 1. Success rates using incoherent sensing matrix, m = 64, n = 256

In figure 1, the six algorithms have the same performances but DCA-App-
SCAD and DCA-App-PiL are slightly better than the others and all of five
algorithms outperform Reweighted �1.
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In the second experiment, we focus on the random Gaussian matrix A but it
has m very smaller than n. The size of A is m × n = 100 × 2000. We also test
100 times with the sparsity of x belonging to interval [5, 35] with step–size is 5.
The results are shown in Figure 2.

Fig. 2. Success rates using incoherent sensing matrix, m = 100, n = 2000

In this example, there are differences between the results of these algorithms.
It can be seen in Figure 2 that when k is small, i.e. x is very sparse, all the
algorithms have exact recovery with high rate except Reweighted �1. But when
k increases, the success rate decreases. The best performance in this case belongs
to DCA-App-PiE and DCA-App-SCAD, the followings are IRLS-�p and DCA-
App-CaP and DCA-App-PiL. Reweighted �1 has the lowest success rate in this
test.

In the third experiment, we consider the case matrix A is highly coherent.
Specifically, A is a random partial discrete cosine transform (DCT) matrix with
size m× n = 100× 2000 and its columns are computed by

Ai =
1√
m

cos(2iπξi/F ), ∀i = 1, . . . , n (6)

where ξi’s are random vector uniformly distributed in ([0, 1]m), and F ∈ N is a
refinement factor.

The number F is closely related to the conditioning of A in the sense that
larger F corresponds to large coherence of A. In our test, coherence ofA is greater
than 0.9999. Note that the mutual coherence μ(A) of a matrix A measures the
similarity between the matrix columns. If μ(A) = 1, it implies the existence
of two parallel atoms, and this causes confusion in the reconstruction of sparse
coefficients. The sparsity of x is also in the set {5, 10, . . . , 35}. Figure 3 presents
the results of our experiment.
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In figure 3, when k is small, DCA-App-PiL and DCA-App-SCAD have the
highest success rate but when the sparsity of x is greater, DCA-App-SCAD and
DCA-App-PiE have the best performance. IRLS-�p and Reweighted �1 give the
success rate lower than the others.

Fig. 3. Success rates using highly coherent sensing matrix, m = 100, n = 2000

5 Conclusions

In this paper, we have presented a DC approximation approach based on DC pro-
gramming and DCA for compressed sensing. Using four approximation functions
of �0–norm, we reformulated the compressed sensing problem as DC programs
and then used DCA to solve the resulting problems. In our experiments, we
have compared 6 algorithms: DCA-App-PiE, DCA-App-SCAD, DCA-App-CaP,
DCA-App-PiL, Reweighted-�1 and IRLS-�p, which are working with �0–norm.
We performed three experiments in which matrix A is incoherent and highly
coherent. The experiments showed the efficiency of each approximation and also
the power of DCA. It is observed that DCA-App-PiL gives the best performance
in all tests even in case A is highly coherent. The following is DCA-App-SCAD.
DCA-App-PiE and DCA-App-CaP are both good when A is incoherent or when
x is very sparse. All DCA based algorithms have higher success rate than IRLS-�p
and Reweighted-�1 when A is highly coherent.

References

1. Attouch,H., Bolte, J., Redont,P., Soubeyran,A.: Proximal alternatingminimization
andprojectionmethods for nonconvex problems:An approach based on theKurdyka-
Lojasiewicz inequality. Mathematics of Operations Research 35(2), 438–457 (2010)

2. Bradley, P.S., Mangasarian, O.L.: Feature Selection via concave minimization and
support vector machines. In: Proceeding of International Conference on Machina
Learning ICML 1998 (1998)



DC Approximation Approach for �0-minimization 47

3. Chen, S., Donoho, D.L., Saunders, M.: Atomic decomposition by basis pursuit.
SIAM Journal on Scientific Computing 20(1), 33–61 (1998)

4. Candès, E.J., Tao, T.: Near-optimal signal recovery from random projections:
universal encoding strategies? IEEE Transaction Information Theory 52(12),
5406–5425 (2006)

5. Candès, E.J., Wakin, M.B., Boyd, S.: Enhancing Sparsity by Reweighted l1 Min-
imization. Journal of Fourier Analysis and Applications 14(5), 877–905 (2008);
special issue on sparsity

6. Candès, E.J., Romberg, J., Tao, T.: Robust Uncertainty Principles: Exact Signal
Reconstruction From Highly Incomplete Frequency Information (2006)

7. Candés, E.J., Paige, A.: Randall: Highly Robust Error Correction by Convex
Programming. IEEE Transactions Information Theory Information Theory 54(7),
2829–2840 (2008)

8. Chartrand, R.: Exact Reconstruction of Sparse Signals via Nonconvex Minimiza-
tion. IEEE Signal Process. Lett. 14(10), 707–710 (2007)

9. Chartrand, R., Yin, W.: Iteratively Reweighted Algorithms for Compressive Sens-
ing. In: IEEE International Conference on Acoustics, Speech, and Signal Processing
(2008)

10. Daubechies, I., DeVore, R., Fornasier, M., Güntük, C.: Iteratively reweighted least
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Abstract. The next generation broadband wireless networks deploy
OFDM/OFDMA as the enabling technologies for broadband data trans-
mission with QoS capabilities. Many optimization problems arise in the
conception of such a network. This article studies an optimization prob-
lem in resource allocation. We build mathematical model for the con-
sidered problem and then propose a new approach for it resolution. Our
approach bases on DC programming and DCA. Preliminary numerical
results will be reported to show the efficiency of the proposed method.

Keywords: DC programming, DCA, Pure 0-1 programming, Branch-
and-Bound, WiMAX.

1 Introduction

OFDMA transmission technique is becoming the preferred technology for the
fourth generation broadband wireless networks such as WiMAX. OFDMA is a
combination of TDMA and FDMA schemes, in which user’s data can be trans-
mitted simultaneously in time domain and frequency domain. From a network
operator point of view, it is very important to utilize the channel resources effec-
tively because the available radio resources are limited, while the revenue should
be maximized. From a user point of view, it is more important to have a fair
resource allocation so that their data sessions are not in outage situation and
the requested quality of service is guaranteed. Generally, there has been a strong
motivation to improve the channel capacity by increasing the spectral efficiency
while providing fairness and meeting Quality of Service (QoS) requirements of
all users simultaneously [7,1].

Thus two functionalities should be deployed in the MAC layer of the OFDMA
wireless systems in order to ensure spectral efficiency, fairness and QoS, namely
the scheduler and the resource allocation functions. In this article we consider
a resource allocation problem in an OFDMA/TDD frame. Until now there are
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several efforts in research community attempting to maximize the efficiency in
an OFDMA/TDD frame [2,8]. However in OFDMA/TDD schemes, we find that
the research on these previous mentioned issues is not sufficient. We then propose
a new approach to solve this problem.

The considered problem is first formulated as a 0-1 linear programming prob-
lem. We then suggest a Branch and Bound scheme to solve to obtained problem.
An efficient algorithm appears when we combine a local algorithm in Difference
of Convex (DC) programming called DC Algorithm (DCA). To this purpose, we
first apply the theory of exact penalization in DC [3,6] as that of minimizing a
DC function over a polyhedral convex set. The resulting problem is then handled
by DCA introduced by Pham Dinh Tao in 1985 and extensively developed since
1994 by Le Thi Hoai An and Pham Dinh Tao (see [9,4,5] and reference therein).

The article is organized as follows. After the problem statement at the be-
ginning of section 2, we will introduce its mathematical formulation. Section 3
deals with DC reformulation and application of DCA to the obtained problem.
We report computational experiments in section 4. The article will ends with
some conclusions.

2 Problem Statement

Consider an OFDMA/TDD frame which contains K users, M sub-chanels and
N time-slots. Each user will attain his maximum efficiency if he is allocated
suitable resources, i.e., with right sub-channel and in right time. But there are,
of course, many conflicts within users, see Fig. 1.

Fig. 1. OFDMA/TDD frame in which resource conflict occurs so often



DC Programming and DCA Approach for Resource Optimization 51

Let bijk, 1 ≤ i ≤ M, 1 ≤ j ≤ N, 1 ≤ k ≤ K, be the number of bit data that
user k can send if he is provided i sub-channel and time-slot j, our efficiency
measure. Our problem is to allocate the resources in a frame such that maxi-
mize the efficiency. Nevertheless such an allocation should satisfy the following
conditions

– At a slot of time and for a specific sub-channel there is at most one user (to
avoid conflict)

– Resource allocation for users shouldbedone in sharpof rectangle (IEEE802.16e
standard in WiMAX network), see Fig. 2.

Fig. 2. Rectangle design in a frame

Mathematical Formulation

In the follows we will formulate the above problem as a pure 0-1 linear program-
ming.

If we denote xijk ∈ {0, 1} for 1 ≤ i ≤ M, 1 ≤ j ≤ N, 1 ≤ k ≤ K with
convention

xijk =

{

1 if user k is provided sub-channel i in time-slot j

0 otherwise
, (1)

then the total data that can be transfered is

f(x) :=

K∑

k=1

N∑

i=1

M∑

j=1

bijkxijk . (2)

In order to avoid the conflict, at a time-slot j and in one sub-channel i there
is at most one user, we introduce the following constraint

K∑

k=1

xijk ≤ 1 ∀i = 1,M, ∀j = 1, N. (3)
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In order to get the rectangle allocation we use the well-known technique in
optimization called ”Big-M”. Because a user should be allocated resource in a
rectangle form so if user k is assigned for two nodes in the frame then all the
node in rectangle made by those two nodes will be assigned for this user, see the
Fig. 3. On the other hand, we have some conditions like if xi1j1k∗ = xi2j2k∗ = 1

Fig. 3. Allocation for one user if he is provided twos nodes in the frame

for some k∗ ∈ {1, 2, . . . ,K} then

xijk∗ = 1, ∀min{i1, i2} ≤ i ≤ max{i1, i2},min{j1, j2} ≤ j ≤ max{j1, j2}.

This condition will be represented by the following constraints

(|i1 − i2|+ 1)(|j1 − j2|+ 1)(xi1j1k + xi2j2k − 1)−
∑

i∈Ii1i2

∑

j∈Jj1j2

xijk ≤ 0, (4)

where

Ii1i2 = {i : min{i1, i2} ≤ i ≤ max{i1, i2}},
Jj1j2 = {j : min{j1, j2} ≤ j ≤ max{j1, j2}}.

Finally we arrive in the optimization problem with the objective function (2)
and the constraints (3), (4) and (1).

Since the number of variables and number of constraints increase so fast with
respect to the number of users, number of sub-channels and number of time-
slots, we then deal with a problem in the form of a large-scale pure 0-1 linear
program.

3 A Global Optimization Based on DC Programming
Approach

We will solve the obtained optimization problem by the well known global
method, Branch and Bound. Linear relaxation is applied in the bounding proce-
dures of our algorithm as in classical approaches. The algorithm is truly speed
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up, can solve the problem in fact, when we combine DCA in our Branch and
Bound scheme.

3.1 DC Reformulation

By using the well known results concerning the exact penalty [3,6] we will for-
mulate the considered pure 0-1 problem in the form of concave minimization
programming. Clearly, the set D of feasible points x determined by the system
of constraints {(3), (4), (1)} is a nonempty, bounded polyhedral convex set in
IRn with n = K +M +N . Our problem can be expressed in the form:

α = min
{

cTx : x ∈ D, x ∈ {0, 1}n
}

. (5)

Let us consider function p defined by p(x) =

n∑

i=1

min{xi, 1− xi}.

Set K := {x ∈ D : x ∈ [0, 1]n}. It is clear that p is concave and finite on K,
p(x) ≥ 0 for all x ∈ K, and

{x ∈ D : x ∈ {0, 1}n} = {x ∈ K : p(x) ≤ 0}.

Hence Problem (5) can be rewritten as

α = min {cTx : x ∈ K, p(x) ≤ 0} (6)

From Theorem 1 below we get, for a sufficiently large number τ (τ > τ0), the
equivalent concave minimization problem to (5) is :

min {cTx+ τp(x) : x ∈ K}. (7)

Theorem 1. (Theorem 1, [3]) Let K be a nonempty bounded polyhedral convex
set, f be a finite concave function on K and p be a finite nonnegative concave
function on K. Then there exists τ0 ≥ 0 such that the following problems have
the same solution set:

(Pt) α(t) = inf{f(x) + τp(x) : x ∈ K}
(P ) α = inf{f(x) : x ∈ K, p(x) ≤ 0}.

More precisely if the vertex set of K, denoted by V (K), is contained in {x ∈
K, p(x) ≤ 0}, then τ0 = 0, otherwise τ0 = min

{
f(x)−α(0)

S : x ∈ K, p(x) ≤ 0
}

,

where S := min{p(x) : x ∈ V (K), p(x) > 0} > 0.

Clearly that (7) is a DC program with

g(x) = χK(x) and h(x) = −cTx− τ

n∑

i=1

min{xi, 1− xi} (8)

where χK(x) = 0 if x ∈ K, +∞, otherwise (the indicator function on K).



54 C.N. Nguyen, T.H. Pham, and V.H. Tran

3.2 DCA for Solving Problem (7)

In this section we investigate a DC programming approach for solving (7).
A DC program is that of the form

α := inf{f(x) := g(x)− h(x) | x ∈ IRn}, (9)

with g, h being lower semicontinuous proper convex functions on IRn, and its
dual is defined as

α := inf{h∗(y)− g∗(y) | y ∈ IRn}, (10)

where g∗(y) := sup{〈x, y〉 − g(x) | x ∈ IRn}, the conjugate function of g.
Based on local optimality conditions and duality in DC programming, the

DCA consists in the construction of two sequences {xk} and {yk}, candidates
to be optimal solutions of primal and dual programs respectively. These two
sequences {xk} and {yk} are determined in the following way

yk ∈ ∂h(xk); xk+1 ∈ ∂g∗(yk). (11)

It should be reminded that if either g or h is polyhedral convex, then (9) is called
a polyhedral DC program for which DCA has a finite convergence ([9,10,5]). That
is the case for DCA applied to (7).

DCA for Solving (7)

By the definition of h, a subgradient y ∈ ∂h(x) can be chosen :

y ∈ ∂h(x) ⇒ y = −c+

{

τ if xi ≥ 0.5

−τ otherwise.
(12)

Algorithm 1 (DCA applied to (7))
Let ε > 0 be small enough and x0. Set k ← 0 ; er ← 1.
while er > ε do

Compute yk ∈ ∂h(xk) via (12).
Solve the linear program: min{−〈yk, x〉 : x ∈ K} to obtain xk+1

er ← min
{||xk+1 − xk||, |f(xk+1)− f(xk)|}

k ← k + 1
endwhile

Remark 1. The application of DCA to Problem (7) leads to solve a series of
linear programming problems.

The convergence of Algorithm 1 can be summarized in the next theorem
whose proof is essentially based on the convergence theorem of a DC polyhedral
program ([9,5]).



DC Programming and DCA Approach for Resource Optimization 55

Theorem 2. (Convergence properties of Algorithm 1)

(i) Algorithm 1 generates a sequence {xk} contained in V (K) such that the
sequence {g(xk)− h(xk)} is decreasing.

(ii) If at iteration r we have xr ∈ {0, 1}n, then xk ∈ {0, 1}n for all k ≥ r.
(iii) The sequence {xk} converges to x∗ ∈ V (K) after a finite number of

iterations. The point x∗ is a critical point of Problem (7) (i.e. ∂g(x∗) ∩
∂h(x∗) �= ∅). Moreover if x∗

i �= 1
2 for i = 1, . . . , n, then x∗ is a local

solution to Problem (7).

4 Computational Experiments

The algorithms were implemented on a PC Intel Core i3, CPU 2.2GhZ, 4G RAM,
in C++. To solve the Linear Programming problems in relaxation procedure and
in DCA, we used CLP solver, a very famous open source solver from COIN-OR
(www.coin-or.org).

To test the performance of the algorithms as well as the efficiency of DCA, we
randomly generated 10 examples, with number of users, number of sub-channels
and number of slots of time varying from 3 to 6 which are quite large. For all
test problems, we always obtained the ε-optimal solution, with ε ≤ 0.05.

In Table 1 we compare the performance of two algorithms: the Branch and
Bound algorithm (BB) and the combined DCA-Branch and Bound (DCA-BB).
We limit the algorithms in number of iteration by 105, i.e, after 105 number of
iterations the problem will be considered as failed in finding an optimal solution.

Some notations used in Table 1 :

#Var : Number of variables UB : Upper bound
#Constr : Number of constraints LB : Lower bound
#Iter : Number of iterations

Table 1. Numerical results

Prob m n k #Var #Constr B&B DCA - B&B
#Iter UB LB time(s) #Iter UB LB time(s)

P1 3 3 4 36 280 5 4981 4981 1.4 2 4981 4981 0.9
P2 4 4 3 48 1215 11 2267 2267 0.5 2 2267 2267 0.3
P3 4 4 4 64 1615 5 16528 16500 1.4 2 16543 16500 1
P4 3 3 6 54 416 39 40 40 8.8 17 40 40 1.4
P5 4 4 5 80 2015 797 876753 876624 25.4 95 876654 876534 23.4
P6 4 4 6 96 2415 49 5962 5950 65.6 38 5962 5871 35.4
P7 5 5 4 100 6024 123 9564 9514 792.4 37 9587 9432 76.8
P8 6 6 3 108 13055 137 3757 3743 1023.2 33 3789 3641 151.4
P9 5 4 6 120 4699 - - - - 399 12367 12356 1500
P10 5 5 5 125 7524 - - - - 278 98794 98765 1809

- : Failed in finding optimal solution .
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From the results we can see that the combination DCA-BB is more efficient
than the BB specially when we deal with large scale problems. The reason is
that DCA can give good solution for problems in any dimension. This gives us
a very potential approach when we face up real life problems.

Conclusion.We have presented a DC programming approach and DCA for solv-
ing a resource allocation optimization problem in wireless network. The method
is based on DCA and branch-and-bound algorithm. Computational results show
that DCA is really efficient and at the same time it can give an integer solution
while working in a continuous domain.

References

1. Ali-Yahiya, T., Beylot, A.-L., Pujolle, G.: Downlink resource allocation strategies
for OFDMA based mobile WiMAX. Telecommunication Systems 44(1-2), 29–37
(2010)

2. Bacioccola, A., Cicconetti, C., Lenzini, L., Mingozzi, E.A.M.E., Erta, A.A.E.A.:
A downlink data region allocation algorithm for IEEE 802.16e OFDMA. In: Proc.
6th Int. Conf. Information, Communications and Signal Processing, Singapore,
pp. 1–5 (2007)

3. Le Thi, H.A., Pham Dinh, T., Le, D.M.: Exact Penalty in DC Programming.
Vietnam Journal of Mathematics 27(2), 1216–1231 (1999)

4. Le Thi, H.A., Pham Dinh, T.: DC Programming: Theory, Algorithms and Applica-
tions. In: The First International Workshop on Global Constrained Optimization
and Constraint Satisfaction (Cocos 2002), Valbonne-Sophia Antipolis, France, Oc-
tober 2-4, 28 pages (2002)

5. Le Thi, H.A., Pham Dinh, T.: The DC (Difference of Convex functions) Program-
ming and DCA revisited with DC models of real world nonconvex optimization
problem. Annals of Operations Research 133, 23–46 (2005)

6. Le Thi, H.A., Pham Dinh, T., Huynh Van, N.: Exact penalty and error bounds in
DC programming. Journal of Global Optimization 52(3), 509–535 (2012)

7. Rodrigues, E.B., Casadevall, F.: Control of the trade-off between resource effi-
ciency and user fairness in wireless networks using utility-based adaptive resource
allocation. IEEE Communications Magazine 49(9), 90–98 (2011)

8. Rodrigues, E.B., Casadevall, F., Sroka, P., Moretti, M., Dainelli, G.: Resource
Allocation and Packet Scheduling in OFDMA-based Cellular Networks. In: 4th In-
ternational Conference on Cognitive Radio Oriented Wireless Networks and Com-
munications, pp. 1–6 (2009)

9. Pham Dinh, T., Le Thi, H.A.: Convex analysis approach to DC programming:
Theory, Algorithms and Applications. Acta Mathematica Vietnamica, dedicated
to Professor Hoang Tuy on the occasion of his 70th birthday 22(1), 289–355 (1997)

10. Pham Dinh, T., Le Thi, H.A.: DC optimization algorithms for solving the trust
region subproblem. SIAM J. Optimization 8, 476–505 (1998)



DC Programming and DCA for a Novel

Resource Allocation Problem in Emerging Area
of Cooperative Physical Layer Security

Thi Thuy Tran1, Hoai An Le Thi1, and Tao Pham Dinh2

1 Laboratory of Theoretical and Applied Computer Science (LITA)
UFR MIM, University of Lorraine, Ile du Saulcy, 57045 Metz, France

2 Laboratory of Mathematics, INSA-Rouen
University of Normandie, 76801 Saint-Etienne-du-Rouvray Cedex, France

{hoai-an.le-thi,thi-thuy.tran}@univ-lorraine.fr,
pham@insa-rouen.fr

Abstract. In this paper, we consider the problem of resource allocation
in emerging area of cooperative physical layer security, whose objective
function is of the difference of two convex functions, called DC function,
and whose some constraints are coupling. We propose a novel DC de-
composition for the objective function and use DCA (DC algorithms)
to solve this problem. The main advantage of the proposed DC decom-
position is that it leads to strongly convex quadratic sub-problems that
can be easily solved by both distributed and centralized methods. The
numerical results show the efficiency of this DC decomposition compared
with the one proposed in ([2]). The DC decomposition technique in this
article may be applied for a wide range of multiuser DC problems in
communication systems, signal processing and networking.

Keywords: Resource allocation, physical layer, DC programming and
DCA.

1 Introduction and Related Works

In communication systems, it is quite popular to encounter nonconvex optimiza-
tion problems involving large scale data. This requires to have efficient, fast, scal-
able algorithms for dealing with them to meet the reality requirements such as
running time, confidential matter, service quality. . . . DC programming and DCA
(DC algorithms) will be an appropriate choice for such cases. It is due to the fact
that almost all of the challenging nonconvex optimization problems in general
and the challenging nonconvex problems in communication system in particular
can be reformulated as DC programs. Furthermore, many evidences have also
shown that DCA outperforms other algorithms in a lot of cases ([14],[15],[11],
[12],...). In fact, there are more and more researchers using DC programming
and DCA as an innovative approach to nonconvex programming because of its
effectiveness ([23],[9],[1],[21],...). Nevertheless, the results obtained from DCA
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heavily depend on how the problem is decomposed into a DC program. In other
words, finding a suitable DC decomposition plays an essential role in achieving a
good result for DC program as well as optimizing the running time of computer.

Power control and resource allocation techniques for cellular communication
systems have been recently studied in ([3],[8],...). To keep up with the pace of
the dramatic developments of communication networks and computing systems,
resource allocation nowadays continues to be the fundamental challenge to meet
the increasing demand of users in terms of both quantity and quality. The aim of
resource allocation is to efficiently assign the limited available resources among
users while it still satisfies users’ service demand. Many tools proposed recently,
including optimization theory, control theory, game theory, and auction theory
have been used to model and solve a wide range of practical resource allocation
problems. As a result, resource allocation in communication system is an urgent
research topic that has vast applications. It is vital to develop advanced and
effective resource allocation techniques for guaranteeing the optimal performance
of these systems and networks.

Physical layer security has been considered as a promising technique to enable
the exchange of confidential messages over a wireless medium with the presence
of unauthorized eavesdroppers, without relying on higher-layer encryption. The
fundamental principle behind physical layer security is to exploit the inherent
randomness of noise or the friendly jammer and communication channels to limit
the amount of information that can be extracted by a fraudulent receiver. With
appropriately designed coding and transmit precoding schemes in addition to the
exploitation of any available channel state information, physical layer security
schemes enable secret communication over a wireless medium without the aid of
an encryption key ([17]). Recently, cooperative transmissions using friendly jam-
mers to enhance physical layer security has drawn increasing attention ([4],[6],
[16],[22],[5]).

In this paper, we consider the resource allocation problem in emerging area of
cooperative physical layer security, whose objective function is of DC-type and
whose some constraints are coupling. The purpose of this problem is to find an
effective way to allocate the power of sources from users as well as from friendly
jammers in order to maximize the sum of their secrecy rates. This model is
introduced and solved by three authors Alberth Alvarado, Gesualdo Scutari, and
Jong-Shi Pang from the United State, using their novel decomposition technique
proposed in ([2]). They have formulated the system design as a game where the
legitimate users are players who cooperate with the jammers to maximize their
own secrecy rate. We will propose here a different DC decomposition technique
for this problem, which can result in strongly convex quadratic subproblems with
separate variables, which is simple to solve by both centralized and distributed
methods.
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2 A Novel Resource Allocation Problem in the Emerging
Area of Cooperative Physical Layer Security

We take into account a wireless communication system comprised of Q trans-
mitter and receiver pairs-the legitimate users, J friendly jammers, and a single
eavesdropper. OFDMA transmissions are assumed for the legitimate users over
flat-fading and quasi-static (constant within the transmission) channels. Let us
denote HSD

qq , HJD
jq , HJE

je , HSE
qe , respectively as the channel gain of the legitimate

source-destination pair q, the channel gain between the transmitter of jammer j
and the receiver of user q, the channel gain between the transmitter of jammer
j and the receiver of the eavesdropper, the channel gain between the source of
user q and the eavesdropper. We also assume CSI of the eavesdropper’s (cross-)
channels; this is a common assumption in PHY security literature; see, e.g., [7].
CSI on the eavesdropper’s channel can be obtained when the eavesdropper is
active in the network and its transmissions can be monitored.

We follow the CJ paradigm, in which the friendly jammers cooperate with the
users by giving a proper interference profile to mask the eavesdropper. The power
allocation of source q is denoted by pq; p

J
jq is the fraction of power allocated by

friendly jammer j over the channel used by user q. pJ
q � (pJjq) is the power profile

allocated by all the jammers over the channel of user q. The power budget of
user q and jammer j do not exceed Pq and P J

j , respectively.
From information theoretical assumption, the maximum achievable rate (i.e.

the rate at which information can be transmitted secretly from the source to its
intended destination) on link q is

rqq(pq,p
J
q ) � log

(

1 +
HSD

qq pq

σ2 +
∑J

j=1 H
JD
jq pJjq

)

. (1)

Similarly, the rate on the channel between source q and the eavesdropper is

rqe(pq,p
J
q ) � log

(

1 +
HSE

qe pq

σ2 +
∑J

j=1 H
JE
je pJjq

)

. (2)

The secrecy rate of user q is then (see, e.g., [7])

rsq � [rqq(pq,p
J
q )− rqe(pq,p

J
q )]+. (3)

Problem Formulation: The system design is formulated as a game where the
legitimate users are the players who cooperate with the jammers to maximize
their own secrecy rate. More generally, each user q seeks together with the jam-
mers the tuple (pq,p

J
q ) satisfying the following optimization problem:
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Max (pq,pJ
q )q≥0 r(p,pJ ) �

Q
∑

q=1

rsq

s.t. pq ≤ Pq, ∀q = 1, . . . , Q,

Q
∑

r=1

pJjr ≤ P J
j , ∀j = 1, . . . , J. (4)

Note that

rqq(pq,p
J ) ≥ rqe(pq,p

J) ⇐⇒
[
pq = 0

HSD
qq

σ2+
∑

J
j=1 HJD

jq pJ
jq

≥ HSE
qe

σ2+
∑

J
j=1 HJE

je pJ
jq

⇐⇒
[
pq = 0
∑J

j=1(H
SD
qq HJE

je −HSE
qe HJD

jq )pJjq + (HSD
qq −HSE

qe )σ2 ≥ 0. (∗)

If (*) is violated, it means that rsq = 0, i.e., the secrecy rate of the players
equal to zero, which is insignificant since players try to maximize their secrecy
rate. Therefore, we can ignore the feasible players’ strategy profiles not satisfying
(*). It leads us to solving the following smooth problem:

Max (pq,pJ
q )q≥0 r(p,pJ ) �

Q
∑

q=1

[rqq(pq,p
J
q )− rqe(pq,p

J
q )]

s.t. pq ≤ Pq, ∀q = 1, . . . , Q,

Q
∑

r=1

pJjr ≤ P J
j , ∀j = 1, . . . , J (5)

J∑

j=1

(HSD
qq HJE

je −HSE
qe HJD

jq )pJjq + (HSD
qq −HSE

qe )σ2 ≥ 0 ∀q = 1, . . . , Q.

Instead of solving the problem (5), we will solve the equivalent problem as fol-
lows.

Min (pq,pJ
q )q≥0 r1(p,p

J ) �
Q
∑

q=1

[−rqq(pq,p
J
q ) + rqe(pq,p

J
q )]

s.t. pq ≤ Pq, ∀q = 1, . . . , Q,

Q
∑

r=1

pJjr ≤ P J
j , ∀j = 1, . . . , J (6)

J∑

j=1

(HSD
qq HJE

je −HSE
qe HJD

jq )pJjq + (HSD
qq −HSE

qe )σ2 ≥ 0 ∀q = 1, . . . , Q.
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3 DC Programming and DCA for Solving the Problem (6)

3.1 A Brief Introduction of DC Programming and DCA

DC Programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They are introduced by Pham
Dinh Tao in 1985 in their preliminary form and extensively developed by Le
Thi Hoai An and Pham Dinh Tao since 1994 to become now classic and more
and more popular. DCA is a continuous primal dual subgradient approach. It
is based on local optimality and duality in DC programming in order to solve
standard DC programs which are of the form

α = inf{f(x) := g(x)− h(x) : x ∈ R
n}, (Pdc)

with g, h ∈ Γ0 (R
n), which is a set of lower semi-continuous proper convex func-

tions on R
n. Such a function f is called a DC function, and g − h, a DC de-

composition of f , while the convex functions g and h are DC components of f.
A constrained DC program whose feasible set C is convex always can be trans-
formed into an unconstrained DC program by adding the indicator function of
C to the first DC component.

Recall that, for a convex function φ, the subgradient of φ at x0, denoted as
∂φ(x0), is defined by

∂φ(x0) := {y ∈ R
n : φ(x) ≥ φ(x0) + 〈x − x0, y〉, ∀x ∈ R

n}

The main principle of DCA is quite simple, that is, at each iteration of DCA,
the convex function h is approximated by its affine minorant at yk ∈ ∂h(xk),
and it leads to solving the resulting convex program.

yk ∈ ∂h(xk)

xk+1 ∈ arg min
x∈IRn

{g(x)− h(xk)− 〈x− xk, yk〉}. (Pk)

The computation of DCA is only dependent on DC components g and h but not
the function f itself. Actually, there exist infinitely many DC decompositions
corresponding to each DC function and they generate various versions of DCA.
Choosing the appropriate DC decomposition plays a key role since it influences
on the properties of DCA such as convergence speed, robustness, efficiency, glob-
ality of computed solutions,...DCA is thus a philosophy rather than an algorithm.
For each problem we can design a family of DCA based algorithms. To the best
of our knowledge, DCA is actually one of the rare algorithms for nonsmooth
nonconvex programming which allow to solve large-scale DC programs. DCA
was successfully applied for solving various nonconvex optimization problems,
which quite often gave global solutions and is proved to be more robust and
more efficient than related standard methods ([18,19,20] and the list of reference
in ([10]).
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This is a DCA generic scheme:

• Initialization. Choose an initial point x0.. 0 ←− k
• Repeat.
Step 1. For each k, xk is known, computing yk ∈ ∂h(xk).
Step 2. Calculating xk+1 ∈ ∂g∗(yk)
where ∂g∗(yk) = argminx∈IRn{g(x)− h(xk)− 〈x− xk, yk〉 : x ∈ C}
Step 3. k ← k + 1

• Until stopping condition is satisfied.

The convergence properties of DCA and its theoretical basis is analyzed and
proved completely in ([18], [13],[19]). Some typical important properties of DCA
are worth being recalled here.

i) DCA is a descent method without line search but with global con-
vergence : the sequences {g(xk)− h(xk)} and {h∗(yk)− g∗(yk)} are decreasing.

ii) If the optimal value α of DC program is finite and the infinite
sequences {xk} and {yk} are bounded, then every limit point x∗ (resp. y∗) of
sequence {xk} (resp. {yk}) is a critical point of (g − h) (resp. (h∗ − g∗)), i.e.
∂g(x∗) ∩ ∂h(x∗) = ∅ (resp. ∂h∗(y∗) ∩ ∂g∗(x∗) = ∅ )

iii) DCA has a linear convergence for DC programs.
iv) DCA has a finite convergence for polyhedral DC programs

3.2 DC Programming and DCA for the Problem (6)

The New DC Decomposition for the Objective Function of (6)
For any value of ρ, the objective function of the problem (6) can be written in
the form:

r1(p,p
J ) = G(p,pJ )−H(p,pJ ),

where

G(p,pJ) = ρ

⎛

⎝

Q
∑

q=1

p2q +

J∑

j=1

Q
∑

q=1

pJ2jq

⎞

⎠ ,

H(p,pJ) =

⎡

⎣ρ

⎛

⎝

Q
∑

q=1

p2q +

J∑

j=1

Q
∑

q=1

pJ2jq

⎞

⎠−
Q
∑

q=1

(

−rqq(pq,p
J
q ) + rqe(pq,p

J
q )
)

⎤

⎦ .

Proposition 1. If ρ ≥ M2

σ4

√
1 + 2J + 4J2, then both G(p,pJ) and H(p,pJ) are

convex, where M = max
q=1,...,Q;j=1,...,J

{

HSE
qe , HSD

qq , HJD
jq , HJE

je

}

.

Proof. We have

∇r1(p,p
J ) =

⎡

⎢
⎣G1(p,p

J) =

(
∂r1
∂pq

)

q=1,...,Q

, G2(p,p
J) =

(

∂r1

∂pJjq

)

j=1,...,J
q=1,...,Q

⎤

⎥
⎦

T

,
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where

∂r1
∂pq

=
HSE

qe

σ2 +HSE
qe pq +A

−
HSD

qq

σ2 +HSD
qq pq +B

,

∂r1
∂pJjq

=
HJE

je

σ2 +HSE
qe pq +A

−
HJD

jq

σ2 +HSD
qq pq +B

−
HJE

je

σ2 +A
+

HJD
jq

σ2 +B
,

withA =
∑J

k=1 H
JE
ke pJkq, B =

∑J
k=1 H

JD
kq pJkq.

Firstly, we show that there exists a constant L such that

‖∇r1(p,p
J)−∇r1(p̂, p̂

J )‖2 ≤ L‖(p,pJ)− (p̂, p̂J)‖2.

We have

‖∇r1(p,p
J)−∇r1(p̂, p̂

J)‖22

= ‖∇G1(p,p
J )−∇G1(p̂, p̂

J )‖22 + ‖∇G2(p,p
J)−∇G2(p̂, p̂

J)‖22.

‖∇G1(p,p
J )−∇G1(p̂, p̂

J )‖22

=

Q
∑

q=1

(

HSE
qe

σ2 +HSE
qe pq +A

−
HSE

qe

σ2 +HSE
qe p̂q +A1

+
HSD

qq

σ2 +HSD
qq p̂q + B1

−
HSD

qq

σ2 +HSD
qq pq +B

)2

=

Q
∑

q=1

(

HSE2

qe (p̂q − pq) +
∑J

j=1 H
SE
qe HJE

je (p̂Jjq − pJjq)

(σ2 +HqeSEpq +A)(σ2 +HSE
qe p̂q +A1)

+
HSD2

qe (pq − p̂q) +
∑J

j=1 H
SD
qq HJD

jq (pJjq − p̂Jjq)

(σ2 +HSD
qe pq +B)(σ2 +HSD

qq p̂q +B1)

)2

,

with A1 =
∑J

k=1 H
JE
ke p̂Jkq;B1 =

∑J
k=1 H

JD
kq p̂Jkq .

Applying the Cauchy-Schwartz inequality and noting that all de-
nominators of the fractions above are greater than σ2 and M =
max

q=1,...,Q
j=1,...,J

{

HSE
qe , HSD

qq , HJD
jq , HJE

je

}

, we obtain

‖∇G1(p,p
J)−∇G1(p̂, p̂

J)‖22 ≤ 4M4

σ8 (1 + J)‖(p,pJ )− (p̂, p̂J)‖22. (**)

We also have ‖∇G2(p,p
J )−∇G2(p̂, p̂

J )‖22

=

J∑

j=1

Q
∑

q=1

[

HJE
je

σ2 +HSE
qe pq +A

−
HJE

je

σ2 +HSE
qe pq +A1

+
HJE

je

σ2 +A1
−

HJE
je

σ2 +A
+

+
HJD

jq

σ2 +HSD
qq p̂q +B1

−
HJD

jq

σ2 +HSD
qq pq +B

+
HJD

jq

σ2 +B
−

HJD
jq

σ2 +B1

]2
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=

J∑

j=1

Q
∑

q=1

[(

HJE
je HSE

qe

M1M2
−

HJD
jq HSD

qq

M3M4

)

(p̂q − pq)

+

J∑

k=1

(

HJE
je HJE

ke

M1M2
−

HJE
je HJE

ke

M3M4
−

HJD
jq HJD

kq

M5M6
+

HJD
jq HJD

kq

M7M8

)

(p̂Jkq − pJkq)

]2

.

where Mi, (i = 1, ..., 8) are the denominators of the fractions in the above ex-
pression, respectively. Applying the Cauchy-Schwarz inequality we also gain the

following inequality ‖∇G2(p,p
J) − ∇G2(p̂, p̂

J)‖22 ≤ 4M4

σ8 J(1 + 4J)‖(p,pJ) −
(p̂, p̂J)‖22. (***)

Adding (**) to (***) and then taking the square root of both sides, we obtain

‖∇r1(p,p
J) − ∇r1(p̂, p̂

J )‖2 ≤ 2M2

σ4

√
1 + 2J + 4J2‖(p,pJ) − (p̂, p̂J)‖2. This

inequality results in ∇2(r1) � 2M2

σ4

√
1 + 2J + 4J2I. Furthermore, ∇2H = 2ρI−

∇2r1, thus ∇2H � 0 if ρ ≥ M2

σ4

√
1 + 2J + 4J2, which ensures that H(p,pJ ) is

a convex function. In addition, G(p,pJ ) is also convex for all positive values of

ρ. Therefore, with ρ ≥ M2

σ4

√
1 + 2J + 4J2, G(p,pJ)−H(p,pJ ) is a DC decom-

position of the objective of (6), which is different from that in ([2]). As a result,
we obtain a new DC program as follows.

Min r1(p,p
J ) � G(p,pJ )−H(p,pJ )

s.t. (pq,p
J
q )

Q
q ≥ 0,

pq ≤ Pq, ∀q = 1, . . . , Q,

Q
∑

r=1

pJjr ≤ P J
j , ∀j = 1, . . . , J

J∑

j=1

(HSD
qq HJE

je −HSE
qe HJD

jq )pJjq + (HSD
qq −HSE

qe )σ2 ≥ 0, ∀q = 1, . . . , Q

Following the generic DCA scheme described in Section 3.1, DCA applied on
(6) is given by the algorithm below.

DCA Scheme for DC Program (6)

• Initialization. Choose an initial point x0. = (p0,pJ,0), 0 ←− k.

• Repeat.
Step 1. For each k, xk = (pk,pJ,k) is known, compute yk = (pk,pJ,k) =
∇H(xk) with

∇H(x) =

⎡

⎢
⎢
⎢
⎣

(

2ρpq − HSE
qe

σ2+HSE
qe pq+A

+
HSD

qq

σ2+HSD
qq pq+B

)

q=1,...,Q(

2ρpJjq − HJE
je

σ2+HSE
qe pq+A

+
HJE

je

σ2+A
+

HJD
jq

σ2+HSD
qq pq+B

− HJD
jq

σ2+B

)

j=1,...,J
q=1,...,Q

⎤

⎥
⎥
⎥
⎦
,

where A =
∑J

k=1 H
JE
ke pJkq ;B =

∑J
k=1 H

JD
kq pJkq.
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Step 2. Find xk+1 = (pk+1,pJ,k+1) by solving the following convex sub-
problem.

Min ρ

⎛

⎝

Q
∑

q=1

p2q +
J∑

j=1

Q
∑

q=1

pJ2jq

⎞

⎠− < yk, x >

s.t.

x = (xq)
Q
q=1 = (pq,p

J
q )

Q
q=1 ≥ 0

pq ≤ Pq, ∀q = 1, . . . , Q

Q
∑

r=1

pJjr ≤ P J
j , ∀j = 1, . . . , J

J∑

j=1

(HSD
qq HJE

je −HSE
qe HJD

jq )pJjq + (HSD
qq −HSE

qe )σ2 ≥ 0 ∀q = 1, ..., Q.(7)

Step 3. k ← k + 1.

• Until the stopping condition is satisfied.

4 Numerical Results

4.1 Datasets

The position of the users, jammers, and eavesdropper are randomly generated
within a square area; the channel gain HSD

qq , HSE
qe , HJD

jq , HJE
je are Rayleigh dis-

tributed with mean equal to one and normalized by the distance between the
transmitter and the receiver. The results are collected only for the channel real-
izations satisfying condition (7).

4.2 Setting Parameters and Stopping Criteria

In this paper, we present some experiment results obtained from DCA and make
a comparision with those obtained from SCA mentioned in ([2]). Therefore, for
the fair comparison, all parameters are set in the same way as in ([2]). All
users and jammers have the same power budget, i.e. Pq = P J

j = P and we set

snr = P
σ2 = 10dB. The number of jammers, J , is set to equal [Q/2].

In Table 1, the initial points are randomly generated five times and then they
are shared for all algorithms in the paper. In Table 2, the initial points are also
randomly generated five times but separately for each algorithm. In each table,
the average of the results gained corresponding to each initial point is chosen as
the final value of SSR and the standard deviation is also accompanied (that is
indicated in parenthesis). The best values of SSR are collected and reported in
the SSR Best column. The DCA-based algorithms are terminated when at least
one of the following criteria are satisfied:
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Table 1. System secrecy rate (SSR) versus number Q of legitimate users

Q DCA SCA

SSR SSR Best CPU(s) SSR SSR Best CPU(s)

10 5.236 (0.0107) 5.248 6.2 4.915 (0.011) 4.923 194.8

20 13.013 (0.055) 13.104 8.2 13.199 (0.052) 13.205 677.2

30 15.907(0.040) 15.943 14.1 15.901 (0.043) 15.909 1861.1

40 19.167 ( 0.008) 19.179 22.4 18.974 (0.007) 18.982 2615.7

50 28.714 ( 0.038) 28.744 25.7 26.719 (0.025) 26.720 4000.3

Table 2. System secrecy rate (SSR) versus number Q of legitimate users

Q DCA SCA

SSR SSR Best CPU(s) SSR SRR Best CPU(s)

10 5.242 (0.004) 5.249 5.6 4.921(0.015) 4.923 166.5

20 13.091 (0.027) 13.134 7.6 13.196 (0.106) 13.385 952.9

30 15.900 (0.023) 15.926 12.8 15.856 (0.019) 15.878 1635.4

40 19.128 (0.052) 19.199 20,6 18.975 (0,007) 18.985 2650.8

50 28.742 (0.018) 28.759 20.6 26.719 (0.012) 26.727 3424.3

• The absolute value of the difference of the System Secrecy Rate (SSR) in
two consecutive iterations becomes smaller than 1e− 5 .

• The norm of the difference of two tuples (p,pJ) in two consecutive iterations
becomes smaller than 1e− 5.

4.3 Numerical Results and Comments

In Table 1 and Table 2, we compare the value of SSR versus the number Q of
legitimate users obtained by DCA and SCA, respectively. These tables also show
the running times of both algorithms versus the number of legitimate users. In
Table 3, we demonstrate the dependence of SSR on snr in the case of 10 users. In

Table 3. System secrecy rate (SSR) versus the various values of snr in the case of 10
users

snr 10 20 30 40

DCA SSR 5.245 6.419 6.638 6.481

SCA SSR 4.954 6.122 6.410 6.453
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general, the numerical results show that SSR achieved by all algorithms tends
to increase with the number of users as well as snr. It can be observed from
the both Table 1 and Table 2 that the DCA yields system secrecy rates better
than those of SCA in almost all of cases while it is much less expensive. More
detailed, though the proposed DCA is a centralized approach, its consuming
times are less than those of SCA that is implemented as a distributed approach,
for all the datasets. Table 3 expresses the comparison of the gains from both
algorithms corresponding to the different values of snr in the case of 10 users.
This table shows that the increase of snr tends to lead to the rise of SSR. The
gains of DCA is always better than those of SCA.

5 Conclusions

In this paper, we have presented a new DC decomposition and the corresponding
DCA-based algorithm for the resource allocation problem in physical layer. The
experimental results on some datasets have shown the robustness as well as the
efficiency of DCA based on this new DC decomposition in term of both the
running time and the objective value. It provides more evidences to show that
DC programming and DCA is an efficient and robust approach for solving the
nonconvex optimization problems in the wide range of areas. In addition, the
technique of decomposing DC proposed in this paper can be also applied for
the various optimization problems and it is especially useful if one wants to
solve these problems in distributed ways to take advantage of all CPUs in the
computers at the same time as well as help to separate a large scale problem
into smaller scale ones.
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Abstract. Bus Rapid Transit (BRT) system plays an important role in public
transport. In order to improve BRT operation quality, the headway optimization
and scheduling combination are considered. Based on an existing model, this
work proposes a modifying model that overcomes the limitation of the old one.
The problem is then solved by a genetic algorithm - based method. Experimental
results show that total cost is significantly decreasing after using scheduling com-
bination strategies. The optimal frequency of BRT vehicles is also determined.

Keywords: Bus Rapid Transit, Genetic Algorithm, Scheduling.

1 Introduction

Bus Rapid Transit (BRT) can be defined as a corridor in which buses operate on a
dedicated right-of-way such as a bus-way or a bus lane reserved for buses on an arte-
rial road or freeway. It can be understood as a rapid mode of transportation that can
combine the quality of rail transit and the flexibility of buses [5]. BRT may be an effi-
cient transportation service, especially for cities in developing countries where there are
high transit-dependent populations and financial resources are limited [9]. Nowadays,
many cities all over the world have developed the BRT system such as Bogota, Delhi,
Guangzhou, Jakarta, ...

To improve the quality of BRT service or bus systems in general, it is absolutely
scheduled. One usually schedules the frequency of each bus route, namely, the head-
way - the time between two consecutive buses leaving the initial station - is calculated.
Another scheduling problem is to plan when BRT vehicles should stop at certain sta-
tions. This problem is called the problem of scheduling combination for buses. Most
researches focused on traditional bus scheduling [4], [13], [3], [1], [11], [8]. For BRT
systems, there are fewer researches. The frequency of BRT route is studied by Bai et al.
in 2007 [2] or by Liang et al. in 2011 [6]. Scheduling combination for BRT is consid-
ered in [7]. Sun et al. in 2008 investigated the frequency and scheduling combination
for a BRT route in the mean time [12]. The solution methods were usually heuristic
such as taboo search methods [2], genetic algorithms [6], [12].

According to the BRT vehicle operation form and stops number, the scheduling
is regularly divided to three forms: normal scheduling, zone scheduling and express
scheduling. With the normal scheduling form, vehicles run along routes and stop at ev-
ery station from the initial stop to the end. The zone scheduling is defined as vehicles
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Fig. 1. (a) Normal schedule; (b) Zone schedule; (c) Express schedule

only run on high-traffic volume zone while for the express scheduling, vehicles only
stop at certain stations with the large demand of passengers (Figure 1).

It is clear that the design and assignment of BRT vehicles to suitable scheduling
forms are transport planners’ very important tasks. Sun et al. proposed a genetic al-
gorithm (GA)- based method to give the optimal headway and a suitable scheduling
combination so that the total cost (including the waiting time, traveling time, operation
BRT cost ...) is minimized [12]. The authors were based on the assumption that a BRT
vehicle is not allowed to cross another BRT vehicle. This leads to an unrealistic thing
when an express BRT vehicle may cross a normal one.

Our work improves the limitation above by rebuilding a mathematical model. The
modifying model is then solved by a genetic algorithm-based method. We also applied
this model to a BRT route in Hanoi. The experimented route is being constructed and
expectedly used at the end of 2015. The promising experimental results make a valuable
contribution of this work.

The next section is devoted to describe BRT systems and the mathematical problem.
Section 3 presents a brief of the solution method. The case study is dedicated in Section
4. The paper is ended by some conclusions and acknowledgements.

2 Optimization Model of BRT Systems

Consider a BRT system with the following assumptions:

i) BRT vehicles are completely prioritized, i.e. they never stop due to traffic lights;
ii) BRT vehicles run at constant speed, namely, the running time between two any

stations does not change;
iii) The headway is fixed in the study period;
iv) The passenger arrival rate is uniform and unchanged in the given period;
v) The duration for stop and acceleration and deceleration are fixed;

We are using some notations as follows:

i– BRT vehicle ith i (i = 1, 2, · · · , M), in whichM is the total number of operating
vehicles in the study period;

j– stop jth on the BRT route (j = 1, 2, · · · , N), in which N is the total number of
stops on the route;

l– scheduling form: l = 1 means the normal scheduling, l = 2 shows the zone
scheduling and l = 3 assigns to the express scheduling;

δli,j– binary variable, for the scheduling form l, gets the value of 1 if vehicle i stops
at j, otherwise is 0;

δli,jk– binary variable, for the scheduling form l, gets the value of 1 if vehicle i stops
at both j and k, otherwise is 0;

T – studied period;
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T0 – dwelling duration at every stop;
c – acceleration and deceleration duration;
h – headway;
ai,j - the arrival time vehicle i at stop j;
di,j - the departure time vehicle i at stop j;
tj - the running time of vehicles between stop j − 1 and j;
rj,k - passenger arrival rate at stop j who want to go to stop k(k > j);

Rj - arrival rate at stop j: (Rj =
N∑

k=j+1

rj,k);

Ai,j - the number of alighting passengers at stop j from vehicle i;
Bi,j - the number of boarding passengers at stop j from vehicle i;
Li,j - the number of passengers on BRT when vehicle i runs from j to j + 1;
C1 - weight of cost of waiting passenger;
C2 - weight of cost of on-board passenger;
C3 - weight of operation cost of vehicles.
Ij – BRT vehicle ith actually leaving stop j; At the initial station, the order of BRT

vehicles leaving the station is 1, 2, ..., i, ...,M , respectively. Since the situation of cross-
ing among vehicles, the order of BRT vehicles leaving the station j �= 1 is probably not
the same to the original order. To avoid confusion, in the next, the actual order of vehi-
cle ith is denoted by Ith (the big ith). To determine exactly the order of vehicles leaving
stop j, we can base on the value of di,j .

hI,j - headway between vehicle I and I − 1 at stop j;
sI,jk- passenger number wanting to stop k, but missing vehicle I when it leaves stop

j;
SI,j - total number of passengers missing vehicle I at stop j;
WI,jk - passenger number wanting to go from stop j to stop k by vehicle I .

Input

• A BRT route havingN stations, a fleet ofM BRT vehicles;
• Three scheduling forms: Normal, Zone and Express;
• Running time between two consecutive stations tij ;
• Dwelling time T0 and acceleration/deceleration time c;
• Matrix of passenger arrival rate rjk;
• Studied period T .

Output

• Headway h and the assignment of each vehicle to certain scheduling form;
• Total cost.

Objective Function
The objective is to minimize the total cost f containing three terms f = f1 + f2 + f3.
In particular,
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• f1 = C1.
M∑

i=1

N∑

j=1

[
Rj .h

2
I,j

2 + SI−1,j .hI,j],

where the first term is the average passenger waiting time for vehicle I at stop
j in the duration of hI,j and the second term is the waiting time for vehicle I of the
passengers missing vehicle I − 1;

• f2 = C2

M∑

i=1

N∑

j=1

[Li,j−1 −Ai,j ].δ
l
i,j .T0 + C2

M∑

i=1

N−1∑

j=1

Li,j[tj+1 + (δli,j + δli,j+1).c],

where the first term is the total waiting time of on-board passengers when vehicles
stop and the second one is the travel time of on-board passengers.

• f3 = C3

M∑

i=1

N∑

j=1

δli,j .T0 + C3

M∑

i=1

N−1∑

j=1

[tj+1 + (δli,j + δli,j+1).c],

that is the total cost of operation BRT vehicles.

Constraints
(1) Time Constraints
The arrival time and departure time at stop 1 are equal for every vehicle:

ai,1 = di,1 = (i− 1).h, i = 1, M. (1)

The arrival time of vehicle i at stop j is equal to the sum of the departure time of that
vehicle at stop j − 1 and the running time and acceleration/deceleration time:

ai,j = di,j−1 + tj + (δli,j−1 + δli,j).c. (2)

At stop j, the departure time of vehicle i is the sum of the its arrival time and the
dwelling time:

di,j = ai,j + δli,j .T0. (3)

The headway at stop j between vehicle I and I − 1:

hI,j = dI,j − dI−1,j . (4)

(2) Passenger Number Constraints
The number of passengers waiting vehicle I at stop j is composed of the number of
passengers missing vehicle I − 1 and a new coming passenger number:

WI,jk = sI−1,jk + rj,k.hI,j. (5)

The passenger number wanting to go to stop k but missing vehicle I at stop j depends
on the passenger number waiting vehicle I and that vehicle I has plan to stop at j and
k or not:

sI,jk = WI,jk(1− δlI,jk). (6)
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The passenger number missing vehicle I at stop j is the sum of passengers missing
vehicle I at stop j and wanting to all k after j:

SI,j =

N∑

k=j+1

sI,jk. (7)

The alighting passenger number of vehicle i at stop j equals the sum of boarding
passenger number at all stop before j:

Ai,j = δli,j .

j−1
∑

k=1

Wi,kj .δ
l
i,kj . (8)

The boarding passenger number of vehicle i at stop j equals the sum of alighting
passenger number at all stops after j:

Bi,j = δli,j .
N∑

k=j+1

Wi,jk .δ
l
i,jk. (9)

The number of on-board passengers of vehicle i from stop j to stop j + 1 equals
the one from the stop j − 1 to j plus boarding passengers at stop j minus alighting
passengers at stop j:

Li,j = Li,j−1 +Bi,j −Ai,j . (10)

In summary, the scheduling combination problem can be formulated as follows:
min{f1 + f2 + f3}, subject to the constraints (1)-(4) and (5)-(10). This problem is
in the form of 0-1 integer non-linear programming problem, that is so difficult.

3 A GA-Based Solution Method

Genetic algorithm (GA) is a branch of evolutionary computation in which one imitates
the biological processes of reproduction and natural selection to solve for the fittest
solutions. GA allows one to find solutions to problems that other optimization methods
cannot handle due to a lack of continuity, derivatives, linearity, or other features. The
general schema of GA is in Figure 2 (refer to [10] for more detail).

Coding
The most important procedure in GA is the coding step. In our problem, each one of
three scheduling forms are easily encoded by using a 2-bit binary number: 01 repre-
sents the normal scheduling, 10 is the zone scheduling and 11 is assigned to the express
scheduling. The length of chromosomes depends on the frequency or the headway. For
instance, consider the study period T = 15 minutes with the headway h = 3 minutes.
That means the number of vehicles is operated M = 5. If an individual has the chro-
mosome of 11 10 00 01 10 then it is understood as that 5 vehicles are assigned to 11,
10, 00, 01 and 10, respectively.

Genetic Operators
Three main operators in a GA schema are Selection, Crossing and Mutation.
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Fig. 2. GA schema

i) Selection:
Given a population at certain generation, Selection determine which individuals are
chosen for the next generation. We use Roulette gambling law for this step [13].
ii) Crossing:
Two individuals cross at a certain position. For example, the crossing of two head genes
of 00 00 00 00 00 and three tail genes of 11 11 11 11 11 is 00 00 11 11 11. The crossing
rate is set to Pc.
iii) Mutation:
Given a mutation rate of Pm. The individual is mutated at a random position, namely,
”0” becomes ”1” or vise versa.

4 A Case Study in Hanoi

Hanoi, the capital of Vietnam, is planning to have 8 BRT routes by 2030. At the present,
Kim Ma-Yen Nghia BRT route is being constructed and expectedly used in the end of
2015. We apply the model to this route. The route map is showed in Figure 3. The BRT
route is investigated with the following parameters:

i) The study period is T = 1h and the number of stops is N = 23;
ii) T0 = 30s and c = 15s;
iii) C1 = 0.2 and C2 = 0.3 and C3 = 0.5;
iv) The average speed is 22.5km/h = 375m/min. Based on the distance and the speed,
the running time is determined in Table 1.
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Fig. 3. Kim Ma- Yen Nghia BRT route

We test the demand of transport in two scenarios: the normal hour and the rush hour.
The algorithm is coded in C and run on a medium-configured laptop.

Normal Hour Scenario
The matrix of passenger arrival rates for the normal hour is given in Figure 4. This ma-
trix has the size of 23× 23. The number located at line j and colume k is the passenger
rate who want to go from stop j to stop k.

Fig. 4. Matrix of passenger arrival rates for the normal hour (people/min)
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Table 1. Running time on link

Link Distance (metres) Time (minutes)

Yen Nghia - 01 1589 4.237
01 - 02 511 1.363
02 - 03 512 1.365
03 - 04 548 1.461
04 - 05 503 1.341
05 - 06 417 1.112
06 - 07 470 1.253
07 - 08 630 1.680
08 - 09 550 1.467
09 - 10 410 1.093
10 - 11 590 1.573
11 - 12 585 1.560
12 13 565 1.507
13 14 720 1.920
14 - 15 640 1.707
15 - 16 625 1.667
16 - 17 1130 3.013
17 - 18 665 1.773
18 - 19 840 2.240
19 - 20 720 1.920
20 - 21 770 2.053

21 - Kim Ma 710 1.893

Based on the passenger arrival rates, three scheduling forms are chosen as in Table
2. As showed in Table 2, for the normal scheduling a vehicle catches/takes passengers
at every stations; for the zone scheduling, it does passengers at 12/23 and it does pas-
sengers at 7/23 for the express scheduling.

Table 2. Three scheduling forms (”1” means stop and ”0” is non-stop)

Stop 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Nomal 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Zone 1 0 0 1 1 1 0 0 0 1 1 1 0 1 1 0 0 1 1 0 0 0 1

Express 1 0 0 1 1 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0 0 1

The GA is run with the parameters: Pc = 0.8 and Pm = 0.005; the number of
generations is 1000; the number of population is up-to-15000. The results are reported
in Table 3. The first column h is the headway of BRT (frequency). The second column
shows the number of BRT vehicles (No.Veh.). The third one indicates the schedule for
each BRT vehicle: 0 means Normal; 1 is Zone; and 2 shows Express. For instance,
000 in the first line of the table indicates that all three vehicles is assigned to Normal
scheduling. The forth column (ScheCost) gives the total cost calculated by GA. The



Scheduling Problem for Bus Rapid Transit Routes 77

Table 3. Results obtained by GA for the normal hour

h (min) No. Veh. Schedule ScheCost IniCost Save (%) Time (m:ss)
20 3 0 0 0 322289 322289 0.00 0:00
15 4 0 0 0 1 295138 302723 2.51 0:01
12 5 0 0 0 1 1 279390 290997 3.99 0:02
10 6 0 0 0 0 1 1 267417 283189 5.57 0:15
6 10 2 0 0 0 2 1 1 1 1 1 234840 267636 12.25 1:54
5 12 2 0 0 0 0 2 1 1 2 1 1 1 226408 263778 14.17 2:10
4 15 2 0 0 0 1 0 2 1 1 2 1 2 1 1 1 227082 269672 15.79 2:25
3 20 2 0 0 0 0 0 0 1 0 2 2 1 2 1 1 1 1 2 2 1 1 231154 281469 17.88 2:14

fifth column (InCost) presents the total cost without the scheduling i.e. the total cost in
the case that all vehicles chooses Normal one. The sixth column shows the percentage
of saving cost when using scheduling. The last column is the computing time of GA.

Rush-Hour Scenario
We also test for the data in rush-hour (see Figure 5) and obtain the result in Table 4.

Fig. 5. Matrix of passenger arrival rates for the rush hour (people/min)

Some remarks on the results:

– Using scheduling combination, the cost of BRT system can be decreasing up-to-
18%.

– In rush hour, the number of vehicle using zone scheduling/express scheduling is
increasing.

– The computing time of the algorithm is trivial.
– From Table 3 and 4, the total cost can be visualized with respect to the number of
vehicles (Figure 6). It shows that the optimal number of vehicle is 12 (headway
h=5) for the normal hour. In rush-hour, the number of vehicle should be greater to
get the optimal cost, namely, the vehicle number is 15 (headway h=4). This result
is logical when remarking that one need more vehicles in rush hour.
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Table 4. Results obtained by GA for the rush-hour

h (min) No. Veh. Schedule ScheCost IniCost Save (%) Time (m:ss)
20 3 0 0 1 1793877 1811648 0.98 0:00
15 4 0 0 0 1 1650732 1704609 3.16 0:01
12 5 0 0 0 1 1 1556245 1640398 5.13 0:02
10 6 1 0 0 1 1 1 1490410 1597601 6.71 0:14
6 10 2 0 0 0 2 1 2 2 2 2 1313327 1512068 13.14 1:30
5 12 2 0 0 0 2 1 1 2 2 2 2 2 1267757 1490761 14.96 2:11
4 15 2 0 0 0 0 0 2 2 1 2 2 2 2 2 2 1254554 1520776 17.51 3:15
3 20 2 1 0 0 0 2 0 1 2 1 2 2 1 1 1 2 2 2 2 2 1276884 1564966 18.41 3:07

(a) Normal hour (b) Rush hour

Fig. 6. Total cost and the number of vehicles

5 Conclusions

This work consider the problem of determining an optimal headway and BRT schedul-
ing combination. We propose a modified model that overcomes the limitation, namely,
two BRT vehicles probably cross each other. The model is solved by the genetic algo-
rithm. The case study of the BRT route in Hanoi is investigated. Experimental results
show that total cost is reasonably decreasing after using scheduling combination strate-
gies.

Note that the model is probably extended to the multi-objective optimization prob-
lem. An incompletely prioritized BRT system is also the objective for the future work.
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Abstract. The Sequence Dependent Traveling Salesman Problem
(SDTSP) is a combinatorial optimization problem defined as a gener-
alization of the TSP. It emerged during optimization of two kinds of
commonly used placement machines for production of printed circuit
boards. The difference between SDTSP and TSP is that the cost in-
curred by transition from one point to another is dependent not only the
distance between these points but also subsequent k points. In this study,
we applied Simulated Annealing (SA), Artificial Bee Colony (ABC) and
Migrating Birds Optimization (MBO) to solve real-world and random
SDTSP instances. The metaheuristics were tested with 10 neighbor func-
tions. In our computational study, we conducted extensive computational
experiments. Firstly, we obtained best parameter value combination for
each metaheuristic. Secondly, we conducted experiments so as to deter-
mine best performing neighbor function for each metaheuristic. Compu-
tational experiments show that twoopt function can be considered as
the most suitable function for all the three metaheuristics.

Keywords: metaheuristics, combinatorial optimization, sequence de-
pendent traveling salesman problem.

1 Introduction

The Sequence Dependent Traveling Salesman Problem (SDTSP) is a recently in-
troduced combinatorial optimization problem as a generalization of the Traveling
SalesmanProblem (TSP) [1]. TSP can be easily stated as follows: a salesmanwants
to visitn distinct cities and then returns home.Hewants to determine the sequence
of the travel so that the overall travelling time is minimized while visiting each city
not more than once. Conceptually it seems simple, but obtaining an optimal so-
lution requires a search in set with n! feasible solutions. The difference between
SDTSP and the TSP is that the cost incurred by transition from one vertex to an-
other depends not only the distance between these points but also on the choice of
subsequent k vertices due to an additional constraint added to the cost calculation
function. Therefore, solution methods for the TSP are not guaranteed to generate
optimum/near-optimum solutions for SDTSP instances.

c© Springer International Publishing Switzerland 2015 83
H.A. Le Thi et al. (eds.), Advanced Computational Methods for Knowledge Engineering,
Advances in Intelligent Systems and Computing 358, DOI: 10.1007/978-3-319-17996-4_8



84 S. Tonyali and A.F. Alkaya

In the SDTSP, the cities (points) have an additional property, called free time
(ft), which affects the cost calculation (i.e., in this study we calculate cost in
time units). For a given travel sequence, cost of travel between points i and j
when point j is visited in pth position is calculated with the following equation.

C2(p, i, j) = max{C1(i, j),max{ftp, f tp+1, f tp+2, . . . , f tp+k−1}} (1)

where C1(i, j) gives the travel cost from point i to point j, ftp+1 is the free
time of the point visited in (p+1)st position, ftp+2 is the free time of the point
visited in (p + 2)nd position and so on. k represents the number of points in
the travel sequence whose free time characteristic will be taken into account in
the cost calculation. If k is zero, then C2 turns out to be C1(i, j) and thus the
problem becomes a classical TSP.

One can easily observe that the cost calculation of a tour can be done only
after the tour is completely determined. The following example illustrates the
difference between the classical TSP and the SDTSP. Table 1 provides the coor-
dinates and free-time costs of the points. In this example, let the cost between
any pair of points is affected by free time costs of subsequent four points (k=4).
In order to calculate the C2 cost between two points, a and b, according to Eq. 1,
we firstly calculate C1 (in Chebyshev metric for this small example). Then, by
using the C1 cost and finding the maximum of free time values of following four
points, the C2 cost is calculated.

Table 1. Data for a SDTSP example

Point x y ft

A 2 7 2

B 4 6 2

C 6 7 2

D 8 5 2

E 7 5 2

F 4 5 2

G 8 1 2

H 4 1 2

J 1 5 2

K 2 5 4

If the problem had been handled as a classical TSP instance, the tour given
in Figure 1 (Tour 1) would have been an optimal solution with 24 time units.
However, this is a costly tour (34 time units) for the SDTSP. On the other hand,
although the tour given in Figure 2 is more costly than an optimal solution for
the classical TSP (25 time units) it will be the optimal solution for the SDTSP.
Hence, it is not guaranteed that optimal solutions for a conventional TSP are
also optimal for the SDTSP.
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Fig. 1. Tour 1

Fig. 2. Tour 2

The SDTSP emerged during the optimization of placement machines used in
printed circuit board (PCB) manufacturing industry [2]. A placement machine
is very expensive and therefore, the assembly lines are typically designed such
that the placement machine is the limiting resource or bottleneck, which is the
key issue for assembly line optimization [3,4]. Thus, for manufacturers to remain
competitive in the growing PCB market, they must concentrate their efforts on
improving the efficiency of their placement machines. Even small improvements
in PCB assembly increase productivity and bring huge amounts of profits to the
company.

It is agreed that one of common solution methods for combinatorial optimiza-
tion problems is to utilize metaheuristics. Metaheuristics are nothing but the
heuristic methods that can be applied for various problems with small mod-
ifications. Some of the well-known metaheuristics being used to solve combi-
natorial optimization problems are genetic algorithm, simulated annealing, ant
colony optimization, tabu search and iterated local search. In this study, we ap-
plied three metaheuristics to find solutions to the SDTSP: simulated annealing
(SA) [5], artificial bee colony algorithm (ABC) [6] and newly proposed migrating
birds optimization (MBO) [7]. The reason why we have chosen ABC and MBO
is that they are recently proposed and unexploited metaheuristics. Besides, all
these metaheuristics rely on neighborhood search. Therefore, in this study, we
also compared the efficacy and the efficiency of several neighbor functions on
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solution quality. In our computational work, we compared performances of these
metaheuristics in terms of solution quality and running time on synthetic data.

The rest of this paper is organized as follows: In Section 2, we give algorithmic
details about the three metaheuristics mentioned above. In Section 3, neighbor
functions of which performances were compared in this study are introduced. In
Section 4, we provide the experimental setup results regarding the best values
of algorithm parameters and best-fit neighbor functions for each metaheuristic.
In the last section, we conclude with a summary of the study and its main
conclusions, and some future work with which we are planning to extend this
study.

2 Background

2.1 Simulated Annealing

In metallurgy, annealing is a technique involving heating a solid to a high tem-
perature (melting) and then controlled cooling it (freezing) very slowly to reach
thermal equilibrium at each temperature. Thermal equilibrium is reached at a
temperature value at which large changes in energy do not occur [8]. The main
goal is to find a configuration that minimizes the energy of the system. In this
analogy; system, configuration and energy correspond to a combinatorial op-
timization problem, solution generated for this problem and the cost of this
proposed solution, respectively [5].

The algorithm starts by generating an initial solution (either randomly or
heuristically constructed) and by initializing the so-called temperature parame-
ter T . Then, at each iteration a solution s in N(s) (the set of neighbor solutions
of s) is randomly sampled by using a neighbor function (e.g., twoopt move,
pair-wise exchange etc.) and it is accepted as new current solution depending
on f(s), f(s′) (f function calculates cost of a solution) and T . s′ replaces s if
f(s′) < f(s) or, in case f(s′) ≥ f(s), with a probability, which is a function of T ,
and f(s′)−f(s). The probability is generally computed following the Boltzmann
distribution

exp
f(s′)−f(s)

T (2)

Metropolis et al. [9] introduced a simple algorithm that simulates the anneal-
ing process in metallurgy. This algorithm was latterly named as SA by Kirk-
patrick et al. [5]. We designed our SA originating from [10] as follows: There are
two nested loops. An initial solution is generated randomly and assigned as the
best solution before the loops start. Then, in the inner loop, current solution
is perturbed by using a neighbor function and a new solution is generated. If
the objective function value of this new solution is less than or equal to that
of the current solution, then the new solution is assigned as the current solu-
tion for the next inner loop iteration. In addition, if the objective function value
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of the new solution is less than that of the best solution, then the best solution is
replaced with the new solution. Otherwise, that is, if the objective function value
of the new solution is greater than that of the current solution, then the new
solution is accepted as the current solution with a probability. This probability
value is calculated as above. The inner loop repeats this process R times. After
inner loop finishes, this value is augmented by multiplying it by b where b is
the expansion coefficient for R. Then, so-called temperature value T is updated
by being divided by a, which is decrease ratio of temperature value. After these
updates, next iteration for the outer loop starts again. The outer loop repeats
this process until the number of solutions generated during iterations reaches
the maximum number of solutions to be generated.

2.2 Artificial Bee Colony

The ABC algorithm is a nature-inspired and population based optimization al-
gorithm simulating intelligent foraging behavior of a bee colony. In a bee colony,
in order to maximize the amount of food collected, honey bees collaborate with
each other. In that organization, there are three types of bees: employee bees,
onlooker bees and scout bees. Employee bees are responsible for determining
the quality of food source for onlooker bees. They dance for onlooker bees in
order to exchange information specifying the quality of food source they visited.
With the collective information from the employee bees, onlooker bees choose
the food sources and try to find better ones. After a while, the food sources being
exploited become exhausted. In such a case, associated employed bee abandons
her food source and becomes a scout. Then, it starts to explore for a new food
source randomly.

In this algorithm, all bees have the ability to keep their best solution. The
steps of the ABC are as follows:

i Initialize the solutions randomly,
ii Send employee bees to find solutions
iii From the probability calculations of employee bees, send onlooker bees and

find new better solutions
iv Send the scout bees to generate new solutions.
v Keep the best solution so far
vi Repeat ii-v until the stopping criteria are met.

ABC was proposed by Karaboga and Basturk where in their original study
they used ABC algorithm for optimizing multimodal (a function which has two or
more local optima) and multivariable functions [6]. Then, performance of ABC
was compared with those of Genetic Algorithm (GA), Particle Swarm Opti-
mization (PSO) algorithm and Particle Swarm Inspired Evolutionary Algorithm
(PS-EA). ABC outperformed the other algorithms. The results showed that this
new algorithm is competitive with commonly used algorithms for optimization
problems in the literature.
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2.3 Migrating Birds Optimization

The MBO algorithm is a newly proposed, population-based neighborhood search
technique inspired from the V formation flight of the migrating birds which is
proven to be an effective formation in energy minimization. In the analogy,
initial solutions correspond to a flock of birds. Likewise the leader bird in the
flock, a leader solution is chosen and the rest of the solutions is divided into two
parts. Each solution generates a number of neighbor solutions. This number is
a determiner value on exploration and it corresponds to the speed of the flock.
The higher this value, the more detailed the flock explores its surroundings.

The algorithm starts with a number of initial solutions corresponding to birds
in a V formation. Starting with the first solution (corresponding to the leader
bird) and progressing on the lines towards the tales, each solution is tried to be
improved by its neighbor solutions. If any of the neighbor solutions is better,
the current solution is replaced by that one. There is also a benefit mechanism
for the solutions (birds) from the solutions in front of them. Here we define the
benefit mechanism as sharing the best unused neighbors with the solutions that
follow. In other words, a solution evaluates a number of its own neighbors and
a number of best neighbors of the previous solution and is replaced by the best
of them. Once all solutions are improved (or tried to be improved) by neighbor
solutions, this procedure is repeated a number of times (tours) after which the
first solution becomes the last, and one of the second solutions becomes the
first and another loop starts. The algorithm is terminated after a number of
iterations.

This new metaheuristic was proposed by Duman et al. [7]. They applied it to
solve quadratic assignment problem instances arising from printed circuit board
assembly workshops. Its performance was compared with those of metaheuris-
tics implemented and compared in two previous studies. These metaheuristics
are simulated annealing, tabu search, genetic algorithm, scatter search, parti-
cle swarm optimization, differential evolution and guided evolutionary simulated
annealing. In this comparison, the MBO outperformed the best performed meta-
heuristic (simulated annealing) in the previous studies by approximately three
percent on the average. In addition, MBO was tested with some benchmark
problem instances obtained from QAPLIB and in most of the instances it ob-
tained the best known solutions. As a result of these tests, it is concluded that
the MBO is a promising metaheuristic and it is a candidate to become one of the
highly competitive metaheuristics. Duman and Elikucuk [12] applied MBO to
solve fraud detection problem. They also proposed a new version of MBO where
a different benefit mechanism is used. They tested the original MBO algorithm
and its new version on real data and compared their performance with that of
genetic algorithm hybridized with scatter search (GASS). Test results showed
that the MBO algorithm and its new version performed significantly better than
the GASS algorithm.
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3 Neighbor Functions

Since a solution for an SDTSP instance answers the question of in which or-
der vertices should be visited to minimize the total assembly time, it can be
represented as a permutation of vertex indices (See Figure 3).

Fig. 3. Representation of a solution

In this study, we tested and used ten neighbor functions (Figure 4).

– Adjacent Interchange: One of the indices in the permutation is chosen
randomly and this index is interchanged with its adjacent on the right. If the
chosen index is in the last position, then it is interchanged with the index
that is in the first position.

– Random Interchange: Two distinct indices in the permutation are chosen
randomly and interchanged.

– Move a Single Term: One of the indices in the permutation is chosen
randomly. Number of steps to be moved is chosen randomly from a prede-
termined set of candidate numbers, and then the index is moved rightwards
by the number of steps further from the current position.

– Move a Subsequence: A subsequence of the permutation, whose length
is determined by randomly choosing from a predetermined set of candidate
numbers is designated, and then the subsequence is moved rightwards by the
number, which is generated randomly in the range of 1 and the length of the
permutation, further from the current position of the beginning index of the
subsequence.

– Reverse a Subsequence: A subsequence of the permutation is determined
as in the Move a Subsequence function, and then the subsequence is reversed.

– Reverse and/or Move a Subsequence: This function consists of two
different functions: reverse and move a subsequence, and reverse or move a
subsequence. A subsequence of the permutation is determined as in the Move
a Subsequence function. Then, a random number which is in the range [0,
1) is generated. If the generated number is less than 0.5, then reversing and
move a subsequence function is carried out. This function, firstly, reverses
the subsequence and then moves the reversed subsequence rightwards by a
random number of steps in the range of 1 and the length of the permutation
further from the current position of the beginning index of the subsequence. If
the generated number is equal or greater than 0.5, then the function reverses
or moves the subsequence. A new random number in the range of [0, 1) is
generated. If the generated number is less than 0.5, then the subsequence is
reversed. Otherwise, it is moved rightwards as explained above.
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– Swap Subsequences: The permutation is divided into two. One subse-
quence for each division is determined as explained in the Move a Subse-
quence function, and then these subsequences are swapped with each other.

– Reverse and Swap Subsequences: The subsequences are determined as
in the Swap Subsequences function and they are reversed. Then, they are
swapped with each other.

– Twoopt: This function is the same as Reverse a Subsequence function ex-
cept that twoopt has no subsequence length limit, that is, the subsequence
may be the permutation itself.

– Random Remove and Reinsert: One of the indices is chosen randomly
and then it is inserted into a randomly chosen position.

4 Experimental Setup, Results and Discussion

To measure the performance of the metaheuristics we conducted two groups of
tests:

1. Tests conducted to fine tune the parameters of the algorithms,
2. Tests conducted to determine the neighbor functions with which the algo-

rithms can show their best performance,

The SDTSP originally emerged during the optimization of placement ma-
chines used in PCB manufacturing industry. For all tests, we used the specifica-
tions of a particular placement machine called ship shooters. That is, the board
carrier speed is 280 mm/sec in both x and y directions and the placement ma-
chine transports the next head onto mount position in 0.15 sec., 0.19 sec., 0.24
sec. and 0.29 sec. for weight groups 1, 2, 3 and 4, respectively and k is 6.

The random data were generated via a random data generator developed
for [2]. There are two kinds of model for generating the random data: structured
and homogeneous model. In structured model, components in the same weight
group are juxtaposed and this model resembles the real data. On the other hand,
in homogeneous model, components are placed homogeneously on the board
regardless of their weight category. We generated four types of PCB data each
having 100, 200, 300 or 400 components. All random data include components
from all weight groups, but mostly from group 1.

We compared the performances using two criteria:

1. Total Assembly Time (TAT): The time required for a chip mounter to
complete assembly of a PCB. This gives us the objective function value for
a problem instance.

2. Run Time (RT): The time required for a test case to be completed.

The tests are performed on a machine with Intel Xeon CPU E5 at 3.10 GHz.
with 128 GB RAM using Windows 7 Professional OS. In the following subsec-
tions, each figure is an average of 10 runs.
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Fig. 4. Representation of a solution
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4.1 Parameter Fine Tuning

In the following, we present the results of the first test conducted to fine tune
the parameters of the algorithms. All these algorithms generate their initial
solution(s) randomly and to make a fair comparison we impose a restriction on
the number of solutions generated on the same problem instance. This number
depends on the number of components a problem instance (or a PCB) and it
one third of the of three to the power of number of components.

The metaheuristics we exploit in this study have various parameters which
have to be fine-tuned. For SA, we need to fine-tune initial temperature (T ),
temperature decrease ratio (a), initial number of iterations for inner loop (R)
and its expansion coefficient (b). We took these parameters and their potential
values from [10]. That is, T is set to either 100 or 1000. R is set to either 5 or
20. a and b are set to either 1.1 or 1.5.

ABC algorithm inherently needs a colony size (CS) value. This value is the
number of initial solutions to be generated. It is used to calculate an important
value for ABC algorithm, limit. limit is maximum number of consecutive iter-
ations during which an ineffectual solution is used to generate new solutions.
In addition, we need a last parameter to calculate limit value; d. d is used as a
denominator in limit calculation formula as follows: limit = ((2xCSxD))/d [11]
where D is the number of dimensions of a vector that represents a point in the
problem. We determined potential values for CS arbitrarily but by inspiring the
values used in related studies. The values we used for CS are 10, 20 and 30. The
referenced study uses 3 for d. In addition to this, we wanted to investigate how
2 will affect the performance of the algorithm, so we incorporated it into the
potential values for d.

MBO algorithm has many more parameters than the others: number of initial
solutions (n), number of tours (m), number of neighbor solutions to be generated
from a solution (p) and number of solutions to be shared with the following
solution (x). To determine potential values for these parameters we utilized [7]:
n is set to 13, 25 or 51. m is set to 5, 10 and 20. p is set to 3, 5 or 7. x is set to
1, 2 or 3. Moreover, p value has to be equal to or greater than 2*x+1 due to the
inherent design of the algorithm.

We conducted a large of number computational experiments to reveal the
best performing parameter values. The best performing values are presented in
Table 2.

Table 2. The best parameter value combination for each metaheuristic

Algorithm Best Parameter Values

Artificial Bee Colony CS=30, d=2

Migrating Birds Optimization n=25, m=5, p=5, x=1

Simulated Annealing T=100, R=5, a=1.5, b=1.5
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4.2 Determining Best Performing Neighbor Functions

After selecting the best performing parameter value combinations for the algo-
rithms we need to determine which neighbor function should be used for each
algorithm. Hence, we carried out some computational experiments on synthetic
data in order to determine best-fit functions. In Table 3, we present average
runtimes and average total assembly times of the algorithms for each neighbor
function.

To determine most eligible neighbor function for each algorithm, we compare
the performances of the functions by using average of total assembly times ob-
tained by the functions from all real PCB data. For all algorithms, adjacent
interchange function shows the worst performance.

For ABC, twoopt function shows the best performance. The second- and the
third-best functions are random remove and reinsert and reverse and/or move
subsequence, respectively.

MBO also shows its best performance with twoopt function. The second-
and the third-best functions are reverse and/or move subsequence and move
subsequence functions, respectively.

For SA, randomremovereinsert function shows the best performance. It
is slightly better than twoopt function. twoopt and reverse and/or move subse-
quence functions show the second- and the third-best performance, respectively.

Table 3. Neighboring function performance for each metaheuristic

Function ABC MBO SA
RT TAT RT TAT RT TAT

adjacentinterchange 115.97 34.45 144.83 31.81 113.03 26.43

movesingleterm 117.29 27.66 148.26 21.23 113.99 20.17

movesubsequence 116.66 24.90 146.50 17.06 114.50 16.90

randominterchange 116.36 25.75 146.00 17.88 113.42 17.05

randomremovereinsert 118.27 24.32 159.89 17.10 116.80 16.82

reverseandormovesubsequence 183.75 24.72 203.75 16.95 194.92 16.88

reverseandswapsubsequences 121.39 27.17 158.41 17.73 116.50 17.49

reversesubsequence 122.39 25.77 150.26 20.16 114.62 17.73

swapsubsequences 119.82 27.18 154.35 17.54 116.05 17.50

twoopt 120.24 23.18 154.99 16.87 116.16 16.84

5 Summary, Conclusions and Future Work

SDTSP is a newly defined combinatorial optimization problem which emerged
during optimization of placement machines having been used PCB assembly. In
this study, we determined the best parameter value combination and the best
performing neighbor function for three metaheuristics by taking SDTSP into
consideration. Firstly, best performing parameter value combination for each of
the metaheuristics are found as a result of extensive computational experiments.
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When the metaheuristics utilize their best parameter value combination it is
observed that twoopt shows the best performance out of 10 neighbour functions.
As an extension to this study, we plan to make a study that finds the effect
of various values of k on the complexity of SDTSP. Besides, the performance
of the metaheuristics will be compared with exact solutions on relatively small
problem instances.
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Abstract. This paper presents attitude determination using a designed observer 
for gyroless Low Earth Orbit spacecraft using two different estimation ap-
proaches which are Extended Kalman Filter (EKF) and Particle Filter (PF) algo-
rithms. This designed system contributes as an alternative or backup system 
during rate data absence resulted from the unexpected failure of existing gyros. 
The performance of EKF and PF as the estimator in the observer are compared 
in terms of statistical and computational aspects. The performance of the non-
linear observer to estimate the states is also verified using real flight data of 
Malaysian satellite. 

Keywords: Nonlinear observer, Satellite attitude estimation, Extended Kalman 
Filter, Particle Filter.  

1 Introduction 

Satellite attitude is important to be determined in a satellite to be fed back to control-
ler in accomplishing a specific satellite mission such as Earth observation, communi-
cation, scientific research and many other missions. However not all states are  
directly available may be due to malfunction sensor or as a way to obtain a substantial 
reduction of sensors which represents a cost reduction. In commonly practice of atti-
tude determination system (ADS), the angular velocity and attitude information of a 
spacecraft are obtained respectively from measurement of rate sensor such as gyro-
scopes and also attitude sensor such as sun sensor, star sensor, or magnetometer. 
However, gyroscopes are generally expensive and are often prone to degradation or 
failure [1]. Therefore, as an alternative or backup system to circumvent the problem 
of gyroless measurement, an observer can be designed to provide the information of 
angular velocity by using only the measurement of Euler angles attitude. 

Since decades, a great number of research works have been devoted to the problem 
of estimating the attitude of a spacecraft based on a sequence of noisy vector observa-
tions such as [2][3][4][5]. Different algorithms have been designed and implemented 
in satellite attitude estimation problem. Early applications relied mostly on the  
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Kalman filter for attitude estimation. Kalman filter was the first applied algorithm for 
attitude estimation for the Apollo space program in 1960s. Due to limitation of 
Kalman filter which work optimal for linear system only, several famous new ap-
proaches have been implemented to deal with the nonlinearity in satellite attitude 
system including Extended Kalman Filter (EKF) [6][7][4], Unscented Kalman Filter 
(UKF) [8][9][10],  Particle Filter (PF) [11][12][13], and predictive filtering [14][15]. 
EKF is an extended version of Kalman filter for nonlinear system whereby the non-
linear equation is approximated by linearized equation through Taylor series expan-
sion. UKF, an alternative to the EKF uses a deterministic sampling technique known 
as the unscented transform to pick a minimal set of sample points called sigma points 
to propagate the non-linear functions. EKF and UKF approaches is restricted assume 
the noise in the system is Gaussian white noise process. While, PF is a nonlinear es-
timation algorithm that approximates the nonlinear function using a set of random 
samples without restricted to a specific noise distribution as EKF and UKF.  

The organization of this paper proceeds as follows. Section 2 presents mathemati-
cal model of the derived nonlinear observer for satellite attitude estimation. Section 3 
describes two estimation algorithms used in the observer system which are EKF and 
PF. Section 4 presents and discusses the performance of the observer system and Sec-
tion 5 presents the paper's conclusions. 

2 Nonlinear Mathematical Model of the Observer  

A nonlinear observer is a nonlinear dynamic system that is used to estimate the un-
known states from one or more noisy measurements. Mathematically, the nonlinear 
observer design is described as follows. Given the actual nonlinear system dynamics 
and measurement described by continuous-time model [16] 

 = ( ) +       (1)  

   = ℎ( ) +       (2)  

Then, the observer is modelled as  = ( )     (3) = ℎ( )  (4)  

In Eqs. (1)-(4), ∈  is the state vector and ∈  is the output vector,  and  
denote the noise or uncertainty vector in the process and measurement respectively.  
While  and  denote the corresponding estimates. 

In this work, the system is designed to estimate the satellite’s angular velocity ( , , )  by using Euler angles attitude (∅, , ) measurement only. Hence the 
state vector is = [ , , , ∅, , ] , while the state equation is = ,  , , ∅, ,     (5) 

with  
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= − + 3 ∅ ∅   (6) = − + 3 ( ) ∅  (7) 

= − + 3 ∅   (8) ∅ = [ +  ] + ∅ + ( ∅ + ∅ ) + ∅ [ +(− ∅ + ∅ )]     (9) = ∅ + ( ∅ + ∅ ) − ∅[ + (− ∅ + ∅ )] (10) = ∅ + ( ∅ + ∅ ) + ∅ [ + (− ∅ + ∅ )] (11) 

where = , , , = ,  ,  , = ,  ,  , = , ,  
represent satellite’s moment of inertia, angular acceleration, angular velocity and 
space environmental disturbances torque vectors respectively. While ∅ is rotational 
angle about X-axis (roll);  is rotational angle about Y-axis (pitch); and  is rota-
tional angle about Z-axis (yaw). In the above equation c, s and t denote cosine, sine, 
and tangent functions, respectively. While,   is the orbital rate of the spacecraft. 

While, the measurement equation of the designed observer is  

= ℎ( ) = ∅
    (12) 

3 Nonlinear Estimation Algorithms 

3.1 Extended Kalman Filter 

In this work, EKF is used as one of the methods since it is widely used estimation 
algorithm in real practice of spacecraft community and theoretically attractive in the 
sense that it minimizes the variance of the estimation error. EKF algorithm is de-
scribed as below. [17] 

Let the continuous model in Eqs. (1) and (2) are transformed into the discrete-time 
model such that  = ( ) +                  (13) = ℎ( ) +      (14)  

Here the subscript of the variables denotes the time step, while  and  are re-
stricted assumed as Gaussian distributed noises with mean zero and covariance  
and  respectively such that  ~ (0, ) and ~ (0, ). Then, the estimated 
state is obtained through the following step. 

Step 1: Set the initial state estimate = |  and variance = | .     (15) 
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Step 2: Repeat 
 
(i) Prediction step (priori estimate)  

• Jacobian of ( ):  = |                                (16)  

• Predicted state estimate: | = |                          (17)                                             

• Predicted covariance estimate:   | = | +   (18)                                              

  (ii) Update step (posteriori estimate) 

• Jacobian of ℎ( ): =  |                                                   (19)                                             

• Kalman gain: = | | +               (20)                                         

• Updated state estimate:       | = | + − ℎ  |     (21)      

• Updated covariance estimate:  | = [ − ] |       (22)                        

3.2 Particle Filter 

Particle Filter (PF) was developed in 1993 by Gordon et al [18] under the name of the 
‘bootstrap filter algorithm’. PF does not require any assumption about the state-space 
or the noise of the system to be Gaussian as restricted in conventional method EKF. 
The method approximates the posterior density using a set of particles. PF algorithm 
is described as below. [19] 

Let the continuous-time model in Eqs. (1) and (2) are transformed into the discrete-
time model as described in Eqs. (13) and (14) written again for convenience  = ( ) +     (23) = ℎ( ) +      (24)  

Here the subscript of the variables denotes the time step, while  and  are 
process and measurement noises respectively with variance  and . Then, the 
estimated state is obtained through the following step [19]:  

Step 1: Set the number of particles  and set the initialization 

• Initial state estimate:   = |                      (25) 

• Initial particles:     = |  for  = 1,2, ⋯ ,                    (26) 

• Initial weight: =   for  = 1,2, ⋯ ,      (27) 

Step 2: Repeat  
  (i) Sequential importance sampling 

• Draw particles: ~ ; ( ),  for  = 1,2, ⋯ ,      (28) 
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• Compute the weight for each particle:  = ; ℎ ( ),     
for  = 1,2, ⋯ ,                                                                             (29) 

• Calculate the total weight:   = ∑                    (30) 

• Normalize the weight: =     for  = 1,2, ⋯ ,                    (31) 

(ii) Resampling (To eliminate samples with low importance weights) 

• Initialize cumulative sum of weight (CSW) : = 0      (32) 

• Construct CSW:  = +   for  = 2,3, ⋯ ,      (33) 

• Start at the bottom of the CSW:  = 1       (34) 

• Draw a starting point:   ~ 0,        (35) 

• For   = 1,2, ⋯ ,  

o Move along the CSW:  = + ( − 1)                   (36) 

o Set if > , then update = + 1                                 (37) 

o Assign particles:  =                     (38) 

o Assign weight:  =                                                (39) 

 (iii) State estimation  

• Compute estimated state:  | = ∑      (40) 

4 Result and Discussion   

The first study is to validate the capability of the designed observer to estimate the 
angular velocity by using measurement Euler angles attitude roll, pitch and yaw only. 
The accuracy of the estimated states is assessed by comparing the estimated states 
with the real states provided by sensor data of RazakSAT. RazakSAT is a Malaysian 
satellite which was launched into Low Earth Orbit near Equatorial in 2009.  In the 
mission, the attitude was provided directly using sun sensor, one of the attitude sen-
sor, while the angular velocity was provided by gyroscope sensor. 

The performance of the PF and EKF as the algorithms in the designed observer to 
estimate the angular velocity without the gyroscopes is verified by comparing the 
estimated states with the real states provided by sensor data of RazakSAT. Figs. 1-3 
show comparisons between the estimated angular velocities using PF and EKF algo-
rithms compared to the real angular velocities measurement provided by gyroscope 
sensor in RazakSAT mission, respectively around X-axis, Y-axis, and Z-axis. From 
all the three figures, it is observed that the trendlines of the estimated states are  
still within 0.1 deg/s ranges which are suitable for moderate accuracy attitude deter-
mination.  
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Fig. 1. Comparison between the estimated and the real angular velocity around X-axis 

 

 

Fig. 2. Comparison between the estimated and the real angular velocity around Y-axis 

 

 

Fig. 3. Comparison between the estimated and the real angular velocity around Z-axis 

The accuracy of the estimated states is validated using Root Mean Squared Error 
(RMSE) as tabulated in Table 1. By referring to the norm values in Table 1, it is  
concluded that PF provide slightly more accurate than EKF and could be a realistic 
option in practice when one considering statistical performance. This could be due to 
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the non-Gaussian factor of the real data of RazakSAT as verified in previous work of 
the authors in [20].  

Table 1. RMSE of the estimated angular velocity 

Algorithm 
RMSE (deg/s) 

    Norm 
EKF 0.0282 0.0393 0.0416 0.0638 
PF 0.0339 0.0371 0.0387 0.0634 

The second study is to investigate the effects of the process noise variance,   on 
both algorithms performance in terms of accuracy and computational aspects through 
simulation in MATLAB software. The process noise represents the uncertainty in the 
system model due to modeling errors and approximations. The accuracy and computa-
tional aspects are assessed respectively using norm of error and CPU time.  Norm of 
error and CPU time generated for different values of the process noise variance,  are 
empirically tabulated in Table 2. Fig. 4 plots the norm of error as a function of the pro-
cess noise variance,  for 0.001 ≤  ≤ 0.01. It is observed that for PF, the norm of 
error is drastically increased as the process noise variance  is increased. However, note 
that for EKF, there are insignificant changes of the norm of error values, which remains 
less than 0.002 as  is increased. Hence, it is concluded that EKF is more robust with 
respect to modeling errors and approximations.  While the plot of the CPU time as a 
function of the process noise variance,  for 0.001 ≤  ≤ 0.01 is shown in Fig. 5. It 
is observed that CPU time for both algorithms do not increased as the variance  is 
increased. However, the CPU time taken by PF is about 28 times more than EKF. Hence, 
it is concluded that EKF is faster than PF to provide the estimation. This is because of 
more computational effort is required in PF to generate the particles to represent the den-
sity of the estimated state. Although EKF algorithm requires the Jacobian matrix compu-
tation at each iteration, the complexity does not contributes a large burden as generation 
of particles to represent the density in PF algorithm. 

Table 2. Norm of error and CPU time for different values of process noise variance,  

Process 
noise vari-
ance,  

Norm of error (deg/s) CPU time (s) 

EKF PF EKF PF 

0.001 0.0014 0.0017 0.067 1.379 
0.002 0.0016 0.0023 0.053 1.617 
0.003 0.0016 0.0026 0.050 1.440 
0.004 0.0017 0.0031 0.062 1.561 
0.005 0.0017 0.0044 0.040 1.444 
0.006 0.0017 0.0045 0.049 1.542 
0.007 0.0017 0.0048 0.059 1.463 
0.008 0.0017 0.0060 0.053 1.493 
0.009 0.0018 0.0066 0.052 1.561 
0.010 0.0017 0.0085 0.053 1.480 
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Fig. 4. The norm of error versus the variance of process noise,  

 

 

Fig. 5. The CPU time versus the variance of process noise,  
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The third study is to investigate the effects of the measurement noise variance,   
on both algorithms performance in terms of accuracy and computational aspects, also 
through simulation in MATLAB software. The measurement noise represents the 
uncertainty in the measurements accuracy. Smaller values of the measurement noise 
variance indicate more accurate of the measurements. Again, the accuracy and com-
putational aspects are assessed respectively using norm of error and CPU time.  Norm 
of error and CPU time generated for different values of the measurement noise vari-
ance,  are empirically tabulated in Table 3. Fig. 6 plots the norm of error as a func-
tion of the measurement noise variance,  for 0.001 ≤  ≤ 4. It is observed that 
for EKF, the norm of error is drastically increased as the measurement noise variance  is increased. However for PF, there are insignificant changes of the norm of error 
values, which remains less than 0.25 as  is increased. Hence, it is concluded that PF 
is more robust with respect to measurement uncertainty.  While the plot of the CPU 
time as a function of the measurement noise variance,  for 0.001 ≤  ≤ 4 is 
shown in Fig. 7. It is observed that CPU time for both algorithms do not increased as 
the variance  is increased. As in the second analysis discussed before, the CPU time 
required by PF is about 28 times more than EKF also, which demonstrates that the 
EKF is faster than PF to provide the estimation. Hence, it is concluded that the size of 
process and measurement noise does not influenced the CPU time required to com-
pute the estimation. 

 

Table 3. Norm of error and CPU time for different values of measurement noise variance,  

Measure-
ment noise 

variance,  

Norm of error (deg/s) CPU time (s) 

EKF PF EKF PF 

0.001 
1.4102e-

04 
4.6745e-04 0.053 1.469 

0.010 0.0156 0.0043 0.040 1.480 
0.100 0.0300 0.0131 0.050 1.380 
1.000 0.8965 0.0191 0.050 1.440 
2.000 1.9548 0.0153 0.050 1.279 
3.000 3.2486 0.0278 0.040 1.510 
4.000 4.1421 0.0122 0.030 1.480 
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Fig. 6. The norm of error versus the variance of measurement noise,  

 

 

Fig. 7. The CPU time versus the variance of measurement noise,  
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the designed observer has been verified using real inflight attitude data of Malaysian 
satellite. The result shows that the designed observer is able to provide the infor-
mation of angular velocity within 0.1 deg/s accuracy, which is suitable for moderate 
accuracy attitude determination such as during housekeeping and detumbling mode. 
Furthermore, the robustness of the algorithms with respect to the modeling uncertain-
ty and measurement accuracy in this application are studied and compared in terms of 
statistical and computational aspects through MATLAB simulation. In terms of statis-
tical aspect, the EKF shows its robustness against the modeling uncertainty, however 
not robust to the measurements uncertainty. Conversely, the PF shows its robustness 
against the measurements uncertainty, but not robust to the modeling uncertainty. 
While, in terms of computational aspect, the result shows that the EKF is faster than 
PF, with the computational time taken by PF is about 28 times more than EKF. This is 
due to more computational effort is required in PF to generate the particles to repre-
sent the density of the estimated states. Although EKF algorithm requires computing 
the Jacobian matrix at each iteration, the complexity does not contributes a large bur-
den as generation of particles to represent the density in PF algorithm. Therefore for 
this application, the conventional method EKF is preferred to be used for efficient 
implementation as long as the method work fine and hence there is no need for further 
complications. However, the PF is strongly suggested during contingency condition 
of inaccurate or large uncertainty measurements such as due to faulty sensors.   

References 

1. Crassidis, J.L., Markley, F.L.: An MME-based attitude estimator using vector observa-
tions. NASA Conf. Publ., 137 (1995) 

2. Christian, J.A., Lightsey, E.G.: The sequential optimal attitude recursion filter. Journal of 
Guidance, Control, and Dynamics, 1–20 (2010) 

3. Emara-Shabaik, H.E.: Spacecraft spin axis attitude. IEEE Trans. Aerosp. Electron. 
Syst. 28(2), 529–534 (1992) 

4. Appel, P.: Attitude estimation from magnetometer and earth-albedo-corrected coarse sun 
sensor measurements. Acta Astronaut 56(1–2), 115–126 (2005) 

5. Liu, B., Chen, Z., Liu, X., Yang, F.: An efficient nonlinear filter for spacecraft attitude es-
timation. Int. J. Aerosp. Eng. 2014, 1–11 (2014) 

6. Filipski, M.N., Varatharajoo, R.: Evaluation of a spacecraft attitude and rate estimation al-
gorithm. Aircr. Eng. Aerosp. Technol. 82(3), 184–193 (2010) 

7. Fadly, M., Sidek, O., Said, A., Djojodihardjo, H., Ain, A.: Deterministic and recursive ap-
proach in attitude determination for InnoSAT. TELKOMNIKA 9(3) (2011) 

8. Cheon, Y.J., Kim, J.H.: Unscented filtering in a unit quaternion space for spacecraft atti-
tude estimation. In: IEEE Int. Symp. Ind. Electron., pp. 66–71 (2007) 

9. Vandyke, M.C., Schwartz, J.L., Hall, C.D.: Unscented Kalman filtering for spacecraft atti-
tude state and parameter estimation. In: Proceedings of the AAS/AIAA Space Flight Me-
chanics Conference, pp. 1–13 (2004) 

10. Bae, J.H., Kim, Y.-D.: Attitude estimation for satellite fault tolerant system using federated 
unscented Kalman filter. Int. J. Aeronaut. Sp. Sci. 11(2), 80–86 (2010) 

11. Liu, Y., Jiang, X., Ma, G.: Marginalized particle filter for spacecraft attitude estimation 
from vector measurements. J. Control Theory Appl. 5(1), 60–66 (2007) 



106 N.H. Hamzah et al. 

12. Yafei, Y., Jianguo, L.: Particle filtering for gyroless attitude/angular rate estimation algo-
rithm. In: 2010 First Int. Conf. Pervasive Comput. Signal Process. Appl., pp. 1188–1191 
(2010) 

13. Cheng, Y., Crassidis, J.L.: Particle filtering for sequential spacecraft attitude estimation. 
In: AIAA Guidance, Navigation, and Control Conference and Exhibit (2000) 

14. Crassidis, J.L., Markley, F.L., Lightsey, E.G., Ketchum, E.: Predictive attitude estimation 
using global positioning system signals. In: NASA Conference Publication, pp. 1–14 
(1997) 

15. Crassidis, J.L., Markley, F.L.: Predictive filtering for attitude estimation without rate sen-
sors. J. Guid. Control. Dyn. 20(3), 522–527 (1997) 

16. Aly, M.M., Abdel Fatah, H.A., Bahgat, A.: Nonlinear observers for spacecraft attitude es-
timation in case of yaw angle measurement absence. Int. J. Control. Autom. Syst. 8(5), 
1018–1028 (2010) 

17. Crassidis, J.L., Junkins, J.L.: Optimal Estimation of Dynamic Systems. CRC Press, Boca 
Raton (2004) 

18. Gordon, N.J., Salmond, D.J., Smith, A.F.M.: Novel approach to nonlinear/non-Gaussian 
Bayesian state estimation. IEE Proc. F Radar Signal Process. 140(2), 107–113 (1993) 

19. Ristic, B., Arulampalam, S.: Gordon. Artech House, Boston (2004) 
20. Hamzah, H.N., Yaacob, S., Muthusamy, H., Hamzah, N.: Analysis of the residual between 

the model and the data using autocorrelation function for satellite attitude estimation. In: 
Proceedings - 2013 IEEE 9th International Colloquium on Signal Processing and its Ap-
plications, CSPA 2013, pp. 78–82 (2013) 



Graph Coloring Tabu Search

for Project Scheduling

Nicolas Zufferey

Geneva School of Economics and Management, GSEM - University of Geneva
Blvd du Pont-d’Arve 40, 1211 Geneva 4, Switzerland

n.zufferey@unige.ch

Abstract. Consider a project consisting of a set of n operations to be
performed. Some pairs {j, j′} of operations are incompatible, which can
have two different meanings. On the one hand, it can be allowed to
perform j and j′ at common time periods. In such a case, incompatibility
costs are encountered and penalized in the objective function. On the
other hand, it can be strictly forbidden to perform j and j′ concurrently.
In such a case, the overall project duration has to be minimized. In
this paper, three project scheduling problems (P1), (P2) and (P3) are
considered. It will be showed that tabu search relying on graph coloring
models is a very competitive method for such problems. The overall
approach is called graph coloring tabu search and denoted GCTS.

Keywords: Graph coloring, tabu search, project scheduling, combina-
torial optimization, metaheuristics.

1 Introduction

Firstly, consider a project (P1) consisting in n operations to be performed within
k time periods, assuming that each operation has a duration of at most one time
period. When an operation is assigned to a specific period, an assignment cost
is encountered. In addition, for some pairs of operations, an incompatibility cost
is encountered if they are performed at the same period. The goal is to assign a
period to each operation while minimizing the costs. Secondly, consider problem
(P2), which is an extension of (P1). For each operation, its duration is known
as an integer number of time periods, and preemptions are allowed at integer
points of time. The goal is to assign the required number of periods to each
operation while minimizing the costs. Thirdly, consider problem (P3), which
consists in a set of operations to be performed, assuming the processing time
of each operation is at most one time period. Precedence and incompatibility
constraints between operations have to be satisfied. The goal is to assign a time
period to each operation while minimizing the duration of the project.

Given a graph G = (V,E) with vertex set V and edge set E, the k-coloring
problem (k-GCP) consists in assigning an integer (called color) in {1, . . . , k}
to every vertex such that two adjacent vertices have different colors. The graph
coloring problem (GCP) consists in finding a k-coloring with the smallest possible

c© Springer International Publishing Switzerland 2015 107
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Advances in Intelligent Systems and Computing 358, DOI: 10.1007/978-3-319-17996-4_10



108 N. Zufferey

value of k (the optimal value is denoted χ(G)). Both problems are NP-hard [10]
and many heuristics were proposed to solve them. It will be showed that problem
(P1) (resp. (P2) and (P3)) can be modeled as an extension of the graph coloring
problem (resp. graph multi-coloring problem, mixed graph coloring problem).

Problems (P1), (P2) and (P3) are new and there is no literature on it, ex-
cept [3,22,30] on which this paper strongly relies. For a recent survey on graph
coloring, the reader is referred to [21]. Relevant references for the multi-coloring
problem with applications in scheduling are [5,9,12]. For more information on the
mixed graph coloring problem and some applications in scheduling, the reader is
referred to [1,8,13,26]. Graph coloring approaches for management and schedul-
ing problems are given in [15,28,29]. The reader desiring a review on scheduling
models and algorithms is referred to [24]. The reader interested in a general
project management book with applications to planning and scheduling is re-
ferred to [17]. Finally, the reader interested in project scheduling is referred to
[6,16,18,19].

The literature shows that tabu search has obtained competitive results for
(P1), (P2) and (P3). Let f be an objective function to minimize. Starting from
an initial solution, a local search generates at each iteration a neighbor solution
s′ from a current solution s by performing a move m (i.e. a slight modification
on s). In a descent local search, the best move is performed at each iteration
and the process stops when the first local optimum is reached. To escape from
a local optimum, in a tabu search, when a move m is performed to generate
s′ from s, then the reverse move is forbidden for tab (parameter) iterations. At
each iteration, the best non tabu move is performed. The process is stopped for
example when a time limit is reached. The reader interested in a recent book on
metaheuristics is referred to [11], and to [27] for guidelines on an efficient design
of metaheuristics according to various criteria.

In this work, it is showed that the project scheduling problems (P1), (P2) and
(P3) can be efficiently tackled with a tabu search metaheuristic relying on graph
coloring models. The resulting overall approach is called graph coloring tabu
search and denoted GCTS. In this paper, GCTS is adapted to (P1) in Section 2
(relying on [30]), to (P2) in Section 3 (relying on [3]), and to (P3) in Section 4
(relying on [22]). The reader is referred to the above mentioned three references
to have detailed information on the NP-hard state, the complexity issues, the
literature review, the generation of the instances, the experimental conditions
and the presentation of the results. For each problem, the main numerical results
will highlight the efficiency of GCTS. A conclusion is provided in Section 5.

2 Problem (P1)

2.1 Presentation of the Problem

Consider a project which consists of a set V of n operations to be performed.
The project manager provides a target number k of time periods within which the
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project has to be performed. It is assumed that: each time period has the same
duration (e.g. a working day); there is no precedence constraint between opera-
tions; each operation has a duration of at most one time period. Let c(j, j′) ≥ 0
denote an incompatibility cost between operations j and j′, which is to be paid if
j and j′ are performed at the same time period. The incompatibility cost c(j, j′)
represents for example that the same staff has to perform operations j and j′,
thus additional human resources must be hired in order to be able to perform
both operations at the same period. In addition, for each operation j and each
time period t, an assignment cost a(j, t) has to be paid if j is performed at period
t. a(j, t) represents for example the cost of the staff and machines which have to
perform operation j at period t. The goal is to assign a time period t ∈ {1, . . . , k}
to each operation j ∈ V while minimizing the total costs.

A solution using k periods can be generated by the use of a function per :
V −→ {1, . . . , k}. The value per(j) of an operation j is the period assigned to j.
With each period t can be associated a set Ct that contains the set of operations
performed at period t. Thus, a solution s can be denoted s = (C1, . . . , Ck), and
the associated encountered costs are described in Equation (1). (P1) consists in
finding a solution with k periods which minimizes these costs.

f(s) =

k∑

t=1

∑

j∈Ct

a(j, t) +

n−1∑

j=1

∑

j′∈{j+1,...,n}∩Cper(j)

c(j, j′) (1)

2.2 Graph Coloring Model Based on the k-GCP

Let I(j) denote the set of operations j′ such that c(j, j′) > 0. From the input data
of problem (P1), an incompatibility graph G = (V,E) can be built as follows. A
vertex j is associated with each operation j, and an edge [j, j′] is drawn each time
j′ ∈ I(j) (but not more than one edge between two vertices). A color t represents
a time period t. Coloring G with k colors while minimizing the number of con-
flicting edges (which is exactly the k-GCP) is equivalent to assign a time period
t ∈ {1, . . . , k} to each operation while minimizing the number of incompatibili-
ties. (P1) is actually an extension of the k-GCP, because the latter is a subcase
of the former where a(j, t) = 0 (∀j, t), and c(j, j′) = 1 (∀j with j′ ∈ I(j)). From
now on, the project scheduling terminology (e.g., operations, time periods) and
the graph coloring terminology (e.g., vertices, colors) are indifferently used.

2.3 Tabu Search

An efficient approach for the k-GCP consists in giving a color to each vertex
while minimizing the number of conflicts (a conflict occurs if two adjacent ver-
tices have the same color). If this number reaches 0, a legal k-coloring is found.
In such a context, a straightforward move is to change the color of a conflict-
ing vertex [14]. For (P1), the search space is the set of k-partitions of V and the
objective function to minimize is the total cost f . A move consists in changing the
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period assigned to an operation. In order to avoid testing every possible move
at each iteration, only the q% (parameter tuned to 40%) most costly operations
are considered for a move at each iteration. If operation j moves from Ct to Ct′

when going from the current solution s to the neighbor solution s′, it is forbid-
den to put j back in Ct during tab(j, Ct) iterations as described in Equation (2),
where R(u, v) randomly returns an integer in interval [u, v] (uniform distribu-
tion), and (u, v, α) are parameters tuned to (10, 20, 15). The maximum is used
to enforce tab(j, Ct) to be positive. The last term of Equation (2) represents the
improvement Imp(s, s′) of f when moving from s to s′. If s′ is better than s,
Imp(s, s′) is positive and the reverse of the performed move will be forbidden
for a larger number of iterations than if Imp(s, s′) < 0. In addition, if the di-
versity of the visited solutions is below a predetermined threshold, tab(j, Ct) is
augmented from that time (for all j and t), and if the diversity becomes above
the threshold, the tabu durations are reduced from that time. Note that a di-
versification mechanism also favors moves which are unlikely to be performed.

tab(j, Ct) = max

{

1, R(u, v) + α · f(s)− f(s′)
f(s)

}

(2)

2.4 Results

The stopping condition of each method is a time limit T of one hour on an Intel
Pentium 4 (4.00 GHz, RAM 1024 Mo DDR2). The following methods GR, DLS,
GCTS and AMA are compared on instances derived from the well-known graph
coloring benchmark instances [21]. Note that GR and DLS are restarted as long
as T is not reached, and the best encountered solution is returned.

– GR: a greedy constructive heuristic working as follows. Let J be the set
of scheduled operations. Start with an empty solution s (i.e. J = ∅). Then,
while s does not contain n operations, do: (1) randomly select an unscheduled
operation j; (2) a time period t ∈ {1, . . . , k} is assigned to j such that the
augmentation of the costs is as small as possible.

– GCTS: as described in Subsection 2.3.
– DLS: a descent local search derived from GCTS by setting q = 100% (i.e.

considering all the possible moves at each iteration), without tabu tenures.
– AMA: an adaptive memory algorithm [25], where at each generation, an

offspring solution s is built from a central memory M (containing 10 solu-
tions), then s is improved with a tabu search procedure relying on GCTS,
and finally s is used to update the content of M .

For a fixed value of k, Table 1 reports the average results (over 10 runs) obtained
with the above methods. Let f (GCTS) be the average value of the solution re-
turned by GCTS (rounded to the nearest integer) over the considered number
of runs. f (GR), f (DLS) and f (AMA) are similarly defined. From left to right, the
columns indicate: the instance name (incompatibility graph), its number n of
operations, its density d (average number of edges between a pair of vertices),
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the considered value of k, f (GCTS), and the percentage gap between f (GR) (resp.
f (DLS) and f (AMA)) and f (GCTS). Average gaps are indicated in the last line.
It can be observed that f (GCTS) clearly outperforms the other methods.

Table 1. Results on the (P1) instances

Graph G n d k f(GCTS) GR DLS AMA

DSJC1000.1 1000 0.1 13 241601 57.23% 28.49% 5.42%

DSJC1000.5 1000 0.5 55 250977 33.30% 18.43% -0.28%

DSJC1000.9 1000 0.9 149 166102 10.30% 11.35% -4.98%

DSJC500.5 500 0.5 32 98102 55.03% 34.76% 3.50%

DSJC500.9 500 0.9 84 64224 43.69% 42.71% 2.69%

flat1000 50 0 1000 0.49 33 665449 24.97% 10.82% -0.82%

flat1000 60 0 1000 0.49 40 462612 28.63% 14.16% -1.18%

flat1000 76 0 1000 0.49 55 246157 32.15% 18.23% -1.92%

flat300 28 0 300 0.48 19 62862 51.20% 29.19% 1.50%

le450 15c 450 0.16 10 149041 40.75% 20.45% 2.86%

le450 15d 450 0.17 10 146696 42.89% 22.49% 5.19%

le450 25c 450 0.17 17 72974 39.99% 27.11% 21.32%

le450 25d 450 0.17 17 70852 43.40% 29.40% 23.28%

Average 38.73% 23.66% 4.35%

3 Problem (P2)

3.1 Presentation of the Problem

(P2) is an extension of (P1) where the duration of an operation j is not limited to
one time period, but to pj (integer) periods. Preemptions are allowed at integer
time points. The goal is to assign pj (not necessarily consecutive) periods to
each operation j while minimizing assignment and incompatibility costs. The
assignment cost a(j, t) is defined as in Subsection 2.1. In addition, let cm(j, j′) >
0 (with m ∈ N

�) denote the incompatibility cost between incompatible operations
j and j′, which is to be paid if j and j′ have m common time periods. From
a practical standpoint, it is reasonable to assume that cm+1(j, j′) ≥ cm(j, j′)
(∀m). For compatible operations j and j′, cmj,j′ = 0 (∀m).

In order to represent a solution s, with each time period t ∈ {1, . . . , k} is
associated a set Ct containing the operations which are performed at period t.
Each operation j has to belong to pj sets of type Ct in order to be totally per-
formed. Let δmj,j′ = 1 if operations j and j′ are performed within m common time
periods, and 0 otherwise. Thus, a solution s can be denoted s = (C1, . . . , Ck),
and the associated objective function f(s) to minimize is presented in Equation
(3).

f(s) =
∑

t

∑

j∈Ct

a(j, t) +
∑

j<j′,m

cm(j, j′) · δmj,j′ (3)
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3.2 Graph Coloring Model Based on the Multi-coloring Problem

In the k-multi-coloring problem, each vertex j has to receive a predefined number
pj of colors in {1, . . . , k} such that adjacent vertices have no common color. A
conflict occurs if two adjacent vertices have at least one color in common. The
graph multi-coloring problem consists in finding the smallest k for which a k-
multi-coloring exists. Among the few existing methods for the multi-coloring
problem, tabu search was shown to provide very competitive results [5,7].

A vertex represents an operation, a color is a time period, and the required
number pj of colors to assign to vertex j is the duration of operation j. In
contrast with the k-multi-coloring problem, conflicts are allowed in (P2), but lead
to incompatibility costs. In addition, assignment costs are also considered (while
they are all equal in the k-multi-coloring problem and can thus be ignored).
Therefore, (P2) is an extension of the k-multi-coloring problem.

3.3 Tabu Search

A feasible solution is any assignment of the correct number of colors to each
vertex. The initial solution is a random assignment of pj colors to each vertex j.
A neighbor solution is produced by changing exactly one color on a vertex. Thus,
a move (j, t, t′) consists in replacing, for a single operation j, a time period t with
another time period t′. Assume that move (j, t, t′) has just been performed. The
moves (j, t, t′) and (j, t′, t) are then forbidden for tab (parameter) iterations,
where tab is tuned in interval [1, 50] depending on the instance size n.

In order to avoid exhaustive search at each iteration (i.e. evaluating all the
possible moves), it is proposed to control the size of the evaluated set of candidate
moves by two sensitive parameters N and K, which respectively indicate the
considered proportion of operations and time periods. It was observed that the
larger is n, the smaller should be N .

3.4 Results

The stopping condition of all (meta)heuristics is a time limit of T seconds, where
T depends on the number n of vertices of the graph. T = 300 for n ≤ 30, 600
for n = 50, 1200 for n = 100, and 3600 for n = 200. The following methods GR,
DLS and GCTS are compared on randomly generated instances. Note that GR
and DLS are restarted as long as T is not reached, and the best encountered
solution is returned.

– GR: a greedy constructive algorithm working as follows. At each step, fully
color a vertex while minimizing the augmentation of the costs.

– GCTS: as described in Subsection 3.3.
– DLS: a descent local search derived from GCTS by setting N = K = 100%

(an exhaustive search is performed at each iteration), without tabu tenures.
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– GLS: a genetic local search algorithm, where at each generation, offspring
solutions are built from a central memory M (containing 6 solutions), then
these solutions are improved with a tabu search procedure relying on GCTS,
and finally they are used to replace the solutions of M (except the best one).

The tests were executed on an Intel R© CoreTM i7-2620M CPU @ 2.70GHz with
4GB of RAM (DDR3). For each instance is reported the very best objective func-
tion value f� ever found by any algorithm during all the performed tests. Results
on linear instances are reported in Table 2. The instance name is straightfor-
ward. For example, instance n10-d80-k14-p2-P5 has n = 10 operations, a density
d = 80%, k = 14 allowed time periods, and each operation j has a duration pj in
interval [p, P ] = [2, 5]. On these linear instances, it was possible to use CPLEX
12.4 (during 4 hours, which is above T for any instance) to compute a lower (resp.
upper) bound LB (resp. UB) on f . For each instance, the percentage gap of each
method (with respect to f�) is given (averaged over 10 runs). The following ob-
servations can be made: (1) CPLEX can provide optimal solution for very small
instances only (as LB = UB only for the instances with n = 10); (2) GR and
DLS performs very poorly, especially with larger n values; (3) GCTS and GLS
have comparable performances, with a slight advantage toGLS, which highlights
the benefit of the recombination operator when jointly used with GCTS.

Table 2. Results on the (P2) linear instances

Instance f� LB UB GR DLS GCTS GLS

n10-d50-k9-p2-P5 62.37 62.37 62.37 84.60% 0.00% 0.00% 0.00%

n10-d80-k14-p2-P5 44.66 44.66 44.66 181.40% 3.90% 0.20% 0.00%

n20-d50-k14-p2-P5 81.99 67.68 82.49 217.60% 2.90% 1.40% 0.50%

n20-d80-k17-p2-P5 181.12 95.2 199.17 138.90% 2.40% 1.30% 0.70%

n30-d50-k20-p2-P6 146.02 68.77 171.37 348.20% 14.40% 1.60% 1.90%

n30-d80-k30-p3-P6 438.28 73.53 640.02 166.30% 8.80% 0.60% 1.00%

n50-d20-k17-p2-P6 134.16 81.73 162.46 531.90% 29.30% 16.80% 3.50%

n50-d50-k22-p1-P4 85.94 38.73 183.59 1075.20% 43.20% 2.40% 3.00%

n100-d20-k20-p1-P5 170.84 85.18 449.86 1096.50% 66.30% 7.70% 7.50%

n200-d20-k25-p1-P5 883.17 100.91 ∞ 696.10% 65.30% 1.80% 3.70%

Average 453.67% 23.65% 3.38% 2.18%

4 Problem (P3)

4.1 Presentation of the Problem

(P3) is an extension of (P1) where incompatibility costs are replaced with in-
compatibility constraints, assignment costs are ignored, precedence constraints
have to be satisfied, and the total duration k of the project has to be minimized.
An incompatibility constraint between operations j and j′ is denoted by [j, j′].
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For each operation j is given a set P (j) ⊂ V of immediate predecessor operations.
If j′ ∈ P (j), it means that operation j′ has to be completely performed before
j starts. Such a precedence constraint is denoted by (j′, j). The goal is to assign
a time period t to each operation j while minimizing the total duration of the
project, and satisfying the incompatibility and precedence constraints.

Let (P
(k)
3 ) be the problem of searching for a feasible solution using k time

periods. As explained in Subsection 2.1, such a solution can be generated by
using a function per, and the notation s = (C1, . . . , Ck) can be used. Problem
(P3) consists in finding a feasible solution s using k time periods with the smallest

value of k. Starting with k = n, one can tackle (P3) by solving a series of (P
(k)
3 )

with decreasing values of k, and the process stops when it is not possible to find
a feasible solution with k time periods.

4.2 Graph Coloring Model Based on the Mixed GCP

A mixed graph G = (V,E,A) is a graph with vertex set V , edge set E, and arc set
A. By definition, an edge [x, y] is not oriented and an arc (x, y) is an oriented edge
(from x to y). In theMGCP (mixed graph coloring problem), the goal is to assign
a color to every vertex while using a minimum number of colors and satisfying the
incompatibility constraints (i.e., two adjacent vertices must get different colors).
In addition, for every arc (x, y), the precedence constraint col(x) < col(y) has to
be respected (where col(x) is the color assigned to x). For (P3), there is a conflict
between vertices x and y if one of the following conditions is true: (1) y ∈ I(x)
(i.e. x and y are incompatible) and col(x) = col(y) (incompatibility violation);
(2) y ∈ P (x) and col(x) ≤ col(y) (precedence violation). In both cases, x and y
are conflicting vertices. In case (1), the conflict occurs on edge [x, y], and in case
(2), it occurs on arc (x, y).

From the input data of problem (P3), one can construct a mixed graph G =
(V,E,A) as follows: vertex j represents operation j; if j′ ∈ I(j), then edge [j, j′]
is drawn to represent an incompatibility (at most one edge between two vertices);
if j′′ ∈ P (j), then an arc (j′′, j) is drawn to represent a precedence constraint.
In addition, a color t can be associated with each time period t. Coloring G
with k colors while trying to minimize the number of conflicts is equivalent to
assigning a time period t ∈ {1, . . . , k} to each operation while trying to minimize
the number of violations of incompatibility and precedence constraints.

4.3 Tabu Search

GCTS is derived from the tabu search approach proposed for the k-GCP in [2].

The search space is the set of partial but legal solutions of (P
(k)
3 ), and the objec-

tive function f to minimize is the number of operations without an associated
time period. Formally, any solution s can be denoted by s = (C1, . . . , Ck;OUT ),
where Ct is the set of operations performed at time period t (without the
occurrence of any conflict), and |OUT | has to be minimized (all the vertices
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without a time period are in OUT ). Note that if |OUT | = 0, it means that a
feasible solution has been found with k periods, and the process is restarted with
k − 1 periods, and so on until no feasible solution is found. Then, the provided
number of periods will be the last number for which a feasible solution has been
found.

A move consists in assigning a time period t to an operation j belonging to
OUT . If it creates conflicting operations (in Ct), their associated time period t is
removed (i.e., such conflicting vertices are moved from Ct to OUT ). When a time
period t is assigned to an operation j, it is then tabu to remove t from j during
tab (parameter) iterations. At each iteration, the best (according to function g
defined below) neighbor solution s′ of the current solution s is determined (ties
are broken randomly), such that either s′ is a non-tabu solution, or f(s′) < f�,
where f� is the value of the best solution s� encountered so far during the search.
If operation j is removed from OUT when switching from s to s′, it is forbidden
to put j back into OUT during tab(j) = R(u, v) + γ · nc iterations, where nc is
the number of conflicts in s, and function R(u, v) is defined as in Subsection 2.3.
Parameters u, v and γ are respectively tuned to 0, 9 and 0.6.

Let s be the current solution. Note that f may give the same value to several
candidate neighbor solutions of s. At each iteration, in order to better discrim-
inate the choice of a neighbor solution, another objective function g is used
instead of f (thus, g is only used to evaluate candidate neighbor solutions).
More precisely, a conflict can be due to an incompatibility constraint violation
or to a precedence constraint violation. It was observed that it is better to
give different weights to these two types of conflicts. Given a partial solution
s = (C1, . . . , Ck;OUT ), an operation j ∈ OUT and a time period t ∈ {1, . . . , k},
two quantities are computed: (1) A(j, t) is the set of incompatible operations
which will be put in OUT if time period t is assigned to operation j; (2) B(j, t)
is the set of operations, involved in precedence constraint violations, which will
be put in OUT if time period t is given to operation j. At each step of GCTS,
the move which minimizes g(j, t) = α · |A(j, t)|+ β · |B(j, t)| is performed, where
α and β are parameters tuned to 4 and 1, respectively. With such an objective
function g, it is very quick and accurate to evaluate a neighbor solution.

4.4 Results

The stopping condition of all (meta)heuristics is a time limit of T = 3600 seconds.
The following methods GR, GCTS and V NS are compared on instances derived
from the well-known graph coloring benchmark instances [21]. Note that GR
is restarted as long as T is not reached, and the best encountered solution is
returned.

– GR: a greedy constructive algorithm derived from [4] and working as follows.
At each step, select a vertex j and assign to it the smallest possible color
without creating any conflict. If it is not possible, put j in OUT .

– GCTS: as described in Subsection 4.3.
– V NS: a variable neighborhood search [23], using GCTS as intensification

procedure.
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Our algorithms were implemented in C++ and run on a computer with the
following properties: Processor Intel Core2 Duo Processor E6700 (2.66GHz, 4MB
Cache, 1066MHz FSB), RAM 2GB DDR2 667 ECC Dual Channel Memory
(2x1GB). The results are presented in Table 3. The five first columns respectively
indicate the following information: the name of the graph, the number n of
vertices, the smallest number of colors k� for which a legal k�-coloring was found
by an algorithm or the chromatic number χ(G) if it is known, the edge density d,

and the arc density d̂. The last three columns respectively indicate the smallest
number of colors for which a legal coloring was found by GR, GCTS, and V NS,
with the number of successes among five runs in brackets. As expected, larger d
and d̂ values lead to a larger number of used colors. One can observe that GCTS
outperforms both GR and V NS.

Table 3. Results on the (P3) instances

Graph n k� d d̂ GR GCTS V NS

DSJC250.1 250 8 0.1 0.005 9 (5) 8 (5) 8 (5)

0.1 30 (5) 30 (5) 30 (5)

DSJC250.5 250 28 0.5 0.005 36 (5) 30 (1) 31 (4)

0.01 39 (5) 35 (5) 38 (1)

DSJC250.9 250 72 0.9 0.005 89 (5) 78 (5) 82 (3)

0.01 95 (5) 91 (2) 97 (1)

DSJR500.1 500 12 0.03 0.005 12 (5) 12 (5) 12 (5)

0.1 19 (5) 19 (5) 19 (5)

DSJR500.1c 500 85 0.97 0.005 183 (5) 187 (1) 186 (1)

0.01 279 (5) 285 (3) 285 (4)

DSJR500.5 500 122 0.47 0.005 137 (5) 132 (5) 138 (1)

0.01 146 (5) 149 (1) 148 (2)

le450 15c 450 15 0.16 0.005 24 (5) 18 (5) 18 (2)

0.01 25 (5) 21 (5) 22 (4)

le450 15d 450 15 0.17 0.005 24 (5) 18 (5) 18 (2)

0.01 25 (5) 20 (1) 22 (1)

le450 25c 450 25 0.17 0.005 29 (5) 28 (5) 27 (1)

0.01 30 (5) 29 (5) 29 (4)

le450 25d 450 25 0.17 0.005 29 (5) 28 (5) 28 (5)

0.01 30 (5) 29 (5) 29 (4)

flat300 20 0 300 20 0.47 0.005 40 (5) 27 (3) 27 (1)

0.01 42 (5) 32 (1) 40 (3)

flat300 26 0 300 26 0.48 0.005 41 (5) 34 (4) 35 (1)

0.01 42 (5) 38 (5) 42 (2)

flat300 28 0 300 28 0.48 0.005 40 (5) 35 (5) 35 (2)

0.01 44 (5) 40 (1) 45 (1)

5 Conclusion

In this work, GCTS is discussed (with a unified view), which is a tabu search
approach relying on graph coloring models. It was showed that GCTS was effi-
ciently adapted to three project scheduling problems. This success mainly relies
on four aspects:
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– the use of graph coloring models to represent the considered problem and
its solutions;

– the use of an auxiliary objective function instead of the provided one (e.g.,
for problem (P3), fix k and minimize OUT , instead of minimizing k directly);

– the use of moves focusing on the costly operations (if costs have to be mini-
mized) or on the removal of conflicts (if constraint violations are penalized);

– an efficient management of the tabu durations (e.g., depending on the quality
of the performed moves).

This paper contributes to build bridges between the graph coloring and the
project scheduling communities. An avenue of research consists in reducing the
dimension of the project graph before triggering the solution methods (e.g., [20]).
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Abstract. The aim of this work is to show, on the basis of numerical
examples based on simulation results, how the strong stability bound on
ruin probabilities established by Kalashnikov (2000) is affected regarding
to different heavy-tailed distributions.
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1 Introduction

In the actuarial literature, the evolution in time of the capital of an insurance
company is often modeled by the process of reserve resulting from the difference
between the premium-income and the pay-out process.

The probability of ruin is one of the basic characteristics of risk models and
various authors investigate the problem of its evaluation (for example, see [1] and
[11], Chapter 11). However, it cannot be found in an explicit form for many risk
models. Furthermore, parameters governing these models are often unknown and
one can only give some bounds for their values. In such a situation the question
of stability becomes crucial.

Indeed, when using a stochastic model in insurance mathematics one has to
consider this model as an approximation of the real insurance activities. The
stochastic elements derived from these models represent an idealization of the
real insurance phenomena under consideration. Hence the problem arises out of
establishing the limits in which we can use our ’ideal’ model. The practitioner
has to know the accuracy of his recommendations, resulting from his investiga-
tions based on the ideal model [2]. Using approximations means here that we
investigate ’ideal’ models which are rather simple, but nevertheless close in some
sense to the real (disturbed) model.

After introducing the problem of stability in insurance mathematics by Beir-
lant and Rachev [2], Kalashnikov [7] investigated the estimation of ruin prob-
abilities in the univariate risk models, using the strong stability method, the
reversed process notion and the supplementary variables technique.
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On the other hand, we often deal in insurance and finance with large claims
that are described by heavy-tailed distributions (Pareto, Lognormal, Weibull,
. . . ). It is worthy of notice the special importance of heavy-tailed distributions,
which is increasing the last years because of occasional appearance of huge claims
[4,9,5,6,12]. Indeed, the loss distribution in actuarial science and financial risk
management is fundamental and of ultimate use. It describes the probability
distribution of payment to the insured. In most situations losses are small, and
extreme losses rarely occur. But the number and the size of the extreme losses can
have a substantial influence on the profit of the company. Traditional methods
in actuarial literature use parametric specifications to model loss distributions
by a single parametric model or decide to analyze large and small losses sepa-
rately. The most popular specifications are the lognormal, Weibull and Pareto
distributions or a mixture of lognormal and Pareto distributions.

The aim of this work is to study, on the basis of numerical examples based
on simulation results, the sensitivity of the strong stability bound on ruin prob-
abilities established by Kalashnikov [7] regarding to the different heavy-tailed
distributions mentioned above.

2 Strong Stability of a Univariate Classical Risk Model

2.1 Description of the Model

The classical risk process in the one-dimensional situation can be stated as

X(t) = u+ ct− Z(t), t ≥ 0, (1)

whereX(t) is the surplus of an insurance company at time t ≥ 0, u ≥ 0 the initial
surplus, c the rate at which the premiums are received, and Z(t) the aggregate

of the claims between time 0 and t. Z(t) =
∑N(t)

i=1 Zi, where {Zi, i ≥ 1} is a
sequence of iid random variables, representing the claim amounts of distribution
function denoted by F (x) and mean claim size denoted by μ, {N(t), t ≥ 0}
being a Poisson process with parameter λ, representing the number of claims.
The relative security loading θ is defined by θ = c−λμ

λμ . We further assume that
c > λμ, the expected payment per unit of time.

Ruin theory for the univariate risk process defined as (1) has been extensively
discussed in the literature (for example, see [1] and [11], Chapter 11).

Let us denote the reversed process associated to the risk model by {Vn}n≥0.
The strong stability approach consists of identifying the ruin probability Ψa(u)
associated to the risk model governed by a vector parameter a = (λ, μ, c), with
the stationary distribution of the reversed process {Vn}n≥0 [7], i.e.

Ψa(u) = lim
n→∞P(Vn > u),

where u is the initial reserve.
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2.2 Strong Stability of a Univariate Classical Risk Model

For a general framework on the strong stability method, the reader is referred
to [8]. However, let us recall the following basic definition.

Definition 1. [8] A Markov chain X with transition kernel P and invariant
measure π is said to be υ-strongly stable with respect to the norm ‖.‖υ (‖α‖υ =
∫∞
0

υ(x)|α|(dx), for a measure α), if ‖P‖υ < ∞ and each stochastic kernel
Q in some neighborhood {Q : ‖Q − P‖υ < ε} has a unique invariant measure
μ = μ(Q) and ‖π − μ‖υ → 0 as ‖Q− P‖υ → 0.

More concrete, following the preceding definition, our approximation problem
can be stated in the following way: if the input elements of the ideal and real
models are ’close’ to each other, then, can we estimate the deviation between the
corresponding outputs? In other words, the stability theory in general renders the
following picture: If we have as input characteristics the distribution function of
the service times (claims distribution function for our risk model) and as output
characteristics the stationary distribution of the waiting times (ruin probability
for our risk model), the stability means that the convergence in L1 of the input
characteristics implies the weak convergence of the output characteristics.

Let a′ = (λ′, μ′, c′) be the vector parameter governing another univariate
risk model defined as above, its ruin probability and its reversed process being
respectively Ψa′(u) and {V ′

n}n≥0.
The following theorem determines the v-strong stability conditions of a uni-

variate classical risk model. It also gives the estimates of the deviations between
both transition operators and both ruin probabilities in the steady state.

Theorem 1. [7] Consider a univariate classical risk model governed by a vector
parameter a. Then, there exists ε > 0 such that the reversed process {Vn}n≥0

(Markov chain) associated to this model is strongly stable with respect to the
weight function v(x) = eεx (ε > 0), x ∈ R

+.
In addition, if μ(a, a′) < (1 − ρ(ε))2, then we obtain the margin between the

transition operators P and P ′ of the Markov chains {Vn}n≥0 and {V ′
n}n≥0:

‖P − P ′‖v ≤ 2EeεZ|lnλc
′

λ′c
|+ ‖F − F ′‖v,

where,

μ(a, a′) = 2EeεZ|lnλc
′

λ′c
|+ ‖F − F ′‖v,

ρ(ε) = E(exp{ε(Z1 − cθ1)}),

‖F − F ′‖v =

∫ ∞

0

v(u)|d(F − F ′)|(u) =
∫ ∞

0

v(u)|f − f ′|(u)du.

Moreover, we have the deviation between the ruin probabilities:

‖Ψa − Ψa′‖v ≤ μ(a, a′)
(1− ρ(ε))((1 − ρ(ε))2 − μ(a, a′))

= Γ. (2)
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Remark 1. Without loss of generality, we relax some conditions by taking λ′ = λ
and c′ = c, then we have: μ(a, a′) = ‖F − F ′‖v =

∫∞
0

v(u)|f − f ′|(u)du. The
perturbation may concern the mean claim size parameter (i.e. μ′ = μ+ ε) or the
claim amounts distribution function F itself.

3 Simulation Based Study

We want to analyze the quality and the sensitivity of the bound defined as in
formula (2) of Theorem 1 regarding to certain heavy-tailed distributions. To do
so, we elaborated an algorithm which follows the following steps:

3.1 Algorithm

1) Introduce the parameters λ, μ, c of the ideal model, and λ′, μ′, c′ of the per-
turbed (real) model.

2) Verify the positivity of the relative security loadings θ and θ′ defined by:

θ = c−λμ
λμ and θ′ = c′−λ′μ′

λ′μ′ .

If yes, (*the ruin of the models is not sure*) go to step 3;
else return to step 1.

3) Initialize ε (ε > 0) such that 0 < ρ(ε) < 1 and Γ be minimal.
4) Compute μ(a, a′) =

∫∞
0 v(u)|f − f ′|(u)du, and test:

μ(a, a′) < (1 − ρ(ε))2 .
If yes, (*we can deduce the strong stability inequality*) go to step 5;
else increment ε with step p, then return to step 4.

5) Compute the bound Γ on the deviation ‖Ψa − Ψa′‖v such that:

‖Ψa − Ψa′‖v ≤ μ(a, a′)
(1− ρ(ε))((1 − ρ(ε))2 − μ(a, a′))

= Γ.

Using the above algorithm, we perform a comparative study (comparison of
the resulting error on ruin probabilities) based on simulation results obtained
with the following different distributions.

3.2 Simulated Distributions

In this section, we compare the following four distributions (Lognormal, Weibull,
logistic, mixture (Lognormal-Pareto)). In order to well discuss and judge our
results, we also use a benchmark distribution the exponential one (see Table 1).

1. The density of the Lognormal law

f(t/α, β) =
1

tβ
√
2π

e
− (log(t)−α)2

2β2 , t ≥ 0. (3)

2. The density of the Weibull law

f(t/α, β) = βα−βtβ−1e−( t
α )β , t ≥ 0. (4)
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3. The density of the truncated logistic law

f(t) =
2

s
e

t−μ
σ

(

1 + e
t−μ
σ

)−2

, t ≥ μ. (5)

4. The density of the mixture (p Lognormal and (1− p) Pareto) law

f(t) = p

(
1

tσ
√
2π

e−
(log(t)−μ)2

2σ2

)

+ (1− p)
(

(t− c)−(ρ+1)ρλρ
)

, t ≥ 0. (6)

5. The density of the exponential law

f(t) =
1

μ
e−t/μ, t ≥ 0. (7)

In general, these test distributions can be categorized as light (Weibull), medium
(Lognormal) and heavy-tailed (Pareto) [3]. Another classification of heavy-tailed
distributions can be found in [10], where the above distributions are defined to
depend on their parameters, that is to say, they may be either in the class of
heavy-tailed, light-tailed or medium-tailed distributions, and this according to
their parameters.

Table 1. Different simulated distributions

Mean Exp LogNormal Weibull Logistic Mixture: p ∗ LogN + (1− p)Pareto
λ (a, b) (a, b) (μ, s) (p, a, b, α, β, c)

2.00 2.00 (0.5816 , 0.4724) (2.2397 , 3) (1.0000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 2.1111)

2.10 2.10 (0.6398 , 0.4521) (2.3517 , 3) (1.1000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 2.3333)

2.20 2.20 (0.6945 , 0.4334) (2.4637 , 3) (1.2000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 2.5556)

2.30 2.30 (0.7463 , 0.4161) (2.5756 , 3) (1.3000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 2.7778)

2.40 2.40 (0.7954 , 0.4001) (2.6876 , 3) (1.4000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.0000)

2.50 2.50 (0.8421 , 0.3853) (2.7996 , 3) (1.5000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.2222)

2.60 2.60 (0.8865 , 0.3714) (2.9116 , 3) (1.6000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.4444)

2.70 2.70 (0.9290 , 0.3585) (3.0236 , 3) (1.7000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.6667)

2.80 2.80 (0.9696 , 0.3465) (3.1356 , 3) (1.8000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 3.8889)

2.90 2.90 (1.0085 , 0.3352) (3.2476 , 3) (1.9000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 4.1111)

3.00 3.00 (1.0459 , 0.3246) (3.3595 , 3) (2.0000 , 0.7213) (0.7000 , 0.3051 , 0.4480 , 0 , 3.0000 , 4.3333)

3.3 Numerical and Graphical Results

This section is devoted to present the different numerical and graphical results
obtained when studying the influence of heavy-tailed distributions on the sta-
bility of a risk model, by considering the distributions defined in the section
above.
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Table 2. Stability intervals regarding to different distributions

ε Mean Exp Lognormal Weibull Logistic Mixture

-0.5 2.00 [ 0.0002 , 0.3083] ]0 ,0.2955 ] [ 0.0005 , 0.2685 ] [ 0.0003 , 0.1933 ] [ 0.0002 , 0.3002 ]

-0.4 2.10 [ 0.0002 , 0.3320] ]0 ,0.3726 ] [ 0.0004 , 0.3424 ] [ 0.0002 , 0.2807 ] [ 0.0002 , 0.3238 ]

-0.3 2.20 [ 0.0001 , 0.3610] ]0 ,0.4645 ] [ 0.0003 , 0.431 ] [ 0.0002 , 0.3873 ] [ 0.0002 , 0.3543 ]

-0.2 2.30 [ 0.0001 , 0.3999] ]0 ,0.5826 ] [ 0.0003 , 0.547 ] [ 0.0002 , 0.5264 ] [ 0.0001 , 0.3965 ]

-0.1 2.40 [ 0.0001 , 0.4627] ]0 ,0.7565 ] [ 0.0002 , 0.7306 ] [ 0.0001 , 0.7357 ] [ 0.0001 , 0.4657 ]

0.00 2.50 ] 0 , ∞ [ ]0 , ∞ [ ] 0 , ∞ [ ] 0 , ∞ [ ] 0 , ∞ [

+0.1 2.60 [ 0.0001 , 0.6172 ] ] 0 , 0.7571 ] [ 0.0002 , 0.7121 ] [ 0.0001 , 0.7166 ] [ 0.0001 , 0.5786 ]

+0.2 2.70 [ 0.0001 , 0.5295 ] ] 0 , 0.5590 ] [ 0.0002 , 0.5261 ] [ 0.0002 , 0.4921 ] [ 0.0001 , 0.4722 ]

+0.3 2.80 [ 0.0001 , 0.4772 ] ] 0 , 0.4330 ] [ 0.0003 , 0.4145 ] [ 0.0002 , 0.3465 ] [ 0.0002 , 0.4066 ]

+0.4 2.90 [ 0.0002 , 0.4398 ] ] 0 , 0.3399 ] [ 0.0004 , 0.3352 ] [ 0.0002 , 0.2397 ] [ 0.0002 , 0.3591 ]

+0.5 3.00 [ 0.0002 , 0.4108 ] ] 0 , 0.2663 ] [ 0.0004 , 0.2744 ] [ 0.0003 , 0.1573 ] [ 0.0002 , 0.3224 ]

Table 3. Stability bound Γ regarding to different distributions

ε Mean Exp Lognormal Weibull Logistic Mixture

-0.5 2.00 0.1954 1.0098 0.9509 2.0178 0.2286

-0.4 2.10 0.1463 0.6713 0.6224 1.1851 0.1823

-0.3 2.20 0.1032 0.4302 0.3943 0.6986 0.1361

-0.2 2.30 0.0649 0.2498 0.2273 0.3819 0.0903

-0.1 2.40 0.0307 0.1105 0.0999 0.1612 0.0449

0.00 2.50 0 0 0 0 0

+0.1 2.60 0.0267 0.1087 0.0957 0.1613 0.0427

+0.2 2.70 0.0534 0.2418 0.2064 0.3819 0.0853

+0.3 2.80 0.0801 0.4068 0.3357 0.6990 0.1277

+0.4 2.90 0.1067 0.6166 0.4883 1.1861 0.1695

+0.5 3.00 0.1333 0.8915 0.6704 2.0216 0.2106

3.4 Discussion of Results

Note, according to Table 2, that for all the distributions, the stability domain
decreases with the increase of the perturbation ε. It is evident that a risk model
tends to not be stable with a great perturbation. Note also the closure of the
stability domains of the mixture distribution to those of the exponential one.

Notice also, following Table 3 and Figure 1, that the strong stability bound
Γ increases with the increase of the perturbation ε. Even taking distributions
having the same mean as the exponential one, one obtains bounds relatively far
away from those of the exponential one. This can be explained by the influence
of the weight of the tails of the different considered distributions. Comparing to
the other distributions, we note that the strong stability bound for the mixture
distribution is more closer to that of the exponential one. May be it is due to the
special choice of the parameters of this distribution. That is to say, one may be
able, in this case, to justify the approximation of the risk model with a general
mixture claim distribution by another risk model governed by an exponential
law.
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Fig. 1. Variation of the stability bound Γ regarding to different distributions

Note that in the literature, many authors pointed out the limits of the results
of Kalashnikov [7] on the stability of risk models and the difficulty of applying
them in case of large claims (heavy-tailed distributions). The present results
show that in some situations, approximating the characteristics of a risk model
with a general heavy-tailed distribution by a classical model is possible, that is
to say, one may approach its characteristics by those of a model governed by an
exponential distribution (see Tables 2 and 3 and Figure 1). This approximation
is in connection not only with the weight of the tail but also with other criteria
such as: the shape of the distribution, dispersion parameter, ...

4 Conclusion

We are interested, in this work, in the approximation of the ruin probability of
a classical risk model by the strong stability method. We studied the impact of
some large claims (heavy-tailed distributions) on the quality of this approxima-
tion. A comparative study based on numerical examples and simulation results,
involving different heavy-tailed distributions, is performed.

The literature indicates that, in general, the results of Kalashnikov [7] on
the stability of risk models, are not applicable for heavy-tailed distributions.
The present results show that, in some situations, the approximation of the
characteristics of a risk model with a heavy-tailed distribution by a classical
model (with an exponential law) is possible. This approximation is linked not
only with the weight of the tail but also with other criteria such as the shape of
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the distribution. These results could be very useful in the case of an unknown
distribution that must be replaced by an estimate (kernel estimate). Indeed, in
this case, we need a prior knowledge, at least approximately, of the shape of the
unknown distribution.
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Abstract. In recent years, the concept of clustering stability is widely
used to determining the number of clusters in a given dataset. This pa-
per proposes an improvement of stability methods based on bootstrap
technique. This amelioration is achieved by combining the instability
property with an evaluation criterion and using a DCA (Difference Con-
vex Algorithm) based clustering algorithm. DCA is an innovative ap-
proach in nonconvex programming, which has been successfully applied
to many (smooth or nonsmooth) large-scale nonconvex programs in var-
ious domains. Experimental results on both synthetic and real datasets
are promising and demonstrate the effectiveness of our approach.

Keywords: Selection the number of clusters, k optimal, Clustering sta-
bility, Bootstrap, DC Programming, DCA.

1 Introduction

Clustering is a fundamental problem in unsupervised learning domain, which
aims at dividing a dataset n points into k groups (clusters) containing similar
data. Determining the optimal number of clusters (k) in a given dataset is a
challenging issue in clustering task.

In the literature, there are several papers in this field. The first direction
research is to perform clustering with the number of clusters belonging to an
interval [lower bound, upper bound ]. Then, one criterion evaluation is used to
evaluate the results of clustering. The best value corresponds to the optimal
number of clusters. Milligan et al. [25] used hierarchical clustering algorithm
and evaluation via 30 criteria. Chiang and Boris [3], [4] introduced an iK-Means
algorithm and tested via eight indexes. However, this approach only works well
when the optimal number of clusters is small.

The second direction is based on genetic algorithm, which introduces new
operations (crossover, mutation) or new encoding strategies ([8], [22], [23], [29]).
These algorithms are usually center based or centroid based. The disadvantage
of this direction is finding solutions in a high space, so the algorithms are slow.

c© Springer International Publishing Switzerland 2015 129
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One other approach is based on statistical test. In 2000, Pelleg et Moore
introduced X-Means algorithm [26]. The G-Means algorithm [6] was presented
by Hamerly et Elkan in 2003. Both algorithms start with one cluster (k = 1).
Then, the number of clusters will grow until the statistic contest is verified. G-
Means algorithm assumes that each cluster adheres to a Gauss distribution and
X-Means uses the Bayesian Information Criterion (BIC). But, G-Means depends
on the choice of statistical significance level; while X-Means tends to overfit by
choosing too many centers when the data is not strictly spherical [6]. Other
methods such as: gap statistic (Tibshirani et al. [35]), jump statistic (Sugar et
al. [30]) can be applied to this problem.

Another approach is based on the concept of clustering stability. The principle
of this concept is: if we repeatedly draw samples from the data and apply a given
clustering algorithm, a good one should produce clustering that does not vary
much from one sample to another [37]. The researches study large methods to
compute the stability scores and some different ways to generate the sample
data. However, these methods do not work well in case the structure of data is
asymmetric [36].

In this paper, we propose an improvement of stability methods, which com-
bines the instability property [5] with CH criterion (Calinski and Harabasz [2])
for evaluating the number optimal of clusters. The numerical results of our ex-
periments show that our propose algorithm works well even if the structure of
data is asymmetric.

In addition, we also need a robust and effective clustering algorithm. In our
study, we use a clustering algorithm, namely DCA–MSSC, has been shown to
be an efficient and inexpensive algorithm ([17], [32], [33], [34]). This algorithm,
introduced in 2007 by Le Thi et al. [17], based on DC programming and DCA,
which were introduced in 1985 by Pham Dinh Tao and developed since 1994 by
Le Thi Hoai An and Pham Dinh Tao. Now, they become classic and increasingly
popular (see e.g. ([18], [19], [27], [28]) and the list of references in [11]). In recent
years, DCA has been successfully applied to many fields of Applied Science,
especially in Data Mining: in clustering ([9], [13], [14], ([15], [16]), in Feature
Selection ([12], [20]),...

The remainder of the paper is organized as follows. The Section 2 introduces
an algorithm based on bootstrap technique and DC Programming & DCA. The
improvement algorithm is developed in Section 3. The computational results
with large number of dimensions and large number of clusters are reported in
Section 4. Finally, Section 5 concludes the paper.

2 The Bootstrap Technique

In this section, firstly, we will describe briefly an algorithm based on bootstrap
technique for clustering. The detail of this algorithm can be found in Fang et
Wang [5]. Secondly, we will introduce the DC Programming and DCA.
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2.1 An Algorithm Based on Bootstrap for Clustering

The algorithm, namely ABM algorithm, is proposed in [5] and it is described
as follows:

Step 1: Generate B sample-pairs (X,Y ) from n points {x1, x2, ..., xn}. Each
sample data, consisting of n points, is random generated with replacement.

Step 2: Perform clustering on sample-pairs (X,Y ) and construct two proto-
types (ψX , ψY ) with fixed k.

Step 3: Affect ψX , ψY on the original data, then calculate their empirical
clustering distance:

dF̂ (ψX , ψY ) =
1

n2

n∑

i=1

n∑

j=1

| I{ψX(xi) = ψX(xj)} − I{ψY (xi) = ψY (xj} | . (1)

Estimate the clustering instability by:

ŝB(ψ, k, n) =
1

B

B∑

b=1

dF̂ . (2)

Step 4: The optimal number of clusters (namely koptimal) can be estimated
by (K is the maximum number of clusters):

ŝB(ψ, koptimal, n) = argmin
2�k�K

ŝB(ψ, k, n). (3)

In the literature, k-Means and hierarchical agglomerative clustering are two
clustering algorithms widely used. Benhur et al. [1] uses the average-link hier-
archical clustering, while Fang et Wang [5] uses k-Means for the distance-based
datasets and spectral clustering for the non-distance-based datasets.

In our study, we will use DCA–MSSC. This algorithm has been shown to be
more efficient than the classical k-Means ([17], [32], [33], [34]).

2.2 DC Programming and DCA

DC programming and DCA constitute the backbone of smooth/nonsmooth non-
convex programming and global optimization. They address the problem of min-
imizing a function f(x) = g(x) − h(x) on IRd, where g(x) and h(x) are lower
semi-continuous proper convex functions. At each iteration, DCA constructs two
sequences {xk} {yk}, the candidates for optimal solutions of primal and dual
programs.

{

yk ∈ ∂h(xk)

xk+1 ∈ argmin{g(x)− h(xk)− 〈x− xk, yk〉}

For a complete study of DC programming and DCA the reader is referred to
[10], [19], [27], [28] and the references therein.
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DC Algorithm for Solving Clustering Problem
The DCA for clustering problem MSSC (minimum sum of squares clustering)
has been developed in [17]. We will give below a description of this algorithm:

Algorithm DCA–MSSC:
Initialization: Let ε > 0 be given, X(0) be an initial point in IRk×d, p := 0;
Repeat:

Calculate Y (p) ∈ ∂H(X(p)) by: Y (p) = qX(p) −B−
∑q

i=1 e
[k]
j(i)(X

(p)
j(i) − ai)

Calculate X(p+1) according to: X(p+1) := (B + Y (p))/n.
Set p = p+ 1.

Until: convergence of {X(p)}.
where B ∈ IRk×n, B� :=

∑q
i=1 a

i, � = 1..k; e
[k]
j being the canonical basis of IRk.

2.3 Experiments with Bootstrap Techinique and DCA

In this section, we study the efficiency of algorithm ABM using DCA–MSSC
clustering algorithm in comparison with classical k-Means.

We perform experiments on 10 datasets. Firstly, two artificial datasets Syn-
thetic150 and Synthetic500 (Figure 1) are generated by a Gauss distribution.
Synthetic150 (resp. Synthetic500) contains 150 points randomly distributed to
3 separate clusters (resp. 500 points distributed to 5 clusters). Both datasets are
symmetric. They are created by Data Generation [38] application. Secondly, four
datasets GD 000 → GD 003 (Figure 2) are generated by Mix Sim [24] software
that consist of 500 points and 5 clusters. They are asymmetric data. GD 000
is well separate and GD 001 → GD 003 are explored from GD 000 with others
overlapping degree. The other four datasets are real datasets taken from UCI
repository [21].

The information of test data is given in Table 1 (column 1 – 4), where n is
the number of points, m: the number of dimensions and k: the real number of
clusters. All algorithms have been implemented in the VisualC++2008, run on
a PC Intel i5CPU650, 3.2 GHz of 4GB RAM.

The experiment results are presented in Table 1. From our results, we see
that:

– ABM using DCA–MSSC finds correctly the real number of clusters on 5/10
datasets, while ABM using classical k-Means only does on 4/10 datasets.

– The structure of GD 000 → GD 003 and Iris datasets is asymmetric, which
is bias into 2 groups (see Figure 2, 3). The datasetsGD 001, GD 002, GD 003
and Iris are also overlapping. Both algorithms can not found the real num-
ber of clusters in these cases. The results are same as the study of [30] and
[5].

– The results are not improved even if we use different parameters: change
the number of pair-sampling; sampling datasets are generated by sub sam-
pling; or using Jaccard coefficient (as [1]) to compute the clustering distance.
Moreover, the results is worse than using empirical clustering distance dF̂
(see Table 2).
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Table 1. Datasets and the results of DCA vs. k-Means

DCA k-Means

Data n m k k optimal Time(second) k optimal Time(second)

Synthetic150 150 2 3 3 14.88 3 7.80
Synthetic500 500 2 5 5 26.89 5 17.46
GD 000 500 2 5 2 23.47 2 15.87
GD 001 500 2 5 2 28.75 2 17.16
GD 002 500 2 5 2 26.98 2 19.23
GD 003 500 2 5 2 31.39 2 20.60
Iris 150 4 3 2 13.91 2 8.36
Blood Tranfusion 748 4 2 2 51.35 4 34.05
Glass 214 9 6 6 20.39 6 9.99
Wine 178 13 3 3 19.35 3 9.14

Table 2. Results using criterion dF̂ vs. Jaccard coefficient

Using dF̂ Jaccard coeff.

Data n m k k optimal Time(s) k optimal Time(s)

Synthetic150 150 2 3 3 14.88 3 13.08
Synthetic500 500 2 5 5 26.89 5 28.60
GD 000 500 2 5 2 23.47 2 20.69
GD 001 500 2 5 2 28.75 2 27.11
GD 002 500 2 5 2 26.98 2 28.27
GD 003 500 2 5 2 31.39 2 28.53
Iris 150 4 3 2 13.91 2 14.01
Blood Tranfusion 748 4 2 2 51.35 2 45.02
Glass 214 9 6 6 20.39 3 20.38
Wine 178 13 3 3 19.35 3 19.58

From the above results we see that the bootstrap technique does not work well
in some cases whether we attempt to change the parameters. In the next section,
we will propose a method that can overcome the errors of bootstrap technique.

3 An Improvement of Stability Based Method

We focus on the formula (3) and observe that there exists some values that is
close to the value ŝB(ψ, koptimal, n) (see Table 3). Furthermore, Figure 3 of data
GD 002 with respect to k = 2, 4, 5 shows that the data can be divided into 2, 4
or 5 clusters, which is acceptable. So, we consider the koptimal in these values.

First, we construct a neighbor values of ŝB(ψ, koptimal, n) by the values that
are smaller or equal than ŝB(ψ, koptimal, n) + Ω%(ŝB(ψ, koptimal, n) + 1) (same
as [31]). The parameter Ω is a small value and the factor 1 takes into account
to overcome ŝB(ψ, koptimal, n) = 0.
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Fig. 1. Datasets Synthetic 150 & Synthetic 500

Fig. 2. Datasets GD 000 → GD 003
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Then, we calculate the CH(k) index [2] where k are taken from these values.
The optimal number of clusters is chosen to correspond to the maximum of
CH(k).

Table 3. The results of ŝB

k

Data 2 3 4 5 6 7 8 9

GD 000 0 0.1299 0.0676 0.0395 0.0579 0.0534 0.0646 0.0702
GD 001 0 0.0731 0.0750 0.0527 0.0640 0.0617 0.0741 0.0772
GD 002 0 0.0985 0.0542 0.0597 0.0810 0.0810 0.0838 0.0919
GD 003 0.0017 0.0807 0.0478 0.0744 0.0838 0.0856 0.0947 0.0984
Iris 0.0057 0.0627 0.0896 0.1017 0.0918 0.0978 0.0902 0.0827

Fig. 3. Scatter plot of Iris and Partition of GD 002 with k = 2, 4, 5
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Now, the improvement algorithm is described as follows (namely IBM algo-
rithm):

The Improvement Algorithm – IBM
Step 1: Generate B sample-pairs (X,Y ) from n points {x1, x2, ..., xn}. Each

sample data, consisting of n points, is random generated with replacement.
Step 2: Perform clustering on sample-pairs (X,Y ) and construct two proto-

types (ψX , ψY ) with fixed k.
Step 3: Affect ψX , ψY on the original data, then calculate their empirical

clustering distance:

dF̂ (ψX , ψY ) =
1

n2

n∑

i=1

n∑

j=1

| I{ψX(xi) = ψX(xj)} − I{ψY (xi) = ψY (xj} | . (4)

Estimate the clustering instability by:

ŝB(ψ, k, n) =
1

B

B∑

b=1

dF̂ . (5)

Step 4: The optimal number of clusters (namely koptimal) can be estimated
by (K is the maximum number of clusters):

ŝB(ψ, koptimal, n) = argmin
2�k�K

ŝB(ψ, k, n). (6)

Step 5: Construct the neighbor values of ŝB(ψ, koptimal, n) by:

ŝB(ψ, k, n) ≤ ŝB(ψ, koptimal, n) +Ω%(ŝB(ψ, koptimal, n) + 1). (7)

Step 6: Calculate the CH(k) index where k takes from these values. The op-
timal number of clusters is chosen to correspond to the CH(k) maximize.

The improvement algorithm gives good results (see Table (4). The results of
IBM algorithm are much better than ABM algorithm. In GD 003 dataset, the
clusters are too much overlapping, hence IBM can not found the real number
of clusters. However, the scatter plot (Figure 4) shows that the partition is
encouraging and the result is acceptable.

4 Testing with Large Number of Dimensions and/or
Large Number of Clusters

We perform our algorithm with large number of dimensions, large number of
objects and/or large number of clusters datasets.

The first experiment is tested with large number of objects and/or large num-
ber of clusters. The data are acquired from SIPU [40] (as Table 5).
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Table 4. Multi-class datasets

ABM-DCA IBM-DCA

Data True class k optimal Time(s) k optimal Time(s)

Synthetic150 3 3 14.88 3 15.87
Synthetic500 5 5 26.89 5 27.02
GD 000 5 2 23.47 5 24.52
GD 001 5 2 28.75 5 29.38
GD 002 5 2 26.98 5 27.82
GD 003 5 2 31.39 4 33.06
Iris 3 2 13.91 3 14.10
Blood Tranfusion 2 2 51.35 2 53.54
Glass 6 6 20.39 6 21.13
Wine 3 3 19.35 3 20.45

Fig. 4. Partition of GD 003 with k = 4

The second experiment is performed with large datases, which are medical
datasets in Bio-medical Repository [7] and Nips Selection Challenge [39] (as
Table 6).

In our experiments, we perform our algorithm by varying values of Ω =
{1%, 2%, 5%} and maximum number of clusters K is set to 10 (to 20 when
datasets contain large number of objects or clusters).

From the results, we see that our approach is encouraging.We also obtain good
results in case of high objects, high dimensions and high number of clusters.
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Table 5. High objects and/or high clusters datasets

ABM-DCA IBM-DCA

Data n m True class k optimal Time k optimal Time

Dim32 1024 32 16 19 376.67 16 389.05
Dim64 1024 64 16 19 518.29 16 534.36
R15 600 2 15 19 135.85 15 139.41
Yeast 1484 8 10 14 245.31 11 249.09
S1 5000 2 15 19 1220.9 16 1244.44

Table 6. High dimensions datasets.

ABM-DCA IBM-DCA

Data n m True class k optimal Time k optimal Time

Madelon 600 500 2 2 514.76 2 515.43
Leukemia 2 34 7129 2 9 142.80 2 143.84
Leukemia 3 72 7129 3 9 518.17 3 531.01
Leukemia 4 72 7129 4 9 568.20 4 576.07
Embryonal Tumors 60 7129 2 8 600.47 2 610.64
Colon Tumor 62 2000 2 2 220.34 2 223.57
Arcene 100 10000 2 2 1109.96 2 1155.95
Mll 72 12582 3 8 1182.72 3 1209.33

5 Conclusion

This paper proposes an improvement algorithm based on bootstrap technique
that finds the number of clusters in a given dataset. We investigate a new cri-
terion, which combines clustering instability and CH value. We use also an effi-
cient clustering algorithm DCA–MSSC instead of classical k-Means to improve
our method. The numerical results on both synthetic and real datasets show the
efficiency and the superiority of IBM algorithm (our approach) with respect to
the standard algorithm ABM.
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Abstract. Building a labeled corpus which contains sufficient data and
good coverage along with solving the problems of cost, effort and time
is a popular research topic in natural language processing. The problem
of constructing automatic or semi-automatic training data has become a
matter of the research community. For this reason, we consider the prob-
lem of building a corpus in phenotype entity recognition problem, class-
specific feature detectors from unlabeled data based on over 10260 unique
terms (more than 15000 synonyms) describing human phenotypic fea-
tures in the Human Phenotype Ontology (HPO) and about 9000 unique
terms (about 24000 synonyms) of mouse abnormal phenotype descrip-
tions in the Mammalian Phenotype Ontology. This corpus evaluated on
three corpora: Khordad corpus, Phenominer 2012 and Phenominer 2013
corpora with Maximum Entropy and Beam Search method. The perfor-
mance is good for three corpora, with F-scores of 31.71% and 35.77%
for Phenominer 2012 corpus and Phenominer 2013 corpus; 78.36% for
Khordad corpus.

Keywords: Named entity recognition, Phenotype, Machine learning,
Biomedical ontology.

1 Introduction

Phenotype entity recognition is a sub-problem of biomedical information extrac-
tion, aiming to identify the phenotype entities. Despite the high performance, the
supervised learning methods take a lot of time and efforts from domain experts
to build a training corpus. Therefore, construction of a labeled corpus by the
automatic method becomes a critical problem in biomedical natural language
processing.

In many traditional approaches to machine learning, there are some researches
using automatically generated training corpus from external domain ontologies
e.g. the approach of [6] or [11]. Morgan et al.’s research built a model organism
database to identify and normalize of gene entity based on FlyBase dictionary
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[6]. They collected a large of related to abstracts and used Longest Matching
method to annotate for gene entities in the abstracts. Soon after, Vlachos et
al. also built by reproducing the experiments of [6] in bootstrapping a BioNER
recognizer, it was based on creating training material automatically using exist-
ing domain resources and then training a supervised named entity recognition
system [11]. Using an enlarged corpus and different toolkit, they applied this
technique to the recognition of gene names in articles from the Drosophila lit-
erature. More recently, the notion of ”silver standard” has also been introduced
Rebholz-Schuhmann el al., referring to harmonization of automated system an-
notations [7].

In our study, we use the available large biomedical data resources to auto-
matically build annotated phenotype entity recognition corpora, then create a
new training corpus which is used for machine learning model. Finally, we de-
scribe the corpora which will be used to assess the quality of the training corpora
based on the quality of machine learning models such as Phenominer 2012, Phe-
nominer 2013, and Khordad’s corpus (in section 2.1). Then we demonstrate how
we apply Maximum Entropy method with Beam Search algorithm to evaluate
performance of our corpus (in section 2.2). Then, (in section 3), we switch our fo-
cus to the methods and describe some shortcomings of the BioNER system built.
We close the research with discussion of the results and pointers to conclusion
(in section 4,5).

2 Phenotype Named Entity Recognition

Unlike genes or anatomic structures, phenotypes and their traits are complex
concepts and do not constitute a homogeneous class of objects. Currently, there
is no agreed definition of phenotype entity for using in the research community.
In [9]’s research: a phenotype entity is defined as a (combination of) bodily fea-
tures(s) of an organism determined by the interaction of its genetic make-up and
environment. Collier et al.s works have described it in more detail: A phenotype
entity is a mention of a bodily quality in an organism [1]. Some examples of phe-
notype entity are blue eyes, lack of kidney, absent ankle reflexes, no abnormality
in his heart, etc.

http://naturalsciences.sdsu.edu/ta/classes/lab2.4/TG.html)

http://naturalsciences.sdsu.edu/ta/classes/lab2.4/TG.html
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The target of this study is to find out the PubMed’s abstracts, using the
phenotype entity in the available ontologies. To this end, firstly, we describe the
ontologies and the databases which support to create the labeled corpus.

2.1 Phenotype Corpora

We aim to empirically build a corpus for phenotype entity recognition under the
condition that the test and training data are relatively small and drawn from near
domains. To do this, we used three corpora: (1) two Phenominer corpora about
autoimmune diseases and cardiovascular disease in [3]’s work, (2) the corpus in
[5]’s work, all of them are selected from Medline abstracts in PubMed that were
cited by biocuration experts in the canonical database on heritable diseases, the
Online Mendelian Inheritance of Man (OMIM) [4].

Phenominer Corpora. The Phenominer corpora contain Phenominer 2012
and Phenominer 2013. Phenominer 2012 corpus is a collection of 112 PubMed
Central (PMC) abstracts chosen depending on 19 autoimmune diseases which
were selected from OMIM, and from these records, citations were then chosen.
These diseases include Type 1 diabetes, Grave’s disease, Crohn’s disease, au-
toimmune thyroid disease, multiple sclerosis and inflammatory arthritis. The
total number of tokens in the corpus is 26,026 in which there were 472 phe-
notype entities (about 392 unique terms). Phenominer 2013 corpus includes 80
abstracts of Pubmed Central abstracts relate to cardiovascular diseases, contains
1211 phenotype entities (about 968 unique terms). Despite being small, all of the
labeled entities in two corpora were carried out by the same highly experienced
biomedical annotator who had annotated in the GENIA and BioNLP shared
task corpus and event corpus annotation. The Brat tool supports recognising
phenotype entities because of using the normal BIO labeling scheme(Begin In
Out), where ‘B’ stands for the beginning of a concept, ‘I’ for inside a concept and
‘O’ for outside any concept, i.e: between airway responsiveness will be annotated
as O B-PH I-PH, in which ‘O’ means outside a phenotype entity, ‘B-PH’ and
‘I-PH’ beginning of and inside a phenotype entity.

Khordad’s Corpus. We use Khordad’s corpus as a test corpus which is relevant
to phenotypes from two available databases: PubMed (2009) and BioMedCen-
tral (2004). All HPO phenotypes were searched for in these databases and every
paper which contains at least three different phenotypes was added to the collec-
tion. The corpus is made from 100 papers and contains 2755 sentences with 4233
annotated phenotypes. It does not fully annotate all phenotype names. About 10
percent of the phenotype names are missed. But since we are currently lacking
of annotated corpus for phenotype, the corpus is still a valuable choice. We will
use this corpus for testing and analyzing our proposed model.
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2.2 Maximum Entropy Model with Beam Search

Similar to [2], we also used an appropriate machine learning method called
Maximum Entropy model with Beam Search. The use of this method is rea-
sonable because it can train a large number of features and fast convergence.
This assessment of the model is to evaluate the difference in possible mini-
mum with the given information, it doesn’t concern with the lack of informa-
tion. Originally, Maximum Entropy model for labeled entity names uses the
Viterbi algorithm, a dynamic programming technique to decode. However, re-
cent researches use some approximate search algorithm such as Beam search.
The benefit of using Beam Search is that it allows maximum use of entropy
for easily labeling each decision but ignores the possibility of optimal label.
The calculated complexity of Beam Search decoding is O(kT), compared with
O(NT) for Viterbi decoder (T is the number of words, N is the number of la-
bels). To implement Maximum Entropy with Beam Search, we used Java-based
tool OpenNLP (http://opennlp.apache.org/) with the default parameters.
To train phenotype entity recognition model, we use some features and external
resources (dictionaries, ontologies), these are shown in the Table 1 and Table 2.

Table 1. The popular feature sets were used in the machine learning labeler. These were
taken from a ±2 window around the focus word for parts of speech, orthography and
surface word forms. POS tagging was done using the OpenNLP library with Maximum
Entropy model and Genia Corpus + WSJ Corpus (F-score 98.4%), there are 44 Penn
Treebank POS tags and all of them are used.

No. Feature Description

1 Lemma The original of the token
2 GENIA POS tagger Part of speech tag of the token

3 GENIA Chunk tagger
Phrase tag (the number of the token is larger than 1)
such as noun phrase, phrasal verb,

4 GENIA named entity tagger Output of the analysis of sentences in GENIA tagger..
5 Orthographic tag Orthography of the token
6 Domain prefix Prefix of the token
7 Domain suffix Suffix of the token
8 Word length Length of the word

9 In/Out parentheses
In parentheses will be tagged: Y, out parentheses will be
tagged: N

10 Dictionary Dictionary features

http://opennlp.apache.org/
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Table 2. Some external resources: dictionaries, biomedical ontologies and datasets

No. Feature Description

1 HPO An ontology contains terms describing human phenotypic features

2 MP

An ontology has been applied to mouse phenotype descriptions. This
ontology allows comparisons of data from diverse sources, can facilitate
comparisons across mammalian species, assists in identifying appropri-
ate experimental disease models, and aids in the discovery of candidate
disease genes and molecular signaling pathways

3 PATO
An ontology of phenotypic qualities. This ontology can be used in con-
junction with other ontologies such as GO or anatomical ontologies to
refer to phenotypes

4 FMA
A domain ontology that represents a coherent body of explicit declar-
ative knowledge about human anatomy. Its ontological framework can
be applied and extended to all other species

5 MA
The mouse anatomy ontology was developed to provide standardized
nomenclature for anatomical structures in the postnatal mouse

6 UMLS DISEASE The concepts of disease in UMLS

7 45CLUSTERS
45 cluster classes were derived by Richard Socher and Christopher Man-
ning from PubMed

8 UMLS
A set of files and software that brings together many health and biomed-
ical vocabularies and standards. It has three tools: Metathesaurus, se-
mantic network and SPECIALIST Lexicon and Lexical Tools.

3 Building Annotated Corpora

3.1 Phenotype Knowledge Resources

Human Phenotype Ontology. Human Phenotype Ontology (HPO) aims to
provide a standardized vocabulary of phenotypic abnormalities encountered in
human diseases [8]. Terms in HPO describe a phenotypic abnormality, such as
atrial septal defect. HPO was initially developed by using information from On-
line Mendelian Inheritance in Man (OMIM), which is a hugely important data
resource in the field of human genetics and beyond. HPO is currently being
developed using information from OMIM and the medical literature, contains
approximately 10,000 terms. Over 50,000 annotations to hereditary diseases are
available for download or can be browsed using the PhenExplorer. The HPO
project encourages input from the medical and genetics community with regards
to the ontology itself and to clinical annotations.

Mammalian Phenotype Ontology. Similarly to HPO, the Mammalian Phe-
notype Ontology (MP) is a standardized structured vocabulary [10]. The highest
level terms describe physiological systems, survival, and behavior. The physi-
ological systems branch into morphological and physiological phenotype terms
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at the next node level. This ontology helps to classify and organize phenotypic in-
formation related to the mouse and other mammalian species, MP
ontology applied to mouse phenotype descriptions in the Mouse Genome Infor-
matics Database (MGI, http://www.informatics.jax.org) and Rat Genome
Database (RGD, http://rgd.mcw.edu), Online Mendelian Inheritance in Ani-
mals (OMIA, http://omia.angis.org.au).

MP has about 8800 unique terms (about 23700 synonyms) of mouse abnor-
mal phenotype descriptions, it is maintained by OBO-Edit software to add new
terms, synonyms and relationships.

3.2 Building Process

Firstly, we carried out to build a training corpus which identifies phenotype
entities in humans. By combining the two relationships (the relationship be-
tween terms in HPO and documents from OMIM database extracted from the
file Phenotype annotation.tab and the relationship between each document of
OMIM database and referenced Pubmed abstracts), we assembled relationships
between each Pubmed abstract related phenotype entities in humans and HPO
terms. Collecting all summaries in the above relationship list, depending on each
abstract referenced to a separate list of HPO terms from the relationship file,
we used a method named “Noun Chunking” to label the phenotype entities in
each abstract. The Noun Chunking method found all nouns and noun phrases
in each Pubmed abstract and matched them with the separate list which ref-
erenced some certain HPO phenotype terms to label. Finally, we obtained the
corpus HPO NC by this method.

We also built a training corpus which identifies phenotype entities in mam-
mals. Firstly, we collected relationship between each Pubmed abstract related
to terms in MP ontology from two statistics files: MGI GenoPheno.rpt and
MGI PhenoGenoMP.rpt. Assembling Pubmed abstracts in the above relation-
ship list, depending on each abstract referenced to a separate list of MP terms,
we also used Noun Chunking to label phenotype entities in mammals for Pubmed
abstracts. A training corpus MP NC was created as a result of the above process.

At the next step, we joined the two sets HPO NC and MP NC to obtain the
HPO MP NC set with large coverage of phenotype entities domain.

Table 3. Corpora statistics

HPO NC MP NC HPO MP NC

Abstracts 18.021 4.035 22.056
Tokens 3.387.015 988.598 4.375.613
Phenotype entities 39.454 6.833 46.287
Unique phenotype entities 3.579 1.169 4.371

http://www.informatics.jax.org
http://rgd.mcw.edu
http://omia.angis.org.au
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3.3 Error Analysis

The training corpora which were automatically generated still contain some
errors, especially “Missing case” and “Error case”, which appear in Noun
Chunking method. For example, although the phrase noun “Amyotrophic lateral
sclerosis” in the abstract ID: 9933298 was abbreviated as “ALS”, some contexts
appeared as “ALS” were still not recognized as a phenotype entity. Another
example is that in the Pubmed abstract ID: 34999, the noun phrase “hyper-
parathyroidism” is a phenotype entity, but in other contexts, this concept had
not been found.

Last example with “Error case”, the noun phrase “Severe combined immun-
odeficiency disease” and “Severe combined immunodeficiency” from the Pubmed
abstract ID: 18618 were identified as phenotype entities. However, in fact, each
of them is a type of disease.

4 Result and Discussion

We have evaluated the effectiveness of automatically generated corpus using
machine learning method (ME+BS) with 17 type features on three standard
training corpora: Phenominer 2012, Phenominer 2013 and Khordad corpus. We
also show the Table 4 as a result of the evaluation of the automatically generated
training corpora on Phenominer 2012 and Phenominer 2013 and Khordad corpus.

Table 4. Evaluation results

Testing data Phenominer 2012 Phenominer 2013 Khordad corpus

Training data P R F P R F P R F

HPO NC 55.37 20.28 29.69 59.82 25.08 35.34 89.57 68.21 77.44
MP NC 40.08 17.44 24.3 42.64 20.78 27.94 83.24 61.09 70.47
HPO MP NC 55.69 22.17 31.71 58.47 23.97 34 88.12 70.54 78.36

Through some experiments evaluating the effectiveness of the automatically
generated corpora, the best F-score measures at 31.71% in Phenominer 2012,
35.34% in Phenominer 2013 and 78.36% in Khordad’s corpus. The results are
not high due to some errors in the above corpora as well as the intersection of the
domain of the automatically generated training corpora and the three evaluation
corpora. However, a more important reason is the complexity of grammar in the
two standard training corpora labeled by experts is higher than in the generated
training corpora. We evaluated the average number of tokens per each phenotype
entity over all the corpora in the Table 5.

From Table 5, we can see that the average number of tokens for each phenotype
entity in Phenominer 2012 and Phenominer 2013 is approximately 3 token/entity
whereas the number is 1.7 token/entity in the automatically generated training
corpora. This issue affects the ability of identification in the sequence labeling
model. It is a challenge for models using machine learning methods.



148 N.-T. Vu et al.

Table 5. The average number of tokens per phenotype entity over all the corpora

Corpora The average number of tokens / phenotype entity

HPO NC 1.710
MP NC 1.778

HPO MP NC 1.761

Khordads corpus 1.688
Phenominer 2012 2.911
Phenominer 2013 3.204

The automatically generated training corpora achieved better results than
on Khordad’s corpus. The reason is the intersection between the domain of
the automatically generated training corpora and the Khordad’s corpus is quite
large as well as the complexity of grammar in the Khordad’s corpus is not too
high. Table 4 shows that for Khordad’s corpus F-score reached the best result
at 78.36% in HPO MP NC corpus, which is higher than in HPO NC (F-score:
77.44%) and MP NC (F-score: 70.47%). Therefore, the HPO MP NC corpus
shows its wider coverage to help to increase the effectiveness of automatically
generated training corpora.

5 Conclusion

In this work, we have presented a systematic research of how to build an auto-
matic training corpus for phenotype entity recognition from various ontological
resources and methods. We believe that it is the first study to evaluate such a
rich set of features for the complex class of phenotypes. The corpus is evaluated
using the recognition phenotype entity model called Maximum Entropy method
with Beam Search algorithm. By this approach, we achieved the best micro-
averaged F-score about 31.71% on Phenominer 2012; 35.34% on Phenominer
2013 and 78.36% on Khordad’s corpus.

In summary, our experiment brings overview of the effectiveness of the corpora
generated by the automatic methods. Beside, labeled phenotype entity recogni-
tion corpus is important for the analysis of the molecular mechanism underlying
diseases, and is also expected to play a key role in inferring gene function in
complex heritable diseases. Therefore, in the near future, the collection of this
corpus can be a useful resource for gene and disease domain. Our work in this
direction will be reported in a future publication.

Acknowledgments. The authors gratefully acknowledge the many helpful
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Abstract. The paper presents a new method for detecting virus based on the 
Maximum Entropy Model. This method is also used to detect unknown viruses. 
Maximum Entropy is a machine learning method based on probability distribu-
tion and has been successfully applied in the classification problem. From the 
background knowledge, we improve and apply this model to solve the problem 
of virus detection. In the training phase, virus samples in the virus warehouse 
are extracted their features and trained to create the Entropy Model. In the de-
tection process, the Entropy Model is used to recognize virus based on the cor-
responding features of a checked file. 

Keywords: Virus detection, virus samples, virus database, Maximum Entropy 
Model, feature set, data set. 

1 Introduction 

The explosion in the use of computer and the internet has brought about a new avenue 
for computer virus to spread at an exponential rate.  In 1992, the number of viruses 
was estimated from 1000 to 2300; 60,000 viruses in 2002; and approximately 100,000 
viruses in 2008 [16]. This rapid change calls for an urgent improvement in virus de-
tection techniques. Traditional methods often rely on virus signature recognition and 
sample comparison. The virus signatures, which are extracted from infected files, are 
stored in virus databases [3,4], [6,7]. In [16], the authors summarized some of the 
traditional virus detection methods, for example the string method, the wildcard 
method, the wrong pattern matching method, the skeleton detection method. In gen-
eral, these traditional methods have some limitations: 

• Large virus database  
• Large searching space 
• Unable to detect a virus that does not yet exist in the database. 
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Machine learning method based on Maximum Entropy Model has been widely 
used in classification problems, especially in natural language processing [11,12] 
[14]. According to the study [13], the authors successfully applied this model in char-
acter recognition problems. In this paper, we propose a new method of virus detection 
based on Maximum Entropy Model. The rest of this paper is organized as follows. 
First, we represent the overall model of virus detection method based on Maximum 
Entropy Model in Section 2. Section 3 presents the detailed implementation steps. In 
Section 4, we show the experiment and evaluation. Finally, we show the conclusion 
and further works in Section 5. 

2 Model of Virus Detection Systems 

The virus detection problem has been studied and implemented for a long time ago. 
There are two approaches to the problem of detecting virus: the traditional approach 
and the approach based on machine learning. In the former, anti-virus systems are 
usually installed in the model shown in Fig. 1. These systems consist of two phases 
such as signature extraction of virus and virus detection. In extracting phase, the sys-
tem analyzes the structure as well as the code of the virus pattern file to extract the 
signatures corresponding to each type of virus. Each virus has a set of signatures 
stored in the virus database [3], [7]. In other words, updating virus definition files is 
amending this database. In the other phase, the system extracts the signatures of a 
selected file, compares them with the signature set of each virus type in the virus da-
tabase in order to draw conclusions and come up with final solutions. 

As much as the machine learning approach is recent and prospective, it is hardly 
studied.  The case studies following this approach is primarily based on neural net-
works [1,2] [5]. Based on promising results in [1], we proposed and implemented a 
new method for detecting viruses using Maximum Entropy Model. According to the 
overall model presented in Fig. 2, virus detection system is carried out in two phases: 
training and testing. During the training phase, a feature set of viruses extracted from 
a virus sample repository are stored and inputted into training module. The output of 
training phase is the best distribution model which is used in the testing phase. In this 
phase, each file which are need to test will be extracted a set of features. The training 
model and this set are transferred to detection module to find the probability corre-
sponding to each output class. The file belongs to virus class, which has the highest 
probability, will be transferred to virus processing module. 
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Fig. 1. The overall model of traditional virus detection method 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The overall model of virus detection based on Maximum Entropy Model 
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3 Developing the Method of Virus Detection Based on MEM 

3.1 Extracting Virus Feature 

According to the overall model in the previous section, one of the main issues of the 
method of identifying virus based on machine learning in general and Maximum  
Entropy in particular is how to build feature set of the virus sample. Some typical 
features used in machine learning methods such as: file structure, skeleton of code, 
popular code fragment, the number of the function calls, and the set of symbols [16]. 
The main advantage of the machine learning methods is the variety of features in a 
knowledge database and a combination of types of features together. Therefore, the 
approach for detecting virus based on machine learning methods can be inherited, 
selected virus signatures in the traditional methods for making these features. 

In this research, we use information describing PE file and a method for analyzing 
its structure in order to extract the feature set from the virus sample. Thus, the exper-
iments in this research are only applied for the PE file of the windows operating sys-
tem. We generate the feature set of each virus by combining the features of the PE 
structure in the research [1] and hash code of machine code in that file. The PE struc-
ture is described in Fig. 3. Based on this structure, the set of feature is used as in  
Table 1. 

 

 
Fig. 3. The structure of a PE file 
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Table 1. The feature is based on the analysis of the structure 

Order Feature 
Size 
(byte) 

Address offset  
(PE 32 / PE 64) 

1 MajorLinkerVersion 1 2 / 2 
2 MinorLinkerVersion 1 3 / 3 
3 SizeOfInitializedData 4 8 / 8 
4 SizeOfUninitializedData 4 12 / 12 
5 MajorOSVersion 2 40 / 40 
6 MinorOSVersion 2 40 / 42 
7 MajorImageVersion 2 44 / 44 
8 MinorImageVersion 2 46 / 46 
9 Checksum 4 64 / 64 
10 DLLCharacteristics 2 70 / 70 
11 HashCodeSegment   

3.2 Applying Maximum Entropy Model for Detecting Virus 

In this section, we will construct a model for problem detection virus based on Maxi-
mum Entropy Model. Maximum Entropy Model, which is the probability distribution 
model, has been successfully applied for the problem of data classification, especially 
in natural language processing. A core principle of maximum entropy based on distri-
bution model of each data set and a set of constraints that has to achieve the best pos-
sible balance [12]. The training data set used to generate the constraints of the model, 
which are basic factorial for estimating the probability distribution of each class. The-
se constraints are represented by values of the features. From that, we calculate on the 
model to get a distribution for the maximum Entropy. 

A specialty of the Maximum Entropy Model is shown by a function fi(d, c), in 
which d is observation data and c is a class. Maximum entropy allows limiting  
distribution model in order to obtain expected values for each specialty of data set. 
Therefore, the distribution probability of the data d for class c is P(c|d) satisfying the 
Equation (1). During training phase, the distribution probability P(d) is unknown and 
no need to concern, so we just use the sample data as a condition for distributing data 
according to Equation (2) . 1| | ( , ( ))∈ = ( ) ( | ) ( , ) (1) 

1| | ( , ( ))∈ = 1| | ( | ) ( , ) (2) 

Maximum Entropy Model provides a simple mechanism to combine features in 
different contexts in order to estimate the probability of some classes appearing in 
these contexts. The main idea of the maximum Entropy method is to find a model 
with probability distribution satisfying all constraints between observation data and a 
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set of classes. According to the principle of maximum entropy, the distribution has to 
satisfy the observation data and maximize the conditional entropy measure. Maximum 
Entropy Model is the probability distribution as in Equations (3) and (4) where P* is 
the optimal probability distribution. ( ) ≡ − ( ) ( | )log ( ( | )),  (3) 

∗ = argmax∈ ( ( )) (4) 

In Maximum Entropy Model, each specialty is shown by a function with only one 
input value by true or false. The constraint set will be established from these special-
ties. A constraint is a condition from the data that the model must satisfy. Each spe-
cialty fi is assigned with a weight λi. Meanwhile, the problem of classification is given 
to the problem of estimating the conditional probability. By applying Lagrange, we 
can prove that probability fraction shall be in Equation (5) and (6) [12,13]. ( | ) = 1( ) × ∑ λ ( , ) (5) 

( ) = ∑ λ ( , ) (6) 

where, Z(d) is the expression normalized to ensure conditions Σp (c | d) = 1 and λi is 
the weight corresponded with the ith specialty. 

According to the Equations (5) and (6), in order to calculate the probability p(c|d), 
we need to determine the weight λi. Each Entropy model has an important set of 
weights λ = {λi | 1 ≤i≤ |D|}. Maximum Entropy Model is the model with the best set of 
weights. The objective of the training phase is to find the best set of weights based on 
the set of classes and specialties. The objective of the test period is the distribution 
probability of the object to be checked with the set of classes based on the set of 
weights created during the training phase. From this distribution probability, we find 
the class for the object with the largest probability. 

Based on initial Maximum Entropy Model, we modified for applying to the prob-
lem of virus detection. In essence, the problem of detecting virus is a type of classifi-
cation problem. We describe this problem as a mapping ε as in Equation (7). 

 ε = F → V     (7) 
where, 

• F is a set of files to be checked 
• V = {vi | i =0..N} is a set of labels: v0 corresponding with files without virus, vi with 

i = 1..N is classes, corresponding with each type of virus. 
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Let S = {s | s is a specialty} is a set of specialties selected from the sample virus. For 
each pair (s, v), constraints fi (s, v) is defined as in Equation (8). 

 ( , ) = 1 if is an attribute of0 if is not an attribute of  (8) 

3.3 Training Phase 

During the training phase, we select features s of each virus file from the virus sam-
ples database. After that, we need to calculate a set of weights λ based on the set of 
features S and the set of classes V. Recently, there are a number of algorithms, which 
are commonly used to figure out λ such as GIS, IIS, L-BFGS [12]. In this study, we 
describe the data structure and implement algorithm GIS as follows: 

1. Calculate E(1)i = ∑  ∈ S,    ∈ V ( | ) × ( , ) 
2. Initiate λ( )

with i = 1..|S|x|V|a certain value 
3. Repeat until convergence or exceeding standard allowed  
For each i 
3.1 Calculate ( ) = ∑ ( )(  | ) ( , )∈ ,   ∈  

  Where, ( )(  | ) =  ∑ λ ( ,   )∈ ,   ∈( )  

3.2 Update λ( )
 = λ( )

+ ( ( )( )) where, = ∑ ( , )∈ ,   ∈  

3.4 Phase of Detection Virus 

In order to determine whether a file is a virus or not, we use the set of weights λ in 
training phase. That file should be selected a set of features. From this set with the 
weights λ, the probability distribution is calculated using the Equations (5) and (6). 
Based on this probability distribution, the file is assigned to the class with the largest 
probability. This class can be a specific virus or not. 

4 Experiment 

4.1 Program and Experimental Data 

In this experiment, we develop the experimental program based on ShapEntropy li-
brary with Visual Studio.Net 2008 and C# language. Our program includes three ma-
jor modules such as feature extraction, training and detection. In the feature extraction 
module, we implement the extraction technique mentioned in the previous section. 
Fig. 4 shows interface of feature extraction module and Fig. 6 illustrates a part of 
virus feature. Interface of training module and detection module is shows in Fig. 5 
and Fig. 7. In order to do the experiment, we use three data sets described in Table 2 
and Table 3. We use virus samples in [15] to build our data sets. The data set is built 
under 10-fold cross validation.  
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Fig. 4. Extracting features from the sets of virus samples 

 
 

 

Fig. 5. Training by Maximum Entropy Model 
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Fig. 6. A part of virus feature 

 

Fig. 7. Virus detection module 

Table 2. Some of virus sample in the experiment 

Order Virus name Virus samples 

1 Elsahes.A 
VirusShare_268988aa1df82ab073f527b5b6c8bff7 
VirusShare_5c4806b5859b35a3df03763e9c7ecbf6 

2 Minaps.A 
VirusShare_1328eaceb140a3863951d18661b097af 
VirusShare_c99fa835350aa9e2427ce69323b061a9 
VirusShare_e476e4a24f8b4ff4c8a0b260aa35fc9f 

3 Sharat.gen!A 
VirusShare_0b680e7bd5c0501d5dd73164122a7faf 
VirusShare_605c1dc91a5c85024160ce78dfac842d 
VirusShare_eef80511aa490b2168ed4c9fa5eafef0  

4 Small.XR 
VirusShare_4192479b055b2b21cb7e6c803b765d34 
VirusShare_d22863c5e6f098a4b52688b021beef0a 
VirusShare_f1e5d9bf7705b4dc5be0b8a90b73a863 

5 Orsam!rts 
VirusShare_225e33508861984dd2a774760bfdfc52 
VirusShare_b3848edbabfbce246a9faf5466e743bf 

6 Sisproc 
VirusShare_0ca6e2ad69826c8e3287fc8576112814 
VirusShare_23059de2797774bbdd9b21f979aaec51 
VirusShare_6fbf667e82c1477c4ce635b57b83bfa0 

7 Noobot.A 

VirusShare_0908d8b3e459551039bade50930e4c1b 
VirusShare_2bd02b41817d227058522cca40acd390 
VirusShare_6808ec6dbb23f0fa7637c108f44c5c80 
VirusShare_95f25d3afc5370f5d9fd8e65c17d3599  
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Table 3. Description of the data sets 

Data 
set 

Description 
Number of samples 
Training 
set 

Testing 
set 

1 
50 files infected virus and 50 files that are not 
infected virus 

90 10 

2 
150 files infected virus and 150 files that are 
not infected virus 

270 30 

3 
293 files infected virus and 207 files that are 
not infected virus 

450 50 

4.2 Experimental Result and Evaluation 

After doing the experiment under the program and data sets above, we summary ex-
perimental result in Table 4. Based on this result, we evaluate the application of Max-
imum Entropy Model in the problem of virus detection as follows: size of training 
model is small, training time is long but it is not important, accurate rate is high, de-
tection time is small. Moreover, this method is better than traditional methods because 
it can detect unknown virus (new virus) [1]. 

Table 4. Summary of experimental result  

Statistical information Data set 1 Data set 2 Data set 3 
Size (MB) 9.7 22.5 34.9 
Training time (Minute) 0.8 1.5 2.3 
Average of detection time (Second) 20 23 27 
Size of training model (KB) 15.1 23.3 36.5 
Accurate rate in case virus trained (%) 100 100 100 
Accurate rate in case untrained virus (%) 36.2 47.5 54.8 

5 Conclusion and Future Work 

Detecting virus based on Maximum Entropy Model is a prospect method and high 
ability of application. This method has some advantages as follows: can present many 
complex problems by feature functions; allow to associate different types of feature; 
has high accurate rate; has a good ability of classification with large number of clas-
ses. In addition, it can detect unknown virus. The main contribution of the paper is 
that we have proposed a new method of virus detection based on Maximum Entropy 
Model. In addition, practically, we have built the virus detection program and data set 
to deploy and test this method. Based on the research result of the paper, we continue 
doing further researches such as applying MEM in intrusion detection system, apply-
ing MEM in malware recognition, associating MEM with other machine leaning algo-
rithm to detect virus, malware. 
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Abstract. Graph mining has practical applications in many areas such as mo-
lecular substructure explorer, web link analysis, fraud detection, outlier detec-
tion, chemical molecules, and social networks. Frequent subgraph mining is an 
important topic of graph mining. The mining process is to find all frequent 
subgraphs over a collection of graphs. Numerous algorithms for mining fre-
quent subgraphs have been proposed; most of them, however, used sequential 
strategies which are not scalable on large datasets. In this paper, we propose a 
parallel algorithm to overcome this weakness. Firstly, the multi-core processor 
architecture is introduced; the way to apply it to data mining is also discussed. 
Secondly, we present the gSpan algorithm as the basic framework of our algo-
rithm. Finally, we develop an efficient algorithm for mining frequent subgraphs 
relied on parallel computing. The performance and scalability of the proposed 
algorithm is illustrated through extensive experiments on two datasets, chemical 
and compound. 

Keywords: data mining, frequent subgraph mining, parallel computing, multi-
core processor. 

1 Introduction 

Graph mining is a well-known topic in machine learning and data mining. There are 
several applications of graph mining such as molecular substructure exploration [1], 
web link analysis [2], outlier detection [3], chemical molecules [4], and social net-
works [5]. Frequent subgraph mining (FSM) is an essential part of graph mining. The 
goal of FSM is to discover all frequent subgraphs in a given graph dataset. A 
subgraph is called frequent if its occurrence is above a user-specified threshold. Nu-
merous algorithms for mining frequent subgraphs have been proposed in recent years 
[6-10]. Nevertheless, most of them are sequential algorithms, causing that they re-
quire much effort and time to mine large datasets. Along with the development of 
modern hardware, multi-core processors became a mainstream when Intel and AMD 
introduced their commercial multi-core chips in 2008 [11], which allows parallel 
computing to be even more easy and feasible. Therefore, this study aims to propose 
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an efficient strategy for parallel frequent subgraph mining on multi-core processor 
computers. Firstly, we introduce the multi-core processor architecture and its applica-
tions in data mining. Secondly, we present gSpan (graph-based Substructure pattern 
mining) which explores frequent substructure without candidate generation [6] as the 
basic framework of our proposed algorithm. Although FFSM [7] and Gaston [1] are 
also efficient algorithms in substructure pattern mining and their performances are 
slightly better than gSpan, we decided to adapt gSpan to the parallel version because 
of its good parallel and scale up properties. Finally, we develop a parallel strategy for 
gSpan based on the parallelism model in .NET Framework 4.0. 

The rest of this paper is as follows. Section 2 reviews some sequential and parallel 
algorithms for mining frequent subgraphs in the literature. Section 3 introduces the 
multi-core processor architecture and benefits of parallel computing in data mining. 
Sections 4 and 5 describe gSpan and the proposed parallel algorithm. Section 6 pre-
sents experiments to show the performance of our algorithm. Conclusions and future 
work are discussed in Section 7. 

2 Related Work 

The problem of mining frequent subgraphs was firstly introduced in [10]. The authors 
proposed AGM, an algorithm which shares similar characteristic with the Apriori-
based frequent itemset mining [12]. The Apriori property was also used in other algo-
rithms for FSM such as FSG [8], the path-join algorithm [13], and AGM-Hash (an 
adaption of AGM) [14]. These algorithms inherit two weaknesses from Apriori: (1) 
joining two k-frequent subgraphs to generate (k+1)-subgraph candidates; (2) checking 
the frequency of these candidates separately. In order to avoid the overheads occurred 
in Apriori-based algorithms, several algorithms without candidate generation have 
been developed. Examples include gSpan [6], FFSM [7], Gaston [1], gRed [9], and G-
Tries [15]. These algorithms adopt the concept of pattern growth mentioned in [16], 
which intends to expand patterns from a single pattern directly. While Apriori-based 
approach must use the breath-first search (BFS) strategy because of its level wise 
candidate generation, the pattern growth approach can use both BFS and depth-first 
search (DFS). 

However, all FSM algorithms mentioned above are implemented by sequential 
strategies, which causes that they may require much effort and time to mine massive 
datasets. Along with the development of modern hardware, multi-core CPUs, GPUs, 
and Map/Reduce become potential and feasible tools for parallel computing [17-19]. 
Some parallel algorithms have been developed for FSM. For example, Cook and his 
colleagues proposed a parallel approach for graph-based knowledge discovery on the 
multi-processor systems [20]. In 2005, Buehrer et al. [21] developed a parallel algo-
rithm for graph mining on the shared memory architecture. Recently, Kessl et al. [22] 
used CUDA to mine graph-based substructure patterns on GPUs. In addition, some 
studies have tried to parallelize FSM algorithms in the Map/Reduce paradigm [23]. It 
can be seen that applying parallelism to FSM is an emerging trend. 
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3 Multi-core Processor Architecture 

A multi-core processor (shown in Figure 1) is a single computing component with 
two or more independent central processing units (cores) in the same physical pack-
age. Compared to a computer cluster (shown in Figure 2) or a SMP (Symmetric Mul-
ti-processor) system (shown in Figure 3), the multi-core processor architecture has 
many desirable properties, for example each core has direct and equal access to all the 
system’s memory and the multi-core chip also allows higher performance at lower 
energy and cost. Parallel mining on multi-core processor computers has been widely 
adopted in many research fields such as frequent itemset mining [17], class associa-
tion rule mining [18], and correlated pattern mining [11]. 

 
 

 

Fig. 1. Multi-core processor: one 
chip, two cores, two threads1 

 

Fig. 2. Computer cluster2 

4 gSpan Algorithm 

In this section, we briefly summarize the gSpan algorithm because it forms the basic 
framework of our proposed parallel algorithm. 

gSpan uses the depth-first search (DFS) strategy to traverse its search tree. To gen-
erate a child node, gSpan extends the parent node by adding one new edge. Each node 
in the tree is assigned a unique DFS-code and this code is used to determine the iso-
morphism of subgraphs. The idea of gSpan is to label a subgraph by a DFS-code and 
create children DFS-codes from the right-most path of DFS tree. If a subgraph has a 
minimal DFS-code, it is added to the result and used to find the next subgraph. This 
process is recursively executed until the DFS-code of subgraph is non-minimal. 

                                                           
1 Source: http://software.intel.com/en-us/articles/ 
 multi-core-processor-architecture-explained 
2 Source: http://en.wikipedia.org/wiki/Distributed_computing  
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Fig. 3. Symmetric Multi-processor system3 

Definition 1 (DFS code) [6]: A DFS tree T is built through the DFS of a graph G. 
The depth-first traverse of the vertices forms a linear order, which can be used to label 
these vertices. An edge sequence ( ie ) is produced as follows. 

Assume ( )1 1 1,e i j=  and ( )2 2 2,e i j= :   

(1) if 1 2i i=  and 1 2j j< , then 1 2e e<  

(2) if 1 2i i<  and 1 2j j= , then 1 2e e<  

(3) if 1 2e e<  and 2 3e e< , then 1 3e e<  

The sequence ie  in which 0,..., 1i E= −  is called a DFS-code, denoted as code(G, 

T). 
 

Definition 2 (DFS Lexicographic Order) [6]: Suppose ( ){ , is a |Z code G T T=

}DFS tree of G  , Z is a set which contains all DFS-codes for all graphs. DFS Lexico-

graphic Order is a linear order of DFS-codes defined as follows. 

If ( ) ( )0 1, , ,..., mcode G T a a aα αα = =  and ( ) ( )0 1, , ,..., mcode G T b b bβ ββ = =  with

, Zα β ∈ , then α β≤  if one of two conditions is true: 

(1) , 0 min( , ),  for ,k k t tt t m n a b k t a b∃ ≤ ≤ = < <  

(2)  for 0  and k ka b k m n m= ≤ ≤ ≥  

 
Definition 3 (Minimal DFS-code) [6]: Given a graph G and Z(G). Regarding DFS 
Lexicographic Order, the minimal one, min(Z(G)), is called Minimal DFS-code of G. 
 
Theorem 1 [6]: Given two graphs G and G’, G is isomorphic to G’ if and only if 
min(G) = min(G’). 

                                                           
3 Source: http://en.wikipedia.org/wiki/Symmetric_multiprocessing  
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Definition 4 (Right-most path extension rules) [6]: Given a DFS-code s and an edge e, 
in either of the following two cases, s e∪  is called the right-most path extension: 

(1) e connects the right-most vertex and the vertices on the right-most path in 
the DFS tree 

(2) e connects the right-most path in the DFS tree and a new vertex 

Based on four definitions and Theorem 1, the sequential version of gSpan is repre-
sented in Figure 4. 

 
Input: Graph dataset D and minimum support threshold minSup 
Output: All frequent subgraphs in D 
Procedure: 
GraphSet_Projection(D, S, minSup) 
1. sort labels of vertices and edges in D by their frequency; 
2. remove infrequent vertices and edges; 
3. re-label the remaining vertices and edges in descending frequency; 
4. S1 = all frequent 1-edge graphs in D; 
5. sort S1 in DFS lexicographic order; 
6. 1S S S= ∪ ; 
7. for each edge 1e S∈  do 

8. initialize s with e, set ( ){ }. | ,s D g g D e E g= ∀ ∈ ∈ ; (only graph id is stored) 

9. SubGraph_Mining(D, S, s); 
10. \D D D e= ∪ ; 

11. if D < minSup then 

12. break; 
SubGraph_Mining(D, S, s) 

13. if ( )mins s≠  then 

14. return; 

15. { }S S s= ∪ ; 

16. generate all s’ potential children with one edge growth; 
17. enumerate(s); 
18. for each c, c is s’ child do 
19. if support(c) ≥ minSup then 
20. s = c; 
21. SubGraph_Mining(D, S, s); 

Fig. 4. gSpan algorithm [6] 

5 Proposed Algorithms 

In this section, we introduce our parallel version for gSpan. We adopt key features of 
gSpan such as isomorphism test and children subgraph generation in our algorithm. A 
graph can be considered as an object so that we can find a graph of (k+1)-edge from a 
graph of k-edge. 
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5.1 Parallel Mining Frequent Subgraphs with Independent Branch Strategy 

In this strategy (called PMFS-IB), we distribute each branch of the DFS tree to a sin-
gle task which mines assigned branch independently from other tasks. The pseudo 
code of PMFS-IB is represented in Figure 5. 

PMFS-IB explores all frequent subgraphs in the same way as gSpan does, except 
that PMFS-IB mines each branch of the DFS tree in parallel. Firstly, PMFS-IB finds 
all frequent 1-edge subgraphs in the dataset (Lines 1-6). For each 1-edge subgraph, 
PMFS-IB creates a new task it  (Line 9) and calls the EXPAND-SubGraph procedure 

inside that task with three parameters: dataset D, a single 1-edge subgraph s, and the 
set of frequent subgraphs returned by the task (FS). Procedure EXPAND-SubGraph is 
recursively called inside a task to find all frequent subgraphs (Lines 17-25). Finally, 
after all tasks are completed, their results are collected to form the full set of frequent 
subgraphs (Lines 12-14). However, the Independent Branch strategy has a significant 
disadvantage that it is not able to shrink the graph dataset after all descendants of a 1-
edge subgraph have been searched. While the original gSpan algorithm removes edg-
es and vertices to project the whole dataset to a smaller one at each iteration (Figure 4, 
Line 10), PMFS-IB cannot shrink the dataset because it mines all branches in parallel 
which requires the whole dataset as an input parameter (Figure 5, Line 11). 

 
Input: Graph dataset D and minimum support threshold minSup 
Output: All frequent subgraphs in D 
Procedure: 
FIND-SubGraph(D, S, minSup) 
1. sort labels of vertices and edges in D by their frequency; 
2. remove infrequent vertices and edges; 
3. re-label the remaining vertices and edges in descending frequency; 
4. S1 = all frequent 1-edge subgraphs in D; 
5. sort S1 in DFS lexicographic order; 
6. 1S S S= ∪ ; 
7. for each edge 1e S∈  do 

8. initialize s with e, set ( ){ }. | ,s D g g D e E g= ∀ ∈ ∈ ; (only graph id is stored) 

9. Task it  = new Task(() => { 

10. FS = ∅ ; // list of frequent subgraphs returned by this task 
11. EXPAND-SubGraph(D, s, FS)}); 
12. for each task in the list of created tasks do 
13. collect the set of frequent subgraphs (FS) returned by each task; 
14. S S FS= ∪ ; 

15. if D < minSup then 

16. break; 
EXPAND-SubGraph(D, s, FS) 

17. if ( )mins s≠  then 

18. return; 
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19. { }FS FS s= ∪ ; 

20. generate all s’ potential children with one edge growth; 
21. enumerate(s); 
22. for each c, c is s’ child do 
23. if support(c) ≥ minSup then 
24. s = c; 
25. EXPAND-SubGraph(D, s, FS); 

 

Fig. 5. PMFS-IB algorithm 

5.2 Example 

  
 

Fig. 6. Example of a graph dataset 

We apply PMFS-IB to a sample dataset shown in Figure 6 with minSup = 100% to 
illustrate its process. The DFS tree constructed by PMFS-IB is shown in Figure 7. It 
can be seen that PMFS-IB creates four tasks t1, t2, t3, and t4 (represented by solid 
blocks) to parallel mine four branches “a-a”, “a-b”, “b-a”, and “b-b” independently 
(Figure 7). 

 

Fig. 7. DFS tree constructed by PMFS-IB for the sample dataset in Fig. 6 
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6 Experiments 

All experiments were conducted on a computer with an Intel Core i7-2600 CPU at 3.4 
GHz and 4 GB of RAM, which runs Windows 7 Enterprise (64-bit) SP1. The proces-
sor has 4 cores and an 8 MB L3-cache; it also supports Hyper-threading. The experi-
mental datasets were obtained from website http://www.cs.ucsb.edu/~xyan/software/. 
The algorithms were coded in C# by using Microsoft Visual Studio .NET 2013. Char-
acteristics of the experimental datasets are described in Table 1. The table shows the 
number of graphs, the average graph size, and the largest graph size in the dataset. 

Table 1. Characteristics of the experimental datasets 

Dataset #graphs 
Average size Largest size 

#nodes #edges #nodes #edges 
Chemical 340 27 28 214 214 

Compound 422 40 42 189 196 
 
To demonstrate the efficiency of PMFS-IB, we compared its execution time with 

that of the sequential gSpan [6]. Figures 8(a) and 9(a) provide information about the 
number of frequent subgraphs which is found in Chemical and Compound respective-
ly while Figures 8(b) and 9(b) compare the runtimes of two algorithms. 

The results show that PMFS-IB outperforms gSpan in all experiments. This is be-
cause the parallel algorithm can utilize the power of the multi-core processor architec-
ture. When the values of minSup are low, the mining times of gSpan dramatically rise 
while the figures for PMFS-IB are smaller. For example, consider dataset Compound 
with minSup = 7%. The runtime of gSpan was 112.927(s) while that of PMFS-IB was 
101.430(s). Similarly, consider the Chemical dataset with minSup = 3%. The execu-
tion times of gSpan and PMFS-IB were 53.037(s) and 46.657(s) respectively. 

 
 

 
(a) 

 
(b) 

Fig. 8. Runtimes of gSpan and PMFS-IB for the Chemical dataset 
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(a) 

 
(b) 

Fig. 9. Runtimes of gSpan and PMFS-IB for the Compound dataset 

7 Conclusions and Future Work 

This paper proposes a strategy for parallel mining frequent subgraphs. The basic idea 
of the proposed algorithm is to adapt gSpan (an efficient algorithm for frequent 
subgraph mining) to a parallel version based on the parallelism model in .NET 
Framework 4.0. The parallel feature is implemented on the multi-core processor ar-
chitecture which does not require an extra cost for synchronization among processors 
like a computer cluster. 

To validate the efficiency of the proposed algorithm, experiments were conducted 
on two popular datasets, namely Chemical and Compound. The experimental results 
show that the proposed method is superior to the sequential algorithm gSpan. Howev-
er, the proposed method has a weakness that it is not able to shrink the dataset. This 
issue will be further investigated and solved. In addition, when the minimum support 
value is very low, the memory consumption is high, which may cause the memory 
leakage. We will study the solutions for reducing the memory consumption. We also 
expand our work to closed subgraph and maximal subgraph mining in the future. 
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Abstract. In this paper, an Arabic Opinion Analysis system is proposed. These 
sorts of applications produce data with a large number of features, while the 
number of samples is limited. The large number of features compared to the 
number of samples causes over-training when proper measures are not taken. In 
order to overcome this problem, we introduce a new approach based on 
Random sub space (RSS) algorithm integrating Support vector machine (SVM) 
learner as individual classifiers to offer an operational system able to identify 
opinions presented in reader’s comments found in Arabic newspapers blogs. 
The main steps of this study is based primarily on corpus construction, 
Statistical features extraction and then classifying opinion by the hybrid 
approach RSS-SVM. Experiments results based on 800 comments collected 
from Algerian newspapers are very encouraging; however, an automatic natural 
language processing must be added to enhance primitives’ vector. 

Keywords: RSS (Random Sub Space), SVM (Support Vector Machine), Arabic 
opinion mining. 

1 Introduction 

Other’s opinions can be crucial when it’s time to make a decision or choose among 
multiple options. When those choices involve valuable resources (for example, 
spending time and money to buy products or services) people often rely on their 
peers’ past experiences. Until recently, the main sources of information were friends 
and specialized magazine or websites. Opinion Mining (OM), also known as 
Sentiment Analysis (SA) is a challenging task that combines data mining and Natural 
Language Processing (NLP) techniques in order to computationally treat subjectivity 
in textual documents. This new area of research is becoming more and more 
important mainly due to the growth of social media where users continually generate 
contents on the web in the form of comments, opinions, emotions, etc. Most of built 
resources and systems are intended to English or other Indo-European languages. 
Despite the fact that Chinese, Arabic and Spanish are currently among the top ten 
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languages most used on the Internet according to the Internet World State rank1, there 
are very few resources for managing sentiments or opinions in these languages. 

However, people increasingly comment on their experiences, opinions, and points 
of views not only in English but in many other languages. A published study by 
Semiocast, which is a French based company, has revealed that Arabic was the fastest 
growing language on Twitter in 2011, and was the 6th most used language on Twitter 
in 2012[1]. The same study revealed that the number of twitter users in Saudi Arabia 
almost doubled (grew by 93%) in the span of 6 months in 2012 and that Riyadah is 
now the 10th most active city on Twitter. A breakdown of Facebook users by country, 
places Egypt with 11,804,060 users as the Arabic speaking country with the largest 
number of FB users, and ranks it at 20among all countries of the world. Saudi Arabia 
follows with a user base of 5,760,900 and an overall rank of 33[2]. 

The opinion mining consists of several tasks; it is useful to implement the intended 
applications [3]: 

1. Detecting the presence or absence of Opinion; 
2. Classification of opinion’s axiology (positive, negative, neutral); 
3. Classification of opinion’s intensity;  
4. Opinion’s object Identification (on which the opinion relates); 
5. Identifying the source of the opinion (which expresses the opinion). 

This work is part of a national research project. It is primarily concerned with the 
task of extracting relevant characteristics and classification of the opinion’s axiology 
in Arabic language from readers’ comments regarding the national press. The 
approach is based on novel paradigm of supervised machine learning techniques. 

In this study, an important extracted statistical characteristics set (such as the 
number of positive words, strongly positive, emotionality… etc.) are defined and 
analyzed in section 3. We noticed that the flow characteristics used may be 
incompatible and probably redundant information. 

In such growing number of domains the data collected has a large number of 
features. This poses a challenge to classical pattern recognition techniques, since the 
number of samples often is still limited with respect to the feature size. In order to 
reduce the dimensionality of the feature space, the selection of informative features 
becomes an essential step towards the classification task. The large number of 
features compared to the number of samples causes over-training when proper 
measures are not taken. In order to overcome this problem, we introduce a new 
multivariate approach for feature selection based on the Random Subspace Method 
(RSM) proposed by Ho [4]. Ho introduced the RSM to avoid overfiting on the 
training set while preserving the maximum accuracy when training decision tree 
classifiers. However, SVM classifiers have showed its efficiency in opinion mining as 
learning algorithm. We propose a hybrid approach incorporating individual SVMs 
classifiers in RSM algorithm.  

The exploitation of the different results produced by these classifiers using one of 
the methods of classifiers combination, usually results in a high rate of generalization 
[5]. Although the classifier is less efficient with the input data, the knowledge of 
behavior provides some useful information about the true class during the merger. 
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The final results are a set of classifiers ensuring a level of complementarity that 
will be combined to generate the final decision. To achieve this objective, two 
methods of fusion are used: Majority Voting and Weighted Voting. 

This work is organized as follows: in section two we present the main concepts of 
"Random Sub Space". The main steps of our approach are detailed in Section three, 
beginning with the acquisition of the comments; to the classification with SVMs. 
Also, in the future, we plan to extend our work to be able to classify the Arabic 
opinions for the recommendation systems. 

2 Related Works  

Previous work has proposed methods for identifying subjective text that expresses 
opinion and distinguishing it from objective text that presents factual information ([6]; 
[7]; [8]; [9]). 

Subjective text may express positive, negative, or neutral opinion. Previous work 
addressed the problem of identifying the polarity of subjective text ([7]; [10]; [11]). 
Many of the proposed methods for text polarity identification depend on the availability 
of polarity lexicons (i.e. lists of positive and negative words). Several approaches have 
been devised for building such lexicons ([12]; [13]; [14]; [15]). Other research efforts 
focused on identifying the holders and the targets of opinion ([16]; [17]; [18]). 

Opinion mining and sentiment analysis techniques have been used in various 
applications. One example of such applications is identifying perspectives ([19]; 
[20]). For example, in [20], the authors experiment with several supervised and 
statistical models to capture how perspectives are expressed at the document and the 
sentence levels. In [21] they proposed a method for extracting perspectives from 
political texts. They used their method to estimate the policy positions of political 
parties in Britain and Ireland, on both economic and social policy dimensions. In 
[22]they present an unsupervised opinion analysis method for debate side 
classification. They mine the web to teach associations that are indicative of opinion 
stances in debates and combine this knowledge with discourse information.  

3 Random Sub Space 

The random sub space method introduced by Ho in 1998 represents a distinct 
aggregating method that has a fundamentally different philosophy from the other 
aggregating methods. The random subspace method originated from the stochastic 
discriminant analysis, which uses weak classifiers that are not necessarily very accurate 
but generalize well as base learner and achieves good prediction accuracy by 
aggregating many different such individual classifiers. The random subspace method 
generates multiple individual classifiers by projecting the original feature space into 
different subspaces. The projection from the high dimensional feature space into the low 
dimensional space can avoid the problems caused by high dimensionality. And all the 
information in the original data is maintained by aggregating many individual classifiers 
based on different subspaces. However, the original random subspace method did not 
emphasize the importance of selecting a base learner that should generalize well. Also, 
all individual classifiers have equal weights so the existence of uninformative subspaces 
would still deteriorate the performance of the aggregated classifier [23]. 
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4 System Architecture  

In this section, we will explain our proposed system architecture for Arabic opinion 
mining and classification (Fig. 1). When we started to design our system architecture, 
we realized that this architecture must meet the following requirements: 

 

Fig. 1. The proposed process for opinions classification 

4.1 The Arabic Corpus Construction and Manual Pre-treatment  

The Arabic language has become a popular area of research in IR (Information 
Retrieval), but it presents serious challenges due to its richness, complex morphology, 
and syntactic flexibility [24]. Although in the last decade, a lot of works have been 
carried out to make the task of Natural Language Process of Arabic easy, the systems 
to analyze Arabic automatically are not as easily available as they are for other 
languages such as English [25]. In addition, available digital resources such as, for 
example, the corpora for Arabic NER are still limited although efforts are being made 
to remedy this [26]. Based on our national project, we have constructed an Arabic 
corpus that contains almost 800 reviews: which have been prepared from a collection 
of articles that were manually obtained from various sources on the web as: reader 
comments blogs from Algerian newspaper. 

Table 1. Examples of reviews 

Polarity The commentaries in English The commentaries in Arabic 

Positive Congratulation for us all, you made the 
good choice. The journalist Leila bouzidi is 
really competent and she has a professional 
personality allowing her to really manage 
her career, god help her. 

 .مبروك علينا وعليكم لقد أحسنتم الاختيار
الصحفية القديرة ليلى بوزيدي حقا هي 
متمكنة وذات شخصية مهنية متحكمة في 

 .إدارة مهنتها أعانها االله ووفقها

Negative Honestly, I didn't like the writer's style, and 
also his point of view towards this topic 
and I hated his mockeries for the art. 

بدا أسلوب الكاتب ولا صراحة لم أحب أ
رأيه في الموضوع وآرهت استهزاءه 

 .بالفن
Neutral No, it is his personal point of view. انه رأيه الشخصي آلا. 
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4.2 Features Extraction  

Feature engineering is an extremely basic and essential task for Sentiment Analysis. 
Converting a piece of text to a feature vector is the basic step in any data driven 
approach to Sentiment Analysis. It is important to convert a piece of text into a 
feature vector, so as to process text in a much efficient manner. In text domain, 
effective feature selection is a must in order to make the learning task effective and 
accurate. But in text classification, it’s a group of statistical features. 

In a previous work [27], we have analyzed different statistical features and after an 
empirical study, the selected features for Arabic polarity detection can be summarized 
as follow: 

Table 2. The selected statistical features 

Sentence Number of sentences 
Positive Words Number of positive words  
Negative Words Number of negative words 
Neutral Words Number of neutral words 
Polarity  Sum of polarity words 
Positive polarity  Average of positive polarity words  
Negative polarity  Average of negative polarity words  
Neutral polarity  Average of neutral polarity words  
Predicates Number of predicates 
 Average of predicates 
Adverbs Number of adverbs 
 Average of adverbs 
Adjectives Number of adjectives 
 Average of adjectives 
Emotionalism The emotionalism of the document 
Addressage The addressage of the document  
Reflexivity  The reflexivity of the document  

 
Some have noticed that the large vector of features can affect the performance of 

the SVM classifier, to outperform this limit and at the same time taking into account 
information issue from all features; our idea is use RSS to generate different small 
features vectors. Each novel SVM will be responsible to learn all comments by each 
vector. More details are explained in the next section. 

4.3 RSS-SVM Hybrid Classifier  

The Sentiment Polarity Classification is a binary classification task where an 
opinionated document is labeled with an overall positive or negative sentiment. 
Sentiment Polarity Classification can also be termed as a binary decision task. The input 
to the Sentiment Classifier can be opinionated or sometime not. When a news article is 
given as an input, analyzing and classifying it as a good or bad news is considered to be 
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The terms TruePositives (TP counts the positive opinions correctly classified), 
FalsePositives (FP counts the positive opinions incorrectly classified), FalseNegatives 
(FN counts the negative opinions incorrectly classified), TrueNegatives (TN counts 
the negative opinions correctly classified), TrueNeutral (TNe counts the neutral 
opinions correctly classified), FalseNeutral (FNe counts the neutral opinions 
incorrectly classified), were gathered to calculate the previous measures, according to 
the following formulas: =                                                       (1) 

=                                        (2) 

= 2 ∗ .
                                                   (3) 

=                                                    (4) 

To highlight the importance, and to clarify the effect of the random sub space in 
the Arabic opinion classification results, we carried out three experiments to calculate 
the previous measures. The first experiment applied on an SVM classifier that uses 
the Gaussian kernel, the second experiment uses a classic random sub space method 
with the decision tree, while in the last one a the random sub space algorithm is used 
to minimize the features vector for the same SVM classifier. Tables 3, 4 and 5 show 
the results of the experiments. 

 

Table 3. The results of the first experiment (SVM classifier with the Gaussian kernel) 

 Precision Recall Fmeasure Accuracy 

SVM Classifier 49.22 54.32 61.11 38.56 

Table 4. Classical RSSclassifier obtained results 

Combination 
function  

RSS  Precision Recall Fmeasure Accuracy 

Voting P=2 33.12 29.23 25.34 41.00 
 P=3 30.12 28.21 27.51 24.36 
 P=4 32.21 20.22 25.01 19.99 
 P=5 23.00 21.00 25.01 20.39 
Weighted Voting P=2 23.22 39.33 29.37 31.10 
 P=3 32.22 31.29 34.21 25.16 
 P=4 37.23 28.23 19.31 20.59 
 P=5 30.02 20.53 22.01 21.39 
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Table 5. Hybrid RSS-SVM classifier obtained results 

Combination function  RSS  Precision Recall Fmeasure Accuracy 

Voting P=2 65.22 64.32 67.11 66.56 
 P=3 69.21 62.01 65.22 55.99 
 P=4 87.21 85.12 86.20 91.00 
 P=5 79.12 74.22 68.56 69.33 
Weighted Voting P=2 55.22 74.42 77.33 76.57 
 P=3 79.22 72.11 68.12 66.99 
 P=4 97.32 95.32 96.10 98.00 
 P=5 89.02 64.32 69.12 79.13 

 
From the above results, we can distinguish the advantages of combing the two 

methods RSS and SVM. From the last table, the RSS-SVM classifier with the vector 
size “P” equal to 4 and with the use of weighted voting techniques as aggregation 
function, our system generate the best results with 98.00. 

6 Conclusion  

In the last decade, the Arabic Language has become a popular area of research in IR 
(Information Retrieval) in general and in opinion mining in particular. Unfortunately, 
working with Arabic adds more difficulties than the languages that derive from Latin, 
because it implies the solving of different types of problems such as the short vowels, 
al-hamzah, prefixes, suffixes, etc. In this work, we have tried to combine both the 
random sub space method and support vector machine classifier in order to avoid over 
fitting creating by the used of all features and beneficiate from proven SVM classifier 
performances. Although obtained results with individual SVM classifier were 
promising, we have shown that the hybrid classifier and the combination techniques 
improved on the performances achieved individually. These results encourage us to 
continue working along this line. Thus, we could enrich feature vector with another 
sort of morphological primitives using natural language processing. We must also 
study the choice of “p” selected feature at each iteration for RSS algorithm. This study 
must take into account the correlation criteria between features in each sub vector. 
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Abstract. With the development of database-as-a-service (DaS), data in cloud
is more interesting for researchers in both academia and commercial societies.
Despite DaS’s convenience, there exist many considerable problems which con-
cern end users about data loss and malicious deletion. In order to avoid these
cases, users can rely on data auditing, which means verifying the existence of
data stored in cloud without any malicious changes. Data owner can perform data
auditing by itself or hire a third-party auditor. Until now, there are two challenges
of data auditing as the computation cost in case of self auditing and data privacy
preservation in case of hiding an auditor. In this paper, we propose a solution
for auditing by a third-party auditor to verify data integrity with efficient com-
putation and data privacy preservation. Our solution is built upon cryptographic
hash function and Chinese Theorem Remainder with the advantage in efficient
computation in all three sides including data owner, cloud server, and auditor. In
addition, the privacy preservation can be guaranteed by proving the third-party
auditor learns nothing about user’s data during auditing process.

Keywords: Data Audit, Database-as-a-service (DaS), Cryptographic hash func-
tion, Chinese Remainder Theorem.

1 Introduction

Cloud computing and data service are two fast developing applications now. And the
fields of those researches are also reinforced by requirements of the booming of smart
phone and smart devices such as home appliances and wearable devices. It is trivial to
see that two of the most requirements are data storage service and data privacy preser-
vation. In those two requirements, data audit is the most important research because its
result can give a direct solution of two those above requirements. In data storage service
or database as a service, server of the third party is often assumed to be semi-trusted,
i.e. it is believed not to use or reveal users data without permission. However, it may
not reveal unexpected data loss or corruption to users, or delete some rarely accessed
data sections. In order to avoid such risks, users must trust and rely on system of data
auditing. The data auditing means verifying the existence of data stored in servers of
cloud storage provider without any malicious deletion or modification. Data owner can
perform data auditing by itself or hire an auditor. Here two challenges of data auditing
are the computation cost in case of self-auditing and data privacy preservation in case of
hiring an auditor. Since a decision made by a third party auditor will be not affected by

c© Springer International Publishing Switzerland 2015 185
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different interest or benefit of both data owner and cloud server, the solution of hiring
an auditor seems to be fair for the two sides.

Previous works of auditing methods by third party auditors consist of private verifi-
cation and public verification. In detail, private verification scheme by Juels and Kaliski
[4] encrypts data file and then embeds random value blocks (called sentinels) randomly.
It is believed that if the server deletes a substantial portion of the file, a number of sen-
tinels are also deleted and the auditor can discover this. This approach focus on only
static file. The scheme by Shacham and Waters [5] bases on Message Authentication
Code. They split erasure code of a file into blocks and each block into sectors, and
create authenticators for each block based on Message Authentication Code (MAC).
Every time the auditor wants to verify data, it sends a set of indices of blocks and the
server returns corresponding data blocks along with their aggregated authenticator. The
auditor afterwards applies MAC to verify integrity of blocks using its secret key shared
by the data owner. This scheme gains advantage of fast computation but its downside is
the server’s response length and disclosure about verified data to the auditor.

The first public verification scheme by Ateniese et al. [1] was based on public key
cryptosystem RSA. With this scheme, data are protected against the auditor and the
server’s response length is fixed by parameters of RSA cryptosystem. The scheme’s
downside is computation cost due to modular exponentiation operations. Another pub-
lic verification scheme by Shacham and Waters [5] applies bilinear map [2] to aggregate
authenticators of data blocks into one in order to reduce the server’s response length.
Later, a scheme by Wang et al. [6] applies pseudorandom generator to prevent the audi-
tor from recovering data content from the message sent by the server; therefore, it pro-
vides data privacy-preservation against the auditor. The scheme’s extension for batch
auditing is straightforward and other schemes can be extended in the same manner.

In summary, auditing methods by third party auditors seem to focus on one or more
problems among: reduction the server’s response length, reduction computation cost
in the server and the auditor, reduction storage overhead in the server and the auditor
and data privacy preservation against the auditor, static data file or dynamic data file
support. Among them, our motivation consists of computation cost reduction, efficient
storage, data privacy preservation for data audit by an auditor and dynamic data file or
database support.

In this paper, we propose solution for auditing by an auditor that uses secret key
shared between data owner and auditor based on cryptographic hash function and Chi-
nese Remainder Theorem. Thanks to fixed size of output of hash function, extra storage
overhead for auditing is reduced. Shared secret key and Chinese Remainder Theorem
provide the auditor a way to verify data in privacy preservation manner. In addition, the
proposed approach gains efficient computation thanks to its simple calculations.

2 The Three-Parties Auditing Model

2.1 System Model

The model consists of three factors:
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– Cloud server (CS): server that provides cloud database-as-a-service (DaS). The
server is semi-trusted. It is believed not to use or reveal users data without per-
mission. However, the server may not reveal unexpected data loss or corruption.
Besides, the server may possibly decide to delete some data sections that have been
rarely accessed by users.

– Data owner (DO): user who use DaS to keep their data. User wants to detect if any
data has been lost, deleted or modified maliciously so it hires a third-party to audit
data. However, the user does not want its data to be revealed to the third-party.

– Third-party auditor (TPA): a third-party that is hired by data owner to audit its data
without knowing them. Data owner may send some information to TPA. When TPA
wants to audit data in cloud server, it sends query to cloud server. Cloud server then
returns corresponding metadata or proof back so that TPA can rely on to audit if
data has been kept intact or not.

The design criteria of the above 3-parties model is a trade-off of three following goals:

– Low storage overhead. The additional storage used for auditing should be as small
as possible on both TPA and CS.

– Low communication. The communication cost required by auditing process should
be as low as possible.

– Low computational complexity. The computation for TPA should be low.

3 Proposed Method

3.1 Description

In this section, we give detailed exposition of the proposed auditing method and an
example to illustrate it. In addition, we discuss about parameter selection and purpose
of steps in the method.

Our proposed auditing method consists of three phases as described in the figure
below.

Phase 1
Sending data

Phase 2b
Sending data

Phase 3b
Auditing

Phase 2a
Sending request

PPPPPPPPPPPPPPPha
Aud

Phase 3a
Sharing key x

DO

TPA CS

Fig. 1. The auditing process
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Some conventions will be necessary for our description:

– x is shared secret key between the data owner and the auditor. Supposed that only
data owner can upload data to server. the auditor cannot thanks to other access
control policies of the server which we will not cover in this paper.

– h : {0, 1}∗ × {0, 1}∗ → {0, 1}n is a keyed hash function that returns a value of n
bits (n is a system parameter). {0, 1}∗ is a binary string.

– P : {0, 1}m × N → {0, 1}m is a one-way permutation (this may be a uncompres-
sion hash function). N is the set of natural numbers and {0, 1}m is a binary string
of m bits.

– Q : {0, 1}∗ × {0, 1}∗ → {0, 1}n+1 is a prime generator that returns a (n+ 1)-bit
prime.

Assuming that index of record in database is counted from 1.

Phase 1: The data owner (DO) sends data to the cloud server.
Each time the data owner sends a block of d data items. Assuming that the order of

blocks is significant and counted from 0. Let us denote d records of the kth block by
{Rkd+1, . . . , R(k+1)d}. The data owner will

(1) Compute Sk =
⊕d

i=1 P (Rkd+i, kd+ i) where ⊕ is bitwise XOR operation.
(2) Compute Rkd+i = Sk ⊕ P (Rkd+i, kd + i) (∀i = 1, . . . , d) =

⊕d
u=1,u�=i P (Rkd+u, kd+ u).

(3) Compute fkd+i = h(Rkd+i, x) (∀i = 1, . . . , d).
(4) Generate primes qi = Q(kd+ i, x), (∀i = 1, . . . , d).
(5) Solve the system of congruences for the solution Xk

⎧

⎪⎪⎪⎨

⎪⎪⎪⎩

Xk ≡ fkd+1 (mod q1)
Xk ≡ fkd+2 (mod q2)
...
Xk ≡ f(k+1)d (mod qd)

(1)

(6) Send the kth block and its metadata, {{Rkd+i}di=1, Xk}, to the server.

Phase 2: The auditor sends its request to the cloud server, then the server sends back its
proof

(1) The auditor sends to the server its request {Ij}�j=1 which are indices of records
RI1 , · · · , RI� , ∀j = 1, · · · , �. Given that {Ij = kjd+ ij}�j=1, 1 ≤ ij ≤ d.

(2) For each index in the request, the server identifies the order of block containing the
corresponding record {kj = � Ij

d �}�j=1 and the order of the record in the identified
block {ij ≡ Ij (mod d)}�j=1. If ij ≡ Ij (mod d) = 0 then assign ij = d (because
the order or records in a block is counted from 1 to d)

(3) For each index Ij , the server computes RIj+1 =
⊕d

u=1,u�=ij+1 P (Rkjd+u, kjd +

u). If ij + 1 = d+ 1 then assign ij + 1 = 1.
(4) The server returns {RIj+1, Xkj}�j=1 to the auditor.
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Phase 3: The auditor verifies if the queried records are intact or not.

(1) For each index Ij of its request (given that Ij = kjd+ ij, 1 ≤ ij ≤ d), the auditor
generates a prime qij+1 = Q(Ij + 1, x) (j = 1, . . . , �).

(2) For each index Ij , the auditor compares whether

Xkj (mod qij+1) = h(RIj+1, x)

is true or false. If true, all d−1 records of the block that containsRIj , exceptRIj+1,
are ensured to be intact. If false, at least one record among those d− 1 records has
been being modified.

Discussion

Parameter Selection: For privacy preserving security, we select the size of block d = 3
(see section 4.2).
Purpose of Permutation Step: The permutation function P in our scheme helps to
ensure to create different metadata R for the two same records R at different indices.
Purpose of the Hash Function h: It ensures to prevent finding back the record value
R from the metadata R.
Selection of the Number of Requested Records: According to A. Giuseppe et al. [3],
if the server deletes t records and t is a fraction of n (the number of all records), for e.g.
t = 1%× n, the auditor will detect this after challenging c = 460 records for auditing
with probability of 95%. In our scheme, with a requested record, the auditor can verify
d−1 records in a block. Therefore, with the same c = 460, the probability of successful
detection is higher than 95%.

Next, an example will show how the audit method works.

Example 1. Without loss of generality, assuming that we will audit the first block (block
of order k = 0) containing d = 3 records, R1 = 23, R2 = 17, R3 = 29. Given secret
key x = 10 and supposed that the three functions are:

h(Rj , x) = Rj (mod Q(j, x)), ∀j = 1, .., 3
P (Rj , j) = Rj , ∀j = 1, .., 3
Q(1, x) = q1 = 13, Q(2, x) = q2 = 11, Q(3, x) = q3 = 7.
Phase 1:

(1) S0 = P (R1) ⊕ P (R2) ⊕ P (R3) = R1 ⊕ R2 ⊕ R3 = 23 ⊕ 17⊕ 29 = 101112 ⊕
100012 ⊕ 111012 = 110112.

(2) R1 = S0 ⊕ P (R1) = S0 ⊕R1 = 110112 ⊕ 101112 = 11002 = 12
R2 = S0 ⊕ P (R2) = S0 ⊕R2 = 110112 ⊕ 100012 = 10102 = 10
R3 = S0 ⊕ P (R3) = S0 ⊕R3 = 110112 ⊕ 111012 = 01102 = 6

(3) f1 = h(R1, x) = R1 (mod q1) = 11002 = 12,
f2 = h(R2, x) = R2 (mod q2) = 10102 = 10,
f3 = h(R3, x) = R3 (mod q3) = 01102 = 6

(4) Solve system of congruences
⎧

⎨

⎩

X0 ≡ f1 (mod q1)
X0 ≡ f2 (mod q2)
X0 ≡ f3 (mod q3)

⇔

⎧

⎨

⎩

X0 ≡ 12 (mod 13)
X0 ≡ 10 (mod 11)
X0 ≡ 6 (mod 7)

We have X0 = 1000
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(5) Send {R1 = 23, R2 = 17, R3 = 29, X0 = 1000} to the server.

Phase 2:
Assuming that R2, a record in database, is modified to R′

2 = 23 = 101112. The
server then computes R′

3 = R1 ⊕ R′
2 = 101112 ⊕ 101112 = 0 and returns {R3 =

0, X0 = 1000} to the auditor.
Phase 3:
The auditor can detect this change. Indeed, we have
With X0 = 1000, q3 = 7, X0 (mod q3) = 6 
= 0 = R′

3 (mod q3).
It means all records the block containing the record R2, except the record R3, has

been ensured to be intact.

3.2 Correctness

In order to prove correctness of the proposed audit method, at first we need to prove
uniqueness property of solution of the system of congruences in Equation 1.

Theorem 1. Let X be the solution of system of congruences that established in Phase
1 of proposed scheme (Equation 1):

⎧

⎪⎨

⎪⎩

X ≡ f1 (mod q1)
...
X ≡ fd (mod qd)

then

(i) The system 1 has unique solutionX in Zq1×···×qn and
(ii) X (mod qi) = fi(∀i = 1, . . . , d) and
(iii) X (mod qi) 
= g given that g 
= fi(∀i = 1, . . . , d).

Proof. (i) In Equation 1, fkd+i < qi, ∀i = 1, . . . , d because fkd+i is a n-bit output of
the keyed hash function h while qi is n + 1-prime output of prime generator Q. The
primes q1, . . . , qd are different because they are output of the same generator Q with
different input. This is a variation of the system in Chinese Remainder Theorem because
q1, . . . , qn are distinguished primes. Therefore, it is correct due to Chinese Remainder
Theorem.

(i) and (ii) It is clear.

Theorem 2 (Correctness). If the server passes phase 3 of the proposed audit method,
the corresponding blocks containing audited data must be kept intact in the server.

Proof. For each index Ij of the request (given that Ij = kjd + ij , 1 ≤ ij ≤ d), if
the corresponding block of record RIj is kept intact, the server returns to the auditor
{RIj+1, Xkj} and Xkj be the solution of the congruence system:

⎧

⎪⎨

⎪⎩

Xkj ≡ h
(

Rkjd+1, x
)

(mod q1)
...
Xkj ≡ h

(

Rkjd+d, x
)

(mod qd)
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At the auditor side, by Theorem 1 (ii), it has Xkj (mod qij+1) = h(RIj+1, x), and the
server passes phase 3.

If there is any record RIu(Iu 
= Ij + 1) in this block that has been changed,
then computed value RIj+1 will be different from the computed value from the orig-
inal data. This leads to change of the value h(RIj + 1, x). Meanwhile, Xkj is com-
puted by the data owner based on the original data. Therefore, at the auditor side, Xkj

(mod qij+1) 
= h(RIj+1, x). This is correct due to the Theorem 1 (iii).

4 Analysis

We will need some conventions in Table 1.

Table 1. Notations

Notation Meaning
N The number of records of database.
d The number of records of a block.

R,|R| R is a record. |R| is the number of bits of the record R.
R,|R| Combination of all records in the block except R. The combination is computed by

bitwise XOR operation (same as step (2) in phase 1). It is easy to see that |R| = |R|.
n The number of bits of hash value created by the function h : {0, 1, }∗ × {0, 1}∗ →

{0, 1}n
X Metadata computed from a data block as in step (5) in phase (1). It is the solution of

the system on d congruence equations in Equation 1 where each prime has n + 1 bits.
Therefore the number of bits of X is about d× (n+ 1).

|Int| The number of bits of an integer
Xord Take bitwise XOR operation of d records

Primedn Generating d primes of n-bit
Permd

n Permute bits of d values of n-bit
Hashd

n Hash d values into d values of n-bit
Solvedn Solve the solution for the system of d equations of congruences modulo n bit

Modulo�n Compute � modulo n-bit
Compare�n Compare � pairs of values of n-bit

4.1 Storage Overhead, Communication Cost and Computation Complexity

Due to the limit of pages, proofs for the following results are put in Appendix.

Theorem 3. The storage overhead at the server side is O(N × (|R|+ n)).

Theorem 4. 1. The communication cost when the data owner sends a data block to
the server is O(d× (|R|+ n)).

2. The communication cost is O(� × |Int|) from the auditor to the server and O(� ×
(|R| + d × n)) from the server to the auditor when the auditor requests to audit �
records.

Theorem 5. 1. The computation complexity at the data owner side is Xord +
Permd

n+Hashd
n+Primedn+Solvedn when the data owner sends one data block

to the server.
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2. The computation complexity at the auditor side is Prime�n+Modulo�n+Hash�
n+

Compare�n when the auditor requests to audit � records.

4.2 Security

We concern the list of attack scenarios below:

1. Privacy preserving attack: The auditor recovers the content of record R from the
proof R,Xk sent by the server

2. Replace attack: The server has deleted a record R. When the auditor requests to
audit on the record R, the server selects another valid and uncorrupted record R′

and its metadata to return to the auditor.
3. Replay attack: The server has deleted a record Rj . When the auditor requests to au-

dit on the record Rj ,the server generates proof from previous proof without query-
ing the actual data.
The proof of a record R consists of Rj+1, X where the size of Rj+1 is the same
as the size of R. In our context, the server is semi-trusted. Data loss is caused by
unexpected corruption or by server’s deletion to save storage. Therefore, the fact of
deleting Rj but keeping its proof Rj+1 does not make sense. We skip this kind of
attack.

4. Forge attack: The server has deleted a record Rj . When the auditor requests to audit
on the record Rj ,the server forges its proof without querying the actual data.
From details of phase 1 of the scheme, it is seen that the server needs to know the
actual data and secret key x to create metadata. Therefore, we consider the secret
key attack instead.

5. Secret key attack: The server finds the secret key shared between data owner and
auditor.

Privacy-Preserving Attack. We have the following lemma.

Lemma 1. Given a⊕ b, a⊕ c, b⊕ c, it cannot recover a, b or c.

Proof. It can be proved by the following table

Table 2. Proof of lemma 1

ID Given value Equal expression
(1) a⊕ b (2)⊕ (3)
(2) a⊕ c (1)⊕ (3)
(3) b⊕ c (1)⊕ (2)

(4) 0 (1)⊕ (2)⊕ (3)

We have (1) = a⊕b = (a⊕b)⊕(a⊕c) = (2)⊕(3). Similarly, (2) = (1)⊕(3), (3) =
(1)⊕ (2). Therefore, from (1), (2), (3), there is no way to find out a, b, c.
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Based on the lemma 1, we will prove security for the proposed auditing method if the
number of records in a block is d = 3.

Theorem 6. From the server response {RIj+1, Xkj}�j=1, no information of records
{RIj}�j=1 is leaked to the auditor if choosing d = 3.

Proof. For each requested index Ij , given Ij = kjd + ij(1 ≤ ij ≤ d) and Xkj is the
solution of the system of congruences

⎧

⎪⎨

⎪⎩

Xkj ≡ h(Rkjd+1, x) (mod q1)
...
Xkj ≡ h(Rkjd+d, x) (mod qd)

where x is secret key, qi = Q(kjd+ i, x) is a prime,
Rkjd+i =

⊕d
u=1,u�=i Rkjd+u (∀i = 1, . . . , d).

With d = 3, Rkjd+1 = Rkjd+2 ⊕ Rkjd+3, Rkjd+2 = Rkjd+1 ⊕ Rkjd+3,
Rkjd+3 = Rkjd+1 ⊕ Rkjd+2. According to Lemma 1, it cannot recover any record
Rkjd+1, Rkjd+2, Rkjd+3 in the block kj from Rkjd+1,Rkjd+2, Rkjd+3.

Replace Attack Assuming that the auditor requests on the record RI but the server
returns proof RJ+1, X

′ for another record RJ . When the auditor verifies, it com-
putes a prime q = Q(I, x) and compares X ′ (mod q) = h(RJ+1, x). Actually X ′

(mod q′) = h(RJ+1, x) where q′ = Q(J, x) and q 
= q′. Therefore, X ′ (mod q) 
=
h(RJ+1, x) and the server cannot pass the auditor’s verifying.

Secret Key Attack

Theorem 7. Supposed that the cryptographic hash function h is secure. From data sent
from the data owner, {Rkd+i}di=1, Xk, no information of the secret key x is leaked to
the server.

Proof. Xk is the solution of the system of congruences in Equation 1. Knowing
Xk but q1, . . . , qd, the server cannot compute fkd+1, . . . , fkd+d. Note that even the
server knows fkd+1, . . . , fkd+d, it cannot recover the secret key x because fkd+i =
h(Rkd+i, x) where h is supposed to be secure.

4.3 Comparison to the State-of-Art Schemes

Compared to the two methods of private verification and public verification in the state-
of-art [5], our proposed scheme has more efficient computation and storage overhead
but heavier communication cost. Our efficient computation is thanks to simpler calcu-
lations of hashing and modulo compared to exponential and pairing [5]. Moreover, our
storage overhead is proportional to the fixed size of hash function output instead of size
of records as in [5], therefore it is more efficient. However, our proposed scheme has
heavier communication since it can detect the exact block that is not intact and preserve
data privacy against the third party auditor. Details of comparison is in the Appendix.
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In addition, both state-of-art schemes and the proposed scheme can be applied for
dynamic data file. This proposed scheme can be also applied for database. Basic oper-
ations (deletion, insertion, modification) are described in Appendix.

5 Conclusion

In this paper, we proposed an efficient and secure method of data audit. We then proved
that our data auditing is privacy preserving based on cryptographic hash function and
CRT, which can work online in cloud sufficiently. This can detect malicious deletion
or modification with low computation cost. However, it will make an offset of com-
munication cost to identify exactly the modified block while keeping data privacy. We
believe that this is the future work of big data area with promising results.
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A Appendix

A.1 Proof for Storage Overhead, Communication Cost and Computation
Complexity

Theorem 8. The storage overhead at the server side is O(N × (|R|+ n)).

Proof. Following phase 1 of the proposed auditing method in section 3.1, for each data
block, a metadata is created and sent from the data owner. The number of blocks for the
whole database is N

d . The size of a metadata is d× (n+1). Therefore, storage overhead
at the server side is computed N × |R| + N

d × d × (n + 1) = N × (|R|+ n+ 1) or
O(N × (|R|+ n))

Theorem 9. 1. The communication cost when the data owner sends a data block to
the server is O(d× (|R|+ n)).
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2. The communication cost is O(� × |Int|) from the auditor to the server and O(� ×
(|R| + d × n)) from the server to the auditor when the auditor requests to audit �
records.

Proof. 1. Each time the owner sends a block of d records and its metadata to the
server. Each record has size of |R| bits and each metadata has size of d × (n + 1)
bits. Total cost of the data block and its metadata is

Cost = d× |R|+ d× (n+ 1) = d× (|R|+ n+ 1) or O(d × (|R|+ n))

2. When the auditor needs to audit data in the server, it sends a set of � indices {Ij}�j=1

to the server. Each index is an integer. Therefore, total cost is O(� × |Int|).
After receiving request {Ij}�j=1 from the auditor, the server sends back
{RIj+1, Xkj}�j=1 where |RIj+1| = |R| bits and Xkj has size of d × (n + 1) bits.
Therefore, communication cost is

Cost = �× (2|R|+ d× (n+ 1)) or O(�× (|R|+ d× n)).

A.2 Comparison with the State-of-Art Schemes

Denote that

– N is the number of records
– |R| is size of a record
– n is size of output of hash function
– d is the number of record of a block
– Multd is d multiplications
– Randd is d random generating operations
– Hashd is d hashing operations
– Xord is d Xor operations
– Primed is d prime generation operations
– Solved is solving a system of d congruences

Comparison about computation cost, communication cost and storage overhead are pre-
sented in Table 3.

A.3 Database Operations

The three basic operations for database consists of data insertion, deletion and modifi-
cation. Here we describe details of each operation so that our auditing method can be
applied for database.

– Insertion: Each time the data owner sends a block of d records and the server always
inserts a block at the end of the database. In case of less than d records, the data
owner can wait until there are enough or create a few fake constant records.
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Table 3. Comparison between the proposed scheme and the state-of-art schemes

Private verification [5] Pubic verification [5] The proposed scheme
Keys Secret key A pair of public and pri-

vate key
Secret shared key

Who can audit data? Data owner Any third party Third party who is
shared key with data
owner

Aggregated proof Yes Yes No
Computation cost to
send 1 block (at data
owner)

Multd +Randd Hashd + Expd +
Multd

Xord + Hashd +
Primed + Solved

Computation cost of
auditing � records (at
auditor)

Mult� Hash� + Exp� +
Mult� + Pairing2

Prime� +Modulo� +
Hash�

Storage cost (at server) 2N × (|R|) 2N × (|R|) N × (|R|+ n)

Communication cost
(from server to auditor)
when auditing � records

|R|d |R|d �(|R|+ dn)

– Deletion: If the data owner wants to delete a record Ri, he/she sends query to the
server. The server firstly identifies the block containingRi. Assuming that there are
D blocks in the database and the identified block is the kth block. If the last block
has full of d records, he/she permutes the kth block and Dth block, then sends
the new last block to data owner for deleting record Ri and updating XD before
sending back to server. Otherwise, he/she sends the kth and Dth blocks to data
owner. The data owner then merges data of the two blocks so that the kth block
is full of d records. Data owner computes Xk and XD. Finally he/she resends the
updated kth block with Xk and Dth block with XD to server.

– Modification: If the data owner wants to modify a record Ri into R′
i, he/she sends

query to the server. The server firstly identifies which block contains Ri. Assuming
that it is kth block. It returns the kth block to the data owner. The data owner
modifies Ri and recalculates Xk before sending back to server.
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Abstract. Class association rule (CAR) mining is to find rules that their right 
hand sides contain class labels. Some recent studies have proposed algorithms 
for mining CARs; however, they use the batch process to solve the problem. In 
the previous work, we proposed a method for mining CARs from incremental 
datasets. This method uses MECR-tree to store itemsets and rules are easy to 
generate based on this tree. Pre-large concept is used to reduce the number of 
rescan datasets and Obidsets (set of object identifiers) are used to fast compute 
the support of itemsets. CAR-Incre algorithm has been proposed. However, 
when the number of inserted records is large, this method still consumes much 
time to compute the intersection of Obidsets on dense datasets. In this paper, we 
modify CAR-Incre algorithm by using Diffsets (difference between Obidsets) 
instead of Obidsets. CAR-Incre is adjusted to fit Diffsets. We verify the im-
proved algorithm by experiments. 

Keywords: data mining, class association rule, incremental dataset, Obidset, 
Diffset. 

1 Introduction 

The first method for mining CARs was proposed by Liu et al. in 1998 [8]. It is based 
on Apriori to mine CARs. After that, CMAR, an FP-tree-based approach, was pro-
posed by Li et al. in 2001 [6] to reduce the number of scans dataset and improve the 
accuracy of classifiers. Some efficient methods have been proposed after that such as 
ECR-CARM [13], MAC [1], and CAR-Miner [10, 12]. These methods only focus on 
solving the problem of CAR mining based on the batch process approach. However, 
real datasets typically change due to insertion/deletion. Algorithms for effectively 
mining CARs from incremental datasets are thus required. A naïve method is  
to re-run the CAR mining algorithm on the updated dataset. The original dataset is 
often very large whereas the inserted portion is often small. This approach is not ef-
fective because the entire dataset must be re-scanned. In addition, previous mining 
results cannot be reused. An efficient algorithm for update CARs when some records 
are inserted to the original dataset, named CAR-Incre, has been proposed [11].  
CAR-Incre only updates some nodes in MECR-tree if the number of inserted records 
is smaller than or equal to a safety threshold. In this approach, Obidsets are used to 
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fast compute the support of itemsets. The experimental results show a good perfor-
mance of CAR-Incre compared to CAR-Miner [12]. When the number of inserted 
records on a dense dataset is large, the required time for computing the intersection of 
Obidsets is large as well. This paper presents an improved version of CAR-Incre us-
ing Diffsets. Firstly, CAR-Miner-Diff is used to construct MECR-tree from the origi-
nal dataset. When records are inserted into the original dataset, we update MECR-tree 
by computing information of changed nodes using Diffsets. 

The rest of the paper is organized as follows: Section 2 presents related works  
related to CAR mining, (class) association rule mining from incremental datasets. 
Section 3 presents the proposed algorithm. An example to illustrate the proposed al-
gorithm is also presented in this section. Section 4 presents the experimental results. 
Conclusions and future work are described in Section 5. 

2 Related Work 

2.1 Basic Concepts 

Let D = A , a , A , a , … , A , a , (C, c ) : i = 1, . . , |D|  be a training dataset, 

where A1, A2, …, An are attributes and a , a , … , a  are their values. Attribute C is 
the class attribute for which different values c1, c2, …, ck (k ≤ |D|) represent classes in 
D. Without inconsistency, we can use the symbol C to denote the set of classes, that is 
we can write C = {c1, c2, …, ck}. One of attributes among A1, A2, …, An is used to 
identify the records in D, often denoted by the symbol OID. Let A = {A1, A2, …, An 
}\{OID}. Attributes from A are often called description attributes. 

For example, let D be the training dataset shown in Table 1, which contains 8 rec-
ords (|D| = 8), where A = {A, B, C}, class is the decision attribute, and C = {y, n}, 
i.e., there are 2 classes. 

Table 1. An example of training dataset 

OID A B C class 

1 a1 b1 c1 y 
2 a1 b1 c2 n 
3 a1 b2 c2 n 
4 a1 b3 c3 y 
5 a2 b3 c1 n 
6 a1 b3 c3 y 
7 a2 b1 c3 y 
8 a2 b2 c2 n 

 
Definition 1: An itemset is a set of pairs (a, v) where a is an attribute from A, and v is 
its value. Any attribute from A can appear at most once in the itemset. 

From Table 1, we have many itemsets, such as {(B, b3)}, {(A, a1), (B, b1)}, etc. 

Definition 2: A class association rule r is in the form of X→ c, where X is an itemset 
and c is a class. 
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Definition 3: The support of an itemset X, denoted by Supp(X), is the number of 
records in D containing X. 

Definition 4: The support of a class association rule r = X→ ci, denoted by Supp(r), is 
the number of records in D containing X and (C, ci). 

Definition 5: The confidence of a class association rule r = X→ ci, denoted by 
Conf(r), is defined as: 

Conf(r) = .
)(

)(

XSupp

rSupp  

For Example: consider rule r: (A, a1) → y with X = (A, a1) and ci = y. We have 

Supp(X) = 3, Supp(r) = 2, and Conf(r) = 
3
2

)(
)( =

XSupp

rSupp . 

2.2 Mining Class Association Rules 

There are some methods to mine class association rules (CARs) in static datasets. 
They are divided into three main approaches: 1). Method based on Apriori [8]; 2). 
Method based on FP-Tree approach [6]; 3) Methods based on equivalence class rule 
tree [10, 12, 13]. 

The first method to mine CARs is CBA[8]. It has two parts: First, the authors are 
based on Apriori to mine all CARs. Second, after mining all CARs, they build a clas-
sifier using heuristics. The second method for mining CARs is CMAR [6]. It also 
includes two parts: mine all CARs based on FP-tree and use database coverage to 
build the classifier. In 2008, Vo and Le proposed a method to mine CARs named 
ECR-CARM [13]. They proposed a tree structure to store all frequent itemsets and 
rules are easily generated based on this tree. Besides, Obidset was used to fast com-
pute the support of itemsets. Then they proposed a theorem to prune some rules with 
confidence 100%. In 2013, CAR-Miner was proposed [10]. In this approach, we used 
MECR-tree (Modification of Equivalence class rule tree) to store all frequent itemsets 
and generate rules. Two theorems were proposed to eliminate some nodes on the tree. 

2.3 Mining Association Rules from Incremental Datasets 

In 1996, Cheung et al proposed Fast Update algorithm (FUP) [2]. The authors divide 
itemsets in the original dataset and inserted dataset into two categories: frequent and 
infrequent. So there are four cases that need to be considered: 

1). Itemset is frequent on both original dataset and inserted dataset: It must be fre-
quent on the updated dataset. This case does not need to be considered to know 
whether it is frequent. 

2). Itemset is frequent on original dataset but infrequent on inserted dataset: It may be 
frequent or infrequent on the updated dataset. However, only its new support count 
in the inserted dataset needs to be considered. 

3). Itemset is infrequent on the original dataset but frequent on the inserted dataset: It 
may be frequent or infrequent on the updated dataset. In this case it must be 
rescanned in the updated dataset to determine whether this itemset is frequent. 
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4). Itemset is infrequent on both original and inserted datasets: It must be infrequent on 
the updated dataset. This case does not need to be considered the same as case 1. 

We must rescan the updated dataset in case 3 so it requires a lot of time and effort if 
the dataset is too large. In order to minimize the number of scans of the original da-
taset and the number of generated itemsets from the new data, Hong et al. [3] pro-
posed the concept of pre-large itemsets. A pre-large itemset is an infrequent itemset, 
but its support is larger than or equal to a lower support threshold. In the concept of 
pre-large itemsets, two minimum support thresholds are used. The first is the upper 
minimum support SU (which is also the minimum support threshold) and the second is 
the lower minimum support SL. With these two minimum support thresholds, an 
itemset is placed into one of three categories: frequent, pre-large, or infrequent. Thus, 
there are 9 cases when considering an itemset in two datasets (original and inserted): 

1). Itemset is frequent on both original and inserted datasets: It must be frequent on 
the updated dataset. This case does not need to be considered. 

2). Itemset is frequent on the original dataset but pre-large on the inserted dataset: It 
may be frequent or pre-large on the updated dataset. This is easily determined by 
using the information of this itemset. 

3). Itemset is frequent on the original dataset but infrequent on the inserted dataset: It 
may be frequent, pre-large, or infrequent on the updated dataset. This is easily de-
termined by using the information of this itemset. 

4). Itemset is pre-large on the original dataset but frequent on the inserted dataset: It 
may be frequent or pre-large on the updated dataset. This is easily determined by 
using the information of this itemset. 

5). Itemset is pre-large on both original and inserted datasets: It must be pre-large on 
the updated dataset. This case does not need to be considered. 

6). Itemset is pre-large on the original dataset but infrequent on the inserted dataset: It 
may be pre-large or infrequent on the updated dataset. This is easily determined by 
using the information of this itemset. 

7). Itemset is infrequent on the original dataset but frequent on the inserted dataset: 
We must re-scan the original dataset to compute the support of this itemset. 

8). Itemset is infrequent on the original dataset but pre-large on the inserted dataset: It may 
be pre-large or infrequent. This is easily updated by using the information of this 
itemset. 

9). Itemset is infrequent in both original dataset and inserted dataset: It must be infre-
quent on the updated dataset. This case does not need to be considered. 

To reduce the number of re-scans on the original dataset, the authors proposed the 
following safe threshold formula f (i.e., if the number of added records does not ex-
ceed the threshold, then the original dataset does not need to be considered): f =  (SU SL)×|D|SU   

where |D| is the number of records in the original dataset. 
In 2009, Lin et al. [7] proposed the Pre-FUFP algorithm for mining frequent 

itemsets in a dataset by combining the FP-tree and the pre-large concept. They pro-
posed an algorithm that updates the FP-tree when a new dataset is inserted using the f 
safety threshold. After the FP-tree is updated, the FP-Growth algorithm is applied to 
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mine frequent itemsets in the whole FP-tree (created from the original dataset and 
inserted dataset). The updated FP-tree contains the entire resulting dataset, so this 
method does not reuse information of previously mined frequent itemsets and thus 
frequent itemsets must be re-mined from the FP-tree. Some effective methods for 
mining itemsets in incremental datasets based on the pre-large concept have been 
proposed, such as methods based on Trie [5] and the IT-tree [4], a method for fast 
updating frequent itemsets based on a lattice [14].  

2.4 Mining Class Association Rules from Incremental Datasets 

In 2014, we proposed a method to mine all CARs in incremental dataset in the case of 
records inserted [11]. We used pre-large concept to reduce the number of re-scans on the 
dataset. Besides, a theorem is developed to eliminate some nodes that do not generate 
rules on the tree. This approach used intersection between Obidsets to compute the sup-
port of itemsets. 

3 A Method for Updating CARs in Incremental Dataset Using 
Diffsets 

In this section, we present an improved version of CAR-Incre [12] using Diffset 
instead of using Obidset. The modified algorithm is presented in Figure 1. 

3.1 CAR-Incre-Diff Algorithm 

Input: The MECR-tree built from original dataset D in which Lr is the root node, 
inserted dataset D’, two minimum support thresholds SU and SL, and minConf 
Output: Class association rules that satisfy SU and minConf from D + D’ 
 
CAR-Incre-Diff( ) 
Begin 
1. if |D| = 0 then  

Begin 
2. Call the procedure Modified-CAR-Miner [11] to mine CARs in D’ using SL. 

3. Compute ( )
⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢

−
×−

=
S

SS
U

LU
D

f
1

'  

Endif 
4. else if |D’| > f then 

Begin 
5. Call the procedure Modified-CAR-Miner to mine CARs in D + D’ 

using SL. 

6. Compute ( ) ( )
⎥
⎥
⎦

⎥

⎢
⎢
⎣

⎢

−
+×−

=
S

SS
U

LU
DD

f
1

'  

Endif 
7. Else 

Begin 
8. Clear the Obidset of each node in the MECR-tree 

Fig. 1. Algorithm for updating the MECR-tree on an incremental dataset 
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9. Update information of nodes in the first level of Lr including Obidset, 
count, and pos and mark them  

10. Call the procedure UDATE-TREE to update the MECR-tree 
11. Call the procedure GENERATE-RULE [11] to generate CAR from the 

MECR-tree 
12. f = f - |D’| 

End 
13. D = D + D’  
End. 
UPDATE-TREE(Lr) 
Begin 
14. for all li ∈ Lr.children do 

Begin 
15. if li is not marked then 
16. TRAVERSE-TREE-TO-CHECK(li); 
17. else  

Begin 
18. if li.count[li.pos] < SL × (|D| + |D’|) then 
19. DELETE-TREE(li);  
20. else 
21. for all lj ∈ Lr.children, with j > i do 
22. if li.att ≠ lj.att and lj is marked then  

Begin 
23. Let O be a direct child node of li and lj; 
24. if O has existed in the tree then  

Begin 
25. if Lr = null then  
26. O.Obidset = li.Obidset \ lj.Obidset;  
27. else 
28. O.Obidset = lj.Obidset \ li.Obidset; 
29. O.total = li.total - |O.Obidset|; 
30. if O.total > 0 then 

Begin 
31. Update O.count based on O.Obidset; 
32. O.pos = }.{maxarg

],1[
i

ki
countO

∈
; 

33. if  O.count[O.pos] ≥ SL × (|D| + |D’|) then 
34. Mark O; 

Endif 
Endif 

Endif 
35. UPDATE-TREE(li); 

Endelse 
Endfor 

End. 

Fig. 1. (continued) 
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Figure 1 shows the algorithm for updating the MECR-tree when dataset D’ is in-
serted. Firstly, the algorithm checks whether the MECR-tree was created by consider-
ing the number of records in the original dataset. If the number of records is 0 (line 1), 
it means that the tree was not created yet. Modified-CAR-Miner is called to create 
the MECR-tree for dataset D’ (line 2) and the f safety threshold is computed using Eq. 
(1) (line 3). If the number of records in dataset D’ is larger than the f safety threshold, 
then the algorithm calls Modified-CAR-Miner to generate rules in the entire dataset 
D + D’ (lines 4 and 5), and then computes the f safety threshold based on the integrat-
ed dataset D + D’ (line 6). If the number of records in dataset D’ is not larger than f, 
then the algorithm simply updates the MECR-tree as follows. First, all Obidsets of 
nodes on the tree (line 8) are deleted to ensure that the algorithm works on the insert-
ed dataset only. The information of nodes in the first level of the MECR-tree whose 
itemsets are contained in the inserted dataset is marked and these nodes are marked 
(line 9). Second, the UPDATE-TREE procedure with root node Lr is called to update 
the information of nodes on the tree (line 10). Third, the procedure GENERATE-
RULES with Lr is called to generate rules whose supports and confidences satisfy SU 
and minConf (line 11). The f safety threshold is reduced to f - |D’| (line 12). Finally, 
the original dataset is supplemented by D' (line 13). 

Procedure UPDATE-TREE, TRAVERSE-TREE-TO-CHECK, DELETE-TREE, 
and GENERATE-RULES are the same [11]. 

3.2 An Illustrative Example 

Assume that the dataset in Table 1 is the original dataset and the inserted dataset has 
one record, as shown in Table 2. 

Table 2. Inserted dataset 

OID A B C class 
9 a1 b1 c2 y 

 
With SU = 25% and SL = 12.5%, the process of creating and updating the MECR-

tree is illustrated step by step as follows. 
The f safety threshold is computed as follows: 

( )
1

25.01

8125.025.0 =⎥
⎦

⎥
⎢
⎣

⎢
−

×−=f  

Consider the inserted dataset. Because the number of records is 1, |D’| = 1 ≤ f = 1, 
the algorithm updates the information of nodes in the tree without re-scanning origi-
nal dataset D. 

The process for updating the MECR-tree is as follows. First, the first level of the 
ME CR-tree is updated. The results are shown in Figure 2. 
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Fig. 2. Results of updating level 1 of MECR-tree 

The new record (record 9) contains items (A, a1), (B, b2), and (C, c3), so three 
nodes in the MECR-tree are changed (marked by T in Figure 2). 

• Consider node li = ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,3,3,9

,1,1 a . Because it has been changed, it needs to be 

checked with its following nodes (only changed nodes) in the same level to up-
date information: 

- With node lj = ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
2,3,0,9

,2,2 b , the node created from these two nodes (after up-

date) is ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∅ 2,2,0,

,21,3 ba . This node has count[pos] = 2 ≥ SL × (8+1) = 1.125, so 

it is marked as a changed node. 

- With node lj = ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,1,3,9

,3,4 c , the node created from these two nodes (after up-

date) is ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∅ 1,1,2,

,31,5 ca . This node has count[pos] = 2 ≥ SL × (8+1) = 1.125, so it 

is marked as a changed node. 

• Results obtained after considering node ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,3,3,9

,1,1 a  are shown in Figure 3. 

 

 

Fig. 3. Results obtained after considering node ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,3,3,9

,1,1 a  
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• After considering node ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,3,3,9

,1,1 a , the algorithm is called recursively to update 

all its child nodes. 

- Consider node ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,1,2,9

,11,3 ba . Because count[pos] =1 < SL × (8+1), node 

( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
1,1,2,9

,11,3 ba  is deleted. All its child nodes are also deleted because their 

supports are smaller than SL × (8+1).  
- Consider node ( )

{ } { } ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
∅ 2,2,0,

,21,3 ba . Because count[pos] ≥ SL × (8+1), it will check with 

node ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∅ 1,1,2,

,31,5 ca . The node created from these two nodes (after update) is

( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∅ 1,1,0,

,321,7 cba . This node is deleted because count[pos] = 1 < SL × (8+1). All 

its child nodes are deleted. 

- Similarly, nodes ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∅ 1,0,1,

,11,5 ca  is also deleted. 

• Consider node ( )
{ } { } ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
∅ 2,2,1,

,2,1 a . This node is not deleted. 

The MECR-tree after all updates is shown in Figure 4. 
 

 

Fig. 4. Updated MECR-tree 

Note that after the MECR-tree is updated, the f safety threshold is decreased by 1 
⇒ f = 0, which means that if a new dataset is inserted, then the algorithm re-builds 
MECR-tree for the original and inserted datasets. D = D + D’ includes nine records. 
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4 Experiments 

The experimental results were tested in the datasets obtained from the UCI Machine 
Learning Repository (http://mlearn.ics.uci.edu). Table 3 shows the characteristics of 
the experimental datasets. 

Table 3. The characteristics of the experimental datasets 

Dataset #attrs #classes #distinct values #Objs 

German 21 2 1,077 1,000 
Led7 8 10 24 3,200 
Chess 37 2 75 3,196 
Connect 43 3 129 67,557 
Poker-hand 11 10 95 1,000,000 

 
The algorithms used in the experiments were coded on a personal computer with 

C#2012, Windows 8.1, i5-4200U, 1.60 GHz, 4 GB RAM, and 128 GB main memory. 
Experiments were made to compare the execution time between CAR-Incre (Nguyen 
and Nguyen, 2014) and CAR-Incre-Diff. The results are shown from Figure 5 to  
Figure 9. 
 

 

Fig. 5. Runtimes of CAR-Incre and CAR-Incre-Diff for the German dataset (SU = 3%, SL = 
2.8%) for each inserted dataset (82 records for each insert) 

 

Fig. 6. Runtimes of CAR-Incre and CAR-Incre-Diff for the Led7 dataset (SU = 1%, SL = 0.5%) 
for each inserted dataset (266 records for each insert) 
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Fig. 7. Runtimes of CAR-Incre and CAR-Incre-Diff for the Chess dataset (SU = 60%, SL = 
59%) for each inserted dataset (266 records for each insert) 

  

Fig. 8. Runtimes of CAR-Incre and CAR-Incre-Diff for the Poker-hand dataset (SU = 3%, SL = 
2%) for each inserted dataset (83333 records for each insert) 

 

Fig. 9. Runtimes of CAR-Incre and CAR-Incre-Diff for the Connect dataset (SU = 94%, SL = 
93.5%) for each inserted dataset (5629 records for each insert) 

The experimental results from Figures 5 to 9 show that CAR-Incre-Diff is more ef-
ficient than CAR-Incre in most cases, especially on dense datasets. 

5 Conclusions and Future Work 

This paper proposed a method for mining all CARs in incremental dataset with rec-
ords inserted. We use a Diffset to compute the support of itemsets. Based on Diffset, 
we can speed up the runtime and save memory usage.  
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One of weaknesses of the proposed method is that it needs to rescan the updated 
dataset when the number of inserted records is larger than the safety threshold. In the 
future, we will study how to avoid rescanning the original dataset. Besides, we will 
study how to mine CARs when records are deleted or modified. 
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Abstract. In this paper, we introduce mathematical morphological op-
erators such as dilation and erosion on soft sets. Rather than the common
approach which is based on expressing soft set analogues of the classi-
cal theory, we use the classical theory to morphologically analyse a soft
set. The main goal of our study is to apply this morphological concepts
to metabolic networks to derive an algebraic picture of chemical orga-
nizations. For this purpose we first introduce various types of complete
lattices on soft sets which represent metabolic networks, then study mor-
phological operations respect to corresponding lattice structure. We also
give the concept of duality on soft sets.

1 Introduction

Soft set theory, introduced by Molodtsov in [4], is a mathematical tool for dealing
with uncertainty of real world problems that involve data which are not always
crisp. It differs from the theories of same kind like fuzzy sets theory, vague sets
theory, and rough sets theory by the adequacy of the parametrization. Basically,
a soft set over an initial universe set U is a pair (F,A), where F is a mapping
F : A ⊂ E → P (U), E is a set of parameters, and P (U) is the power set of the
universe set. One may conclude that a soft set over U is a parameterized family
of subsets of the universe U . Mathematically, a soft set is just a set-valued
function mapping elements of a ”parameter space” to subsets of a universe;
alternatively, it can also be seen as a relation between these sets. Similar settings
have been studied in a multitude of other fields. A striking example is Formal
Concept Analysis [2]. In Formal Concept Analysis, the point of departure is a
binary relation R between objects Y and propertiesX . From such a relation, one
can of course construct set-valued functions, for example a function mapping a
property x to the subset of objects y such that R(x, y), i.e., those objects having
property x; formally, this corresponds exactly to the soft set representation.
However, the other way around, one can also map an object y to the subset
of properties it has, i.e., to the subset of x such that R(x, y). Formal Concept
Analysis is looking at these mappings simultaneously and constructing so-called
formal concepts from this. For the sake of simplicity, we prefer the analysis of
soft sets which involves the more simple structure. It can be also seen that a soft
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set is not a set but set systems. By the arise of the theory its algebraic [9, 35]
and topological [34] properties, its relation with other theories [7, 31, 33], and
also implicational feature of the theory [8, 29, 30] have been studied intensively.
We refer [25] to the interested readers for soft set theoretical analogues of the
basic set operations. Throughout this paper we will denote the sets of soft sets
over the universe U as S(U), and the image of a subset of the parameter set
under the mapping F as F (A).

Mathematical Morphology is a well-founded and widely used non-linear the-
ory for information processing. It has started by analysing set of points with
certain kinds of set theoretical operations like Minkowski sum and Minkowski
substraction [19, 23], then with the development of information systems, it was
necessary to generalize set theoretical notions to complete lattices [3, 6, 10, 17].
Beside the general fashion to use mathematical morphology in image and signal
processing, it also finds application areas in topology optimization [32], spatial
reasoning [15, 16], preference modeling and logics [13, 14]. Extending mathemat-
ical morphology to soft set theory will increase the modeling and reasoning in
all these areas. This extension can be performed by defining complete lattices as
the underlying structure of soft sets, and then lead us the definitions of algebraic
dilations and erosions.

Organization and functioning of metabolic processes is a subject of biochem-
istry that still has lots of research attention by the new opportunities to study
the mechanisms and interactions that govern metabolic processes. Algebraic ap-
proaches to chemical organizations in terms of set-valued set-functions that en-
capsulate the production rules of the individual reactions lead us to mathe-
matically define generalized topological spaces on the set of chemical species.
From the mathematical point of view, these approaches mostly depend on
the kinetic models and topological network analysis, with their own benefits
[1, 5, 11, 18, 24, 26–28]. Topological network analysis does not have to suppose
any knowledge of kinetic parameters, therefore is a useful mathematical tool
for less well characterized organisms. It is also applicable to complex systems
such as chemical reaction networks. Therefore it allows us to study topological
properties with less computational complexities.

In this study, we consider morphological operations on soft sets which are set
systems with various application benefits to metabolic networks. In Section 2,
we introduce certain kinds of complete lattices that can be constructed on a
soft set. Rather than straightforward ones, we define the complete lattices in-
volving information about both universe and parameter set. In Section 3, we
study the basic morphological operators like dilation and erosion on soft sets.
And by the trivial decompositions of soft sets, we give the idea of structur-
ing element for a soft set. In Section 4, we present the soft set model and the
mathematical morphological operations of the KEGG [22] representation of the
cysteine metabolism network in P.fluorescens PfO-1. For the sake of clarifying
the method, we consider trivial lattices in this model. These lattices can be ex-
tended to the other ones and different structuring elements can be obtained. In
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Section 5, we introduce the concept of the dual of a soft set and study this idea
with respect to morphological dilations.

2 Lattice Structures on Soft Sets

A classical lattice structure on the universe set may be defined directly by LU =
(P (U),⊆) where P (U) is the power set of the universe set. Since this lattice do
not involve the complete information about the soft set, it may not be useful.
To take the parameter sets into the account we may define more useful lattice
structure as follows.

Definition 1. Let (F,A) be a soft set and x ∈ U . Degree of a point is the number
of parameters assigned by F to x denoted by d(x). If H(x) = {a ∈ A ⊂ E | x ∈
F (a)}, then d(x) = s(H(x)).

Definition 2. Let (F,A) be a soft set and U ′ ⊆ U . If for all (x, y) ∈ U ′ × U
F (H(x) ∩ H(y)) ⊆ U ′, then we say U ′ is a closed universe set. We denote the
family of closed sets by C(U).

Remark 1. It’s straightforward to see that ∅ ∈ C(U).

Proposition 1. The structure (C,⊆) is a complete lattice with for all (V ′, V ′′) ∈
C(U)× C(U)

V ′ ∧ V ′′ = ∪{V ′′′ ∈ C(U) | V ′′′ ⊆ V ′ ∩ V ′′}
is the infimum and

V ′ ∨ V ′′ = ∩{V ′′′ ∈ C(U) | V ′ ∪ V ′′ ⊆ V ′′′}

is the supremum.

A complete lattice on the power set of the parameter set A can be defined
directly by L = (P (A),⊆). One may apply classical lattice results here directly.
However, the next lattice definitions are noteful since they also involve informa-
tion about the universe set.

Definition 3. Let (F1, A1) and (F2, A2) be two soft sets over U1 ⊆ U and U2 ⊆
U respectively. A partial order � can be defined as

(F1, A1) � (F2, A2) ⇐⇒ U1 ⊆ U2, A1 ⊆ A2.

Proposition 2. (S(U),�) is a complete lattice. It’s infimum is

(F1, A1) ∧ (F2, A2) = (U1 ∩ U2, A1 ∩ A2)

and for any family
∧

i(Fi, Ai) = (
⋂

i Ui,
⋂

iAi). It’s supremum is (F1, A1) ∨
(F2, A2) = (U1 ∪ U2, A1 ∪ A2) and for any family

∨

i(Fi, Ai) = (
⋃

i Ui,
⋃

i Ai).

Definition 4. Let (F,A) be a soft set over the universe U . (F,B) is an induced
soft subset of (F,A) if B = {bi ∈ U | bi = F (ai), ai ∈ A} for i ∈ {1, 2, . . .}.
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Definition 5. Let (F,A) be a soft set over the universe U and (F,A1) and
(F,A2) are induced soft subsets of (F,A). A partial order �in can be defined as

(F,A1) �in (F,A2) ⇐⇒ A1 ⊆ {F (a) ∩ U | a ∈ A2} .

Proposition 3. (S(U),�in) is a complete lattice with the infimum

(F,A1) ∧in (F,A2) = (F, {F (a1) ∩ F (A2), F (a2) ∩ F (A1) | a1 ∈ A1, a2 ∈ A2})

and the supremum

(F,A1) ∨in (F,A2) = (F,A1 ∪ A2).

The smallest element of the lattice is the null soft set.

Definition 6. Let I be the set of isomorphism classes of soft sets, and . A partial
order �f on I can be defined as

(F1, A1) �f (F2, A2) ⇐⇒ (F1, A1) is isomorphic to an induced soft subset of

(F2, A2) by f

3 Morphological Operators on Soft Sets

Let (L,�) and (L′,�′) be two complete lattices.

Definition 7. An operator δ : L → L′ is a dilation on a soft set (Fi, Ai) for
i ∈ {1, 2, . . .} if

∀(Fi, Ai) ∈ L, δ(∨i(Fi, Ai)) = ∨′
iδ(Fi, Ai)

where ∨ and ∨′ denote the supremums to � and �′,respectively. Similarly, an
operator ε : L′ → L is a erosion on a soft set (Fj , Aj) for j ∈ {1, 2, . . .} if

∀(Fj , Aj) ∈ L′, ε(∧j(Fj , Aj)) = ∧′
jδ(Fj , Aj)

where ∧ and ∧′ denote the infimums to � and �′,respectively.

In mathematical morphology, an essential part of the dilation and erosion
operations is the structuring element which allows us to define arbitrary neigh-
borhood structures. Structuring element can be interpreted as a binary relation
between two elements. Therefore, it is possible to extend this idea to any lat-
tice. Generally, the structuring element of x is defined as Bx = δ({x}), where
x can be element of the universe set or the parameter set. Hence, it is directly
depended on the definition of the corresponding dilation. Just before clarify this
idea with an example, we would like to introduce canonical decomposition of a
soft set with respect to considered lattice.

For the lattice (P (U),⊆), trivial decomposition of each subset of the uni-
verse set U is U =

⋃

x∈U{x} and its corresponding morphological dilation is
⋃

x∈U Bx =
⋃

x∈U δ({x}). In the same sense, for the lattice (P (E),⊆), trivial
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decomposition of each subset of the parameter set E is E =
⋃

a∈E{a} and its
corresponding morphological dilation is

⋃

a∈E Ba =
⋃

a∈E δ({a}). Let us now
consider a complete lattice structure defined on a soft set (F,A) as Definition
3. For A, a natural decomposition is A =

∨

a∈A{a}. For the decomposition of
U , we need a reliable one with the assignment of the parameters. Hence, for
U∅ = {x ∈ U | x /∈ F (A)},

(F,A) =

(
∨

a∈A

(F (a), {a})
)

∨

⎛

⎝
∨

x∈U∅

({x}, ∅)

⎞

⎠

is the canonical decomposition of a soft set. The other types of canonical de-
compositions respect to given lattice structure on the soft set can be obtained
by following the same procedure.

4 Mathematical Morphology on Metabolical Networks

Directed graphs are main mathematical tools to represent metabolic networks
[12, 20, 21]. In this representation, metabolites are nodes and an arc corresponds
to the state of being a reaction between any two metabolites. Since a common
reaction have more than one substrate and/or product, and any two metabolites
may be involved by more than one reaction, directed graph representation of a
metabolic network gets being handicapped. To handle this problem, we propose
soft set representation of such metabolic networks.

Let us consider the standard representation of the cysteine metabolism net-
work in P.fluorescens PfO-1 in Figure 1. One reads the soft set representation
of this network as:

Fout(R00568) = {C00010, C00024, C00065, C00979} Fout(R00590) = {C02218}
Fout(R01874) = {C00014, C00022, C00283} Fout(R03132) = {C00033, C05824}
Fout(R04859) = {C00033, C00097, C00343, C00094} Fout(R03650) = {C00013, C03125}
Fout(R02433) = {C00026, C00302, C00506, C05528} Fout(R00896) = {C00010, C00097}
Fout(R02619) = {C00302, C05527} Fout(R04861) = {C00029, C05532}
Fout(R03105) = {C00094, C00957} Fout(R00897) = {C00033, C00097}
Fout(Null) = {C00022}

Fin(R00568) = {C00010, C00024, C00065, C00979} Fin(R00590) = {C00065}
Fin(R01874) = {C00097} Fin(R03132) = {C00320, C00979}
Fin(R04859) = {C00320, C00342, C00979} Fin(R03650) = {C00097, C01639}
Fin(R02433) = {C00026, C00302, C00506, C05528} Fin(R00896) = {C00302, C00957}
Fin(R02619) = {C00026, C00606} Fin(R04861) = {C05527}
Fin(R03105) = {C05529} Fin(R00897) = {C00283, C00979}
Fin(Null) = {C05529}

with Fout and Fin parameter mappings that defined on the set of biochemical re-
actionsR to the universe set of metabolitesM . More precisely, Fout and Fin maps
the corresponding biochemical reaction to the produced and substrate metabo-
lites, respectively. Moreover, by adding a null reaction to the R, this mapping
becomes well-defined. The reader also shall note that the compounds such as
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Fig. 1. A standard representation of the cysteine metabolism network in P. fluorescens
PfO-1 from KEGG [22].

ATP , AMP , and H2O are not considered in the soft sets (Fin, R) and (Fout, R).
We also use the corresponding abbreviations of the reactions and compounds
respect to KEGG database [22] for the improve readability.

Let us now consider the complete lattice L = (P (M),⊆). Now consider struc-
turing elements of dilation on biochemical reaction set:

∀a ∈ R, Ba = δ({a}) = {a′ ∈ M | Fout(a) ∩ Fin(a
′) �= ∅}

and then applying these morphological dilations, one may obtain following
results:

BR00568 = {R00568, R00590, R00897} BR00896 = {R00568, R00590, R00897}
BR04859 = {R01874, R03650} BR02433 = {R00896, R02433}
BR00897 = {R01874, R03650} BR01874 = {R00897}
BR03105 = {R00896}

Another dilation can be defined on reactions to the universe of metabolites as

∀a ∈ R, B′
a = ∪{Fin(a

′) | Fout(a) ∩ Fin(a
′) �= ∅} ,

and then the dilation reads

B′
R00896 = {C00010, C00024, C00065, C00097, C00979, C01639}

B′
R00568 = {C00010, C00024, C00065, C00213, C00979}

B′
R02433 = {C00026, C00302, C00506, C00957, C05528}

B′
R01874 = {C00283, C00979}

B′
R03105 = {C00302, C00957}

B′
R00897 = {C00097, C01639}.
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5 Morphological Dilation Dualities

Definition 8. Let (F,A) be a soft set with non-empty parameter and universe
set. The dual of the soft set (F,A) is defined with F ∗ : A∗ ⊂ U → E, where U is
the universe set and E is the parameter set of (F,A) and denoted by (F ∗, A∗).

Remark 2. One may conclude by the definition that the dual of two isomorphic
soft sets are also isomorphic to each other.

Now, let δ : U → P (U) be a mapping and its dual be a mapping δ∗ : U →
P (U) defined as δ∗({x}) = {y ∈ U | x ∈ δ({y})}. It also follows that δ∗∗ : U →
P (U), δ∗∗({x}) = {y ∈ U | x ∈ δ∗({y})}.

Theorem 1. Let (F,A) be a soft set over the non-empty universe set and A �= ∅.
∀V ∈ P (U)

1. δ∗(V ) =
⋃

x∈V = {y ∈ U | V ∩ δ({y}) �= ∅} iff δ∗ is a dilation.
2.

⋃

x∈V δ∗({x}) = U implies that V ⊆
⋃

V ∩δ∗({y}) �=∅ δ
∗({y}).

3. On the universe set U , δ∗∗ = δ.

Proof. 1. If δ∗ is a dilation, then it is straightforward by the definition. Now
let us consider y ∈ δ∗(V ) for V ∈ P (U), then there exists x ∈ V such that
y ∈ δ∗(x) iff x ∈ δ({y}). Therefore, y ∈ {z ∈ U | V ∩ δ({z}) �= ∅}. Now, let
V ∈ P (U) and y ∈ {z ∈ U | V ∩ δ({z}) �= ∅}, then there exists x ∈ V such
that x ∈ δ({y}) iff y ∈ δ∗({x}). This implies y ∈

⋃

x∈V δ∗({y}). Conversely,
if the equalities hold, since δ∗ commutes with the supremum, δ∗ is a dilation.

2. Straightforward
3. Let z ∈ δ∗∗({x}). This implies that x ∈ δ∗({z}), hence z ∈ δ({x}). Similarly,

z ∈ δ({x}) implies that x ∈ δ∗({z}), therefore z ∈ δ∗∗({x}).

One of the significant results arise with the choose of parameter map as the
structuring element. Let δ : P (U) → P (U) be a dilation. Then, for x ∈ U ,
(F,A)δ = (δ({x}), A) is a soft set. We can also define a dilation to any soft set
(F,A) by considering the structuring element as δ : V → P (A), δ({x}) = {a ∈
A | x ∈ F (a)}. These ideas lead us to following theorem:

Theorem 2. Let δ : U → P (U) be a mapping and (F,A) be a soft set with the
bijective parameter map. Then, (F,A) is isomorphic to (F,A)δ iff (F ∗, A∗) is
isomorphic to (F,A∗)δ∗ .

Proof. Let (F,A) and (F,A)δ be two isomorphic soft sets. By the definition of
dilation, if x �= y then δ({x}) �= δ({y}), that is δ({x}) = δ({y}) implies that
x = y. Therefore, δ is injective on U .

Moreover, by the isomorphism there exists a bijection f : (F,A) → (F,A)δ
such that a ∈ A iff for x ∈ U , f(a) = δ({x}) ∈ Aδ. Notice that Aδ =
{δ({x}), x ∈ U}.

Let (F ∗, A∗) be a dual of (F,A). (F ∗, A∗) is a soft set over the universe U∗. By
the definition of the duality, U∗ is isomorphic to A and A∗ is isomorphic to U .
Hence, (F,A) is isomorphic to (F,A)δ iff (F ∗, A∗) is isomorphic to (F ∗, A∗)δ.
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Now it is sufficient to show that (F ∗, A∗)δ is isomorphic to (F,A∗)δ∗ . Here,
(F ∗, A∗)δ is the soft set with U∗

δ is isomorphic to Aδ and A∗
δ is isomorphic to

H∗(x) = {u ∈ A∗ ⊂ U | x ∈ F ∗(u)}.
Let g : {δ({y}), y ∈ U} → U defined by g(δ({y})) = y. g is well defined, since

δ({x}) = δ({y}) =⇒ g(δ({x})) = g(δ({y})) for x = y.
It can be clearly seen that g is surjective; and by the equality of the cardinalities

of {δ({y}), y ∈ U} and U , g is injective.
Now, H∗(x) ∈ A∗

δ iff H∗(x) = {δ({ui}), x ∈ δ({ui})} ∈ A∗
δ iff g(H∗(x)) =

{g(δ({ui})), i ∈ {1, 2, . . . , n}} = {u1, u2, . . . , un} = δ∗({x}) ; since x ∈ δ(ui) iff
ui ∈ δ∗({x}). Therefore, (F ∗, A∗)δ is isomorphic to (F,A∗)δ∗ .

6 Conclusions

In this paper, we introduced mathematical morphology on soft sets. To obtain the
morphological operations such as dilation and erosion, we studied some introduc-
tive complete lattices on soft sets. While constructing these lattices, we consider
the cases where information about parameters and universe is preserved. By the
help of complete lattices, we were able to define morphological operations and
the structuring element. A new duality definition for the soft set theory was also
given to show the relevance of relationship between mathematical morphology
and soft sets.

The morphological interpretation of metabolic networks led us to derive an
algebraic picture of chemical organizations. By the discontinuous nature of the
metabolic networks, we need to state this new approach to define concepts such
as connectedness, similarity, and continuity of change. For the representation of
the cysteine metabolism network in P. fluorescens PfO-1, it is possible to obtain
such concepts by the help of mathematical structuring element. We may also
conclude from our analysis that the reactions R00590, R03132, R03650, R04861,
and Null do not have any dilations. Different structuring elements also lead us
to obtain different morphological characteristic of the network. For instance, by
new structuring element

∀a ∈ R, Bk
a = δ({a}) = {a′ ∈ R | |Fout(a) ∩ Fin(a

′)| ≥ k} ,

where |, | denotes the maximum cardinality, it can be seen that only R00586 and
R02433 have the stronger connectedness for k ≥ 2. Different kinds of structuring
elements which may be more suitable for the model under consideration can be
obtained by choosing different lattices on soft sets.
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Abstract. There has been renewed interest in the development of new cancer 
therapeutic drugs based on the use of live bacteria and their purified products. 
Bacteriocins are antimicrobial peptides produced by bacteria to inhibit the growth 
of closely related bacterial strains, and sometimes against a wide spectrum of 
species. As one of few known anticancer bacteriocins, Azurin can specifically 
penetrate human cancer cells and exerts cytostatic and apoptotic effects. We 
hypothesized that pathogenic and commensal bacteria with long term residence in 
human body can produce Azurin-like bacteriocins as a weapon against the 
invasion of cancers. Putative bacteriocins were screened from complete genomes 
of 66 dominant bacteria species in human gut microbiota using Bagel database 
and subsequently characterized by subjecting them as functional annotation 
algorithms using Prot fun2.2, Kihara Bioinformatics and BaCelLo with Azurin as 
control. The prediction of functional characterization including cell envelope 
activity, enzymatic activity, immune response, the number of protein 
phosphorylation sites and localization within the cell revealed that 14 bacteriocins 
possessed functional properties very similar to those of Azurin. This is first study 
on genomic-scale screening of anticancer bacteriocins from all dominant bacteria 
species in human gut microbiota.  

Keywords: anticancer drug, azurin, bacteriocin, bioinformatics, human gut 
microbiome. 

1 Introduction 

Cancer is a complex disease involving dis-regulation of mammalian cell 
differentiation and growth [1]. At present there is no conceivable way current drugs 
can prevent cancer relapse once the cancer is in remission. Cancer is often treated by 
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the surgical removal of the tumors followed by radiation therapy to kill surrounding 
hidden cancer cells and long term chemotherapy to prevent any residual tumor cells to 
proliferate. Among treatment options, chemotherapy can cause the most devastating 
side effects on the growth of normal cells and lead to the rapid resistance to drugs 
developed by the cancer cells using alternate pathways for growth, or use efflux 
pumps to pump out drugs [2, 3]. Therefore, new therapies are urgently needed.  

Recently, there has been renewed interest in the development of new therapeutic 
anticancer modalities based on the use of live bacteria and their purified products. In 
late 1890s, William B. Coley first observed regression in tumors in bacteria-infected 
patients, which led to the discovery of anticancer activity in bacteria. The so-called 
Coley’s toxins were used against different types of cancer, but despite anti-tumor 
activity, a few patients developed systemic infections and eventually died [4]. 
Nowadays, the problems with systemic infections after bacterial delivery are being 
overcome either by using engineered attenuated bacteria with low infection 
capabilities or bacterial products which are capable of targeting and specifically 
killing tumor cells. In the latter case, products derived from them have been 
engineered to target specific receptors overexpressed in cancer cells or enter 
preferentially in cancer cells when compared to normal tissues. These products 
include bacterial toxins, proteins, peptides and enzymes [5]. 

A number of bacterial proteins and peptides have recently been described to exert 
an anticancer activity at pre-clinical level toward diverse types of cancer cells [6]. 
Bacteriocins are ribosomally synthesized antimicrobial peptides or proteins produced 
by bacteria to inhibit the growth of similar or closely related bacterial strains (narrow 
spectrum), and sometimes against a wide spectrum of species. They have been 
looking for a positive health benefit to the host including human, livestock, 
aquaculture animals and some plants [7]. Bacteriocins promises to be effective 
therapeutic agent and its biochemical properties have been studied; their 
antineoplastic capability has also identified after its discovery in the late 1970s by 
using crude bacteriocin preparation toxic to mammalian cells [8]. Common 
bacteriocins like pyocin, colicin, pediocin, and microcin have been shown to possess 
inhibitory properties against different neoplastic line cells [1].  

Azurin is an important bacteriocin, a member of the cupredoxin family of redox 
proteins, secreted by the bacterium Pseudomonas aeruginosa, which can preferentially 
penetrate human cancer cells and exerts cytostatic and apoptotic effects with no 
apparent activity on normal cells [9-11]. Azurin can directly interact and stabilize the 
tumor suppressor p53 [9]. The azurin domain responsible for its specific entry in 
cancer cells was demonstrated that it spans residues 50–77 (termed p28) and adopts 
an amphipathic alphahelical conformation [12]. Cell penetration is not accompanied 
by membrane disruption, which could cause cell death. Preclinical evaluation of 
pharmacokinetics, metabolism, and toxicity of azurin-p28 was evaluated [13], 
establishing it as non-immunogenic and nontoxic in mice and non-human primates. 
Moreover, the protein–protein interactions between azurin and p53 have recently been 
analyzed by bioinformatics and atomic force microscopy [14-16].  

Interestingly, azurin has not only anticancer activity but it also strongly inhibits 
host cell invasion by the AIDS virus HIV-1, the malarial parasite Plasmodium 
falciparum [17] and the toxoplasmosis-causing parasite Toxoplasma gondii [18, 19]. 
Thus azurin is believed to be a weapon used by P. aeruginosa to keep invaders of the  
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human body for long term residence without harming or exerting any toxicity to the 
host [19]. This also suggests that azurin maybe specific for tumors in the organs 
where P. aeruginosa normally resides during infection. In fact, Neisseria meningitides 
produces an azurin-like protein called Laz (lipidated azurin) with a 127 amino acid 
moiety with 56% amino acid sequence identity to P. aeruginosa azurin. Several US 
patents have been issued to cover the use of azurin and Laz in cancer therapies [20], 
and azurin has shown significant activity, as well as enhancement of the activity of 
other drugs, in oral squamous carcinoma cells [21]. 

The very important question is whether azurin is the only bacteriocin produced by 
P. aeruginosa as an anticancer weapon or whether there are other bacteriocins,  
produced by other bacteria with the ability to cause chronic infections and have long 
term residence in human bodies, as well as to defend the body from invaders such as 
cancers, viruses and parasites. It is thus interesting to note that azurin is not the only 
anticancer bacteriocins produced by human microflora. In fact, their antineoplastic 
properties have been inadequately revealed in the late 1970s by using crude 
bacteriocin preparation toxic to mammalian cells. Nowadays, purified bacteriocins are 
available and have shown inhibitory properties toward diverse neoplastic line cells. 
Pyocin, colicin, pediocin, and microcin are among bacteriocins reported to present 
such activity [8, 22].  

Although bacteriocins have been found in many major lineages of Bacteria and 
some members of the Archaea, many new bacteriocins with new characteristics and 
origins are still awaiting discovery. By now bacteriocins have mainly been derived 
from lactic acid bacteria with mostly fermented food origins. Besides, colicins from 
E. coli were used as model Gram-negative bacteriocins. Only few basic researches 
were carried out on non-colicin bacteriocins of human origins and bacteriocins with 
killing activity against eukaryotic and human cells. 

Here we hypothesized that bacteria from human microflora, especially pathogenic 
and commensal bacteria, with long term residence in human body can produce azurin-
like bacteriocins as a weapon to protect their habitat from cancers. In this study, we 
screened putative bacteriocins from complete genomes of 66 dominant bacteria 
species in human gut microbiota and subsequently characterized by subjecting them 
as functional annotation algorithms with azurin as control. This is first study on 
genomic-scale screening of anticancer bacteriocins from all dominant bacteria species 
in human gut microbiota. 

2 Methods 

2.1 Selection of the Human Gut Microbiome 

Using metagenomic variation analysis, Schloissnig et al. identified 66 dominant 
species among 101 prevalent gut microbial species [23]. These 66 species were 
selected for bacteriocin screening in this work. Their genomes in FASTA format were 
downloaded from the Genome database of NCBI (http://www.ncbi.nlm.nih.gov/ 
genome/).  
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2.2 Identification of Probable Bacteriocins from Human Gut Microbiome 

The selected complete genomes of 66 species were scanned using the BAGEL web 
server (http://bagel.molgenrug.nl) in order to identify putative genes encoding 
bacteriocins. BAGEL is a web-based bacteriocin mining tool which uses single or 
multiple DNA nucleotide sequences in FASTA format as input [24]. The output of 
BAGEL includes graphical and tabular results in html format, a log file as well as the 
nucleotide sequences and protein sequences of the identified areas of interest (AOI). 
The protein sequences of hypothetical bacteriocins were retrieved from the output and 
then were saved as FASTA format. 

2.3 Screening of Potentially Anticancer Bacteriocins 

The ProtFun 2.2 server (http://www.cbs.dtu.dk/services/ProtFun-2.2/) and Kihara 
Bioinformatics (http://kiharalab.org/pfp/) were used to predict the function of protein 
from sequence. The method queries a large number of other feature prediction servers 
to obtain information on various post-translational and localizational aspects of the 
protein [25, 26]. For each input sequence, the server predicts cellular role, enzyme 
class (if any), and selected Gene Ontology category. The output also includes the 
scores which represent the probability and the odds that the sequence belongs to that 
class/category. Firstly, azurin sequence (Uniprot entry: P00282) was submitted to the 
server. Then, all the selected bacteriocin protein sequences from the previous step 
were subjected to the ProtFun 2.2 server. After thorough functional characterization, 
the properties of the analyzed bacteriocins were compared to that of azurin and only 
those hypothetical bacteriocins which seemed to posse properties very similar to 
azurin were considered as potentially anticancer bacteriocins.  

In addition, sub-cellular localization tools such as Balanced Sub-cellular 
Localization Predictor BaCelLo (http://gpcr.biocomp.unibo.it/bacello/pred.htm) were 
utilized to identify the putative location (secretory way, cytoplasm, nucleus, 
mitochondrion and chloroplast) of the bacteriocins. Finally, multiple sequence 
alignment of shortlisted bacteriocins with azurin was carried out by ClustalW2 
(http://www.ebi.ac.uk/) to determine identities. 

3 Results 

3.1 Identification of Probable Bacteriocins from Human Gut Microbiome 

Among 66 species, there are 26 of them that BAGEL identifies putative bacteriocins. 
The total number of predicted bacteriocin is 81. Among the 26 species, Clostridium 
nexile DSM 1787 has the largest number of putative bacteriocins which is 25. The 
length of bacteriocin sequences varies from 30 to 518 amino acids.  

The number of bacteriocin predicted as small peptides is 68 and that of bacteriocin 
predicted as large proteins is 13. Most of the small peptide bacteriocins (50/68) are 
predicted to belong to the class Sactipeptides, a type of ribosomally assembled and 
posttranslational modified natural product peptides [27]. They share a common 
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feature that they have an intramolecular thioether bond between the sulfur atom of a 
cysteine residue with the alpha-carbon of an acceptor amino acid. They are the new 
emerging class of ribosomally assembled peptides that their biological function has 
not yet been fully understood [27]. Meanwhile, most of the large protein bacteriocins 
(11/13) belong to the class Zoocin A, a penicillin-binding protein and presumably a 
D-alanyl endopeptidase [28]. 

3.2 Screening of Potentially Anticancer Bacteriocins 

Azurin is an important bacteriocin that can penetrate human cancer cells and exerts 
cytostatic and apoptotic effects with no apparent activity on normal cells [9-11]. The 
results from ProtFun 2.2 and Kihara Bioinformatics servers of azurin include (i) 
59.2% chance being part of cell envelope; (ii) 81.8% chance of not being an enzyme; 
and (iii) 50.0% chance of eliciting an immune response. Laz, an azurin-like protein, 
share two first properties of azurin but its Gene Ontology category is classified 
belonging to stress response. Among 81 putative bacteriocin sequences submitted to 
the ProtFun 2.2 server, 14 bacteriocins were chosen which possessed at least two 
properties similar with azurin or laz (Table 1). 

Table 1. List of 14 bacteriocins which possessed at least two properties similar with azurin  
or laz 

 
 
In addition, while azurin and laz have 6-8 protein phosphorylation sites, all our 

bacteriocins have at least 1 and at most 51 sites (Table 1). Only one exception of no 
phosphorylation residue comes from the putative bacteriocin encoded by AOI1 orf028  
 

No. Protein ID Species/ Strain Sequence
length

Functional
category Odds Enzyme

activity Odds
Gene

Ontology
( )

Odds P(*) Location

1 AOI1 orf013

Bacteroides
pectinophilus ATCC

43243

515 Cell Envelope 7.008
Enzyme (Lig-

ase)
2.194 Im 2.119 51 Cytoplasm

2 AOI1 orf028
Dorea longicatena DSM

13814
49 Translation 6.849 Nonenzyme 1.131 Im 1.969 0 Cytoplasm

3 AOI1 orf012
Eubacterium ventriosum
ATCC 27560

212 Cell Envelope 6.77
Enzyme

(Isomerase)
1.693 St 2.998 13 Secretory

4 AOI1 orf019
Ruminococcus torques
ATCC 27756

360 Cell Envelope 8.429
Enzyme (Lig-

ase)
1.58 Im 2.31 19 Secretory

5
AOI2

smallORF1

Clostridium nexile DSM

1787
41

Transport and

binding
1.826 Nonenzyme 1.122 Im 3.856 1 Secretory

6 AOI1 orf034
Clostridium nexile DSM

1787
75

Amino acid

biosynthesis
11.014 Nonenzyme 1.039 Im 1.325 2 Cytoplasm

7 AOI1 orf036
Clostridium nexile DSM

1787
33 Translation 4.624 Nonenzyme 1.09 St 4.483 4 Cytoplasm

8 AOI1 orf041
Clostridium nexile DSM

1787
73

Energy

metabolism
3.313 Nonenzyme 1.016 Im 1.085 4 Secretory

9
AOI1

smallORF20

Clostridium nexile DSM

1787
35

Regulatory

functions
1.593 Nonenzyme 1.01 St 2.982 3 Secretory

10 AOI1 orf021
Clostridium nexile DSM

1787
357 Cell Envelope 6.821 Enzyme 1.768 Im 1.624 14 Secretory

11 AOI1 orf059
Clostridium nexile DSM

1787
33 Translation 6.246 Nonenzyme 1.022 St 1.565 1 Secretory

12
AOI1

smallORF42
Bacteroides sp. 2.1.16 57 Translation 1.635 Nonenzyme 1.002 Im 4.345 5 Secretory

13 AOI1 orf022
Bacteroides vulgatus
PC510

82 Translation 2.823 Nonenzyme 1.137 Im 3.435 6 Secretory

14 AOI1 orf007
Clostridium hathewayi
DSM 13479

77 Cell Envelope 2.065 Nonenzyme 1.104 Gr 1.631 3 Secretory

15 Azurin Pseudomonas aeruginosa 148 Cell Envelope 9.71 Nonenzyme 1.147 Im 5.877 6 Secretory

16 Laz Neisseria meningitides 183 Cell Envelope 9.987 Nonenzyme 1.134 St 2.438 8 Secretory

( ): Im: Immune response, St: Stress response, Gr: Growth factor; P(*): The number of phosphorylation sites
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in Dorea longicatena DSM 13814. As predicting the number of protein phosphorylation 
sites is crucial in any research pursuit attempting to identifying proteins which can be 
potential anti neoplastic agents, the results showed an anticancer potential  
of our bacteriocins. Besides, the results from BaCelLo server showed 10 out of these 14 
bacteriocins are secretory proteins, which are the same as azurin and laz (Table 1). 

Finally, multiple sequence alignment of our bacteriocins with azurin showed 
highly conserved motifs. For example, the azurin-like bacteriocin encoded by AOI1 
orf021 in Clostridium nexile DSM 1787, called Cnaz, was illustrated in Fig. 1. 
Interestingly, an azurin p28-like region was also found in Cnaz. 

4 Discussions 

In this study we identified 14 novel putative bacteriocins which possess functional 
properties very similar to azurin and laz. Protfun results predicted that azurin and laz 
have cell envelope activity whereas BaCelLo tool indicated them as secretory 
proteins. Most of our bacteriocins expressed the same properties, revealing a great 
chance of possessing cancer cell attack activity similar to that of azurin. The more 
important functional characterization, which was to predict the propensity of the 
bacteriocins, was enzymatic activity. The low propensity of azurin to have enzymatic 
activity indicates that it has little chance of interacting with any other substrates or 
alters the normal cellular kinetics. This is consistent with the special feature of azurin 
which targets human cancer cells without exerting activity on normal cells [9-11]. 
Like azurin, our bacteriocins showed immune responses which have very low chances 
of Drug-induced adverse reactions of type B which comprise idiosyncratic and 
immune-mediated side effects [29]. These results signify that our selected 
bacteriocins have great chance of having anticancer activity similar to that of azurin. 

Interestingly, our bacteriocins are found in many pathogenic bacteria such as 
Clostridium nexile, Clostridium hathewayi (reclassified as Hungatella hathewayi), 
Bacteroides pectinophilus, Bacteroides vulgates and Bacteroides sp. 2.1.16, which fit 
well our hypothesis. A molecular genetic analysis of rDNA amplicons generated 
directly from a human faecal sample showed that more than 90% of the flora could be 
assigned to three major phylogenetic lineages (the Bacteroides, Clostridium coccoides 
and Clostridium leptum groups) [30]. Thus our bacteriocins were produced by the 
most dominant bacterial species in human gut. 

In addition, these are unrelated bacteria with anticancer activity. Actually, the 
results are in agreement with cases of azurin-producing Pseudomonas aeruginosa and 
laz-producing Neisseria meningitides. Another example, SSL10, a superantigen-like 
protein from Staphylococcus aureus, inhibits the CXCl12-induced migration of  
leukemic Jurkat cell line and carcinoma cell line Hela [31]. SSL5, another 
superatingen-like protein from S. aureus, has a role in preventing adhesion of 
leukemic cells to endothelial cells and platelets. Interactions between tumor cells and  
endothelial cells are important for tumor progression since it mediates processes such 
as angiogenesis and metastasis formation [32]. Also, the actin assembly-inducing  
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Fig. 1. Sequence alignment between azurin and Cnaz (Clostridium nexile azurin-like 
bacteriocin) in which an azurin p28-like region indicated in bold 

protein (ActA), which plays an important role in pathogenesis of L. monocytogenes, 
has widely been used in immunotherapy to facilitate CD8-mediated immune 
responses [33]. Romidepsin (FK228) is a naturally occurring bicyclic dipeptide 
isolated from Chromobacterium violaceum which acts as histone deacetylase 
inhibitor. Histone deacetylases are implicated in leukemia development and 
progression and therefore are important therapeutic targets in this malignancy [34]. 
Spiruchostatin B (SP-B) is a structurally related peptide isolated from a culture broth 
of Pseudomonas sp. which displays the same activity toward cancer cells [35]. 
Finally, Pep27anal2 is an analog of Pep27, a peptide from Streptococcus pneumoniae 
where it initiates a program of cell death by signal transduction mechanisms. Peptide 
engineering was used to increase its anticancer activity at lower concentrations [36, 
37]. 

There are some more recent examples of anticancer bacteriocins beside azurin. 
Nisin, a 34-amino acid polycyclic bacteriocin from Lactococcus lactis and commonly 
used food preservative, is not toxic to animals, is safe for human consumption, and 
was approved for human use by the WHO in 1969 and by the FDA in 1988. Current 
findings support the use of nisin as a novel potential therapeutic for treating head and 
neck squamous cell carcinoma (HNSCC), as it induces preferential apoptosis, cell 
cycle arrest, and reduces cell proliferation in HNSCC cells, compared with primary 
keratinocytes [38].  

Using bioinformatics approach, the entire genome of a human commensal 
bacterium Lactobacillus salavarius was scanned for putative bacteriocins and 
potentially anticancer bacteriocins were screened through structure prediction and 
docking studies against the common cancer targets p53, Rb1 and AR with Azurin as 
control. The results have revealed that Lsl_0510 possessed highest binding affinity 
towards the all the three receptors [39]. However, Lactobacillus salavarius is not 
dominant species in human gut. In this work, for the first time, a genome-scale 

Cnaz MLKKKVKKYLLISGISFAIGTLGIIFVSVLIEEVVRAIAGEEANKQITQSDLEGLPAWIT 60
azurin MLRKLA-----------AVSLLSLLSAPLLAAECSVDIQGNDQ-MQFNTNAIT-----VD 43

**:* .           *:. *.:: ..:*  *    * *::   *:. . :      :

Cnaz VEMVQAAIDMMNETGYPASVVLGQMILEAGADGSELANPPYYNCLGQKAHCYKENGTVVM 120
azurin KSCKQFTVNLSHPGNLPKNVMGHNWVLSTAADMQGVVTDG--MASGLDKDYLKPDDSRVI 101

.  * :::: :  . * .*:  : :*.:.** . :..     . * . .  * :.: *:

Cnaz RTEEAWGTVTAEFSTFANYVDCMLAWGNKFTRQPYVDNVTACKRDPVTGHYDADSFITAL 180
azurin AHTKLIGSGEKDSVTFD------------------------------------------- 118

:  *:   :  **

Cnaz WKSGYATDPAYVSKVIAVMKSRNLYRFNYMTSADLENGLGEIGTGMFTHPCPGMTYQSSY 240
azurin ---------------VSKLKEGEQY--------------------MFFCTFPGHS----- 138

:: :*. : *                    **  . ** :

Cnaz FGEIREFETGGHKGNDYAAPAGTPTLAAADGTVTVAGWSDSAGNWVVIDHGNGLTTKYMH 300
azurin --------------------------ALMKGTLTLK------------------------ 148

*  .**:*:

Cnaz HSRLLVKTGDTVKKGQQIGEVGSTGQSTGNHLHFQVEENGVPVNPDKYLKGEGNERE 357
azurin ---------------------------------------------------------
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screening of anticancer bacteriocins from all 66 dominant bacteria species in human 
gut microbiota were performed to identify 14 candidate peptide drugs, thus further 
structure modelling and docking studies of these bacteriocins against cancer targets 
was required to make them to ideal candidates for future cancer therapeutics. 

In order to develop a cancer therapeutic drug, at least four important properties 
should be considered: i) non-toxicity for long term use, ii) inhibiting and killing any 
preformed tumor cells, iii) preventing oncogenic transformation of normal cells to 
cancer cells, and iv) taken orally and not through intravenous injections. The three 
former properties are shared by p28 and probably by azurin, although azurin’s lack of 
toxicity and side effects in humans has not yet been assessed. For the fourth feature, 
p28 is now given intravenously but future technological advances might overcome 
this problem. For example, a protein such as the 128 amino acid long azurin can be 
chemically synthesized at a modest cost. Also, advanced techniques can make novel 
peptide drugs more stable to stomach acids, easily absorbed through gut tract, stable 
in serum and less immunogenic, all keeping the cancer away. 

In conclusion, using bioinformatics approach at least 14 novel putative bacteriocins 
from human gut pathogenic and commensal bacteria were found to possess functional 
properties very similar to those of Azurin, with anticancer activities. The results 
herald a new era of drug development and contributing to better human health. If the 
pathogenic and commensal bacteria with long term residence in human body produce 
these proteins to defend their habitat from invaders such as cancers and other deadly 
diseases, this can lead us to identify the novel anticancer drugs from human 
microflora. The discovery of these drugs has just been started. 
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Abstract. We propose a new parallel algorithm of local support vector machines,
called kSVM for the effectively non-linear classification of large datasets. The
learning strategy of kSVM uses kmeans algorithm to partition the data into k
clusters, followed which it constructs a non-linear SVM in each cluster to classify
the data locally in the parallel way on multi-core computers. The kSVM algorithm
is faster than the standard SVM in the non-linear classification of large datasets
while maintaining the classification correstness. The numerical test results on 4
datasets from UCI repository and 3 benchmarks of handwritten letters recognition
showed that our proposal is efficient compared to the standard SVM.

Keywords: Support vector machines, local support vector machines, large-scale
non-linear classification.

1 Introduction

In recent years, the SVM algorithm proposed by [1] and kernel-based methods have
shown practical relevance for classification, regression and novelty detection. Success-
ful applications of SVMs have been reported for various fields like face identification,
text categorization and bioinformatics [2]. They become increasingly popular data anal-
ysis tools. In spite of the prominent properties of SVM, they are not favorable to deal
with the challenge of large datasets. SVM solutions are obtained from quadratic pro-
gramming (QP), so that the computational cost of a SVM approach is at least square
of the number of training datapoints and the memory requirement making SVM im-
practical. There is a need to scale up learning algorithms to handle massive datasets on
personal computers (PCs).

Our investigation aims at proposing a new parallel algorithm of local SVM, called
kSVM for the effectively non-linear classification of large datasets. Instead of building a
global SVMmodel, as done by the classical algorithm is very difficult to deal with large
datasets, the kSVM algorithm is to construct an ensemble of local ones that are easily
trained by the standard SVM algorithms. The kSVM algorithm performs the training
task with two steps. The first one is to use kmeans algorithm [3] to partition the data
into k clusters, and then the second one is to learn a non-linear SVM in each cluster
to classify the data locally in the parallel way on multi-core computers. The numerical
test results on 4 datasets from UCI repository [4] and 3 benchmarks of handwritten
letters recognition [5], MNIST [6], [7] showed that our proposal is efficient compared
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to the standard SVM in terms of training time and accuracy. The kSVM algorithm is
faster than the standard SVM in the non-linear classification of large datasets while
maintaining the high classification accuracy.

The paper is organized as follows. Section 2 briefly introduces the SVM algorithm.
Section 3 presents our proposed parallel algorithm of local SVM for the non-linear clas-
sification of large datasets. Section 4 shows the experimental results. Section 5 discusses
about related works. We then conclude in section 6.

2 Support Vector Machines

Let us consider a linear binary classification task, as depicted in Figure 1, with m dat-
apoints xi (i = 1, . . . ,m) in the n-dimensional input space Rn, having corresponding
labels yi =±1. For this problem, the SVM algorithms [1] try to find the best separating
plane (denoted by the normal vector w ∈ Rn and the scalar b ∈ R), i.e. furthest from
both class +1 and class−1. It can simply maximize the distance or the margin between
the supporting planes for each class (x.w−b=+1 for class +1, x.w−b=−1 for class
−1). The margin between these supporting planes is 2/‖w‖ (where ‖w‖ is the 2-norm
of the vector w). Any point xi falling on the wrong side of its supporting plane is con-
sidered to be an error, denoted by zi (zi ≥ 0). Therefore, SVM has to simultaneously
maximize the margin and minimize the error. The standard SVMs pursue these goals
with the quadratic programming of (1).

minα(1/2)
m

∑
i=1

m

∑
j=1

yiy jαiα jK〈xi,x j〉−
m

∑
i=1

αi

s.t.

⎧

⎨

⎩

m

∑
i=1

yiαi = 0

0≤ αi ≤C ∀i= 1,2, ...,m

(1)

margin= 2
‖w‖

optimal hyperplane
〈w.x〉−b= 0

〈w.x〉−b=−1

〈w.x〉−b=+1

ξ j

y=+1

y=−1

ξi

support vector

Fig. 1. Linear separation of the datapoints into two classes
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whereC is a positive constant used to tune the margin and the error and a linear kernel
function K〈xi,x j〉= 〈xi � x j〉.

The support vectors (for which αi > 0) are given by the solution of the quadratic
program (1), and then, the separating surface and the scalar b are determined by the
support vectors. The classification of a new data point x based on the SVM model is as
follows:

predict(x,SVMmodel) = sign(
#SV

∑
i=1

yiαiK〈x,xi〉− b) (2)

Variations on SVM algorithms use different classification functions [8]. No algo-
rithmic changes are required from the usual kernel function K〈xi,x j〉 as a linear inner
product, K〈xi,x j〉 = 〈xi � x j〉 other than the modification of the kernel function evalu-
ation. We can get different support vector classification models. There are two other
popular non-linear kernel functions as follows:

– a polynomial function of degree d: K〈xi,x j〉= (〈xi � x j〉+ 1)d

– a RBF (Radial Basis Function): K〈xi,x j〉= e−γ‖xi−x j‖2

SVMs are accurate models with practical relevance for classification, regression and
novelty detection. Successful applications of SVMs have been reported for such varied
fields including facial recognition, text categorization and bioinformatics [2].

3 Parallel Algorithm of Local Support Vector Machines

The study in [9] illustrated that the computational cost requirements of the SVM solu-
tions in (1) are at least O(m2) (where m is the number of training datapoints), making
standard SVM intractable for large datasets. Learning a global SVM model on the full
massive dataset is challenge due to the very high computational cost and the very large
memory requirement.

Learning SVMModels
Our proposed kSVM algorithm uses kmeans algorithm [3] to partition the full dataset
into k clusters, and then it is easily to learn a non-linear SVM in each cluster to classify
the data locally. Figure 2 shows the comparison between a global SVM model (left
part) and 3 local SVM models (right part), using a non-linear RBF kernel function with
γ = 10 and a positive constantC = 106.

Let now examine the complexity of building k local SVM models with the kSVM
algorithm. The full dataset with m individuals is partitioned into k balanced clusters
(the cluster size is about m

k ). Therefore, the complexity of k local SVM models is

O(k(mk )
2)=O(m

2

k ). This complexity analysis illustrates that learning k local SVMmod-
els in the kSVM algorithm 1 is faster than building a global SVMmodel (the complexity
is at least O(m2)).

1 It must be noted that the complexity of the kSVM approach does not include the kmeans
clustering used to partition the full dataset. But this step requires insignificant time compared
with the quadratic programming solution.
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It must be remarked that the parameter k is used in the kSVM to give a trade-off
between the generalization capacity and the computational cost. In [10], [11], [12],
Vapnik points out the trade-off between the capacity of the local learning system and
the number of available individuals. In the context of k local SVM models, this point
can be understood as follows:

– If k is large then the kSVM algorithm reduces significant training time (the com-
plexity of kSVM is O(m

2

k )). And then, the size of a cluster is small; The locality is
extremely with a very low capacity.

– If k is small then the kSVM algorithm reduces insignificant training time. However,
the size of a cluster is large; It improves the capacity.

It leads to set k so that the cluster size is a large enough (e.g. 200 proposed by [11]).
Furthermore, the kSVM learns independently k local models from k clusters. This is

a nice property for parallel learning. The parallel kSVM does take into account the ben-
efits of high performance computing, e.g. multi-core computers or grids. The simplest
development of the parallel kSVM algorithm is based on the shared memory multi-
processing programming model OpenMP [13] on multi-core computers. The parallel
training of kSVM is described in algorithm 1.
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Fig. 2. Global SVM model (left part) versus local SVM models (right part)

Prediction of a New Individual Using Local SVMModels
The kSVM−model = {(c1, lsvm1),(c2, lsvm2), . . . ,(ck, lsvmk)} is used to predict the
class of a new individual x as follows. The first step is to find the closest cluster based
on the distance between x and the cluster centers:

cNN = argmin
c

distance(x,c) (3)

And then, the class of x is predicted by the local SVMmodel lsvmNN (corresponding
to cNN ):

predict(x,kSVMmodel) = predict(x, lsvmNN) (4)
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Algorithm 1. Local support vector machines algorithm
input :

training dataset D
number of local models k
hyper-parameter of RBF kernel function γ
positive constant for tuning margin and errors of SVMs C

output:
k local support vector machines models

1 begin
2 /*kmeans performs the data clustering on dataset D;*/
3 creating k clusters denoted by D1,D2, . . . ,Dk and
4 their corresponding centers c1,c2, . . . ,ck
5 #pragma omp parallel for
6 for i← 1 to k do
7 /*learning local support vector machine model from Di;*/
8 lsvmi = svm(Di,γ ,C)
9 end

10 return kSVM−model = {(c1, lsvm1),(c2, lsvm2), . . . ,(ck, lsvmk)}
11 end

4 Evaluation

We are interested in the performance of the new parallel algorithm of local SVM (de-
noted by kSVM) for data classification. We have implemented kSVM in C/C++,
OpenMP [13], using the highly efficient standard library SVM, LibSVM [14]. Our eval-
uation of the classification performance is reported in terms of correctness and training
time. We are interested in the comparison obtained by our proposed kSVM with Lib-
SVM.

All experiments are run on machine Linux Fedora 20, Intel(R) Core i7-4790 CPU,
3.6 GHz, 4 cores and 32 GB main memory.

Experiments are conducted with the 4 datasets collected from UCI repository [4]
and the 3 benchmarks of handwritten letters recognition, including USPS [5], MNIST
[6], a new benchmark for handwritten character recognition [7]. Table 1 presents the
description of datasets. The evaluation protocols are illustrated in the last column of
table 1. Datasets are already divided in training set (Trn) and testing set (Tst). We used
the training data to build the SVM models. Then, we classified the testing set using the
resulting models.

We propose to use RBF kernel type in kSVM and SVM models because it is general
and efficient [15]. We also tried to tune the hyper-parameter γ of RBF kernel (RBF
kernel of two individuals xi, x j, K[i, j] = exp(−γ‖xi− x j‖2)) and the cost C (a trade-
off between the margin size and the errors) to obtain a good accuracy. Furthermore,
our kSVM uses the parameter k local models (number of clusters). We propose to set
k so that each cluster has about 1000 individuals. The idea gives a trade-off between
the generalization capacity [12] and the computational cost. Table 2 presents the hyper-
parameters of kSVM and SVM in the classification.
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Table 1. Description of datasets

ID Dataset Individuals Attributes Classes Evaluation protocol
1 Opt. Rec. of Handwritten Digits 5620 64 10 3832 Trn - 1797 Tst
2 Letter 20000 16 26 13334 Trn - 6666 Tst
3 Isolet 7797 617 26 6238 Trn - 1559 Tst
4 USPS Handwritten Digit 9298 256 10 7291 Trn - 2007 Tst
5 A New Benchmark for Hand. Char. Rec. 40133 3136 36 36000 Trn - 4133 Tst
6 MNIST 70000 784 10 60000 Trn - 10000 Tst
7 Forest Cover Types 581012 54 7 400000 Trn - 181012 Tst

Table 2. Hyper-parameters of kSVM and SVM

ID Datasets γ C k
1 Opt. Rec. of Handwritten Digits 0.0001 100000 10
2 Letter 0.0001 100000 30
3 Isolet 0.0001 100000 10
4 USPS Handwritten Digit 0.0001 100000 10
5 A New Benchmark for Hand. Char. Rec. 0.001 100000 50
6 MNIST 0.05 100000 100
7 Forest Cover Types 0.0001 100000 500

The classification results of LibSVM and kSVM on the 7 datasets are given in table 3
and figure 3, figure 4. As it was expected, our kSVM algorithm outperforms LibSVM in
terms of training time. In terms of test correctness, our kSVM achieves very competitive
performances compared to LibSVM.

Table 3. Classification results in terms of accuracy (%) and training time (s)

Classification accuracy(%) Training time(s)
ID Datasets LibSVM kSVM LibSVM kSVM
1 Opt. Rec. of Handwritten Digits 98.33 97.05 0.58 0.21
2 Letter 97.40 96.14 2.87 0.5
3 Isolet 96.47 95.44 8.37 2.94
4 USPS Handwritten Digit 96.86 95.86 5.88 3.82
5 A New Benchmark for Hand. Char. Rec. 95.14 92.98 107.07 35.7
6 MNIST 98.37 98.11 1531.06 45.50
7 Forest Cover Types NA 97.06 NA 223.7

With 5 first small datasets, the improvement of kSVM is not significant. With large
datasets, kSVM achieves a significant speed-up in learning. For MNIST dataset, kSVM
is 33.64 times faster than LibSVM. Typically, Forest cover type dataset is well-known as
a difficult dataset for non-linear SVM [16], [17]; LibSVM ran for 23 days without any
result. kSVM performed this non-linear classification in 223.7 seconds with 97.06%
accuracy.
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Fig. 3. Comparison of training time

Fig. 4. Comparison of accuracy

5 Discussion on Related Works

Our proposal is in some aspects related to large-scale SVM learning algorithms. The
improvements of SVM training on very large datasets include effective heuristic meth-
ods in the decomposition of the original quadratic programming into series of small
problems [18], [19], [9] and [14].

Mangasarian and his colleagues proposed to modify SVM problems to obtain new
formulas, including Lagrangian SVM [20], proximal SVM [21], Newton SVM [22].
The Least Squares SVM proposed by Suykens and Vandewalle [23] changes standard
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SVM optimization to lead the new efficient SVM solver. And then, these algorithms
only require solving a system of linear equations instead of a quadratic programming.
This makes training time very short for linear classification tasks. More recent [24],
[25] proposed the stochastic gradient descent methods for dealing with large scale linear
SVM solvers. Their extensions proposed by [26], [17], [27], [28], [29] aim at improving
memory performance for massive datasets by incrementally updating solutions in a
growing training set without needing to load the entire dataset into memory at once. The
parallel and distributed algorithms [27], [29], [30] for the linear classification improve
learning performance for large datasets by dividing the problem into sub-problems that
execute on large numbers of networked PCs, grid computing, multi-core computers.
Parallel SVMs proposed by [31] use GPU to speed-up training tasks.

Active SVM learning algorithms proposed by [32], [33], [34], [35] choose interesting
datapoint subsets (active sets) to construct models, instead of using the whole dataset.
SVM algorithms [36], [37], [17], [38] use the boosting strategy [39], [40] for classifying
very large datasets on standard PCs.

Our proposal of local SVM models is also related to local learning algorithms. The
first paper of [41] proposed to use the expectation-maximization algorithm [42] for
partitioning the training set into k clusters; for each cluster, a neural network is learnt
to classify the individuals in the cluster. Local learning algorithms of Bottou & Vap-
nik [11] find k nearest neighbors of a test individual; train a neural network with only
these k neighborhoods and apply the resulting network to the test individual. k-local hy-
perplane and convex distance nearest neighbor algorithms were also proposed in [43].
More recent local SVM algorithms include SVM-kNN [44], ALH [45],FaLK-SVM
[46], LSVM [47], LL-SVM [48], [49], CSVM [50]. A theorical analysis for such local
algorithms discussed in [10] introduces the trade-off between the capacity of learning
system and the number of available individuals. The size of the neighborhoods is used
as an additional free parameters to control capacity against locality of local learning
algorithms.

6 Conclusion and Future Works

We presented the new parallel algorithm of local support vector machines that achieves
high performances for the non-linear classification of large datasets. The training task
of kSVM is to partition the data into k clusters and then it constructs a non-linear SVM
in each cluster to classify the data locally in the parallel way. The numerical test results
on 4 datasets from UCI repository and 3 benchmarks of handwritten letters recognition
showed that our proposal is efficient in terms of training time and accuracy compared
to the standard SVM. An example of its effectiveness is given with the non-linear clas-
sification of Forest Cover Types dataset (having 400000 individuals, 54 attributes) into
7 classes in 223.7 seconds and 97.06% accuracy.

In the near future, we intend to provide more empirical test on large benchmarks
and comparisons with other algorithms. A promising avenue for future research aims at
improving the classification accuracy of kSVM.
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Abstract. We propose a method called QSQN-rTRE for evaluating
queries to Horn knowledge bases. It is an extension of QSQN-TRE by
applying elimination not only to the tail-recursive predicates but also to
all the intensional predicates that appear rightmost in the bodies of the
program clauses. The aim is to avoid materializing intermediate results
for the mentioned cases during the processing. As a consequence, it takes
the advantage of reducing the number of kept tuples and subqueries in
the computer memory as well as the number of read/write operations on
relations. The efficiency of our method is illustrated by empirical results.

Keywords: Horn knowledge bases, deductive databases, query process-
ing, optimization methods, QSQ, QSQN, QSQN-TRE, QSQN-rTRE.

1 Introduction

One of the most interesting thing in database community is query optimization,
which has drawn a great deal of attention from researchers for many years. There
are numerous well known optimization methods and techniques that have been
proposed to improve the performance of query evaluation [16,15,12,6,14]. In this
work, we study optimizing query evaluation for Horn knowledge bases.

Horn knowledge bases are definite logic programs, which can be treated as
an extension of Datalog deductive databases with function symbols and without
range-restrictedness condition [1]. Many of the evaluation methods have been
developed for Datalog deductive databases such as QSQ [18,1], QSQR [18,1,10],
QoSaQ [19] and the evaluation method that combines the magic-set transforma-
tion with the improved semi-naive evaluation method [2]. In [10], Madalińska-
Bugaj and Nguyen generalized the QSQR method for Horn knowledge bases.
Some authors extended the magic-set technique together with the breadth-first
approach [13,9] and some other authors tried to adapt computational procedures
of logic programming that use tabled SLD-resolution [17,19,20] for Horn knowl-
edge bases. In [11], Nguyen and Cao proposed a new method that is based on
query-subquery nets for evaluating queries to Horn knowledge bases.

c© Springer International Publishing Switzerland 2015 243
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An optimization technique that integrates magic-sets templates with a form
of tail-recursion elimination was proposed by Ross in [14]. It improves the per-
formance of query evaluation by not materializing the extension of intermediate
views. In [6], together with Nguyen, we proposed a method that incorporates tail-
recursion elimination into query-subquery nets, called QSQN-TRE. It takes the
advantage of reducing the number of evaluated intermediate tuples/subqueries
during the processing. The experimental results reported in [6] justify the use-
fulness of this method.

In this paper, we propose an optimization method called QSQN-rTRE for
evaluating queries to Horn knowledge bases, which is an extension of QSQN-TRE
by applying elimination not only to the tail-recursive predicates proposed in [6]
but also to all the intensional predicates that appear rightmost in the bodies of
the program clauses. Thus, all the rightmost intensional predicates in the bodies
of the program clauses will be processed in the same way the tail-recursive
predicates as stated in [6]. The aim of this method is to avoid materializing
intermediate results for the mentioned cases during the processing, in order to
reduce the number of kept tuples and subqueries in the computer memory as
well as the number of read/write operations on relations in some cases. The
efficiency of the proposed method is illustrated by empirical results.

The rest of this paper is organized as follows. Section 2 recalls the most
important notation and definitions of logic programming and Horn knowledge
bases. Section 3 presents our QSQN-rTRE evaluation method for Horn knowl-
edge bases. The experimental results are provided in Section 4. Conclusions and
a plan for future work are presented in Section 5.

2 Preliminaries

We assume that the reader is familiar with the notions of first-order logic such as
term, atom, predicate, expression, substitution, unification, most general unifier,
computed answer, correct answer, Horn knowledge bases and related ones. We
refer the reader to [1] for further reading.

A predicate can be either intensional or extensional. A generalized tuple is a
tuple of terms, which may contain function symbols and variables. A generalized
query atom is a formula q(t), where q is an intensional predicate and t is a
generalized tuple. A generalized relation is a set of generalized tuples of the
same arity.

A positive program clause is a formula of the form ∀(A∨¬B1∨ . . .∨¬Bn) with
n ≥ 0, written as A ← B1, . . . , Bn, where A,B1, . . . , Bn are atoms. A is called
the head, and B1, . . . , Bn the body of the program clause.

A positive (or definite) logic program is a finite set of program clauses. From
now on, by a “program” we will mean a positive logic program. A goal is a formula
of the form ∀(¬B1 ∨ . . . ∨ ¬Bn), written as ← B1, . . . , Bn, where B1, . . . , Bn are
atoms and n ≥ 0. If n = 0 then the goal is referred to as the empty goal.

Given substitutions θ and δ, the composition of θ and δ is denoted by θδ, the
domain of θ is denoted by dom(θ), the range of θ is denoted by range(θ), and the
restriction of θ to a set X of variables is denoted by θ|X . The empty substitution
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is denoted by ε. The term-depth of an expression (resp. a substitution) is the
maximal nesting depth of function symbols occurring in that expression (resp.
substitution). Given a list/tuple α of terms or atoms, by Vars(α) we denote the
set of variables occurring in α.

A Horn knowledge base is defined as a pair (P, I), where P is a positive logic
program (which may contain function symbols and not be “range-restricted”) for
defining intensional predicates, and I is a generalized extensional instance, which
is a function mapping each extensional n-ary predicate to an n-ary generalized
relation.

Definition 1 (Tail-recursion). A program clause ϕi = (Ai ← Bi,1, . . . , Bi,ni),
for ni > 0, is said to be recursive whenever some Bi,j (1 ≤ j ≤ ni) has the same
predicate as Ai. If Bi,ni has the same predicate as Ai then the clause is tail-
recursive, in this case, the predicate of Bi,ni is a tail-recursive predicate. �

Definition 2. A predicate p is called a rightmost-predicate w.r.t. a positive logic
program if it is an intensional predicate and appears rightmost in the body of
some program clause of that program. �

Definition 3. We say that a predicate p directly depends on a predicate q w.r.t.
a positive logic program if p and q are intensional predicates and p appears in the
head of a program clause and q is a rightmost-predicate of that program clause.
A predicate p is called depends on a predicate q w.r.t. a positive logic program
if p is either reflectively or transitively depends on q of that program. �

3 QSQ-Nets with Right/Tail-Recursion Elimination

The method QSQN-TRE [6] is used to evaluate queries to a given Horn knowl-
edge base (P, I). In this section, we extend QSQN-TRE to obtain a new eval-
uation method, which eliminates all the rightmost intensional predicates that
appear in the bodies of the program clauses. Particularly, all the rightmost in-
tensional predicates in the bodies of the program clauses will be processed in a
similar way the tail-recursive predicates as proposed in [6]. Thus, from now on,
a program clause is said to be right/tail-recursive if it is either a tail-recursive
clause or a clause with a rightmost-predicate.

Let P be a positive logic program and ϕ1, . . . , ϕm be all the program clauses
of P , with ϕi = (Ai ← Bi,1, . . . , Bi,ni) and ni ≥ 0, for 1 ≤ i ≤ m. The following
definition shows how to make a QSQ-Net structure with right/tail-recursion
elimination from the given positive logic program P .

Definition 4 (QSQN-rTRE structure). A query-subquery net structure with
right/tail-recursion elimination (QSQN-rTRE structure for short) of P is a tuple
(V,E, T ) such that:

– T is a pair (Tedb, Tidb), called the type of the net structure.
– Tidb is a function that maps each intensional predicate to true or false.

(If Tidb(p) = true then the intensional relation p will be computed using
right/tail-recursion elimination. Tedb will be explained shortly).



246 S.T. Cao

– V is a set of nodes that includes:
• input p and ans p, for each intensional predicate p of P ,
• pre filter i, filter i,1, . . . , filter i,ni

, for each 1 ≤ i ≤ m,
• post filter i if (ϕi is not right/tail-recursive) or (Tidb(p) = false) or
(ni = 0), for each 1 ≤ i ≤ m, where p is the predicate of Ai.

– E is a set of edges that includes:
• (input p, pre filter i), for each 1 ≤ i ≤ m, where p is the predicate of Ai,
• (pre filter i, filter i,1), for each 1 ≤ i ≤ m such that ni ≥ 1,
• (filter i,1, filter i,2), . . . , (filter i,ni−1, filter i,ni

), for each 1 ≤ i ≤ m,
• (filter i,ni

, post filter i), for each 1 ≤ i ≤ m such that ni ≥ 1 and
post filter i exists,

• (pre filter i, post filter i), for each 1 ≤ i ≤ m such that ni = 0,
• (post filter i, ans p), for each 1 ≤ i ≤ m such that post filter i exists, where
p is the predicate of Ai, and
(post filter i, ans pk), for each 1 ≤ i ≤ m, 1 ≤ k ≤ m and k �= i such that
post filter i exists and the predicate pk of Ak depends on the predicate
of Ai,

• (filter i,j , input p), for each 1 ≤ i ≤ m and 1 ≤ j ≤ ni such that p is the
predicate of Bi,j and is an intensional predicate,

• (ans p, filter i,j), for each intensional predicate p and each 1 ≤ i ≤ m,
1 ≤ j ≤ ni such that: either (1 ≤ j < ni) or (j = ni and Tidb(p) = false)
and Bi,j is an atom of p.

– Tedb is a function that maps each filter i,j ∈ V such that the predicate of
Bi,j is extensional to true or false. If Tedb(filter i,j) = false then subqueries
for filter i,j are always processed immediately without being accumulated at
filter i,j . �

From now on, T (v) denotes Tedb(v) if v is a node filter i,j such that Bi,j is an
extensional predicate, and T (p) denotes Tidb(p) for an intensional predicate p.
Thus, T can be called a memorizing type for extensional nodes (as in QSQ-net
structures), and a right/tail-recursion-elimination type for intensional predicates.
We call the pair (V,E) the QSQN-rTRE topological structure of P with respect
to Tidb.

Example 1. The upper part of Figure 1 illustrates a logic program and
its QSQN-TRE topological structure w.r.t. Tidb with Tidb(q) = true and
Tidb(p) = Tidb(s) = false, where q, p, s are intensional predicates, t is an ex-
tensional predicate, x, y, z are variables and a is a constant symbol. The lower
part depicts the QSQN-rTRE topological structure of the same program w.r.t.
the Tidb with Tidb(q) = Tidb(p) = true and Tidb(s) = false. �

The following definition specifies the notion QSQN-rTRE and the related
ones. In addition, we also show how the data is transferred through the edges in
a QSQN-rTRE.

Definition 5 (QSQN-rTRE). A query-subquery net with right/tail-recursion
elimination (QSQN-rTRE for short) of P is a tuple N = (V,E, T, C) such that



On the Efficiency of QSQN with Right/Tail-Recursion Elimination 247

q(x, y) ← t(x, y)
q(x, y) ← t(x, z), q(z, y)

p(x, y) ← q(y, x)

s(x) ← p(x, a).

pre filter1 �� filter1,1 �� post filter1

�����
����

���

input q

��������

�����
���

ans q

��

pre filter2 �� filter2,1 �� filter2,2

��

input p �� pre filter3 �� filter3,1 ��

��

post filter3 �� ans p

		
input s �� pre filter4 �� filter4,1 ��





post filter4 �� ans s

pre filter1 �� filter1,1 �� post filter1

�����
����

���

��

��

input q

���������

�����
����

ans q

pre filter2 �� filter2,1 �� filter2,2

��

input p �� pre filter3 �� filter3,1



ans p

input s �� pre filter4 �� filter4,1

��

ans s

Fig. 1. QSQN-TRE and QSQN-rTRE topological structures
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(V,E, T ) is a QSQN-rTRE structure of P , C is a mapping that associates each
node v ∈ V with a structure called the contents of v, and the following conditions
are satisfied:

– If either (v = input p and T (p) = false) or (v = ans p) then C(v) consists of:
• tuples(v) : a set of generalized tuples of the same arity as p,
• unprocessed(v, w) for each (v, w) ∈ E: a subset of tuples(v).

– If v = input p and T (p) = true then C(v) consists of:
• pairs(v): a set of pairs (t, q(t

′
)), where t is a generalized tuple of the same

arity as p, q(t
′
) is a generalized query atom. A pair (t, q(t

′
)) means that

we are trying to solve the atom p(t), and any found answer substitution

should generate an answer for q(t
′
),

• unprocessed(v, w) for each (v, w) ∈ E: a subset of pairs(v).
– If v = pre filter i then C(v) consists of:

• atom(v) = Ai and post vars(v) = Vars((Bi,1, . . . , Bi,ni)).
– If v = post filter i then C(v) is empty, but we assume pre vars(v) = ∅.
– If v = filter i,j and p is the predicate of Bi,j then C(v) consists of:

• kind(v) = extensional if p is extensional, and
kind(v) = intensional otherwise,

• pred(v) = p (called the predicate of v) and atom(v) = Bi,j ,
• pre vars(v) = Vars((Bi,j , . . . , Bi,ni)) and
post vars(v) = Vars((Bi,j+1, . . . , Bi,ni)),

• subqueries(v): a set of pairs of the form (q(t), δ), where q(t) is a gen-
eralized query atom and δ is an idempotent substitution such that
dom(δ) ⊆ pre vars(v) and dom(δ) ∩ Vars(t) = ∅,

• unprocessed subqueries(v) ⊆ subqueries(v),
• in the case p is intensional:

unprocessed subqueries2 (v) ⊆ subqueries(v),
unprocessed tuples(v): a set of generalized tuples of the same arity as p,

• if v = filter i,ni
, kind(v) = intensional, pred(v) = p and T (p) = true

then unprocessed subqueries(v) and unprocessed tuples(v) are empty
(hence, we can ignore them).

– If v = filter i,j , kind(v) = extensional and T (v) = false then subqueries(v)
and unprocessed subqueries(v) are empty (hence, we can ignore them).

A QSQN-rTRE of P is empty if all the sets of the form pairs(v),
tuples(v), subqueries(v), unprocessed subqueries(v), unprocessed subqueries2 (v),
unprocessed tuples(v) or unprocessed(v, w) are empty. �

If (v, w) ∈ E then w is referred to as a successor of v. Observe that:

– if v is pre filter i or (v is filter i,j and kind(v) = extensional) then v has
exactly one successor, which we denote by succ(v),

– if v is filter i,ni
with kind(v) = intensional, pred(v) = p and T (p) = true

then v has exactly one successor, which we denote by succ2(v) = input p,
– if v is filter i,j with kind(v) = intensional, pred(v) = p and either j < ni

or T (p) = false then v has exactly two successors: succ(v) = filter i,j+1 if
j < ni; succ(v) = post filter i otherwise; and succ2(v) = input p,
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– if v is post filter i then v may have more than one successor.

By a subquery we mean a pair of the form (q(t), δ), where q(t) is a generalized
query atom and δ is an idempotent substitution such that dom(δ) ∩Vars(t) = ∅.
The set unprocessed subqueries2 (v) (resp. unprocessed subqueries(v)) contains
the subqueries that were not transferred through the edge (v, succ2(v)) (resp.
(v, succ(v)) – when it exists).

For an intensional predicate p with T (p) = true, the intuition behind a pair

(t, q(t
′
)) ∈ pairs(input p) is that:

– t is a usual input tuple for p, but the intended goal at a higher level is← q(t
′
),

– any correct answer for P ∪ I ∪ {← p(t)} is also a correct answer for

P ∪ I ∪ {← q(t
′
)},

– if a substitution θ is a computed answer of P ∪ I ∪ {← p(t)} then we will

store the tuple t
′
θ in ans q instead of storing the tuple tθ in ans p.

We say that a pair (t, q(t
′
)) is more general than (t2, q(t

′
2)), and (t2, q(t

′
2))

is an instance of (t, q(t
′
)), if there exists a substitution θ such that

(t, q(t
′
))θ = (t2, q(t

′
2)).

For v = filter i,j and p being the predicate of Ai, the meaning of a subquery
(q(t), δ) ∈ subqueries(v) is as follows: if T (p) = false (resp. T (p) = true) then
there exists s ∈ tuples(input p) (resp. (s, q(s′)) ∈ pairs(input p)) such that for
processing the goal← p(s) using the program clause ϕi = (Ai ← Bi,1, . . . , Bi,ni),
unification of p(s) and Ai as well as processing of the subgoals Bi,1, . . . , Bi,j−1

were done, amongst others, by using a sequence of mgu’s γ0, . . . , γj−1 with
the property that q(t) = p(s)γ0 . . . γj−1 (resp. q(t) = q(s′)γ0 . . . γj−1) and
δ = (γ0 . . . γj−1)|Vars((Bi,j ,...,Bi,ni

)). Informally, a subquery (q(t), δ) transferred
through an edge to v is processed as follows:

– if v = filter i,j , kind(v) = extensional and pred(v) = p then, for each

t
′′ ∈ I(p), if atom(v)δ = Bi,jδ is unifiable with a fresh variant of p(t

′′
)

by an mgu γ then transfer the subquery (q(t)γ, (δγ)|post vars(v)) through
(v, succ(v)),

– if v = filter i,j , kind(v) = intensional, pred(v) = p and either (T (p) = false)
or (T (p) = true and j < ni) then

• if T (p) = false then transfer the input tuple t
′

such that

p(t
′
) = atom(v)δ = Bi,jδ through (v, input p) to add its fresh variant to

tuples(input p),

• if T (p) = true and j < ni then transfer the input pair (t
′
, p(t

′
)) such that

p(t
′
) = atom(v)δ = Bi,jδ through (v, input p) to add its fresh variant to

pairs(input p),

• for each currently existing t
′ ∈ tuples(ans p), if atom(v)δ = Bi,jδ is

unifiable with a fresh variant of p(t
′
) by an mgu γ then transfer the

subquery (q(t)γ, (δγ)|post vars(v)) through (v, succ(v)),
• store the subquery (q(t), δ) in subqueries(v), and later, for each new

t
′
added to tuples(ans p), if atom(v)δ = Bi,jδ is unifiable with
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a fresh variant of p(t
′
) by an mgu γ then transfer the subquery

(q(t)γ, (δγ)|post vars(v)) through (v, succ(v)).
– if v = filter i,ni

, kind(v) = intensional, pred(v) = p, T (p) = true then

transfer the input pair (t
′
, q(t)) such that p(t

′
) = atom(v)δ = Bi,niδ through

(v, input p) to add its fresh variant to pairs(input p),
– if v = post filter i then transfer the subquery (q(t), ε) through

(post filter i, ans q) to add t to tuples(ans q).

Formally, the processing of a subquery, an input/answer tuple or an input
pair in a QSQN-rTRE is designed so that:

– every subquery or input/answer tuple or input pair that is subsumed by
another one or has a term-depth greater than a fixed bound l is ignored,

– the processing is divided into smaller steps which can be delayed at each
node to maximize adjustability and allow various control strategies,

– the processing is done set-at-a-time (e.g., for all the unprocessed subqueries
accumulated in a given node).

The Algorithm 1 (on page 251) repeatedly selects an active edge and fires
the operation for the edge. Due to the lack of the space, the related functions
and procedures used for Algorithm 1 are omitted in this paper. The details
of these functions and procedures can be found in [4]. In particular, the Al-
gorithm 1 uses the function active-edge(u, v), which returns true if the data
accumulated in u can be processed to produce some data to transfer through
the edge (u, v). If active-edge(u, v) is true, procedure fire(u, v) processes
the data accumulated in u that has not been processed before and transfers
appropriate data through the edge (u, v). This procedure uses the procedures
add-tuple, add-pair, add-subquery, compute-gamma and transfer. The pro-
cedure transfer(D, u, v) specifies the effects of transferring data D through the
edge (u, v) of a QSQN-rTRE. We omit to present the properties on soundness,
completeness and data complexity of the Algorithm 1 because they are analogous
to the ones given in [11] for QSQN.

Note: Regarding the QSQN-rTRE topological structure of the logic program
given in Example 1, for the query s(x), after producing a set of (answer) tuples,
the Algorithm 1 only adds these tuples to tuples(ans s). Thus, no tuple is added
to tuples(ans p) as well as tuples(ans q). In this case, we can exclude the nodes
ans p, ans q and the related edges from the net, but we keep them for answering
other queries of the form p(. . .) or q(. . .).

4 Preliminary Experiments

This section presents our experimental results related to the effectiveness of the
QSQN-rTRE method in comparison with the QSQN-TRE method. The com-
parison is made w.r.t. the number of read/write operations on relations as well
as the maximum number of kept tuples/subqueries in the computer memory.
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Algorithm 1. for evaluating a query (P, q(x)) on an extensional instance I.

1 let (V,E, T ) be a QSQN-rTRE structure of P ;
// T can be chosen arbitrarily or appropriately

2 set C so that N = (V,E, T, C) is an empty QSQN-rTRE of P ;

3 let x′ be a fresh variant of x;
4 if T (q) = false then
5 tuples(input q) := {x′};
6 foreach (input q, v) ∈ E do unprocessed(input q, v) := {x′}
7 else
8 pairs(input q) := {(x′, q(x′))};
9 foreach (input q, v) ∈ E do unprocessed(input q, v) := {(x′, q(x′))}

10 while there exists (u, v) ∈ E such that active-edge(u, v) holds do
11 select (u, v) ∈ E such that active-edge(u, v) holds;

// any strategy is acceptable for the above selection

12 fire(u, v)

13 return tuples(ans q)

As mentioned earlier, the QSQN-TRE and QSQN-rTRE methods allow various
control strategy. We use the IDFS control strategy [5] for both methods. All the
experiments have been implemented in Java codes [4] and extensional relations
stored in a MySQL database. We assume that the computer memory is large
enough to load all the involved relations. During the processing, for each op-
eration of reading from a relation (resp. writing a set of tuples to a relation),
we increase the counter of read (resp. write) operations on this relation by one.
For counting the maximum number of kept tuples/subqueries in the memory,
we increase (resp. decrease) the counter of kept tuples by two if a pair is added
to (resp. removed from) pairs(input p), otherwise we increase (resp. decrease) it
by one. The returned value is the maximum value of this counter.

Test 1. This test uses the program P as in Example 1, the query is s(x) and the
extensional instance I for t is as follows, where a, ai, bi are constant symbols:

I(t) = {(a, a1)} ∪ {(ai, ai+1) | 1 ≤ i < 20} ∪ {(a20, a1)} ∪
{(a, b1)} ∪ {(bi, bi+1) | 1 ≤ i < 20} ∪ {(b20, b1)}.

Test 2. This test uses the following logic program P , where p, q are intensional
predicates, t1, t2 are extensional predicates, and x, y, z are variables. In this test,
we consider the case p and q are mutually dependent on each other.

p(x, y) ← t1(x, y)

p(x, y) ← t1(x, z), q(z, y)

q(x, y) ← t2(x, y)

q(x, y) ← t2(x, z), p(z, y).
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Table 1. A comparison between the QSQN-TRE and QSQN-rTRE methods w.r.t. the
number of read/write operations. The third column means the number of read opera-
tions on input/answer/supplement/extensional relations, respectively. Similarly, the
fourth column means the number of write operations on input/answer/supplement
relations, respectively. The last column shows the maximum number of kept tuples in
the computer memory.

Tests Methods
Reading (times) Writing (times) Max No. of

inp /ans /sup /edb inp /ans /sup kept tuples

Test 1
QSQN-TRE 122 (46+7+47+22) 48 (23+3+22) 288

QSQN-rTRE 114 (46+1+45+22) 46 (23+1+22) 209

Test 2
QSQN-TRE 1094 (201+396+395+102) 396 (100+197+99) 5248

QSQN-rTRE 503 (201+2+198+102) 201 (100+2+99) 497

Test 3
QSQN-TRE 37 (14+4+13+6) 15 (7+2+6) 376

QSQN-rTRE 33 (14+1+12+6) 14 (7+1+6) 362

Test 4
QSQN-TRE 126 (48+8+46+24) 49 (23+4+22) 566

QSQN-rTRE 118 (48+2+44+24) 47 (23+2+22) 474

The query is q(a1, x) and the extensional instance I for t1 and t2 is as follows,
where ai (1 ≤ i ≤ 100) are constant symbols:

I(t1) = {(a2, a3), (a4, a5), (a6, a7), . . . , (a96, a97), (a98, a99)}
I(t2) = {(a1, a2), (a3, a4), (a5, a6), . . . , (a97, a98), (a99, a100)}.

Test 3. This test concerns the case with function symbols. Consider the following
positive logic program, where path, query are intensional predicates, edge is an
extensional predicate, x, y, z, w are variables, nil is a constant symbol standing
for the empty list, and cons is a function symbol standing for the list constructor:

path(x, y, cons(x, cons(y, nil))) ← edge(x, y)

path(x, y, cons(x, z)) ← edge(x,w), path(w, y, z)

query(x, y) ← path(x, d, y).

An atom path(x, y, z) stands for “z is a list representing a path from x to y”.
This test uses the following extensional instance I, where a - m are constant
symbols: I(edge) = {(a, b), (a, h), (b, c), (b, f), (c, d), (d, e), (e, c), (f, g), (g, f),
(h, i), (i, i), (j, c), (j, k), (k, d), (k, l), (l,m), (m, j)}. The query is query(x, y).
We use the term-depth bound l = 5 for this test (which can be changed for [4]).

Test 4. This test is taken from [3,11]. Consider the following program P :

q1(x, y) ← r1(x, y)

q1(x, y) ← r1(x, z), q1(z, y)

q2(x, y) ← r2(x, y)

q2(x, y) ← r2(x, z), q2(z, y)

p(x, y) ← q1(x, y)

p(x, y) ← q2(x, y).
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where p, q1 and q2 are intensional predicates, t1 and t2 are extensional predicates,
and x, y, z are variables. Let p(a0, x) be the query, and let the extensional
instance I for t1 and t2 be as follows, using m = n = 10:

I(t1) = {(ai, ai+1) | 0 ≤ i < m},
I(t2) = {(a0, b1,j) | 1 ≤ j ≤ n} ∪

{(bi,j , bi+1,j) | 1 ≤ i < m− 1; 1 ≤ j ≤ n} ∪ {(bm−1,j, am) | 1 ≤ j ≤ n}.

Table 1 shows the comparison between the QSQN-TRE and QSQN-rTRE
evaluation methods w.r.t. the number of accesses to the relations as well as
the maximum number of kept tuples/subqueries in the computer memory. As
can be seen in this table, by not representing intermediate results during the
computation for the right/tail-recursive cases, the QSQN-rTRE method usually
outperforms the QSQN-TRE method for the mentioned cases, especially for the
case when the intensional predicates are mutually dependent on each other as
in Test 2.

5 Conclusions

We have proposed the QSQN-rTRE method for evaluating queries to Horn
knowledge bases. It extends the QSQN-TRE method by eliminating all the in-
tensional predicates that appear rightmost in the bodies of the program clauses
with respect to Tidb. This allows to avoid materializing intermediate results dur-
ing the processing.

The experimental results reported in Table 1 show that, due to right/tail-
recursion elimination, the QSQN-rTRE method is often better than the
QSQN-TRE method for a certain class of queries that depend on right/tail-
recursive predicates, especially for the program as in Test 2. The prelimi-
nary comparison between QSQN, QSQR and Magic-Set reported in [3], be-
tween QSQN and QSQN-TRE reported in [6] indicates the usefulness of QSQN,
QSQN-TRE and hence also the usefulness of QSQN-rTRE. As a future work,
we will compare the methods in detail with other experimental measures. Par-
ticularly, we will estimate these methods with respect to the number of accesses
to the secondary storage when the computer memory is limited, as well as apply
our method to Datalog-like rule languages of the Semantic Web [7,8].
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Abstract. The new parallel multiclass logistic regression algorithm (PAR-MC-
LR) aims at classifying a very large number of images with very-high-dimensional
signatures into many classes. We extend the two-class logistic regression algorithm
(LR) in several ways to develop the new multiclass LR for efficiently classify-
ing large image datasets into hundreds of classes. We propose the balanced batch
stochastic gradient descend of logistic regression (BBatch-LR-SGD) for trainning
two-class classifiers used in the one-versus-all strategy of the multiclass problems
and the parallel training process of classifiers with several multi-core computers.
The numerical test results on ImageNet datasets show that our algorithm is efficient
compared to the state-of-the-art linear classifiers.

Keywords: Logistic regression (LR), Stochastic gradient descent (SGD), Multi-
class, Parallel algorithm, Large scale image classification.

1 Introduction

The image classification is to automatically assign predefined categories to images. Its
applications include handwriting character recognition, zip code recognition for postal
mail sorting, numeric entries in forms filled up by hand, fingerprint recognition, face
recognition, auto-tagging images and so on. The image classification task involves two
main steps as follows: extracting features and building codebook, training classifiers.
Recently, the local image features and bag-of-words (BoW) models are used at the first
step of state-of-the-art image classification. The most popular local image features are
scalable invariant feature transform descriptors - SIFT [1], speeded up robust Features
- SURF [2] and dense SIFT - DSIFT [3]. These feature extraction methods are locally
based on the appearance of the object at particular interest points, invariant to image
scale, rotation and also robust to changes in illumination, noise, occlusion. And then,
k-means algorithm [4] performs the clustering task on descriptors to form visual words
from the local descriptors. The representation of the image for classification is the bag-
of-words is constructed from the counting of the occurrence of words in a histogram like
fashion. The step of the feature extraction and the BoW representation leads to datasets
with very large number of dimensions (e.g. thousands of dimensions). The support vec-
tor machine algorithms [5] are suited for dealing with very-high-dimensional datasets.
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However there are also many classes in the images classification (e.g. Caltech with
101 classes [6], Caltech with 256 classes [7] having hundreds of classes) and ImageNet
dataset [8] with more than 14 million images in 21,841 classes. It makes the complexity
of image classification become very hard. This challenge motivates us to study an effi-
cient algorithm in both computation time and classification accuracy. In this paper, we
propose the extensions of the stochastic gradient descend (SGD [9], [10]) to develop
the new parallel multiclass SGD of logistic regression (PAR-MC-LR) for efficiently
classifying large image datasets into many classes. Our contributions include:

1. the balanced batch stochastic gradient descend of logistic regression (BBatch-LR-
SGD) for very large number of classes,

2. the parallel training process of classifiers with several multi-core computers.

The numerical test results on ImageNet datasets [8] show that our PAR-MC-LR al-
gorithm is efficient compared to the state-of-the-art linear classifiers.

The remainder of this paper is organized as follows. Section 2 briefly presents the
stochastic gradient descend algorithm of logistic regression (LR-SGD) for two-class
problems. Section 3 describes how to extend the LR-SGD algorithm for dealing very
large number of classes. Section 4 presents evaluation results, before the conclusions
and future work.

2 Logistic Regression for Two-Class Problems

Let us consider a linear binary classification task with m datapoints xi (i = 1, . . . ,m)
in the n-dimensional input space Rn, having corresponding labels yi = ±1. Logistic
regression (LR) tries to learn classification models (i.e. parameter vector w ∈ Rn) to
maximize the likelihood of the data. The probability of a datapoint being drawn from
the positive class is:

p(yi =+1/xi) =
1

1+ e−(w.xi)
(1)

And then, the probability of a datapoint being drawn from the negative class is:

p(yi =−1/xi) = 1− p(yi =+1/xi) = 1− 1

1+ e−(w.xi)
=

1

1+ e(w.xi)
(2)

The probabilities in (1) and (2) are rewritten in:

p(yi/xi) =
1

1+ e−yi(w.xi)
(3)

And then the log likelihood of data is as follow:

log(p(yi/xi)) = log(
1

1+ e−yi(w.xi)
) =−log(1+ e−yi(w.xi)) (4)
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The regularized LR method aims to use Tikhonov regularization in a trade-off with
maximizing likelihood and the over-confident generalization. The regularization strat-
egy is to impose a penalty on the magnitude of the parameter values w. The LR algo-
rithm simultaneously tries to maximize the log likelihood of the data and minimize the
L2 norm of the parameter vector w. And then, it yields an unconstrained problem (5):

min Ψ (w, [x,y]) =
λ
2
‖w‖2 +

1
m

m

∑
i=1

log(1+ e−yi(w.xi)) (5)

The LR formula (5) uses the logistic loss function L(w, [xi,yi]) = log(1+ e−yi(w.xi)).
The solution of the unconstrained problem (5) can be also obtained by the stochastic
gradient descent method [9], [10]. The stochastic gradient descent for the logistic re-
gression is denoted by (LR-SGD). The LR-SGD updatesw on T iterations (epochs) with
a learning rate η . For each iteration t, the LR-SGD uses a single randomly datapoint
(xt ,yt ) to compute the sub-gradient ∇tΨ(w, [xt ,yt ]) and update wt+1 as follows:

wt+1 = wt −ηt∇tΨ(w, [xt ,yt ]) = wt −ηt(λwt +∇tL(w, [xt ,yt ])) (6)

∇tL(w, [xt ,yt ]) = ∇t log(1+ e−yt(w.xt )) =− ytxt
1+ eyt(w.xt )

(7)

The LR-SGD using the update rule (6) is described in algorithm 1.

Algorithm 1. LR-SGD algorithm
input :

training dataset D
positive constant λ > 0
number of epochs T

output:
hyperplane w

1 begin
2 init w1 = 0
3 for t ← 1 to T do
4 randomly pick a datapoint [xt ,yt ] from training dataset D
5 set ηt =

1
λ t

6 update wt+1 = wt −ηt(λwt − ytxt
1+eyt (w.xt )

)

7 end
8 return wt+1

9 end
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3 Extentions of Logistic Regression to Large Number of Classes

There are several extensions of a binary classification LR to multi-class (k classes,
k≥ 3) classification tasks. The state-of-the-art multi-class are categorized into two types
of approaches. The first one is considering the multi-class case in one optimization
problem [11], [12], [13]. The second one is decomposing multi-class into a series of
binary classifiers, including one-versus-all [5], one-versus-one [14] and Decision Di-
rected Acyclic Graph [15].

In practice, one-versus-all, one-versus-one are the most popular methods due to their
simplicity. Let us consider k classes (k > 2). The one-versus-all strategy builds k dif-
ferent classifiers where the ith classifier separates the ith class from the rest. The one-
versus-one strategy constructs k(k−1)/2 classifiers, using all the binary pairwise com-
binations of the k classes. The class is then predicted with a majority vote.

When dealing with very large number of classes, e.g. hundreds of classes, the one-
versus-one strategy is too expensive because it needs to train many thousands of binary
classifiers. Therefore, the one-versus-all strategy becomes popular in this case. And
then, our multiclass LR-SGD algorithms also use the one-versus-all approach to train
independently k binary classifiers. Therefore, the multiclass LR-SGD algorithms using
one-versus-all lead to the two problems:

1. the LR-SGD algorithms deal with the imbalanced datasets for building binary clas-
sifiers,

2. the LR-SGD algorithms also take very long time to train very large number of
binary classifiers in sequential mode using a single processor.

Due to these problems, we propose two ways for creating the new multiclass LR-
SGD algorithms being able to handle very large number of classes in the high speed.
The first one is to build balanced classifiers with sampling strategy. The second one is
to parallelize the training task of all classifiers with several multi-core machines.

3.1 Balanced Batch of Logistic Regression

In the one-versus-all approach, the learning task of LR-SGD is try to separate the ith

class (positive class) from the k−1 others classes (negative class). For very large num-
ber of classes, e.g. 100 classes, this leads to the extreme unbalance between the positive
and the negative class. The problem is well-known as the class imbalance. The problem
of LR-SGD comes from line 4 of algorithm 1. For dealing with hundreds classses, the
probability for a positive datapoint sampled is very small (about 0.01) compared with
the large chance for a negative datapoint sampled (e.g. 0.99). And then, the LR-SGD
concentrates mostly on the errors produced by the nagative datapoints. Therefore, the
LR-SGD has difficulty to separate the positive class from the negative class.

As summarized by the review papers of [16], [17], [18] and the very comprehensive
papers of [19], [20], solutions to the class imbalance problems were proposed both at
the data and algorithmic level. At the data level, these algorithms change the class distri-
bution, including over-sampling the minority class [21] or under-sampling the majority
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class [22], [23]. At the algorithmic level, the solution is to re-balance the error rate by
weighting each type of error with the corresponding cost.

Our balanced batch LR-SGD (denoted by LR-BBatch-SGD) belongs to the first ap-
proach. For separating the ith class (positive class) from the rest (negative class), the
class prior probabilities in this context are highly unequal (e.g. the distribution of the
positive class is 1% in the 100 classes classification problem), and then over-sampling
the minority class is very expensive. We propose the LR-BBatch-SGD algorithm using
under-sampling the majority class (negative class). Our modification of algorithm 1 is
to use a balanced batch (instead of a datapoint at line 4 of algorithm 1) to update the w
at epoch t. We also propose to modify the updating rule (line 6 of algorithm 1) using
the skewed costs as follows:

wt+1 =

{

wt −ηtλwt +ηt
1

|D+ |
yt xt

1+eyt (w.xt )
i f yt =+1

wt −ηtλwt +ηt
1

|D−|
yt xt

1+eyt (w.xt )
i f yt =−1

(8)

where |D+| is the cardinality of the positive class D+ and |D−| is the cardinality of the
negative class D−.

The LR-BBatch-SGD (as shown in algorithm 2) is to separate the ith class (positive
class) from the rest (negative class), using under-sampling the negative class (balanced
batch) and the skewed costs in (8).

Algorithm 2. LR-BBatch-SGD algorithm
input :

training data of the positive class D+

training data of the negative class D−
positive constant λ > 0
number of epochs T

output:
hyperplane w

1 begin
2 init w1 = 0
3 for t ← 1 to T do
4 creating a balanced batch Bbatch by sampling without replacement D′

− from

dataset D− (with |D′
−| = sqrt |D−|

|D+| ) and a datapoint from dataset D+

5 set ηt =
1
λ t

6 for [xi,yi] in Bbatch do
7 update wt+1 using rule 8
8 end
9 end

10 return wt+1

11 end
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3.2 Parallel LR-BBatch-SGD Training

Although LR-BBatch-SGD deals with very large dataset with high speed, but it does
not take the benefits of HPC. Furthermore, LR-BBatch-SGD trains independently k
binary classifiers for k classes problems. This is a nice property for parallel learning.
Our investigation aims at speedup training tasks of multi-class LR-BBatch-SGD with
several multi-processor computers. The idea is to learn k binary classifiers in parallel.

The parallel programming is currently based on two major models, Message Passing
Interface (MPI) [24] and Open Multiprocessing (OpenMP) [25]. MPI is a standard-
ized and portable message-passing mechanism for distributed memory systems. MPI
remains the dominant model (high performance, scalability, and portability) used in
high-performance computing today. However, one MPI process loads the whole dataset
into memory during learning tasks, thus the parallel algorithm with k MPI processes
requires k main memory rooms for storing k datasets, making it wasteful. The simplest
development of parallel LR-BBatch-SGD algorithm is based on the shared memory
multiprocessing programming model OpenMP that does not require large amount of
memory (although the parallel in MPI is more efficient than OpenMP). The parallel
learning for LR-BBatch-SGD is described in algorithm 3.

Algorithm 3. Parallel LR-BBatch-SGD training
input : D the training dataset with k classes
output: LR-SGD model

1 Learning:
2 #pragma omp parallel for
3 for ci ← 1 to k do /* class ci */
4 training LR-BBatch-SGD(ci−vs−all)
5 end

4 Evaluation

In order to evaluate the performance of the new parallel multiclass logistic regression
algorithm (PAR-MC-LR) for classifying large amounts of images into many classes, we
have implemented PAR-MC-LR in C/C++ using the SGD library [10]. Our comparison
is reported in terms of correctness and training time. We are interested in two recent
algorithms, LIBLINEAR (a library for large linear classification [26]) and OCAS (an
optimized cutting plane algorithm for SVM [27]) because they are well-known as highly
efficient standard linear SVM.

LIBLINEAR and OCAS use the default parameter valueC = 1000, our Par-MC-LR
is trained the balanced batch stochastic gradient descend of logistic regression using
T = 50 epochs and regularization term λ = 0.0001.

All experiments are run on machine Linux Fedora 20, Intel(R) Core i7-4790 CPU,
3.6 GHz, 4 cores and 32 GB main memory.
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4.1 Datasets

The PAR-MC-LR algorithm is designed for the large number of images with many
classes, so we have evaluated its performance on the three following datasets.

ImageNet 10
This dataset contains the 10 largest classes from ImageNet [8], including 24,807 images
with size 2.4 GB). In each class, we sample 90% images for training and 10% images
for testing (with random guess 10%). First, we construct BoW of every image using
dense SIFT descriptor (extracting SIFT on a dense grid of locations at a fixed scale and
orientation) and 5,000 codewords. Then, we use feature mapping from [28] to get the
high-dimensional image representation in 15,000 dimensions. This feature mapping has
been proven to give a good image classification performance with linear classifiers [28].
We end up with 2.6 GB of training data.

ImageNet 100
This dataset contains the 100 largest classes from ImageNet [8], including 183,116
images with size 23.6 GB. In each class, we sample 50% images for training and 50%
images for testing (with random guess 1%). We also construct BoW of every image
using dense SIFT descriptor and 5,000 codewords. For feature mapping, we use the
same method as we do with ImageNet 10. The final size of training data is 8 GB.

ILSVRC 2010
This dataset contains 1,000 classes from ImageNet [8], including 1.2M images (∼ 126
GB) for training, 50 K images (∼ 5.3 GB) for validation and 150 K images (∼ 16 GB)
for testing. We use BoW feature set provided by [8] and the method reported in [29] to
encode every image as a vector in 21,000 dimensions. We take roughly 900 images per
class for training dataset, so the total training images is 887,816 and the training data
size is about 12.5 GB. All testing samples are used to test SVM models. Note that the
random guess performance of this dataset is 0.1%.

4.2 Classificaton Results

Firstly, we are interested in the performance comparison in terms of training time. We
try to vary the number of OpenMP threads (1, 4, 8 threads) for all training tasks of our
parallel algorithm PAR-MC-LR. Due to the PC (Intel(R) Core i7-4790 CPU, 4 cores)
used in the experimental setup, the PAR-MC-LR is fastest by setting 8 OpenMP threads.

Table 1. Training time (minutes) on ImageNet 10

# OpenMP threads

Algorithm 1 4 8

OCAS 106.67
LIBLINEAR 2.02
PAR-MC-LR 2.24 0.80 0.76
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Fig. 1. Training time (minutes) on ImageNet-10

Table 2. Training time (minutes) on ImageNet 100

# OpenMP threads

Algorithm 1 4 8

OCAS 1016.35
LIBLINEAR 30.41
Par-MC-LR 23.40 8.09 6.55

For the small multi-class dataset as ImageNet 10, the training time of algorithms in
table 1 and figure 1 show that our PAR-MC-LR with 8 OpenMP threads is 139.7 times
faster than OCAS and 2.64 times faster than LIBLINEAR.

Table 2 and figure 2 present the training time on ImageNet 100 with large number
of classes. Once again, the PAR-MC-LR achieves a significant speed-up in learning
process using 8 OpenMP threads. It is 155.1 times faster than OCAS and 4.64 times
faster than LIBLINEAR.

Table 3. Training time (minutes) on ILSVRC 2010.

# OpenMP threads

Algorithm 1 4 8

OCAS N/A
LIBLINEAR 3106.48
Par-MC-LR 153.58 40.59 37.91

ILSVRC 2010 has large amount of images (more than 1 million images) and very
large number of classes (1000 classes). Therefore, OCAS has not finished the learning
task in several days. LIBLINEAR takes 3,106.48 minutes (about 2 days and 4 hours)
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Fig. 2. Training time (minutes) on ImageNet-100

Fig. 3. Training time (minutes) on ImageNet-1000

to train the classification model for this dataset. Our PAR-MC-LR algorithm with 8
OpenMP threads performs the learning task in 37.59 minutes. This indicates that the
PAR-MC-LR is 81.95 times faster than LIBLINEAR.

The classification results in terms of accuracy are presented in table 4 and figure 4.
On the small datasets ImageNet 10 and medium dataset ImageNet 100, The Par-MC-
LR outperforms OCAS in the classification accuracy. The PAR-MC-LR achieves very
competitive performances compared to LIBLINEAR. It is more accurate than LIBLIN-
EAR on ImageNet 10 while making more classification mistakes than LIBLINEAR on
ImageNet 100.

ILSVRC 2010 is a large dataset (with more than 1 million images and 1,000 classes).
Thus, it is very difficult for many state-of-the-art algorithms to obtain a high rate in clas-
sification performance. In particular, with the feature set provided by ILSVRC 2010
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Table 4. Overall classification accuracy (%)

Dataset ImageNet
10

ImageNet
100

ILSVRC
1000

OCAS 72.07 52.75 N/A
LIBLINEAR 75.09 54.07 21.11
Par-MC-LR 75.21 52.91 21.90

Fig. 4. Overall classification accuracy (%)

competition the state-of-the-art system [8,30] reports an accuracy of approximately 19
% (it is far above random guess, 0.1 %). And now our PAR-MC-LR algorithm gives
a higher accuracy rate than [8,30] with the same feature set (21.90 % vs. 19 %). The
relative improvement is more than 15 %. Moreover, the PAR-MC-LR outperforms LI-
BLINEAR (+0.79 %, the relative improvement is more than 3.7 %). Note that the PAR-
MC-LR learns much faster than LIBLINEAR while yielding a higher correctness rate.
These results show that our PAR-MC-LR has a great ability to scale-up to full ImageNet
dataset.

5 Conclusion and Future Works

We have presented the new parallel multiclass logistic regression algorithm that achieves
high performances for classifying large amounts of images intomany classes. The bal-
anced batch stochastic gradient descend of logistic regression is proposed for trainning
two-class classifiers used in the multiclass problems. The parallel multiclass algorithm
is also developped for efficiently classifying large image datasets into very large number
of classes on multi-core computers. Our algorithm is evaluated on the 10, 100 largest
classes of ImageNet and ILSVRC 2010 dataset. By setting the number of OpenMP
threads to 8 on PC (Intel Core i7-4790 CPU, 3.6 GHz), our algorithm achieves a sig-
nificant speedup in training time without (or very few) compromise the classification
accuracy. It is a roadmap towards very large scale visual classification.
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In the future, we will develop a hybrid MPI/OpenMP parallel logistic regression for
efficiently dealing with large scale multiclass problems and also intend to provide more
empirical test on full dataset with 21,000 classes of ImageNet.
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3. Bosch, A., Zisserman, A., Muñoz, X.: Image classification using random forests and ferns.
In: International Conference on Computer Vision, pp. 1–8 (2007)

4. MacQueen, J.: Some methods for classification and analysis of multivariate observations. In:
Proceedings of 5th Berkeley Symposium on Mathematical Statistics and Probability, vol. 1,
pp. 281–297. University of California Press, Berkeley (1967)

5. Vapnik, V.: The Nature of Statistical Learning Theory. Springer, New York (1995)
6. Li, F.F., Fergus, R., Perona, P.: Learning generative visual models from few training exam-

ples: An incremental bayesian approach tested on 101 object categories. Computer Vision
and Image Understanding 106(1), 59–70 (2007)

7. Griffin, G., Holub, A., Perona, P.: Caltech-256 Object Category Dataset. Technical Report
CNS-TR-2007-001, California Institute of Technology (2007)

8. Deng, J., Berg, A.C., Li, K., Fei-Fei, L.: What does classifying more than 10,000 image
categories tell us? In: Daniilidis, K., Maragos, P., Paragios, N. (eds.) ECCV 2010, Part V.
LNCS, vol. 6315, pp. 71–84. Springer, Heidelberg (2010)

9. Shalev-Shwartz, S., Singer, Y., Srebro, N.: Pegasos: Primal estimated sub-gradient solver
for svm. In: Proceedings of the Twenty-Fourth International Conference Machine Learning,
pp. 807–814. ACM (2007)

10. Bottou, L., Bousquet, O.: The tradeoffs of large scale learning. In: Platt, J., Koller, D.,
Singer, Y., Roweis, S. (eds.) Advances in Neural Information Processing Systems, vol. 20,
pp. 161–168. NIPS Foundation (2008), http://books.nips.cc

11. Ben-Akiva, M., Lerman, S.: Discrete Choice Analysis: Theory and Application to Travel
Demand. The MIT Press (1985)

12. Weston, J., Watkins, C.: Support vector machines for multi-class pattern recognition. In: Pro-
ceedings of the Seventh European Symposium on Artificial Neural Networks, pp. 219–224
(1999)

13. Guermeur, Y.: Svm multiclasses, théorie et applications (2007)
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Abstract. Microembolus signals (MES) detected by transcranial Doppler 
(TCD) ultrasound are similar to the short duration transient signals. In previous 
researches, an embolus was tracked by using a supervised technique to discrim-
inate the embolus from the background. However, the classification results 
were found to be affected by many factors and limited under experimental setup 
conditions. Therefore, a detection system based on the k-means clustering tech-
nique (unsupervised learning) is proposed for emboli detection. In order to veri-
fy the proposed technique, the signal data sets are also be computed and  
compared with SVM classifier. The features selected are the measured embo-
lus-to-blood ratio (MEBR), peak embolus-to-blood ratio (PEBR) and statistical 
features. Five independent data sets of different transmitted frequency, probe 
location and different depths are identified to evaluate the feasibility of this new 
proposed method. The overall result show that k-means is better than SVM in 
term of robustness aspect. This work also revealed the feasibility of the auto-
matic detection of the features-based emboli in which it is very imperative in 
assisting the experts to monitor the stroke patients.  

Keywords: Classification, Embolus detection, K-means Clustering, Transcranial 
Doppler Ultrasound. 

1 Introduction 

Research on stroke occurrence has revealed variable findings on methodology and 
recent technology. The area which has interested researchers is the implementation of 
the Transcranial Doppler Ultrasound (TCD) ultrasound in the detection of the 
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microembolic signal (MES). The MES or emboli are tiny particles consisting of 
plaque, fat, thrombus, or gaseous which travel in the blood vessel of a human body 
[1]. An embolization can occur in various situations such as carotid stenosis and ca-
rotid endarterectomy. The plaque or blood clot will eventually block the small arteries 
in the brain once it is disintegrated from the wall. 

The emboli detection using the TCD is a common treatment to be carried out to the 
patients especially after carotid endarterectomy surgery. The analysis of the emboli 
from the TCD signal is done offline by human observer as a gold standard which is 
time consuming. Moreover, the ability to select, classify and abstract significance 
information by human observer is due to his sense. Hence, classification and predic-
tion of TCD signal are among the techniques which gain the interest among research-
ers nowadays.   

1.1 Limitation of Classification Technique 

Recently, supervised classification methods such as binary decision tree [2], artificial 
neural network (ANN), K-Nearest Neighbors Rule (KNNR) [4,5] and support vector 
machines (SVM) [4] were proposed for the embolus classification. The results yielded 
in a sensitivity and specificity of greater than 80% in tracking the solid and emboli 
composition. On the other hand, Fan et. al [5] developed a real time identification of 
micro-emboli Doppler signals by using knowledge-based DSP system which used a 
DSP board to display, detect and store embolic signals in real time. As the results, the 
sensitivity of 93.55% and specificity of 99.24% were achieved which were higher 
than the detection results done by human experts under laboratory conditions. The 
characteristics of the features using peak frequency of specific signals and the time 
delay which were introduced by Kem [6]  had proved that the offline system is able to 
produce a sensitivity of 97% and a specificity of 98% which give a promising result 
for the clinical applications. However, these results need to be further confirmed.  

A drawback of current techniques is that they base on supervised learning in which 
the training datasets are needed. In real clinical situation, the characteristic of the 
signals  produced by the TCD device varies due to depth in cerebral artery and pres-
ence of noises produced by the probe and TCD settings [7]. Other information (i.e 
solid emboli or gas emboli) also remains uncertain [2]. Hence, the experimental setup 
which mimicks the real human blood had been introduced for that purposed [2,3]. 
Although many studies performing the supervised technique are able to gain promis-
ing results, the developed model cannot fully been confirmed yet to be utilized for the 
clinical usage. The reasons for this discrepancy are due to many factors such as the 
differences on the equipment settings, signal identification criteria and ultrasonic 
carrier frequency [8]. For example, previous studies [7,8][10] reported that the meas-
urements of the emboli and blood are affected by the frequency levels. Evan [11] 
illustrated the variation in the power backscattered by an embolus at the frequency of 
2.0 MHz and 2.5 MHz. It indicates that the designed classification model would pro-
vide an optimum result on the selected frequency of the ultrasonic backscatter. How-
ever, it does not guarantee that the systems would give a consistence or robust per-
formance if the new datasets were applied in different frequency to the other part in 
middle cerebral artery. Therefore, the unsupervised learning seems possible to be 
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applied to any type of device and frequency and may potentially correspond to the 
robustness aspect as it does not rely on the previous datasets unlike the supervised 
technique.   

In this paper, a new technique using the unsupervised clustering analysis is intro-
duced as a potential technique to differentiate embolus from the background signal. 
Clustering is an unsupervised learning method which carries only the features to char-
acterize an emboli from the background without providing the training sets or model 
in order to obtain a good result. Since the objective of this research is to develop a 
system without depending on the frequency, the k-means was employed as it offers 
promising technique for the future MES detection analysis for any types of parame-
ters setup. 

2 Methodology  

There are three objectives highlighted in this study. The first objective of this study 
is to collect datasets of five different targeted groups of embolic signals from the 
TCD simulator. The groups are distinguished based on frequency transmitted, probe 
location and depth within the internal artery. The second objective is to perform 
feature extraction analysis. There are five features identified: MEBR, PEBR, stand-
ard deviation, maximum peak and entropy. The features are analyzed using statisti-
cal analysis to determine combination of features group. 
 

 

Fig. 1. Flow chart of data collection and signal processing of emboli detection 
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For the third objective, k-means algorithms (unsupervised classifier) are applied 
to discriminate the emboli from the background signal by using the identified fea-
tures group. The total datasets consist of 1,400 samples of five targeted group. The 
similar data sets are then compared to SVM classifier which represented by the 
supervised learning. The group data sets are fed into the classifier where each ses-
sion trains four groups and the remaining group is being tested. The procedures will 
be repeated for five times until all groups are modeled. The study is summarized in 
Figure 1.  

2.1 k-Means Algorithm 

The k-Means algorithm is a partitional clustering algorithm, which is used to distrib-
ute points in feature space among a predefined number of classes [12]. An implemen-
tation of the algorithm applied, in pseudocode, can be summarized as follows : 

 
Initialize the centroids of the classes, i=1, … , k at random µi(t) where t=0. 
Repeat 

for the centroids µi(t) of all classes, locate the data points whose Euclidi-
an distance from µi(t) is minimal. Set µi(t+1) equal to the new center of mass 
of xi , µi(t+1)=  xi /ni , 
t=t+1 
until (│µi(t-1)- µi(t)│≤ error, for all classes i). 
 

The above algorithm [12] is applied to the n-dimensional features set to be fused. 
The centroids of the classes are selected randomly in the n-dimensional features set 
and the algorithm evolves by moving the position of the centroids, so that the follow-
ing quantity is minimized (1): 

( )2

( )ij c x
j

E x μ= −∑
    

   (1)

 

where j is the number of data points index and µc(x) is the class centroid closest to data 
point xj. The above algorithm could be employed to utilize information from TCD 
signal to achieve emboli classification.  

2.2 Features Extraction 

2.2.1 MEBR and PEBR 
Measured embolus-to-blood ratio (MEBR) is defined as the targeted feature due to 
the difference in intensity of the emboli signal and background signal. The MEBR 
is the feature based on the ratios of the embolus to background signal within given 
short time interval. There are some definitions on computing this ratio, for example, 
the MEBR can be computed in the time domain [1], frequency domain [13] and the 
wavelet transform [14]. The MEBR measured from the time domain representation is 
due to the intensity of the signal which can be clearly observed on the detected signal. 
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The increase in the intensity is observed because of the passage of the embolus rela-
tive to the background signal. It can be measured by using equation (2).  

emb blood
10

blood

I
MEBR 10log

I
+⎛ ⎞

= ⎜ ⎟
⎝ ⎠

    (2) 

where emb bloodI +  is the intensity of the embolus and the background signal and bloodI  is 

the intensity of the background signal. The value of intensity is defined as the power 
of two local maximum of the signal peaks by looking at Figure 2.  

 

Fig. 2. Calculation of intensity obtained from the audio signal 

Peak embolus-to-blood ratio (PEBR) is computed by replacing the average peak 
with the maximum peak of the signal in order to measure any significant difference 
between these two features. The values obtained by the MEBR and PEBR vary de-
pending on the transmitted frequency, length of the attenuation of sample volume and 
focusing area.  

2.2.2 Statistical Features 
Three statistical features comprising different characteristics describing the embolus 
signal are investigated. The analyzed features are the entropy, standard deviation and 
maximum peak.  A hypothesis that the white noise (background signal of TCD) is a 
projection of a system in thermodynamic equilibrium into a signal is normally made 
to investigate the relationship between the entropy and emboli signal [15]. The noise 
results in having high entropy which is mainly due to its periodic sound while the 
emboli signal produces significantly lower entropy value than the noise since it is 
more organized and requires an extra energy to be yielded in such organized form 
[15]. According to the above pre-assumption, the entropy can be employed in a signal 
processing to separate the useful signal from the background noise. The calculation 
for the entropy is stated as in equation (3): 
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where { }1 2, ,..., Nx x x x= is a set of random signal and p(xi ) is a probability of a ran-

dom signal xi.  
The other statistical features such as the standard deviation and maximum peak are 

also evaluated because of the randomness and measured distances of certain value for 
each sampling frequency of the signal. The standard deviation as written in equation 
(4), measures the fluctuation of the signal from the mean of the signal 
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where xi is the signal amplitude in the time domain and N is the total number of fre-

quency sampling.

 

3 Result and Discussion 

3.1 Experimental Setup 

In order to evaluate the detection system, TCD simulator is used to detect spontane-
ous MES within the middle cerebral artery as a probable risk of future stroke [16]. A 
transducer was placed on the right and left side of the transtemporal (region) for the 
patients who were having more than 80% of symptomatic internal carotid artery ste-
nosis. The sampling frequency was 8 KHz. Five independent data sets of patients’ 
group with different probe position and transmitted frequency (1 MHz - 3 MHz)  
defined in table 1. All groups had the recording time of up to 40 minutes with the 
Doppler instrument’s sample volume depth is placed near the skull between 58 mm to 
62 mm. 

Table 1. The parameters for simulated ultrasound time series for ultrasound probe 

Group Frequency Setup Probe location SVL Depth 
1 2 MHz Right Side MCA 60 mm 
2 1.5 MHz Right Side MCA 60 mm 
3 2 MHz Left Side MCA 58 mm 
4 1 MHz Left Side MCA 62 mm 
5 3 MHz Left Side MCA 62 mm 

      *MCA : Middle Cerebral Artery; SVL : Sample Volume Length. 
 

When an observer perceived the Doppler sonogram and suspected the emboli 
event, the permanent storage of the contents of the buffer was activated. As a result, a 
total of 244 MES signals had been detected. Each signal was selected according to the 
chirping sound and sonogram image of the velocity profile (Figure 3). The desired  
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signal was then chosen and randomly cropped with the time error estimation between 
5 µs to 7 µs within the time delay. The reason of considering the time delay in the 
targeted signal is to mimic the real situation in which the error in a measurement 
would occur and unexpected calibration would therefore has to be encountered. The 
signals of the extracted features were then analyzed offline. 
 

 

Fig. 3. Analysis of embolic signals was performed using TCD simulator equipped with the 
probe location and audacity audio recording. The embolic signal and background window were 
manually selected to estimate the features value. 

3.2 Statistical Analysis 

3.2.1 One Way ANOVA 
The statistical significance of all features involved in all patients having stenosis was 
studied by using the analysis of variance (ANOVA) test. The significant threshold 
was set at p<0.05. The ANOVA result shows that there are differences between the 
targetted groups (embolus and noise) for all features indicated (p<0.05). Therefore, it 
ensures the probability of achieving high clustering accuracy. 

3.2.2 Correlation Based-Features 
Correlation based-features selection (CFS) test was evaluated by experiments on the 
group datasets. CFS measures correlation between independent features. The test 
eliminates irrelevant and redundant data and can be used as a features selector to 
combine features[17].  
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3.3 Results  

Table 2 summarizes the features combination based on the CFS test. The feature of 
standard deviation (std) is found to give negative correlation between the two classes 
for each group datasets. It indicates std as a good features to differentiate between 
classes within the group. Hence, the feature is included in type 1, type 2, type 3 and 
type 4. However, entropy gives a very strong correlation between classes which indi-
cates poor performance on the group samples and was eliminated from the evaluation 
test to reduce error. The selected features are then combined as in table 2 to increase 
the performance evaluation. These are then employed to the k-mean and SVM classi-
fier and the results of correct classification of embolus are summarized in table 3  
and 4.   

Table 2. Selected Features 

 Features 
Type 1 Std, Max Peak 
Type 2 Std, Max Peak, PEBR 
Type 3 Std, Max Peak, MEBR 
Type 4 Std, Max Peak, MEBR, PEBR 

Table 3. Accuracy Results of Embolus Classification for k-Means Classifier 

Features Group 1 Group 2 Group 3 Group 4 Group 5 
Type 1 88.52 % 92.62 % 85.24 % 82.38 % 82.79 % 
Type 2 93.85 % 97.95 % 80.73 % 83.2 % 77.05 % 
Type 3 93.03 % 96.31 % 77.05 % 83.2 % 76.64 % 
Type 4 93.85 % 97.54 % 80.33 % 82.79 % 76.64 % 

Table 4. Accuracy Results for Embolus Classification for SVM Classifier 

Features Group 1 Group 2 Group 3 Group 4 Group 5  

Type 1 50.81 % 50.00 % 79.09 % 69.67 % 95.49 %  

Type 2 48.36 % 83.6 % 69.67 % 74.18 % 68.44 %  
Type 3 27.87 % 84.43 % 89.75 % 81.87 % 73.36 %  
Type 4 46.72 % 90.98 % 90.57 % 83.6 % 86.48 %  

 
For k-means (Table 3), all the features types provide satisfactory results of correct 

classification among groups (> 80%) except for group 5 (mean accuracy 78.28%). 
Contrary to SVM, the accuracy results (Table 4) show a low consistency performance 
rate among the group. Correct classifications of embolus are highly recorded (>90%) 
for group 2 (type 4), group 3 (type 4) and group 5 (type 1). However, there are also 
low classification rate obtained from group 1, group 2 (type 1), group 3 (type 2), 
group 4 (type 1 and 2) and group 5 (type 2 and 3). 
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3.4 Discussion 

There are two important issues that are brought out for discussion. The first one is the 
real datasets in any TCD Ultrasound signal keep changing, follow to some parameters 
as discussed earlier. For that purpose, each group samples are determined as inde-
pendent data sets (differ by the probe location and depth). Cross validation data are 
then been performed where the first four data sets are trained and the remaining group 
data sets had been tested. The algorithms train over 976 groups’ samples and were 
repeated five times until all remaining groups had been tested. This will also ensure 
that the subject tested is not related to the model developed. Hence, we hypothesized 
that the model designed can be further analyzed into unknown data sets but still with-
in the area tested near the skull by using TCD simulator. As predicted, the accuracy 
rate given earlier in (3) and (4) are fluctuated among the groups and the features type 
which later affect the overall accuracy stated in Table 5. The overall accuracy perfor-
mance of SVM classifier are decreased among features selection (<80%) and groups 
selection (<85%) due to the inconsistency performance of each samples towards the 
designated model. For k-Means classifier, overall accuracy among features are per-
forming reasonably within 85%-90% of overall accuracy rate. It is not the value of 
accuracy rate that we want to emphasize here but the fluctuation trend which affects 
the robustness of the model designed. This leads to the second issue of robustness. 
Figure 4 and Figure 5 show the error bounds between the two classifiers. The error 
bounds, which correspond to the standard deviations, reported for k-Means classifier 
as ±4.29, ±8.92, ±9.06, ±9.01 which are smaller than ±19.34, ±12.91, ±25.08, ±18.67 
for SVM classifier among features types (Table 5). For k-Means classifier, the pro-
cessing datasets are independent from the other group datasets. It indicates that k-
Means classifier can overcome the limitation of embolus discrimination for clinical 
usage.  

Table 5. Mean and Standard Deviations (SD) of Some Parameters for k-Means and SVM 

k-Means SVM 

Mean (%) SD Mean (%) SD 

Type 1 86.31 4.29 69.02 19.34 

Features Type 2 86.56 8.92 68.85 12.91 

Type 3 85.25 9.06 71.48 25.08 

Type 4 86.23 9.01 79.67 18.67 

1 92.32 2.56 43.44 10.51 

Groups 2 96.11 2.42 77.25 18.47 

3 80.84 3.37 82.27 9.89 

4 82.89 0.39 77.36 6.57 

5 78.28 3.01 80.94 12.33 
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Fig. 4. Overall features performance with error estimation for k-means classifier 

 

Fig. 5. Overall features performance with error estimation for SVM classifier 

4 Conclusion 

Although clustering can offer a standardized technique to discriminate the MES, there is 
also a limitation of implementing this method. If the initial cluster centroid position is 
wrongly chosen, the k-means converges to the unexpected local optimum leading to the 
misclassification. However, there is another way to overcome this obstacle which is by 
performing replication in which a new set of initial cluster centroid is repeatedly selected.  

In conclusion, to further improve the embolus detection study, we suggest to go 
beyond the unsupervised technique in the acquisition of the TCD signal and to intro-
duce advanced signal-processing methods. 
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Abstract. Twitter is a microblogging site in which users can post up-
dates (tweets) to friends (followers). It has become an immense dataset
of the so-called sentiments. In this paper, we introduce an approach to
selection of a new feature set based on Information Gain, Bigram, Object-
oriented extraction methods in sentiment analysis on social networking
side. In addition, we also proposes a sentiment analysis model based on
Naive Bayes and Support Vector Machine. Its purpose is to analyze sen-
timent more effectively. This model proved to be highly effective and
accurate on the analysis of feelings.

Keywords: Twitter, sentiment analysis, sentiment classification.

1 Introduction

Twitter is a popular microblogging service in which users post status messages,
called ”tweets”, with no more than 140 characters. The million of statuses ap-
pear on socical networking everyday. In most cases, its users enter their messages
with much fewer characters than the limit established. Twitter represents one of
the largest and most dynamic datasets of user generated content approximately
200 million users post 400 million tweets per day. Tweets can express opinions on
different topics, which can help to direct marketing campaigns so as to share con-
sumers’ opinions concerning brands and products, outbreaks of bullying, events
that generate insecurity, polarity prediction in political and sports discussions,
and acceptance or rejection of politicians, all in an electronic word-of-mouth way.
In such application domains, one deals with large text corpora and most often
”formal language”. At least two specific issues should be addressed in any type of
computer-based tweet analysis: firstly, the frequency of misspellings and slang in
tweets is much higher than that in other domains. Secondly, Twitter users post
messages on a variety of topics, unlike blogs, news, and other sites, which are
tailored to specific topics. Big challenges can be faced in tweet sentiment anal-
ysis: a) neutral tweets are way more common than positive and negative ones.
This is different from other sentiment analysis domains (e.g. product reviews),
which tend to be predominantly positive or negative; b) there are linguistic rep-
resentational challenges, like those that arise from feature engineering issues;
and c) tweets are very short and often show limited sentiment cues.

c© Springer International Publishing Switzerland 2015 279
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In this paper, we used a data set about 200000 tweets for training classifiers.
Table 1 is an example about the types of Twitter. We built a model which clas-
sified tweets collected from Twitter APIs into the positive class or the negative
class. The model runs on three steps: a classifier categorizes tweets into objec-
tive tweets or subjective tweets, another classifier organizes subjective tweets
into positive or negative and finally, the system summarizes tweets into a vitual
graph. For training, we applied on three kinds of features: Unigram, Bigram,
Object-oriented. The training set contains tweets without emoticons. We evalu-
ated that emoticons were noisy when classifiers analyzed tweets. Our experiments
proved to be highly accurate. Related work on tweet sentiment analysis is rather
limited, but the initial results are promising

Our main contributions can be summarized as follows: a) We extracted a
new feature set and appraised effectively based on Information Gain, Bigram,
Object-oriented extraction methods. b) We built a sentiment analysis model
based on supervised learning sush as Naive Bayes and Support Vector Machine
for enhancing effective classification.

2 Related Works

There were many studies in sentiment analysis but almost those focused on a part
of texts or critiques. A tweet is only limited to 140 characters, so it is as different
as a critique. Bing Liu [3] (2010), Tang and colleagues [11] (2009) expressed an
overview in sentiment analysis in which analyzed the strong points and the weak
points of sentiment analysis and they gave many research ways of sentiment
analysis. Pang and Lee [1] [2] (2004, 2008) compared many classifiers on movie
reviews and gave a vision of insight and comprehension in sentiment analysis and
opinion mining. Authors also used star rating as a feature for classification. Go
et al [8] (2009) studied on Bigram and POS. They removed emoticons out from
their training data for classification and compared with Naive Bayes, MaxEnt,
Support Vector Machine (SVM). They evaluated that SVM outperforms others.
Barbosa and Feng [9] (2010) pointed that N-gram is slow, so they researched
on Microblogging features. Agarwal et al [7] (2011) approached Microblogging,
POS and Lexicon features, also they built tree kernel to classify tweets and
applied on POS and N-Gram. Akshi Kumar and Teeja Mary Sebastian [5] (2012)
approached a dictionary method for analyzing the sentiment polarity of tweets.
On the other hand, Stanford University (2013)1 performs a twitter sentiment
classifier based on Maximum Entropy and they built a Recursive Deep Model
with a Sentiment Tree Bank but they applied on Movie Reviews, not Twitter.

3 Our Approach

Our approach used classifiers to categorize sentiment into positive or negative
and we applied a good feature extractor for enhancing accuracy. The classifiers
which are built into a model to effectively classify are Naive Bayes (NB) and
Support Vector Machine (SVM).

1 http://nlp.stanford.edu/sentiment/index.html

http://nlp.stanford.edu/sentiment/index.html
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3.1 Pre-processing of Data

The language model of Twitter has its properties. We pre-processed data for
enhancing accuracy and removing noisy features. we pre-processed data on the
following steps: a) we converted tweets to lower case. In every tweet, we split-
ted sentences. We removed stopwords out from tweets. In addition, we removed
spaces and words which do not start with the alphabet letters. Characters which
repeat in a word sush as ”huuuuuuuuuuungry”, we converted into ”huungry”.
b) Usernames. They are attached in tweets to transfer a status to other user-
names. An username which attached in a tweet starts with ”@”. We replaced
usernames by ”AT USER”. c) URLs. Users attach urls in tweets. Urls look like
”http://tinyurl.com/cvvg9a”.We replaced those into URLs. d) #hashtag. Hash-
tags might provide useful information for us, so we only removed ”#” at hash-
tags. For example, from ”#nice” to ”nice”. e) Emoticons. We removed emoticons
from tweets because we believed that those are noisy when we analyzed senti-
ment. For example, we have a following tweet: ”@soundwav2010 Reading my
kindle2... Love it... Lee childs is good read. #kindle”. We converted the tweet
into: ”AT USER reading my kindle2 love it lee childs is good read kindle”.

3.2 Feature Extraction

We identified the object words of tweets which have sentiment polarity and we
extracted those into a feature set. Its name is the object-oriented feature. On
the other hand, we detected that a number of words are meaningless or insignif-
icant. So, we have to remove them. We used the Information Gain method to
extract these words. Another consideration is that positive words mean negative
if they stay behind a negative preposition and in a contrary way. This is an
important problem that we used Bigram to resolve. We chose following features
for increasing the accuracy of classifiers:

a) We believe that there are an expression of moral of an entity or a key-
word which could be extracted from tweets. Objects which belong to a group
sush as ”company”, ”person”, ”city” that they describe an object as ”Steve
Jobs”, ”Vodafone”, ”London” are significant. They have correlation to posi-
tive or negative. This is the sentiment polarity of objects. We used this object-
oriented feature for increasing the accuracy of classifiers. We used an open data
set of Alchemy API to extract these objects. The data set was evaluated by
Rizzo and Troncy [10] (2011) on five data sets: AlchemyAPI2, DBPedia Spot-
light3,Extractiv4, OpenCalais5 and Zemanta6. Their research showed that Alche-
myAPI outperforms others. In additon, Hassan Saif, Yulan He and Harith Alani

2 http://www.alchemyapi.com/
3 http://dbpedia.org/spotlight/
4 http://wiki.extractiv.com/w/page/29179775/Entity-Extraction
5 http://www.opencalais.com/
6 http://www.zemanta.com/

http://www.alchemyapi.com/
http://dbpedia.org/spotlight/
http://wiki.extractiv.com/w/page/29179775/Entity-Extraction
http://www.opencalais.com/
http://www.zemanta.com/
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[12] also used AlchemyAPI to extract objects from Twitter and they evaluated
that AlchemyAPI got the accuracy of 73.97% of extracting objects. we believe
that the object-oriented feature is significant for enhancing the accuracy of sen-
timent analysis, especially tweets do not contain verbs, adjectives and we used
the sentiment polarity of object-oriented features for classifying tweets. We chose
the AlchemyAPI data set for extracting this feature.

Table 1. The accuracy of object extraction tools on 500 tweet from Stanford Corpus

Data sets extracted object-oriented features Accuracy (%)

AlchemyAPI 108 73.9

Zemanta 70 71

OpenCalais 65 68

b) However, verbs and adjectives are also important that we must extract.
Information Gain (IG) is a good method for extracting features (term-goodness)
in Machine Learning. IG measures the number of information of bits obtained to
predict classifications by the presence or the absence of features in documents.
Another problem that the number of words are meaningless or insignificant but
classifiers have to assign them into any class. So, we have to remove them from
feature sets. Information Gain resolves this problem. We chose Unigram words
which are highly significant for classifying. The formula of Information Gain is
as follows:

IG(t) = −
m∑

i=1

Pr(ci)logPr(ci) + Pr(t)

m∑

i=1

Pr(ci|t)logPr(ci|t)

+Pr(t)

m∑

i=1

Pr(ci|t)logPr(ci|t)
(1)

In which: i) Pr(ci): the probability of class ci happens. ii) P(t): the probabil-
ity of feature t happens. iii) P(t): the probability of feature t do not happen.
iv) Pr(ci|t) the probability of feature t appears in class ci. v) Pr(ci|t): probability
of feature t do not appear in class ci.

c) However, when we used Unigram, classifiers are only learned single words.
For example, if classifiers process a sentence: ”I do not like Iphone”, this sentence
is categorized into the negative class because word ”not” might more weight than
word ”like”, but a sentence: ”It is not bad”, classifiers categorize this sentence
into the negative class because word ”not” and word ”bad” are negative. We have
to train classifiers multiple words. We measured the correlation of two words by
statistics χ2 method and we also chose Bigram multiple words which have high
signification.

We extracted 10000 unigram, 100 bigram and 200 object-oriented features to
built the list of feature sets. Because when we extracted more features, the accu-
racy did not change. The list of feature sets on the following steps: a) For Naive
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Bayes classifier, we used Information Gian and statistics χ2 to extract Unigam
words and Bigram multiple words from Ravikiran Janardhana data set [13] and
used AlchemyAPI data set to extract object words from Ravikiran Janardhana
data set [13] which have sentiment polarity. b) For Support Vector Machine clas-
sifier, the process is same, we also used Information Gian and statistics χ2 to
extract Unigam words and Bigram multiple words from Sentiment Stanford data
set [13] and used AlchemyAPI data set to extract object words from Sentiment
Stanford data set [13] which have positive or negative signification . c) For the
incorporation of object-oriented feature into Language model, we incorporated
the object-oriented feature with the following augmentation method:

|V ′| = |V |+ |S| (2)

In which: i) V’: The new vocabulary set. ii) V: The original vocabulary set. iii) S:
The additional vocabulary set.

d) After extracting features for classifiers, we standardized the feature sets fol-
lowing: i) For Unigram, Bigram, Object-oriented features extracted, We saved
into two databases. The first database is words, multiple words which are la-
beled positive. The second database is words, multible words which are labeled
negative. ii) We mixed the above-mentioned two databases into a database with
(key, value) in which key is the vocabulary set of a sentence and value is positive
or negative label of this vocabulary set. iii) Finally, we converted the vocabulary
set into a dictionary set with binary occurences for training classifiers.

3.3 Classification Model

We used Twitter APIs as a library tool to collect tweets from internet for sen-
timent analysis and we built a system based on Naive Bayes (NB) and Support
Vector Machine (SVM). We trained classifiers and we classified tweets collected
from internet on the following steps: a) We built a Naive Bayes classifier to
categorize subjective tweets and objective tweets. The subjective training set
is sentences labeled subjective or objective and we applied Unigram, Bigram,
Object-oriented features for training. b) For the SVM classifer, it classifies the
subjective tweets into the positive class or the negative class. The sentiment
training set is sentences labeled positive or negative and we applied Unigram,
Bigram, object-oriented features for training. c) The system also draws a graph
after the analysis of feelings. Picture 1 is sentiment analysis steps of the model
based on Unigram, Bigram and Object-oriented features.

Naive Bayes (NB). Naive Bayes is a classification method based on statis-
tics using Machine Learning. The idea of this approach is conditional proba-
bility among words, phrases and classes to predict statistics of them belonging
to a class. A special point of this method is the appearance of words which
is independent. Naive Bayes do not evaluate the dependance of words with any
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class. We used Multinomial Naive Bayes. Naive Bayes assign tweet d with class
c. the formula is as follows:

C∗ = argmaccPNB(c|d) (3)

PNB(c|d) =
(P (c)

∑m
i=1 P (f |c)ni(d))

P (d)
(4)

In which: i) f: describing a feature. ii) ni(d): the number of features fi are found
in tweets. There are m features.

We used a Scikit-Learn tool7 with a Multinomial Naive Bayes model to classify
subjective tweets and objective tweets.

Support Vector Machine (SVM). Another technique which is popular in
Machine Learning is Support Vector Machine. We also used a SVM Scikit-Learn
tool with Linear kernel. A training set which is for Support Vector Machine
are two vector sets with m size. m is all of features. An element of the vector
describes the presence or the absence of that feature . For instance, A feature is
a word found in tweet by the Information Gain method. If the feature is present,
its value is 1. In contrary, its value is 0. Bigram and Object-oriented features are
same. Fig.1 describes the system including Naive Bayes classifier and Support
Vector Machine classifier for classifying tweets from Twitter.

Fig. 1. The overview struture of the system

7 http://scikit-learn.org/stable/

http://scikit-learn.org/stable/
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The operations of classifiers perform through the following steps:

a) Tweets are collected based on a topic from Twitter through Twitter APIs
and saved into a database. For example, the topic is ”Iphone”, the system will
downloads tweets from Twitter relating ”Iphone”. b) Pre-processing tweets col-
lected. c) After the pre-processing step, the system extracts subjective features
based on Information Gain, Bigram and use AlchemyAPI data set to extract
the object-oriented feature. d) Thanks to the subjective feature set, the Naive
Bayes classifier categorizes tweets into the subjective class or the objective class.
Objective tweets are then removed. e) For the subjective tweets, the system
extracts sentiment features based on Information Gain, Bigram and use Alche-
myAPI data set to extract the object-oriented feature. f) The system puts tweets
extracted features into the Support Vector Machine classifier and the classifier
classify tweets into the negative class or the positive class. g) The system draws
a graph based on tweets which is classified.

4 Experiments and Evalutions

4.1 Experiments

We trained Support Vector Machine classifier based on a Sentiment Stanford
training set containing 200000 tweets in which 100000 tweets labeled positive
and 100000 tweets labeled negative. Thanks to the training set 20000 tweet col-
lected through Twitter APIs by Ravikiran Janardhana[13].We labeled subjective
or objective for training the Naive Bayes classifier. We extracted three types of
features containing Unigram, Bigram, Object-oriented features for training and
experiments. We used the testing data of Stanford University containing 500
tweets of neutral, negative and positive labeled manual. We built three types of
the testing data set: a) A data set is extracted features through the Informa-
tion Gain method with only unigram feature. b) A data set is extracted features
through Bigram extraction with only Bigram feature. c) A data set is extracted
three features. They are object-oriented extraction, Information Gain and Bi-
gram. Table 4 describes the accuracy of the system on above-mentioned data
sets.

In addition, we also evaluated the accuracy of classifiers on 200000 sentiment
tweets of Standford University and 20000 subjective tweets of Ravikiran Ja-
nardhana[13] based on 10-fold method. The experiment shows that the Support
Vector Machine classifier outferforms the Naive bayes classifier. However, we
chose the Naive Bayes classifier to classify subjective tweets because the Naive
Bayes classifier measures statistics on independent sentences, so the classifer eas-
ily removes the objective sentences of a tweet before the system puts them into
the Support Vector Machine classifier for analyzing positive or negative.

4.2 Evalutions

We evaluated the accuracy of classifiers on 200000 sentiment tweets of Standford
University and 20000 subjective tweets of Ravikiran Janardhana[13] to compare
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between classifiers. We used 10-fold method to test classifiers. However, we chose
the training data of Ravikiran Janardhana[13] for classifying subjective. Because
the training data of Ravikiran Janardhana[13] have subjective and objective
tweets which are significant. Table 2 describes the accuracy of the classifiers on
20000 tweets of Ravikiran Janardhana[13].

Table 2. The accuracy of classifiers using Unigram, Bigram and Object-oriented fea-
tures on 20000 tweets

Classifiers Features Accuracy (%)

Naive Bayes Object-oriented, Unigram, Bigram features 80

Support Vector Machine Object-oriented, Unigram, Bigram features 80

Table 3 describes the accuracy of the classifiers on 200000 tweets of Standford
University.

Table 3. The accuracy of classifiers using Unigram, Bigram and Object-oriented fea-
tures on 200000 tweets

Classifiers Features Accuracy (%)

Naive Bayes Object-oriented, Unigram, Bigram features 79.54

Support Vector Machine Object-oriented, Unigram, Bigram features 79.58

As can be seen, Support Vector Machine classifier outferforms the Naive bayes
classifier on 200000 tweets of Standford University. Because Naive Bayes classi-
fier measures statistics on independent sentences, but Support Vector Machine
evaluates negative or positive on whole tweet which may have many sentences
in. However, the classifiers just got 80 percent of accuracy. Because the grammar
of tweet gathering from Twitter is not good. Many words are wrong and not nec-
essary. Those have effects on feature selection. Table 4 describes the experiment
result on three above-mentioned data sets using the system. The system take
average of Naive Bayes and Support Vector Machine. The data set which is used
Object-oriented, Unigram, Bigram features are better than others.

Table 4. The accuracy of the system on three data sets

Data sets Features Accuracy (%)

1 Object-oriented, Unigram, Bigram features 79.5

2 Unigram 77

3 Bigram 77

Table 5 and table 6 express the detail of Precision, Recall and Accuracy of
classifiers on 200000 tweets of Standford University and 20000 tweets of Raviki-
ran Janardhana[13] using 10-fold method:
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Table 5. Precision, Recall and F-Score of the Naive Bayes subjective classifier on 20000
tweets of Ravikiran Janardhana[13] using 10-fold method

Average

Precision Recall F-score Accuracy (%)

0.80 0.79 0.79 80

Table 6. Precision, Recall and F-Score of the SVM sentiment classifier on 200000
tweets of Standford University using 10-fold method

Average

Precision Recall F-score Accuracy (%)

0.79 0.79 0.79 79.5

The paper also compared the experiment result with other papers which also
used data set of Standford University. Fig.2 describes the graph of accuracy of
the papers.

Fig. 2. Comparision with other papers

In our view, the paper outferforms others because we extracted fully significant
features for sentiment analysis. We also resolved many comparison tweets. This
helps to increase the accuracy of the classifiers. In addition, Fig. 3 describes
a graph which the system create for expressing analysis tweets collecting from
Twitter based on keyword in the most recent seven days.
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Fig. 3. A graph of analyzing tweets collected from Twitter on keyword ”Iphone” in
the most recent seven days

5 Conclusions

In conclusion, we built a model which analyzes sentiment on Twitter using Ma-
chine Leaning Techiques. Another consideration is that we applied Bigram, Uni-
gram , Object-oriented features as an effective feature set for sentiment analysis.
We used a good memory for resolving features better. However, we chose an ef-
fective feature set to enhance the effectiveness and the accuracy of the classifiers.
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Abstract. Prior collaborative filtering (CF) methods based on neighbors’ ratings
to predict a target user’s rating. In this work, we consider recommendation on
the context of Social TV (STV). The watchers/users may either share, comment,
rate, or tag videos they are interested in. Each video must be watched and rated by
many users. For these assumptions, we proposed a novel model-based collabora-
tive filtering using a fuzzy neural network to learn user’s social web behaviors for
video recommendation on STV. We use netflix data-set to evaluate the proposed
method. The result shown that the proposed approach is a significant effective
method.

Keywords: Ontology, Smart TV, Video, Recommendation system, and Neural
network.

1 Introduction

The trend for using online social networks to talk about TV programmes and to share
their opinions with others, is increasing. This reflected with the dissemination of plat-
forms designed for Social TV [1]. The NoTube [1] brings the social web and TV closer
to consumers. The social TV is able to provide users’ social context that personalize
users’ TV program and video with both of content- and collaborative-based filtering
manners. Content-based filtering (CBF)[4] relies on the description of previously pre-
ferred items of a target user and generates recommended items with content are similar
to those the target user has preferred in the past, without directly relying on the pref-
erences of other users. Collaborative filtering (CF) [5] relies on the basis of previously
preferred items of a large group of users’ rating information and make recommended
items to a target user based on the items that similar users have preferred in the past,
without relying on any information about the items themselves other than their ratings.
According to algorithms of CF, CF can be grouped into two types: (a) Memory-based
collaborative filtering methods recommend items are those that were previously pre-
ferred by users who share similar preferences as the target user [6]. These algorithms
require all ratings, items, and users to be stored in memory. (b) Model-based collab-
orative filtering methods recommend items based on models that are trained by using
the collection of ratings to identify patterns in the input data [7]. The memory-based
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collaborative filtering store the training data in memory that is delayed until a recom-
mendation is made to the system, as opposed to model-based collaborative filtering,
where the system tries to generalize a model using the training data before recommen-
dation making. The advantage of memory-based methods is deal with less parameters
to be tuned, while the disadvantage is that the approach cannot deal with data sparsity
in a principled manner [9].

In Social TV, recommendation systems have been developed to help users access the
TV programs that are appropriate to their preferences by learning from viewing history
data, mapping social users’ preferences and TV program attributes [15,16,9]. Authors
[9] proposed hybrid approach combining content-based methods with those based on
collaborative filtering for TV program recommendation. To eliminate the overloading
computation of collaborative filtering, singular value decomposition technique [17] is
applied in order to reduce the dimension of the user-item representation, and afterwards,
how this low-rank representation can be employed in order to generate item-based pre-
diction, which has shown a good behavior in the TV domain. Authors [10] proposed a
framework for adaptive news recommendation in social media by utilizing user com-
ments. User comments are collected to build a topic profile using a weighted graph. To
generate weighted importance of topics, the standard TF×IDF model [11] and variant
of the PageRank algorithms [12] are applied. With the topic profile constructed, it can
be used to select relevant news from a collection of news articles in the database by con-
structing a retrieval module using combination of the strengths of two state-of-the-art
news retrievers time factor [13] and language model [14].

In this work, we consider recommendation on the context of Social TV (STV). The
watchers/users can either share, comment, rate, or tag videos they are interested in.
Each video can be watched and rated by many users. For the assumption, we proposed
a novel model approach using fuzzy neural network for video recommendation on STV.

2 User Behaviors-Based CF Using Neuro-Fuzzy Network

2.1 Profile Modeling

There are more than 40 genres in the whole netflix dataset, but there are several
terms which are the same meaning, such as Sport and Sports, etc. So in total, the
Netflix dataset has only 37 different genres, in following: Action, Adult, Adven-
ture,Animation,Anime, Biography, Children, Classics, Comedy, Crime, Documentary,
Drama, Faith, Family, Fantasy, FilmNoir, Fitness, Foreign, Game Show, Gay, History,
Horror, Independent, Lesbian, Music, Mystery, Romance, Sci-Fi, Short, Special Inter-
est, Spirituality, Sport, Talk Show, Television, Thriller, War, Western. For each user, we
create a corresponding profile represented by a feature vector including 37 genres as
its components. The user profile is represented by using a weighted vector defined as
follows:

Definition 1 (Profile Feature). Let pi be a profile of an user ui. The profile feature
pi is defined as follows: Cpi = {(ci1, wi

1), (c
i
2, w

i
2), . . . , (c

i
pi
, wi

pi
)} is a set of pairs of

concept and its weight.
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The tf–idf weight (term frequency inverse document frequency) is a weight often
used in information retrieval and text mining. This weight is a statistical measure used
to evaluate how important a word is to a document in a collection or corpus. Here we
use traditional vector space model(tf -idf ) to define the feature of the documents [18].
Where, a document is considered as an abstract of a movie. A Collection is whole movie
database. Each user maybe watch a lots of movies which are used to generated the user
profile.

2.2 Content-Based Filtering Using Neuro-Fuzzy Network

We assume that user ui interests in a set M i = {m1,m2, . . . ,mn} of movies (he/she
watched and made a rating to them). The user’s profile can be considered as a feature
vector Ci = {(ci1, wi

1), (c
i
2, w

i
2), . . . , (c

i
k, w

i
k)}, where cij is a genre jth from movies

in M i and wi
1 is a corresponding weight generated by using vector space tf/idf . We

assume that each movie mj , j = 1..n also can be interested by h − 1 other users
U j = {u1, u2 . . . , uh}. The rating-score of the movie mj ∈ M i with respect to the
user ui can be denoted as yji , so the rating-score set of a movie mj with respect to U j

is denoted by Y j = {yj1, y
j
2, . . . , y

j
n}. For each movie mj , we consider a black-box-

typed model expressing a mathematical relationship between a input of feature vectors
of users in U j = {u1, u2 . . . , un}, denoted by {C1, C2 . . . , Ck} and a output of the
rating-score space,Y j = {yj1, y

j
2, . . . , y

j
n}, based on a given data set of corresponding

users U j as follows: (
−−→
Cpj , yji ), i = 1..k where

−−→
Cpi is the feature vector of ith user

of the data set Umj and yji is rating-score from user ui to movie mj , as an output.
This work can be seen as system-identifying process, in which the model works as a
mathematical function f expressed by a mapping as follows:

f : �n → �1

−→
Ci �→ yji |y

j
i = f(

−→
Ci) (1)

In this paper, the above mathematical model is expressed by a fuzzy-neuron struc-
ture(FNS), which is a combination of a fuzzy inference system (FIS) and a neural net-
work structure (NNS).

Relating to the FIS, it can be summarized as follows. The FIS is built based on the
algorithm establishing an adaptive neuro-fuzzy system, ENFS [3]. By using data-driven
method, the same features or characteristics of the object are expressed by hyperbox-
typed data clusters, which can be considered as a structure upon which fuzzy sets and
membership functions are established to build the FIS. In the FIS, the fuzzy deducing
rules are built based on constituting clauses depicting the fuzzy relationships typing
MISO as following:

IF χ1 = B
(i)
1 and χ2 = B

(i)
2 and . . . and χM = B

(i)
M THEN γ = C(i) (2)

where χj is language variables expressing the result of clustering process;B
(i)
k , k =

1...M is maximum membership value of the ith sample in kth-labeled data clusters,
which is used to establish the corresponding hyperbox value y

(i)
1 of this sample; γ
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is constituting rule; and Ci is the constituting value, which is used to calculate the
predicting value of the ith sample.

We consider a set of the patterns Tt covered by the tth min-max hyperbox HBt.
The HBt is determined using two vertexes, the max vertex ω̄t = [ωt1, ωt2 . . . , ωtn]
and the min vertex ¯(vt) = [vt1, vt2 . . . , vtn], where ωtj = max(xij | ¯(xi) ∈ Tt) and
vtj = min(xij | ¯(xi) ∈ Tt). If Tt consists of the patterns associated with the cluster
labeling m only, then the HBt will be considered as a pure hyperbox labeling m, and
denoted pHB

(m)
t . An HB can be considered as a crisp frame on which different types

of membership functions (MFs) can be adapted. Here, the original Simpson’s MF is
adopted, in which the slope outside the HB is established by the value of the fuzziness
parameter γ.

μpHBm
t
(x̄i) =

1

n

n∑

j=1

[1− f(xij − ωtj , γ)− f(vtj − xij , γ)]

f(x, y) =

⎧

⎨

⎩

1 if xy ≤ 1
xy if 0 < xy < 1
0 if xy ≥0

(3)

where t = Rm; Rm is the number of pure hyperboxes labeling m. Several pHB can
be associated with the same cluster labeling m, thus the overall input MF, μ ¯

(B
(m)
i

¯(xi),

is calculated as follows:

μ ¯
B

(m)
i

¯(xi) = max{μ
pHB

(m)
1

(x̄i), ..., μpHB
(m)
Rm

(x̄i)} (4)

The process of the ANFIS can be summarized as follows:
Choose the number of neurons of the hidden layer N0.
Step 1. Separate the data set {(−−→Cpj , yji ), i = 1..k} (1) to build data clusters χi, i =

1..m
Using the algorithm for parting data space, PDS [2], the given data set (1) is sep-

arated into hyperbox-typed data clusters in the input space and hyperplanes, χi, i =
1..M , in the output data space. Where, M is optimal number of data clusters estab-
lished by the clustering process.

Step 2. Build a new data set, named NN-set, for training the NN
The NN-set has k samples with input-output samples depicted by (1).
Step 3. Train the NN
The NN-set is used for train the NN based on the algorithm Le-venberg-Marquardt.
- Calculate values of MFs based on equations (3) and (4);
- The output of the neuro-fuzzy network is calculated as following equations:

ŷi =

∑k
i−1 ¯μ

B
(m)
i

¯(xi) ∗ ymix̄i

∑k
i−1 μ ¯

B
(m)
i

¯(xi)
(5)

ymi =
n∑

j=1

a
(k)
j xmj + a

(k)
0 , k = 1...M (6)
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Step 4. Check for stopping condition
Calculate error between output of the NN-set and corresponding depicting output of

the NN

EN =
1

p

√
√
√
√

P∑

i=1

(ŷi − yi)2

- If EN ≤ [E] : the structure FNS based on the NN is chosen;
- If EN > [E] : N=N+1 then return to Step 3.

3 Experiments

3.1 Data Set

To evaluate our approach, we use netflix data set [19,20] that contains 14,707,483 rat-
ings which performed by 460,936 anonymous NetFlix’s customers over 17770 movies,
from 1999-11-11 to 2005-12-31. The rating scale has 5 values including 5 be excellent,
4 be very good, 3 be good, 2 be fair, and 1 be poor. We randomly take 5 movies cor-
responding to movies’ id 2464, 2548, 2848, 30. For each movie, we collect 1100 users
who made a rating to it. In which, 1000 users are used for training the ANFIS, other are
used for testing.

There are more than 40 genres in the whole dataset, but some has same meaning,
such as ”Sport” and ”Sports”, etc. So in total, the Netflix dataset has only 37 different
genres, in following: Action, Adult, Adventure,Animation,Anime, Biography, Children,
Classics, Comedy, Crime, Documentary, Drama, Faith,Family, Fantasy, FilmNoir, Fit-
ness, Foreign, Game Show, Gay, History,Horror, Independent, Lesbian, Music, Mys-
tery, Romance, Sci-Fi, Short, Special Interest, Spirituality, Sport, Talk Show, Television,
Thriller, War, Western. For each user, we create a corresponding profile represented by
a feature vector including 37 genres as its components.

3.2 Evaluation Methods

Accuracy Metrics. Here, we briefly review notable metrics metrics , Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE), that are used to measure the
quality of our proposed recommendation. Denote rij is the true rating on object j by
the target user i, r̃ij is the predicted rating, MAE and RMS are defined as follows:

MAE =
1

|Eui |
∑

mij∈Eui

|rij − r̃ij | (7)

MAE =

⎛

⎝
1

|Eui |
∑

mij∈Eui

(rij − r̃ij)
2

⎞

⎠

1/2

(8)

Lower MAE and RMSE correspond to higher prediction accuracy. Since RMSE
squares the error before summing it, it tends to penalize large errors more heavily. As
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Fig. 1. MAE and RMSE of movies 30, 2464, 2548 and 2848

these metrics treat all ratings equally no matter what their positions are in the recom-
mendation list, they are not optimal for some common tasks such as finding a small
number of objects that are likely to be appreciated by a given user (Finding Good Ob-
jects). Yet, due to their simplicity, RMSE and MAE are widely used in the evaluation
of recommender systems.

3.3 Evaluation Results

We used 100 testing samples corresponding to movies 30, 2464, 2548, 2848. The com-
parison of MAE and RMSE between the movies are shown in Fig. 1.

With movie’s id 30, the samples with rating-scores 1 and 2 are very small in compar-
ison with samples with rating-scores 3, 4 and 5, thus the model have wrong prediction
for tests with rating-scores 1 and 2. Therefore, the difference between MAE and RMSE
of movie 30 are significant since distance between real rating and predicted rating of
testing samples with rating-scores 1 and 2 are very big. With movies 2464 and 2848, the
predicted value is more closed with the real value in comparison with movie 30’s. The
reason here is that rating-scores 1,2,3,4 and 5 of samples in the training set used for 3
movies 2464, 2848 are significant balance to train for the ANFIS. Therefore, the test re-
sult of these movies is better. The best result is the case study of the movie 2548, where
the rating-scores of these samples are more balance than aforementioned samples’ for
movies 30, 2464 and 2848.

From these experimental results, we can conclude that the samples’ rating-scores are
more balance, the result are more accurate.
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4 Conclusion

The idea of this proposedmethod is to adjust users’ social web behavior to their owning
ratings dual with a target video. In particular, a user profile is learned by the user’s social
web behavior. This user profile is presented by a vector. For each target video, we collect
all users’ profiles who rated on the target video. Each user’s profile are considered as
an input vector and his/her corresponding rating-score is as output value of the fuzzy
neural network. The trained neural network is used to predict the rating of a user to the
target video. We use netflix data-set to evaluate the proposed method. The result shown
that the proposed method is a significant effective approach. However, the result will go
down hill if the rating-scores of training set are not balance.
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Abstract. Generally, the knowledge of a collective is understood as a repre-
sentative for a set of knowledge states of a collective. In this paper, we present a 
two-stage consensus-based approach for determining the knowledge of a large 
collective. For this aim, k-means algorithm is used to cluster the collective into 
smaller ones. The representatives of new smaller collectives are determined in 
the first stage of consensus choice. Next, each representative is assigned a 
weight value depending on the number of members in the corresponding collec-
tive, which is formed a new collective (clustered-collective). Then the second 
stage of consensus choice serves for determining the representative for the clus-
tered-collective. The experimental results reveal that the weighted approach is 
helpful in reducing the difference between the two-stage and the single-stage 
consensus choice in determining the knowledge of a large collective in refer-
ence to non-weighted approach. 

Keywords: consensus method, collective knowledge, two-stage consensus-
based. 

1 Introduction 

The problem of determining a representative of knowledge states of a collective (i.e. 
collective knowledge) consisting of autonomous sources is a very important and diffi-
cult task because the knowledge states often contain inconsistency, incompleteness 
and uncertainty [21]. Collective knowledge is determined on the basic of knowledge 
states given by collective members and understood as the common knowledge of 
whole collective [20].  

Although determining the knowledge of a collective is an important task, the as-
pect its quality is also very essential, especially, when the knowledge is determined 
through two or more-stage consensus choice. The quality reflects how good the col-
lective knowledge is. It can be improved by adding or removing some knowledge 
states. In this paper, we assume that the quality is based on the distances from the 
collective knowledge to the knowledge states of members in a collective [2, 6, 18, 19, 
22]. This paper aims at combining k-means algorithm and consensus choice in deter-
mining a representative of a large collective through two-stage. K-means algorithm is 
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one of the most popular clustering methods in data mining which aims at partitioning 
n objects into k groups (clusters) [9]. In this approach, K-means algorithm is used to 
cluster a large collective into smaller ones. The representatives of new smaller collec-
tives are determined in the first stage of consensus choice. Next, each representative is 
assigned a weight value depending on the number of members in the corresponding 
cluster (weight approach) or considered as the same importance role (no weight  
approach). Then the second stage of consensus choice is used to determine the repre-
sentative for these representatives. For this aim, based on Euclidean space, we exper-
iment with different numbers of collective members. We will compare the results 
between weighted and non-weighted approaches. This serves for proving the hypothe-
sis whether weight values are helpful in reducing the difference between two-stage 
and single-stage consensus choice. This approach is missing in the literature. 

The rest of the paper is set out as follows. Section 2 presents some basic concepts 
about consensus choice, collective of knowledge states, knowledge of a collective and 
the quality of collective knowledge. The proposed method is presented in Section 3. 
Some experimental results and their evaluation are mentioned in Section 4. Finally, 
Section 5 draws our conclusions. 

2 Preliminaries 

2.1 Collective of Knowledge States 

By U we denote a set of objects representing the potential elements of knowledge 
referring to a concrete real world. The elements of U can represent, for example, logic 
expressions, tuples, etc. Symbol 2U denotes the powerset of U that is the set of all 
subsets of U. By Π ( ) we denote the set of all k-element subsets (with repetitions) 
of set U for ∈  (N is the set of natural numbers), and let 

Π( ) =   Π ( ) 

Thus Π( ) is the set of all non-empty finite subsets with repetitions of set U. A set ∈ Π( )  can represent the knowledge of a collective where each element ∈ represents knowledge of a collective member. 
In this work, based on Euclidean space we perform experiments with different 

numbers of collective members. A collective of knowledge states (or collective for 
short) is described as follows: = = ( , , … , ): = 1,2, … ,  

where ∈ [0,1], = 1,2, … , . 
Each element is a multi-dimensional vector which randomly generated.  
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2.2 Consensus Choice 

A consensus choice has usually been understood as a general agreement in situations 
where parties have not agreed on some matter [5]. It is not required a full degree of 
agreement i.e. unanimity [10] because the unanimity is difficult to achieve in practice. 
The oldest consensus model was worked out by Condorcet, Arrow and Kemeny [1]. 
With consensus choice, there exist two well-known criteria for determining the repre-
sentative of knowledge from different sources such as: the minimal sum of distances 
(O1)/squared distances (O2) from the collective knowledge to the collective members 
respectively. These criteria are well-known in Consensus Theory [13, 18, 19] and play 
an important role in determining the representative of a collective. Because of satisfy-
ing these criteria, it implies satisfying the majority of other criteria [16, 18].  

2.3 Knowledge of Collective 

Let the consensus of members’ knowledge states be the knowledge of a collective (or 
collective knowledge). Thus, the collective knowledge is a knowledge state that de-
termined from the basic of knowledge states of a collective. It is considered as a rep-
resentative of a collective. There exist a lot of algorithms proposed for determining 
the representative of a collective for difference knowledge structure such as: ordered 
partitions [4], relational structure [17, 18], interval numbers [14, 15], hierarchical 
structure [11], ontology [18], and etc. In this work, we assume the knowledge of a 
collective is a knowledge state that satisfies: 

• Criterion O1 if : ( ∗, ) = ∈ ( , ) 

• Criterion O2 if: ( ∗, ) = ∈ ( , ) 

where x is the knowledge of collective X and d(x*, X) is the sum of distances from x to 
members of collective X. 

2.4 Quality of Collective Knowledge 

The quality of collective knowledge reflects how good a collective knowledge is. 
There are three common methods for measuring the quality such as:  

• Based on distances between the knowledge states of a collective [3, 7, 8],  
• Based on distances from the collective knowledge to the knowledge states of a 

collective [2, 6,18, 19, 22], 
• Based on distance from the collective knowledge to the real knowledge state  

[18, 19].  



304 V. Du Nguyen and N.T. Nguyen 

 

In this work, the quality of collective knowledge is based on distances from the col-
lective knowledge to the knowledge states of collective members. In other words, it is 
measured by taking into account the sum of the distances from the collective 
knowledge to the knowledge states of a collective. We assume that collective 
knowledge of collective X is x*. Then the quality is defined as follows: ( ∗, ) = 1 − ( ∗, )| |  

where |X| is the size of collective X. 

3 The Proposed Method 

In order to determine how the two-stage consensus choice influences the quality of col-
lective knowledge. For each collective, k-means algorithm is used to cluster it into small-
er collectives. Next, the first stage of consensus choice is used to determined representa-
tives for these smaller collectives. In this stage, each member has the same importance 
value (weight). These representatives are formed a new collective (clustered-collective). 
Then, in second stage of consensus choice, representative for clustered-collective is de-
termined. In this stage, both weighted and non-weighted approaches are used. In other 
words, each representative is assigned a weight value depending on the number of mem-
bers in the corresponding cluster (weighted approach) or considered as the same im-
portance role (non-weighted approach). The procedure for combining clustering methods 
and consensus choice is described as follows: 

 

Fig. 1. The proposed method 

For realizing that aim, we use the following parameters related to the number of 
clusters and collective members in the following table: 

Table 1. Parameters of the proposed method 

Number of clusters Collective members 
2, 3, .., 15 50, 75, 100, 200 
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According to the proposed method, the algorithm for determining the representa-
tives of clustered-collectives is described as follows:  

Algorithm 1: Determining the knowledge of a collective 

Input: X – collective with n members  
m – number of clusters 

Output: The set of representatives of k clusters 
  

Initial phase: 
R=φ – distances to the knowledge of X 
 Determine the knowledge of X  
Y=φ – set of representatives 

BEGIN 
 
For k=2 do m 

 Cluster X into smaller ones (X’={X1, X2, …, Xk}) 
Yi=φ - set of representatives of k clusters 
For each  from ′ do 
  Determine xi as the knowledge of Xi 
  Assign weight value to xi 
   Yi=Yi ∪ xi 

Determine yi as the knowledge of Yi  
Y = Y ∪ yi 
END

Remark 1. In a collective, the knowledge satisfies criterion O1 or O2 has the maximal 
quality [18]. Thus, in two-stage approach, the better the quality of collective 
knowledge, the closer the distance from the collective knowledge to the collective 
knowledge determined from the single-stage approach. 

4 Experiments and Evaluation 

4.1 Experimental Results 

For objective purpose, we perform experiments with different collectives and differ-
ent number of collective members. In this section, however, we present the experi-
mental results of algorithm 1 with collective of 100 members using criterion O1 for 
determining the knowledge of the corresponding collective. In addition, with each 
cluster we perform weighted and non-weighted approaches. In both approaches, the 
distances from single-stage to two-stage consensus choice (weighted and non-
weighted approaches) are calculated (NonWeight and Weight columns respectively).  
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Table 2. Experimental results 

Clusters NonWeight Weight 
2 0.3808 0.1772 
3 0.0985 0.0860 
4 0.1 0.01 
5 0.06 0.1044 
6 0.0412 0.0316 
7 0.0922 0.0223 
8 0.0539 0.0223 
9 0.0860 0 
10 0.02 0 
11 0.0721 0.01 
12 0.1104 0.01 
13 0.0141 0 
14 0.1063 0.01 
15 0.1360 0.0141 

From table 2, we can see that almost cases the result of two-stage consensus choice 
with weighted approach is closer to the single-stage than non-weighted approach. 
This is because of the difference between the number of members of each cluster. In 
other word, each representative of a smaller collective (cluster) is represent for a 
number of members of the corresponding cluster. However, the numbers of members 
of clusters are not identical. Meaning the importance value (weight) of each 
representative is different and this leads the result of the two-stage consensus choice 
far from the representative of the single-stage approach. For concrete, we consider the 
following figures: 

 

Fig. 2. Collective of 100 members 
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Fig. 3. Collective of 500 members 

Clearly, from above figures, the weighted approach is helpful in reducing the dif-
ference between the knowledge of a collective determined from the single-stage ap-
proach to the two-stage approach. This reduction will be verified in the next section 
by a statistical test. 

4.2 Experimental Evaluation 

In this section, we present a statistical analysis to evaluate whether weighted approach 
have effect on reducing the difference between collective knowledge which deter-
mined through two-stage consensus choice in reference to that determined by single-
stage consensus choice.  The data from our experiments do not come from a normal 
distribution (according to the Shapiro-Wilk tests). Therefore, we choose the Wilcoxon 
test as the method for evaluating the influence of two-stage approach on the quality of 
collective knowledge. 
 

>  wilcox.test(NonWeight, Weight, paired=TRUE) 
 
     Wilcoxon signed rank test with continuity correction 
data:  NonWeight and Weight 
V = 99, p-value = 0.001709 
alternative hypothesis: true location shift is not equal to 0 
 
>  wilcox.test(NonWeight, Weight, paired=TRUE) 
 
     Wilcoxon signed rank test with continuity correction 
data:  NonWeight and Weight 
V = 91, p-value = 0.001662 
alternative hypothesis: true location shift is not equal to 0 
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According to above results, we can see that the reduction of distance from 
weighted approach to the single-stage approach is significant (p-value=0.001709 for 
collective of 100 members, p-value=0.001662 for collective of 500 members). In other 
words, the proposed method is useful for reducing the difference between the single-
stage and two-stage approaches in determining the knowledge of a large collective.  

In case of using criterion O2, however, whether the proposed method has effect on re-
ducing the difference between single-stage and two-stage consensus choice? For easy to 
follow, we consider some parameters about the number of each cluster as follows: 

Table 3. Number of members of each cluster 

Cluster Number of members 

c1 l1 

c2 l2 

… … 

ck lk 

In single-stage, the collective knowledge (satisfies criterion O2) of a collective is: 

= 1 , , … ,  

In two-stage, the collective knowledge with non-weighted approach is: 

= 1 1 + 1 + ⋯ + 1 , 1 + 1 + ⋯
+ 1 , … , 1 + 1 + ⋯ + 1

 

Similarly, the collective knowledge of weighted approach is: 

= 1 + 1 + ⋯ + 1 , 1 + 1
+ ⋯ + 1 , 1 + 1 + ⋯
+ 1

 

where , , … ,  are weight values for each representative of the corresponding 
cluster and n is the total number of members of the large collective. 
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Then, we have the following theorems related to using criterion O2 for determining 
the knowledge of a collective. 

Theorem 1. If = = ⋯ = , then = . 

Proof for theorem 1 is not included because of page limitation. 

According to theorem 1, when clusters have identical number of members, then 
there is no difference between the knowledge determined from single-stage and two-
stage approaches. In case the numbers of members of clusters are different, we con-
sider the following theorem:  

Theorem 2. If = , = , … , =  , then =  

Proof for theorem 1 is not included because of page limitation. 

According to theorem 2, if the ratio between the number of members of each clus-
ter and the number of collective members is considered as a weight value for the  
representative of the corresponding cluster, there is also no difference between the 
collective knowledge which determined from single-stage and two-stage approaches. 

5 Conclusions 

In this paper we have proposed an approach to reduce the difference between the two-
stage and the single-stage consensus choice. In the proposed method, the ratio be-
tween the number of members of each cluster and the total members of a collective is 
considered as the weight value for the representative of the corresponding cluster. 
Additionally, two theorems about the relationship between the number of members of 
each cluster and the difference between two approaches also have been investigated.  

The future works should investigate the problem with other structures such as: bi-
nary vector, relational structure, etc. In addition, we also aim to propose a mathemati-
cal model to prove the influence of the number of collective members on the quality 
of its knowledge. To the best of our knowledge, paraconsistent logics could be useful 
[12].  
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Abstract. The ontology represents a rich model for knowledge representation 
that is gaining popularity over years. Its expressivity and computability promote 
its use in a large scale of applications. In this paper, we first present a meta-
model that describes the ontology basic elements and the relationships among 
them. A new element is introduced to the ontology model called “Context”. 
This new conceptual element improves the representation quality and allows for 
the modeling of more complex knowledge efficiently. The context is next inte-
grated to the proposed meta-model. 

Keywords: ontology, meta-model, context, knowledge representation. 

1 Introduction 

The ontology model has known an increasing interest in many application areas such 
as intelligent information integration, semantic web and knowledge-based systems, 
where it has proven to be useful [1]. Nowadays, ontology is becoming the focus of the 
knowledge representation and management research domains. It is expressive and 
computable in the same time. It organizes information on both schema level and in-
stance level. Optionally combined with other pieces of knowledge, ontology is used to 
take into account the reasoning process. According to the guide [2], ontology finds 
utility in the following purposes: (1) to share common understanding of the structure 
of information among people or software agents; (2) to enable reuse of the domain 
knowledge; (3) to make the domain assumptions explicit; (4) to separate the domain 
knowledge from the operational knowledge; (5) to analyze the domain knowledge. 

Many definitions were given to the ontology and are most commonly related to its 
use domain. However, ontology is a term in philosophy and its meaning is “theory of 
existence”. Formally, in artificial intelligence, it is defined as a formal and explicit 
specification of a shared conceptualization [3]. The "formal" term refers to the “ma-
chine-readable” property characterizing the ontology. As for the "explicit" term, it 
refers to its well defined constructs. Furthermore, "shared" is due to the semantic 
consensus provided by the ontology about knowledge of a particular domain of inter-
est. The sharing property allows for the processes of reuse, integration and combina-
tion of ontology knowledge. An ontology is also defined as the common terms and 
concepts (meaning) used to describe and represent an area of knowledge. We mention 
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the following definition which was adopted from the RFP (Request for Proposal) 
[13]: “An ontology can range in expressivity from a Taxonomy (knowledge with 
minimal hierarchy or a parent/child structure), to a Thesaurus (words and synonyms), 
to a Conceptual Model (with more complex knowledge), to a Logical Theory (with 
very rich, complex, consistent, and meaningful knowledge).”  

Several description languages are used for expressing ontologies. OWL [6] is the 
current standard that came with three flavors: owl lite, owl DL and owl full. This 
language has been standardized by the W3C consortium and is an extension of a re-
stricted use of RDF [7] and RDFS.  

Despite the well recognized expressivity power of ontologies, we found that they 
do not include the context construct which is a very significant notion. The context 
defined here refers to a representative element that allows for the description of the 
external environment of a concept. The internal description of a concept derived from 
its attributes with the external knowledge form an integrated and complete image of 
the concept. In this work, we, first, propose a meta-model for the ontology. We, next, 
define the ontological notion of context and integrate it into the ontology meta-model, 
thus enhancing the latter expressivity. 

The following sections explain the proposed context element by highlighting first, 
some of works about the ontology meta-modeling and previous attempts to model the 
context in section 2. Next, section 3 explains the adopted meta-model for the ontolog-
ical model and section 4 presents the context element, explains its integration in the 
previous meta-model and underlines its different cases of use. 

2 Related Works 

Research on ontology construction has gained much attention. The ontology has 
stepped many usage evolutions starting from controlling vocabulary and organizing 
taxonomies. It is a raising research area in many fields such as data mining and pat-
tern classification. To make use of this model efficiently by automated processing, the 
implementation of ontology is proposed through diverse ontology description  
languages. In this perspective, a specification [4] of OMG describes the Ontology 
Definition Metamodel (ODM). ODM is a family of MOF (Meta Object Facility [12]) 
meta-models that reflect the abstract syntax of several standard knowledge representa-
tions and conceptual modeling languages that have either been recently adopted by 
other international standard bodies (e.g., RDF and OWL by the W3C), are in the pro-
cess of being adopted (e.g., Common Logic and Topic Maps by the ISO), or are con-
sidered industry de facto standards (non-normative ER and DL appendices) [4]. 

The meta-models are exposed as packages, each of which describing a part of the 
considered language, either for the classes part or for the properties part. In our work, 
another treated aspect is the context. This notion has been significantly studied in 
literature [5] and was associated with diverse definitions. There is a major difference 
between the context considered in our case and that described in these definitions. 
Indeed, the latter refer to the context through an external environment of a specific 
framework or domain in a general manner. As far as we are concerned, we define the 
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context as an external environment that is related to each concept of the domain. An 
example is the interoperability of exchanges treated in [8] where the authors use on-
tology in order to share information about the services provided by communicating 
organizations. In addition, the authors in [9] present an extensible CONtext ONtology 
(CONON) for context modeling in pervasive computing environments. The authors 
state that location, user, activity and computational entity are the most fundamental 
context for capturing the information about the executing situation. They propose a 
context model divided into upper ontology and specific ontology. The upper ontology 
is a high-level ontology which captures general features of basic contextual entities. 
The specific ontology is a collection of ontology sets which define the details of gen-
eral concepts and their features in each sub-domain. Authors in [10] argue that no 
attempt was made to design and develop generic context models. In addition, ap-
proaches not tied to specific application domains usually represent a limited amount 
of context information types. Therefore, they intend to propose uniform context mod-
els, representation and query languages, as well as reasoning algorithms that facilitate 
context sharing and interoperability of applications. As a final example, we cite the 
work presented in [11] where Context OWL (C-OWL) is proposed. C-OWL is a lan-
guage whose syntax and semantics have been obtained by extending the OWL syntax 
and semantics to allow for the representation of contextual ontologies. The work is 
motivated by the fact that OWL cannot model certain situations like the directionality 
of information flow, interpretation of ontologies in local domains and context map-
pings. In our work, we consider the context notion at its finer level of granularity, on 
concepts, unlike the listed works. 

3 Ontology Metamodel 

Ontology is still subject to various studies in respect to what is to be considered in 
ontology and how and where it should be used. In our study, we consider the ontology 
for knowledge representation. It is a formal description consisting of a set of concepts, 
relations, and axioms, which correspond to a domain of interest.  Concepts are also 
called (and implemented as) classes, which have properties describing diverse fea-
tures and characteristics of the concept. Constraints or restrictions are another aspect 
supported by the ontology. They allow for the expression of multiple situations like 
cardinalities on relations and limitation of the range values that can take a property. 
With a set of individual instances of classes, the ontology general knowledge consti-
tutes the knowledge base that describes the domain of interest. 

To highlight the fundamental modeling concepts and rules for the construction of 
the ontology, we introduce here a meta-model for the ontology model. The aim of a 
meta-model is to describe the basic model elements and the relationships between 
these elements as well as their semantics. In addition, it specifies the rules to be ap-
plied on the elements of the corresponding language. Figure-1 shows the relationships 
existing between the meta-models adopted by the OMG standard (series of Ontology  
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Definition Metamodel (ODM)). These meta-models are developed following the 
MOF that provides “a meta-model management framework and a set of meta-model 
services to enable the development and interoperability of model and metadata driven 
systems” [4]. As shown in figure-1, we state that the meta-model of OWL inherits 
from that of RDF like it is the case for their respective languages. 

 

 

Fig. 1. ODM Meta-models: Package Structure [4] 

Based on the adopted ODM and following the ontology model definition, we de-
rived the ontology meta-model described in figure-2. The principal goal from this 
proposition is illustrated in next. It concerns the integration of a new concept, namely 
the context, in the ontology. Integration in the meta-model allows us to limit the scope 
of this new element, fixe its role in the model and clarify its adequate use. 

The meta-model proposed in this section describes the main elements of the ontol-
ogy and the relationships among them. We summarize the components the follows. 

• A universe for the ontology that contains all ontology elements and represents then 
the knowledge about the considered domain of interest. 

• Classes that implement the concepts of the domain. They are described through 
their properties and can be created by applying several restrictions or composition 
processes (union, complement, etc.). 
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different contexts of the concept. A context defines the interaction of the concept with  
the other concepts as well as its role or its semantics in the corresponding situation. 
Accordingly, representation of both internal and external contexts provides a global 
and precise view of the concept. 

At the conceptual level of the ontology definition, there doesn’t exist an element 
which makes reference to the "context" as it is defined above. In fact, the ontology 
allows representing, formally, the concepts and the relationships between them and is 
limited consequently to the static knowledge only, missing the dynamicity of all exist-
ing situations. 

For the listed reasons, in addition to concepts and relations already existing in the 
ontology, we propose a new element called "context" to be integrated in this rich 
model. The context is attached to each concept in order to describe the possible situa-
tions in which it could be present. The context is in form of list of situations, each of 
which modeled by a combination of concepts that are in direct interaction with the 
corresponding represented concept. Significance of the context notion appears clearly 
in systems where there is no general use of the concept (not only one static definition) 
which may have different definitions depending on its environment and case of use. 
In addition, we can attach to a concept a probabilistic list of contexts where the occur-
rence probability of each situation is defined.  

In the next section, we illustrate the context use in two domains: the design of 
complex systems and the natural language processing (translation, semantics, etc). 

4.1 Usage and Utility 

To make the context usage clearer, we show in this section two examples where dif-
ferent situations of the same concept present.    

Example1: Design of Complex Systems 
Figure-3 shows an Internal Bloc Diagram (IBD) describing a two-stage refrigeration 
system. In order to represent the knowledge included in this diagram into an ontolo-
gy, we transform each component into a concept of the created ontology. One of 
these concepts is “compressor” which is used in this example two times referring to 
two different situations. We note that for each situation, connections to this compo-
nent are relatively different and the role of the latter changes depending on these 
connections. To represent the knowledge contained in IBD using ontology, we need 
to manage the dynamic knowledge in form of context. Indeed, the context lists all 
situations (connections, role, etc. for each situation) where a concept is used. Hence, 
the definition of a concept is henceforth specific to each situation. For example, with 
the two contexts of “compressor”, this latter has two definitions that are represented 
in the ontology. 
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Fig. 3. IBD of a two-stage refrigeration system 

Example2: Treatment of Natural Languages 
We explain in this example the major role for context in natural languages treatment. 
Indeed, adding context to a concept makes the semantics of this latter more precise 
and the reasoning about it more efficient. For instance, the synonyms of a word (con-
sidered in an ontology as a concept) are defined independently of the context of use of 
this word. However, using context element, we can specify a range of synonyms ac-
cording to many criteria which make the precision on the relative semantics better. 
Applying the context notion on natural languages allows improving the translation 
process since the semantics is more precise and is specific to a context. 

The context element allows hence improving the representation expressivity by 
given the possibility of representing different knowledge about a concept in different 
situation. This permits getting a complete image of this concept. In addition, with 
context, the semantics gains in precision which improves the concepts reuse. 

4.2 Integration to the Ontology Model 

In order to integrate the element "context" in the ontological model, we must, first, 
integrate it in the meta-model of the ontology to guarantee consistency of the model 
with the introduced changes and also to limit the scope of the added element by speci-
fying its usage mode and its domains of application. 

Figure-4 represents a schematization of the following example. Let C1, C2, C3, C4 
and C5 be classes. Let also the set of relations (C1 R1 C2), (C4 R2 C5), (C4 R3 C3) 
be the existing relationships among these concepts.  
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Situations in which the concept C1 could be found are: contextC1 = {S1:(C2 C3), 
S2:(C3 C4 C5)} 

The element contextC1 attached to the concept C1indicates that this concept could 
be in two different situations which are S1 and S2. In this example, the context is ex-
pressed by listing the possible connections (external environment) in each situation. 
In other words, the schema below means: “The concept C1 has a permanent relation 
R1 with the concept C2 (when this connection exists then it is true; it is considered as 
axiom). Besides, this concept is either connected to C2 and C3 in the same time or 
connected to C3, C4 and C5 in the same time; each situation occurs exclusively at one 
time. Note that these connections are relations already defined in the ontology and not 
listed here”. 

 

Fig. 4. The interactions of context with the other ontology basic elements 

Integration of the context element in the ontology meta-model is shown in figure-5. 
This element is modeled as a property (relation) that has its second side connection 
related to a list (the element ListOfCombinations). This list can contain a number of 
situations that are modeled as different combinations of classes. As shown in the me-
ta-model, the combinations that contain multiple classes describe the correspondent 
situation with associated information. Note that the semantics of list requires that only 
one of its elements can be true at one time (exclusive or).  
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Abstract. We present the design of a tableau reasoner, called TGC2,
that uses global caching for reasoning in description logics. We briefly
describe the ExpTime tableau methods used by TGC2. We then provide
the design principles and some important optimization techniques for
increasing the efficiency of the reasoner.

1 Introduction

An ontology is a formal description of a common vocabulary for a domain of
interest and the relationships between terms built from the vocabulary. Ontolo-
gies have been applied in a wide range of practical domains such as medical
informatics, bio-informatics and the Semantic Web. They play a key role in data
modeling, information integration, and the creation of semantic Web services,
intelligent Web sites and intelligent software agents [2,1,33]. Ontology languages
based on Description Logics (DLs) like OWL 2 are becoming increasingly pop-
ular due to the availability of DL reasoners, which provide automated support
for visualization, debugging, and querying of ontologies.

Ontology classification and consistency checking of ontologies are basic rea-
soning services of ontology reasoners [3,2,1]. The goal of classification is to com-
pute a hierarchical relation between concepts, which is used, e.g., for browsing
ontologies, for user interface navigation, and for suggesting more (respectively,
less) restricted queries. Consistency checking is a very important task for on-
tology engineering. It is essentially the problem of checking satisfiability of the
knowledge base representing the ontology in DL. Most of other reasoning prob-
lems for ontologies, including instance checking and ontology classification, are
reducible to this one.

The most efficient decision procedures for the mentioned problems are usu-
ally based on tableaux [20,3], as many optimization techniques have been devel-
oped for them. However, the satisfiability problem in DLs has high complexity
(ExpTime-complete in ALC and N2ExpTime-complete in SROIQ) and exist-
ing ontology reasoners (including tableau-based ones) are not yet satisfactory,
especially when dealing with large ontologies.

c© Springer International Publishing Switzerland 2015 321
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OWL is a standardized Web ontology language, with the first and second
versions recommended by W3C in 2004 and 2009, respectively. These versions,
OWL 1 and OWL 2, have some sublanguages (species/profiles):

– OWL 1 DL and OWL 2 DL support those users who want maximum expres-
siveness without losing computational completeness.

– OWL 1 Lite, OWL 2 EL, OWL 2 QL and OWL 2 RL are restricted versions
with PTime data complexity of the “DL” sublanguages.

– OWL 1 Full and OWL 2 Full support those users who want maximum ex-
pressiveness and the syntactic freedom of RDF with no computational guar-
antees.

OWL 1 DL is based on the DL SHOIN [18], while OWL 2 DL is based on a
more expressive DL SROIQ [15]. Other well-known DLs are ALC, SH, SHI,
SHIQ, SHIO, SHOQ and SHOIQ. DLs are fragments of classical first-order
logic and are variants of modal logics, used to describe the domain of interest
by means of individuals, concepts and roles. A concept is interpreted as a set of
individuals, while a role is interpreted as a binary relation between individuals.
In the basic DL ALC, concepts are constructed from atomic concepts using
complement (¬C), union (C �D), intersection (C �D), value restriction (∀R.C,
where R is a role and C is a concept), and existential restriction (∃R.C). More
advanced DLs are extensions of ALC. In particular,

– SH extends ALC with transitive roles and role hierarchies
– SHI, SHIQ, SHIO, SHOQ and SHOIQ extend SH with the features

corresponding to the letters occurring in the name: I indicates inverse roles,
Q indicates qualified number restrictions (≥ nR.C and ≤ nR.C), and O
indicates nominals (if o is a nominal then {o} is a concept)

– SHOIN (of OWL 1 DL) extends SHIO with unqualified number restric-
tions (≥nR and ≤nR)

– SROIQ (of OWL 2 DL) extends SHOIQ with role axioms of the form R1 ◦
. . .◦Rk 	 S, irreflexive roles, disjointness of roles, the universal role, negative
individual assertions, the concept constructor ∃R.Self , together with some
restrictions to guarantee decidability.

The satisfiability checking problem is ExpTime-complete in ALC, SH, SHI,
SHIQ, SHIO and SHOQ; NExpTime-complete in SHOIN and SHOIQ;
and N2ExpTime-complete in SROIQ.

According to the recent survey [20], the third generation ontology reasoners
that support SHIQ or SROIQ are FaCT, FaCT++, RACER, Pellet, KAON2
and HermiT. The reasoners FaCT, FaCT++, RACER and Pellet are based on
tableaux, KAON2 is based on a translation into disjunctive Datalog, and HermiT
is based on hypertableaux. That is, all of the listed reasoners except KAON2
are tableau-based. According to [21], KAON2 provides good performance for
ontologies with rather simple TBoxes, but large ABoxes1; however, for ontologies

1 A TBox is a set of terminology axioms, including role axioms. In the literature of
DLs, sometimes role axioms are grouped into an RBox. An ABox is a set of individual
assertions.
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with large and complex TBoxes, existing tableau-based reasoners still provide
superior performance. The current version of KAON2 does not support nominals
and cannot handle large numbers in cardinality statements.

The reasoners FaCT, FaCT++, RACER and Pellet use traditional tableau de-
cision procedures like the ones for SHI [16], SHIQ [19], SHIO [14], SHOQ [17],
SHOIQ [18], SROIQ [15]. These procedures use backtracking to deal with
disjunction (e.g., the union constructor). Their search space is an “or”-tree of
“and”-trees. Despite advanced blocking techniques (e.g., anywhere blocking),
their complexities are non-optimal:

– NExpTime instead of ExpTime for SHI, SHIQ, SHIO and SHOQ
– N2ExpTime instead of NExpTime for SHOIQ
– N3ExpTime instead of N2ExpTime for SROIQ.

The decision procedure of HermiT also has a non-optimal complexity [7].
The tableau decision procedure given in [4] for ALC uses a combination of

blocking and caching techniques and is complexity-optimal (ExpTime). A more
general technique for developing complexity-optimal tableau decision procedures
is based on global caching. Global caching means that, instead of a search space
of the form “or”-tree of “and”-trees, we use an “and-or” graph whose nodes are
labeled by unique sets of formulas. The idea of global caching comes from Pratt’s
paper on PDL (propositional dynamic logic) [32].

In this work we present the design of a tableau reasoner, called TGC2, that
uses global caching for reasoning in description logics (DLs). The core reasoning
problem is to check whether a knowledge base is satisfiable. We briefly describe
the tableau methods used by TGC2. We then provide the design principles and
some important optimization techniques for increasing the efficiency of the rea-
soner. The system is designed for automated reasoning for a large class of modal
and description logics, including ALC, SH, SHI, SHIQ, SHIO, SHOQ, REG
(regular grammar logics), REGc (REG with converse), PDL, CPDL (PDL with
converse), and CPDLreg (the combination of CPDL and REGc). It is designed
to work also for combinations of the listed logics in the case when there are no
interactions between O (nominals), I (inverse roles) and Q (qualified number
restrictions). That is, it does not fully support SHOIQ nor SROIQ, but it
allows PDL-like role constructors and advanced role inclusion axioms. TGC2 is
based on ExpTime tableau methods using global caching and its complexity is
ExpTime when numbers (in qualified number restrictions) are coded in unary.

Implementation of TGC2 is very time-consuming and still in progress. At the
moment of writing this paper, it contains more than 15000 lines of code in C++,
Flex and Bison. We estimate that for the first version of TGC2 that offers basic
functionalities we have to write about 3000 more lines of code. The reasoner will
be available soon. For thorough testing, evaluation, extended functionalities and
further optimizations, we will need more time.
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2 Tableaux with Global Caching

A tableau with global caching for the basic DL ALC is an “and-or” graph,
where each of its nodes is labeled by a unique set of formulas, which are ABox
assertions in the case the node is a “complex” node and concepts in the case
when the node is a “simple” node. The formulas in the label of a node are
treated as requirements to be realized (satisfied) for the node. They are realized
by expanding the graph using tableau rules. Expanding a node using a static rule
causes the node to become an “or”-node, expanding a node using the transitional
rule causes the node to become an “and”-node. Usually, the transitional rule has
a lower priority than the static rules. An “and”-node is also called a state, while
an “or”-node is called a non-state. States in tableaux with global state caching for
advanced DLs like SHIQ [24,26] or SHOQ [29,28] are more sophisticated than
“and”-nodes. For an introduction to the tableau method using global caching
and its relationship to the other tableau methods, we refer the reader to [10].
To see the differences between the tableau method using global caching and the
traditional tableau method for DLs, the reader may also consult [29, Section 3].

In [8,9] together with Goré we formalized global caching and applied it to REG
(regular grammar logics) and the DL SHI to obtain the first ExpTime tableau
decision procedures for these logics. Later, together with Sza�las we extended the
method to give the first ExpTime tableau decision procedures for CPDL [30] and
REGc [31]. In [5] together with Dunin-Kȩplicz and Sza�las we used global caching
to develop a tableau calculus leading to the first ExpTime tableau decision
procedure for CPDLreg. In [9,30,31,5] analytic cuts are used to deal with inverse
roles and converse modal operators. As cuts are not efficient in practice, Goré
andWidmann developed the first cut-free ExpTime tableau decision procedures,
based on global state caching, for the DL ALCI (which extends ALC with inverse
roles) [12] and CPDL [13]. Global state caching is a variant of global caching
in which only states are globally cached for the constructed graph during the
process of checking satisfiability of a knowledge base.

The reasoner TGC2 uses a tableau method that unifies our tableau decision
procedures developed recently for CPDLreg [23,25] and the DLs SHIQ [24,26],
SHOQ [28,29] and SHIO [27]. We briefly describe below these tableau decision
procedures.

– The tableau decision procedure for CPDLreg given in [23,25] improves the
one of [5] by eliminating cuts to give the first cut-free ExpTime (optimal)
tableau decision procedure for CPDLreg. This procedure uses global state
caching, which modifies global caching for dealing with converse without us-
ing cuts. It also uses local caching for non-states of tableaux. As cut rules are
“or”-rules for guessing the “future” and they are usually used in a systematic
way and generate a lot of branches, eliminating cuts is very important for
efficient automated reasoning in CPDLreg.

– The tableau decision procedure given in [24,26] is for checking satisfiability
of a knowledge base in the DL SHIQ. It has complexity ExpTime when
numbers are coded in unary. It is based on global state caching and integer
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linear feasibility checking. Both of them are essential for the procedure in
order to have the optimal complexity. Global state caching can be replaced
by global caching plus cuts, which still guarantee the optimal complexity.
However, we chose global state caching to avoid inefficient cuts although it
makes our procedure more complicated. In contrast to Farsiniamarj’s method
of exploiting integer programming for tableaux [6], to avoid nondeterminism
we only check feasibility of the considered set of constraints, without finding
and using their solutions. As far as we know, we are the first one who applied
integer linear feasibility checking to tableaux.

– The tableau decision procedure for the DL SHOQ given in the joint works
with Golińska-Pilarek [29,28] has complexity ExpTime when numbers are
coded in unary. The DL SHOQ differs from SHIQ in that nominals are
allowed instead of inverse roles. The procedure exploits the method of in-
teger linear feasibility checking [24,26] for dealing with number restrictions.
Without inverse roles, it uses global caching instead of global state caching
to allow more cache hits. It also uses special techniques for dealing with
nominals and their interaction with number restrictions.

– The work [27] presents the first tableau decision procedure with an ExpTime
(optimal) complexity for checking satisfiability of a knowledge base in the
DL SHIO. It exploits global state caching and does not use blind (analytic)
cuts. It uses a new technique to deal with the interaction between inverse
roles and nominals.

Recall that SHIQ, SHOQ, SHIO are the three most well-known expressive
DLs with ExpTime complexity. Due to the interaction between the features I, Q
and O, the complexity of the DL SHOIQ is NExpTime-complete. The reasoner
TGC2 allows knowledge bases that use all the features I, O, Q together, but it
does not fully support the DL SHOIQ. In the case of interaction between I, O
and Q, the reasoner tries to avoid the difficulty by exploring other branches in
the constructed graph in hope for overcoming the problem.

3 Design Principles

3.1 Avoiding Costly Recomputations by Caching

Recall that a tableau with global caching is like an “and-or” graph, where each
node is labeled by a unique set of formulas. Furthermore, a node may be re-
expanded at most once (when dealing with inverse roles or nominals). By con-
structing such a tableau in a deterministic way instead of searching the space
of the form “or”-tree whose nodes are “and”-trees as in the traditional tableau
method, the complexity is guaranteed to be ExpTime. The essence of this is
to divide the main task to appropriate subtasks (like expansion of a node) so
that each subtask is executed only once and the result is cached to avoid re-
computations. (In the traditional tableau method, nodes in “and”-trees are not
cached across branches of the main “or”-tree, which means that some kind of
recomputation occurs and that causes the non-optimal complexity.)
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We apply the idea of avoiding costly recomputations by caching also to other
entities/tasks as described below.

– Formulas are normalized and globally cached. Furthermore, certain tasks
involved with formulas like computing the negation, the size or the weight
of a formula are also cached in order to avoid recomputations.

– As the reasoner TGC2 allows PDL-like role constructors and roles are similar
to formulas, they are also normalized and cached. Tasks like computing the
inverse of a role, the set of subroles of a role, the size or the weight of a role
are cached to avoid recomputations.

– Due to hierarchies of roles and merging nodes in the constructed graph, an
edge outgoing from a state may be labeled by a set of roles instead of a single
role. For this reason, sets of roles are also cached. Consequently, tasks like
computing the union of two sets of roles or the inverse of an edge label are
also cached to avoid recomputations.

– In the case the underlying logic allows qualified number restrictions, a state
in the constructed graph may have a set of integer linear constraints (ILCS).
Checking feasibility of such a set may be very costly. Furthermore, different
states may have the same ILCS. So, we also cache ILCS’ and the results of
their feasibility checking to avoid costly recomputations.

3.2 Memory Management

As TGC2 may use an exponential number of nodes, formulas and other entities,
efficient memory management is very important. It is a critical matter of the
approach. The earlier version TGC [22] for reasoning in the basic DL ALC
manages memory usage very well. It shows that, for hard instances of reasoning
in the basic DL ALC, execution time but not memory lack is the cause of not
being able to solve the instance. For TGC2, in hope for satisfying this claim, we
also pay a special effort in memory management.

Caching is good for saving execution time, but it may increase memory usage.
On one hand, when identical objects are cached by using only one representative
in the computer memory, we save memory usage. On the other hand, if we cache
too much, we may use too much memory. To reduce memory usage and costly
recomputations by increasing the number of cache hits, i.e. by increasing the
quality of caching, objects must be normalized before being kept in the mem-
ory or searching for an existing representative. Furthermore, the normalization
should be good, i.e. as strong as possible without using too much time.

Technically, for each kind of objects to be cached, TGC2 uses a catalog of
objects of that kind, which is either a map or a multimap that uses hash values as
keys. Only normalized objects are kept in the catalog. When an object is created
not only for temporary usage, for example, to be used as an attribute of another
object, we normalize it and search for its representative in the catalog, store it
in the catalog if not found, and then return the pointer to the representative for
further usages. An object in the catalog is a “hard-resource”, other references to
the object are “soft-resources”. We store each object in a catalog together with
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its usage count. The count is initialized to 1 (for the occurrence of the object in
the catalog). When a reference to an object is used as an attribute of another
object, the usage count of the former is increased by 1. We release that “soft-
resource” by decreasing the usage count by 1. When the usage count of an object
is decreased to 1, the object is not used anywhere out of the catalog, and if it
is not for permanent caching, the “hard-resource” corresponding to the object
will be released (i.e., deleted from the catalog) in the next reduction round of
the catalog. Important objects are permanently kept in the catalog, including
formulas with the status “satisfiable” or “unsatisfiable” as well as basic instances
of the integer linear feasibility problem. Less important objects may also be
permanently cached, depending on the used options. catalog reduction is done
periodically, depending on parameters and the effect of the previous reduction.
The discussed technique is similar to the techniques of smart pointers of C++
and garbage collection of Java. The differences are that we want to cache objects
by using catalogs and some objects are permanently cached.

Another principle of reducing memory usage of TGC2 relies on that we apply
dynamic and lazy allocation as well as greedy deallocation for memory man-
agement. The types of additional attributes of an object, which may be com-
plex objects themselves, may be known only “on-the-fly”. Furthermore, such
attributes may receive values or remain empty. To save memory usage, we allo-
cate memory for an object (or an attribute of an object) only when we really
have to, and in an minimal amount, depending on its dynamic type. Apart from
that, in most of cases, we release memory used by an object as soon as possible.
An exception is reduction of catalogs, which is done periodically. The discussed
approach of saving memory increases execution time a bit and makes the code
more complicated.

3.3 Search Strategies

There are technical problems for which we do not know which from the available
solutions is the best. Sometimes, it may be just about selecting a good value for
a parameter. Furthermore, different classes of instances of the reasoning problem
may prefer different solutions. For this reason, we implement different potentially
good solutions for encountered technical problems and parameterize the choices.
When everything has neatly been implemented, evaluation will help us in tuning
parameters. One of the most important problems is: what search strategy should
be used?

Recall that the core reasoning problem is to check whether a given knowledge
base is satisfiable. For that, TGC2 constructs a rooted graph which is like an
“and-or” graph. Formulas from the labels of the nodes are requirements to
be realized and the task is to compute the status of the root, which is either
“unsatisfiable” or “satisfiable” or “unsolvable” (caused by interaction between
the features I, O, Q or by exceeding the time limit). In short, the task can
be realized as follows: starting from the root, expand the graph, compute and
propagate the statuses of the nodes. Propagating known statuses of nodes is done
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appropriately and has the highest priority. The status of a node may be com-
puted by detecting a direct inconsistency involved with the node (inconsistency
means “unsatisfiability” in a certain sense). There are two kinds of inconsisten-
cies: local inconsistency is directly caused by the node and its neighbors, while
global inconsistency is caused by impossibility of realizing a requirement with
a constructor like existential star modal operators of PDL. When direct detec-
tion does not provide a known status for a node, the node may be chosen for
expansion, and its status is computed from the statuses of its successors. Mu-
tual dependences between the statuses of nodes may occur. At the end, when all
essential computations that may affect the status of the root have been done,
if the status of the root is neither “unsatisfiable” nor “unsolvable”, then the
status becomes “satisfiable”. Detection of the status “satisfiablity” for nodes in
a fragment of the graph may be done earlier when it is possible to “close” the
fragment.

As discussed above, when no more propagations can be done, we have to
choose an unexpanded node and expand it, or choose a node that should be
re-expanded and re-expand it (each node may be re-expanded at most once, for
dealing with inverse roles or nominals). Re-expansion of a node is done by a
specific rule, in a deterministic manner. When an unexpanded node is chosen
for expansion, there are choices for how to expand it. The preferences are: unary
static rules have a higher priority than non-unary static rules, which in turn
have a higher priority than transitional rules. A unary (resp. non-unary) static
rule causes the node to become a non-state (an “or”-node) with only one (resp.
more than one) successor. A transitional rule causes the node to become a state.
There is in fact only one transitional rule, but we break it into two phases and
treat them as two transitional rules, the partial one and the full one [24,29] (this
is discussed further in the next section).

Which among the applicable unary static rules should be chosen is rather not
important. One can imagine that they are applied in a sequence, and the order
in the sequence does not really matter. A non-unary static rule realizes a specific
requirement in the label of a node (which is called the principal formula of the
rule). Which requirement from the label of a node should be chosen for realization
first? A general answer is to choose a requirement such that realizing it allows
more applications of unary static rules to the successors and the descendants of
the node, i.e., so that more simplifications can be done for the the successors
and the descendants. Among the best candidates (requirements) in respect to
this criterion, we choose the “heaviest” one in order to cause the node to have
much lighter successors. The weight of a node is determined by the weight of its
label. The weight of a formula is more sophisticated than the size of the formula.
It is a subject for optimization and investigation.

For TGC2, we adopt the strategy that, apart from propagations (of various
kinds), unary static rules have the highest priority globally. This means that we
treat nodes to which some unary static rules are applicable as unstable, and a
non-unary static rule or a transitional rule is applied to a node only when all
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nodes of the graph are stable w.r.t. unary static rules (i.e., no unary static rule
is applicable to any node of the graph).

Now assume that no more propagations can be done and all nodes of the
current graph are stable w.r.t. unary static rules. TGC2 chooses a node for
expansion or re-expansion. The choice is made by using an expansion queue,
which is a priority queue of nodes waiting for expansion or re-expansion. For
the priority queue, the reasoner uses a comparison function that depends on
attributes of the compared nodes and the used options. Important attributes of
nodes and options for determining the priority of a node are the following:

– SOS (set-of-supports) – whether the label of the node contains a formula
originated from the query: for a query like checking whether an individual is
an instance of a concept w.r.t. a knowledge base KB or whether a concept
is subsumed by another w.r.t. KB , the reasoner checks unsatisfiability of
the knowledge base that extends KB with the negation of the query; this
technique comes from Otter and other SAT solvers for classical propositional
logic;

– the depth of the node in a skeleton tree of the constructed graph: this is used
to emphasize depth-first-search (DFS);

– the current limit for the depths of nodes: this is used to emphasize a kind
of iterative deepening search; the limit is multiplied by a constant greater
than 1 after each deepening round;

– the weight of the label of the node;
– a random number generated for the node.

Each combination of options on how to use the above mentioned attributes
provides a search strategy. For example, if the depths of nodes are compared
first and the bigger the better, then we have a kind of strong DFS.

In our opinion, strategies based on strong DFS are potentially good as they
allow the reasoner to “close” fragments of the graph “on-the-fly” (also note that
the graph is finite). However, we do not exclude other strategies. In general, at
the current stage of investigation, we use a mixed expansion queue, which mixes
different strategies together to obtain a binary tree of priority queues. Each leaf
of the tree is a normal priority queue. Each inner node of the tree is labeled
by an option and an execution-time-balance parameter. The left edge outgoing
from a node turns on the option, while the right edge turns off the option. The
execution-time-balance parameter specifies the percentage of choosing the left
edge out from the two edges to follow. All mixed strategies work on the current
graph. For the first version of TGC2, we do not exploit concurrent computing,
but the approach is very suitable for incorporating concurrency.

4 Some Other Optimization Techniques

The earlier version TGC [22] for reasoning in the basic DL ALC uses a set of
optimizations that co-operates very well with global caching and various search
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strategies on search spaces of the form “and-or” graph. Apart from normaliza-
tion, caching objects and efficient memory management, it also incorporates the
techniques: literals elimination, propagation of unsatisfiability for parent nodes
and sibling nodes using “unsat-cores”, and cutoffs. These optimization tech-
niques are very useful for TGC and hence adopted for TGC2, with the excep-
tion that computing “unsat-cores” is complicated and for the very first version
of TGC2 will be not yet available.

Some other optimization techniques have already been incorporated into the
tableau decision procedures [23,24,29,27] that are used for TGC2, including:

– using finite automata to deal with PDL-like roles;
– using global state caching instead of “pairwise” global state caching for

SHIQ and SHIO; caching nodes in the “local subgraph” of a state in
the case of using global state caching;

– using global caching instead of global state caching for SHOQ;
– integer linear feasibility checking for dealing with the feature Q;
– techniques for dealing with interaction between the features I and Q, be-

tween the features O and Q, and between the features I and O.

We discuss below three other optimization techniques of TGC2.

4.1 Delaying Time-Consuming Subtasks

A good practice for students taking part in a competition or an exam is to try
to solve easy tasks first, as quickly as possible, and then concentrate on harder
tasks. This is due to the time limit. In general, easy tasks are preferred over
harder tasks, and the latter are usually delayed in comparison to the former.
The strategy adopted for TGC2 is similar. Trying to solve “easy” subtasks first
takes less time and this may establish statuses for some nodes of the constructed
graph, which may be then propagated backward to determine the final status of
the root of the graph. TGC2 has options for specifying whether potentially time-
consuming subtasks should be delayed. There are two kinds of such subtasks:

– checking global inconsistencies,
– checking feasibility of a set of integer linear constraints.

As the constructed graph may be exponentially large, checking global incon-
sistencies may be very time-consuming. One can adopt the technique of “on-
the-fly” checking for detecting global inconsistencies as proposed by Goré and
Widmann in [11] for PDL. This probably increases efficiency of the reasoner, as
global inconsistencies are detected as soon as possible. However, in our opinion,
too much more memory is needed, as using this technique each node may contain
information about exponentially many nodes in the graph, and this may affect
scalability of the reasoner. Our approach for TGC2 is to check global inconsis-
tencies periodically. As strong DFS tries to “close” fragments of the constructed
graph and delete them as soon as possible, in combination with strong DFS
(which is one among the mixed search strategies) checking global inconsistencies
may involve only relatively small fragments of the graph.
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Checking feasibility of a set of integer linear constraints is NP-hard in the
size of the feasibility problem. It makes sense to allow an option for delaying
such operations in an appropriate manner. The manner relies on doing partial
checks first and delaying full checks. TGC2 uses two kinds of partial checks.
A number restriction ≥n r.C with n ≥ 1 requires at least satisfaction of ∃r.C.
So, as the first kind of partial checks, if a number restriction ≥n r.C belongs to
the label of a node, we add the requirement ∃r.C to the label of the node, and we
expand a state first only by the transitional partial-expansion rule, which ignores
number restrictions (of both kinds ≥ n r.C and ≤ms.D), delaying application
of the transitional full-expansion rule to the node, which deals also with number
restrictions. As the second kind of partial checks, we relax an integer linear
feasibility problem by assuming that the numbers may be real (continuous). It
is known that a linear programming problem is solvable in polynomial time.

4.2 Converting TBoxes

The way of treating a TBox axiom C 	 D as the global assumption ¬C �D and
a TBox axiom C ≡ D as the global assumption (¬C � D) � (¬D � C) causes
that the global assumption is added to the label of each node in the constructed
graph as a requirement to be realized. This creates a lot of “or”-branchings for
dealing with �. TGC2 preprocesses a given TBox T to obtain two parts T1 and
T2 such that T1 is an acyclic TBox and T2 is a set of global assumptions. The aim
is to make T2 as lightest as possible. Then, for dealing with T1, TGC2 applies
the well-known absorption technique that lazily replaces a defined concept by
its definition. As example, TGC2 is able to convert the TBox consisting of the
following axioms to an acyclic TBox:

A1 	 ¬A2 A2 	 ¬A3 C 	 ∀R.A1 C � ∃R.A1 	 D
A1 	 ¬A3 A3 	 ¬A1 C 	 ∀R.A2 C � ∃R.A2 	 D
A2 	 ¬A1 A3 	 ¬A2 C 	 ∀R.A3 C � ∃R.A3 	 D

4.3 Ontology Classification

As mentioned earlier, the goal of ontology classification is to compute a hier-
archical relation between concepts. Given an ontology specified by a knowledge
base KB (which may be just a TBox), the task is compute the set of inclu-
sion axioms A 	 B such that A and B are atomic concepts (i.e., concept
names) and KB |= A 	 B. For a specific axiom A 	 B, checking whether
KB |= A 	 B can be done by checking unsatisfiability of the extended knowl-
edge base KB ′ = KB ∪ {τ : A � ¬B}, where τ is a fresh (new) individual name.
To increase efficiency, one can apply a strategy that reduces the number of such
inclusion axioms to be checked. For the first version of TGC2, we just apply a
simple but effective optimization technique: the part consisting of simple nodes
is common for all of the checks. That is, all of the created simple nodes remain
through all of the checks (for different inclusion axioms A 	 B). Thus, TGC2
avoids costly recomputations. Complex nodes of the constructed graph may be
deleted after each check in order to save memory.
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5 Conclusions

We have presented the design of TGC2, a tableau reasoner that uses global
caching for reasoning in DLs. Despite that implementation of TGC2 is still
in progress and its efficiency must be verified, our design principles and opti-
mization techniques presented in this paper are ideas that have been carefully
analyzed and chosen in order to guarantee high efficiency. Recall that global
caching guarantees an optimal complexity for ExpTime modal and description
logics. This distinguishes TGC2 from the existing tableau reasoners for DLs.
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13. Goré, R., Widmann, F.: Optimal and cut-free tableaux for propositional dynamic
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Abstract. In this paper we describe the architecture of a simple evacu-
ation model which is based on a graph representation of the scene. Such
graphs are typically constructed using Medial Axis Transform (MAT)
or Straight Medial Axis Transform (S-MAT) transformations, the for-
mer being a part of the Voronoi diagram (Dirichlet tessellation) of the
floor plan. In our work we construct such graphs for floor plans using
Voronoi diagram along with the dual Delaunay triangulation of a set of
points approximating the scene. Information supplied by Delaunay tri-
angulation complements the graph in two ways: it determines capacities
of some paths associated with edges, and provides a bijection between
graph vertices and a set of regions forming a partition of the floor plan.
We call the representation granular for this reason.

In our earlier work we discussed a simplified model coupling a par-
tial behavioral model (accounting for typical pre-movement times) and
a traffic model. In this expanded paper, we provide a clearer exposition
of the representation of fire scene and briefly discuss the applicability of
network flow models (e.g. the Ford-Fulkerson method or the push-relabel
method) in our setting.

1 Introduction

ICRA project (http://icra-project.org) aims to build modern engineering
tools to support fire commanders during fire operations. In this paper we focus
on the problem of modeling evacuation process. While there are various ques-
tions one may want to ask regarding evacuation, e.g. related to finding optimal
(static or dynamic) evacuation plans, we consider the problem of evacuation
time estimation and bottleneck analysis. In fact, four ICRA modules relevant to
evacuation modelling are being developed.

– fire and smoke localization module, which determines the placement
and spread of fire and smoke,
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– occupant localization module, which aims to estimate occupant density
in various parts of a buildings or determine occupant locations,

– building topology construction, which builds a geometric network of the
fire scene,

– evacuation module, which estimates the egress time, determines bottle-
necks and is used in setting priorities during find and rescue operations.

IFC model of building

Fire and smoke localization

Occupants localization

Geometric network construction

Building metadata

Obstructed movement model

Unobstructed movement model

Behavioral model

Fig. 1. Various models of evacuation module

Figure 1 summarizes the inputs to various models in the evacuation module.
For simplicity we treat various localization modules as direct inputs. The focus
of this paper is on geometric network construction and movement models.

The paper is organized as follows: in Section 2 we present the main notions and
prerequisites of the evacuation process. Section 3 describes the representation of
the fire rescue scene which is the main goal of the paper. Section 4 presents the
algorithm that constructs the augmented graph which is the Geometric Network
Representation of the evacuation plan for the given floor plan. In Section 5 we
present the summaries and conclusions.

2 The Evacuation Process

Figure 2 shows the typical evacuation process model from fire protection engi-
neering literature. Alarming times and pre-movement times may be different for
different occupants. For a single occupant, the pre-movement time Δtpre could
be modeled by a behavioral model, whereas travel time Δttrav could be inde-
pendently modeled by a movement model. The differences in Δta and Δtpre
among occupants, as well as interactions among occupants may suggest that the
problem leads to occupant-level modeling.

In this paper we look at a simplified model of the process and treat Δta and
Δtpre globally, rather than on an individual (occupant) basis, by considering
two scenarios. As [1] points out, if the building is sparsely populated, the (close
to) worst-case scenario may be conveniently modeled by considering the 99-th
percentile of pre-movement times, and adjusting it by a conservative estimate
of unimpeded walking time, thus tsparseevac = Δt99th,sparsepre +Δtwalk. If the build-
ing is densely populated, the evacuation process differs in that a queue may form
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Ignition Detection Alarm Evacuation
completed

Tenability
limit

detection
time Δtdet

alarming
time Δta

recognition
time

response
time

pre-movement time
Δtpre

travel time
Δttrav

Required Safe Egress Time
(RSET)

Available Safe Egress Time
(ASET)

Fig. 2. The typical evacuation process model from fire protection engineering literature
[6]

relatively early as occupants start leaving the building, thus the evacuation time
may be modeled as tdenseevac = Δt1st,densepre +Δtwalk +Δtflow.

Thus, the results of this specific model may be reported in the form of Ta-
ble 1, which summarizes the possible output of the system. We stress that pre-
movement times are defined differently in the sparse and the dense scenario;
these definitions need to be taken into account when analysing the output of the
model.

In the remaining parts of this paper we will discuss the calculation if Δtwalk

and Δtflow, along with the algorithm that determines building topology based
on floor plans.

Table 1. The evacuation time is separated into (global) alarm time, pre-movement
time and movement time

scenario Δta Δtpre ttrav(walk) ttrav(flow)

sparse 2− 5 > 20 10 0
dense 2− 5 > 10 10 15



338 W. Świeboda, M. Nguyen, and H.S. Nguyen

3 Our Goal: Desired Fire Scene Representation

In what follows we will use words “path” and “route” interchangeably. In this
paper we focus on the problem of constructing a geometric network of the fire
scene. A geometric network [7] is a representation of a building which encom-
passes both the geometry of the scene as well as the underlying topology of
available routes.

n1 n2 n3

n4

✗
n5 n6

n7
n8 n9

e4

e3

e2

e1

Fig. 3. An example of a floor plan and a network of available evacuation routes

n1 n2 n3

n4

✗
n5 n6

n7
n8 n9

e4

e3

e2

e1

Fig. 4. The duality of geometric and topological representations induces a bijection
between a set of regions on the floor plan and nodes in the graph

Figure 3 shows such a graph for an example floor plan. The figure on the left
shows a planar floor plan reconstructed from an IFC file. Additional information
that we need to reconstruct from IFC files are parameters of stairs: Tread and
Riser. The figure on the right shows an idealized graph simplifying the underlying
topology of the building. Vertices in this graph include transition points. The
graph may be refined by incorporating real-time dynamics (unavailability of
certain routes), like the X mark suggests.
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n1 n2 n3

n4

✗
n5 n6

n7
n8 n9

e4

e3

e2

e1

Fig. 5. Edges in the graph are augmented with path lengths and door/corridor widths.
These widths determine capacities in flow modeling.

Geometric networks necessarily by their nature store route lengths of available
routes, thus we augment edges in the graph by the underlying route lengths (see
Figure 5). Furthermore, we wish to (i) provide a means to map vertices in the
network bijectively to regions that form a partition of the floor plan (as shown
on Figure 4), and (ii) determine widths of corridors or doors so as to determine
edge capacities in the underlying graph (Figure 5).

∞

∞

∞

∞

∞
∞ ∞

∞

∞
n1 n2 n3

n4
✗

n5 n6

n7
n8 n9

e4

e3

e2

e1

src

n1 n2

n4

n5

n3

n6

n9

n8

n7

e1

e2

e3

e4

sink

1

1

1

∞

∞

∞

∞

1

1

5

1

1

∞

∞

∞

∞

Fig. 6. Searching for the evacuation routes from a node to the available escapes

Using the graph augmented by route lengths alone lets us determine worst-
case scenarios in uncongested scenarios by using Dijkstra algorithm. Similarly,
using corridor or door widths we can determine capacities associated with edges
(see [6] for discussion of maximum flows for horizontal and vertical movement).

Modeling occupant traffic using a flow network. Initially each non-empty room
is linked from the source with an edge of infinite capacity. As soon as all occu-
pants move out of the room, the corresponding edge is removed. The flow can be
calculated using e.g. the Ford-Fulkerson method or push-relabel method [5],[2].
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4 Geometric Network Construction

In this section we finally discuss the proposed algorithm that constructs the
augmented graph. Usually Medial Axis Transform (MAT) or Straight-Medial
Axis Transform (S-MAT) [7] is used to define a geometric network. See [9] for a
discussion of other algorithms and [8] for an example of an alternative approach
of indoor navigation that does not require topology construction. A Medial Axis
of a set F ⊆ V is the set of points M ⊆ V that have at least two closest
neighbours in F (see Fig. 7). If F is finite, Voronoi diagram [4] of F is the
Medial Axis of F .

Fig. 7. Medial Axis Transform of the gray rectangle consists of five line segments shown
on the picture

Consider a plan of a floor in a building F ⊂ R
2 (Fig. 8). Instead of calculating

MAT of F directly, we approximate F by a finite set of points S (Fig. 8) and
calculate the Voronoi diagram of S, which consists of line segments. Denote
by (V ′, E′) the graph that consists of subset of line segments from Voronoi
triangulation that do not intersect F (see Fig. 10). Edges in graph (V ′, E′)
describe permissible paths in our model.

A Delaunay triangulation [3] for a set S of points in a plane is a triangulation
DT (S) such that no point in S is inside the circumcircle of any triangle in
DT (S). Delaunay triangulations maximize the minimum angle of all the angles
of the triangles in the triangulation; they tend to avoid skinny triangles.

Delaunay triangulation of S is the dual graph of the Voronoi diagram of S
(Fig. 9). If a Delaunay triangle contains several points associated with vertices
v ∈ V ′, we further contract these vertices into one vertex.

We utilize Delaunay triangulation in two ways:

1. Firstly, we use it to approximate the minimum width of certain routes (asso-
ciated with e ∈ E′) by the shortest line segment in Delaunay triangulation
that intersects e, and thus set capacities of e ∈ E′.

2. Secondly, triangles in Delaunay triangulation are assigned to vertices v ∈ V ′

and provide a partitioning of the geometric view of the scene. Consider a set
of regions initially consisting of Delaunay triangles.
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If a region contains a point v ∈ V , we assign it to corresponding v′ ∈ V ′,
otherwise we merge this region with any of its neighbouring regions that is
not separated by a line segment defining minimum width of an edge e ∈ E′. By
repeating this process we provide a bijection between region and vertices v′ ∈ V ′.

Fig. 8. A 2-dimensional slice of the building that represents a single floor (with doors
removed) and the approximation of line segments by a set of points

Fig. 9. Voronoi tessellation and Delaunay triangulation of a floor plan approximated
by a set of points

It is important to notice the fact that both algorithms of construction of
Vonoroi tesellation as well as Delaunay triangulation for a given set of points in
the plane can be implemented in O(n log n) steps. Thus the proposed solution is
efficient, even for the large and complicated floor plans.
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Fig. 10. A subset of line segments from Voronoi tessellation determines permissible
paths. This is the initial graph (V ′, E′).

Fig. 11. A graph (V,E) resulting from contraction of edges of degree 2 in graph (V ′, E′)
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Fig. 12. Selected edges (dashed, blue) from Delaunay triangulation determine widths of
paths described by edges in the graph. Delaunay triangulation also provides a mapping
of points on the floor plan to corresponding vertices (though some triangles may contain
a few vertices v ∈ V ). Vertices in corners have very small regions assigned to them
and the ratio of width to area of such vertices is relatively high, thus they are not
bottlenecks.

5 Conclusions and Future Work

In this paper we have discussed a framework for evacuation modeling based on
building topology extraction from the building. We supplemented the typical
graph representation of a floor plan derived from MAT by information obtained
from Delaunay triangulation of the point set that approximates a single floor:
path widths and areas assigned to vertices.

We have mentioned various areas of future research throughout our paper:

– Design of evacuation models based on different assumptions of occupant
localization. Our current research focuses on localization of people within
buildings.

– More refined models, e.g. taking into account effects of fire or smoke.
– Staircases are often bottlenecks during evacuations, which suggests a more

detailed modeling of the effect of different types of staircases and their pa-
rameters on movement speeds of crowds.

Other possible areas of future research are:

– Specification of evacuation scenarios in a dialogue with the user (during
the ride to fire scene). The dialogue necessarily needs to be very limited,
but it could aid the commander in specifying initial plans of action better
than passive information delivery. On rare occasions some hints may be also
provided by the operator of Fire Command Center, e.g. unavailability of
certain exits.
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– We consider performing MAT or S-MAT calculations for floor plans consist-
ing of line segments. In our preliminary experiments we have approximated
the floor plan by a set of points so as to utilize the duality of Voronoi tes-
sellation and Delaunay triangulation. The approximation by a discrete set
may not be necessary.

– Addressing the problem of counter-flows, i.e. the interaction of fire-fighters
getting into the building with the occupants trying to get out of the building.
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l’Académie des Sciences de l’URSS (6), 793–800 (1934)
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Abstract. In order to analyse recent trends and future world emission scenarios, 
a global analytical tool, namely GAINS-IAM (integrated assess model), has 
been proposed and developed. In this context, a global-scale multidimensional 
data cubes has been specified and devloped based on the Semantic Collective 
Cubing platform, which has also been introduced in our studying literature. In 
order to prove of our concepts, typical examples have been illustrated to present 
how the GAINS-IAM system supports the development of global science-
driven policies. 

Keywords: GAINS (Greenhouse Gas - Air Pollution Interactions and Syner-
gies), IAM (integrated assess model), FDWA (Federated Data Warehousing 
Application) framework, Semantic Collective Cubing platform.  

1 Introduction 

In recent years, new scientific insights revealed linkages and mechanisms that raise 
interest in the global evolution of air pollutant emissions [1]. To develop a global 
perspective of emission analysis, according to [20], the “representative concentration 
pathway” (RCP) studies of global integrated assessment models have recently added 
future emission scenarios of air pollutants to their projections of long-lived GHGs. 
Integrated assessment models have been proposed to identify portfolios of measures 
that improve air quality and reduce greenhouse gas emissions at least cost at global 
scales [1]. Such models bring together scientific knowledge and quality-controlled 
data on future socio-economic driving forces of emissions, on the technical and eco-
nomic features of the available emission control options, on the chemical transfor-
mation and dispersion of pollutants in the atmosphere, and the resulting impacts on 
human health and the environment [1].  

In our previous research [15,16,17], we have been focusing on regional federated 
data warehousing application (FDWA) framework in the context of the GAINS 
(Greenhouse gas – Air Pollution Interactions and Synergies) model, in which data 
marts are designed for regional analytical requirements and a data warehouse contains 
underline data organized in relational multidimensional data models. In [15] we have 
also presented a semantic metadata approach to generate as well as operate and  
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manage linked data cubes, which are specified by using the FDWA framework [14] 
and the Collective Cubing platform [6,7] with various levels of regional data granular-
ities.  

In this paper, in order to analyse recent trends and future world emission scenarios, 
a global analytical tool, namely GAINS-IAM (integrated assess model), have been 
proposed and developed. By inhering the data structure and functions from the 
FDWA framework [14], the global-scale multidimensional schema can be defined 
with three global version-specific dimensions, i.e. iam_region, iam_fuelactivity, and 
iam_sector which are specified from GAINS region, fuel activity and sector dimen-
sions [18]. Afterwards, the current existing regional data sets in the GAINS data 
warehouse and linked data marts are preprocessed and integrated into GAINS-IAM 
data mart, i.e. IAM Activity Pathway data cube, according to the mapping between 
GAINS-IAM dimensional structures and other GAINS dimensions, e.g. GAINS re-
gion dimension is aggregated to iam_region. These improvements would make the 
GAINS-IAM model more suitable for calculating global-scale emission in terms of 
IAM Emission data cube by using the Semantic Collective Cubing Platform [14]. To 
illustrate the concepts, some typical examples have been presented. The utilization of 
the global integrated assess model approach provides a feasible and effective method 
to improve the ability of building, managing as well as analysis of global emission 
analytical tool. 

The rest of this paper is organized as follows: section 2 introduces some approach-
es and projects related to our work; after an introduction of GAINS IAM concepts in 
section 3. Section 4 will present our implementation results. At last, section 5 gives a 
summary of what have been achieved and future works. 

2 Related Work 

The characters of the proposed approach can be rooted in several research areas of 
federated data warehousing technologies [4,9,13] and Business Intelligence (BI) 
[3,19,22], including the trends and concepts of BI solutions, the combined use of 
mathematical models and federated data warehousing technologies for supporting BI, 
as well as their utilization in GAINS-IAM model.  

In [21], the notion of BI [5,7,8,16,22] that was “invented” in the context of (early) 
data mining as a circumscription of the fact that business can improve or enhance 
their “intelligence” regarding customers and revenues by analyzing and “massaging” 
their data to discover the unknown will now enter the next level. In this context, data 
cubes are used to support data analysis, in which the data are thought of as a multidi-
mensional array with various measures of interest [10,11,12]. However, business 
requirements and constraints frequently change over time and ever-larger volumes of 
data and data modification, which may create a new level of complexity [6], in which 
Collective Cubing platform is proposed to explore sample data and enables the data 
users to quickly identify the most appropriate set of cube definitions in the warehouse 
so that they optimize two costs: the query processing cost and cube maintenance cost 
[11,12].  
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Our research area of integrated assessment related to climate change is an example 
of these issues, where the affects of future climate on social, economic and ecosys-
tems are investigated [1,2]. As input for our work on scenarios, we have looked es-
pecially into existing global scenarios which include a description of long-term (i.e. 
at least several decades) trends in air pollutant emissions. In this area, especially 
the GAINS scenarios are well known and are used in various ongoing research 
projects [2].  

This paper focuses on integrating FDWA framework [14,15] and Collective Cub-
ing platform [6] to consider the potential approach of the developments of data cubes 
in global emission analytical context. The work to be developed in this research is 
aimed to achieve an efficient approach for mapping data and its multidimensional 
schema from GAINS regional data marts to the global integrated assess model, i.e. 
GAINS-IAM.  

3 GAINS-IAM Concepts 

3.1 GAINS-IAM Global Emission Concepts 

In GAINS-IAM global scenarios for future emissions are made of essentially three 
building blocks: (a) integrated activity projections, such as an integration of energy 
use in different sectors, economic output of different regional data marts etc. (b) glob-
al control strategies, i.e. application rates of control/mitigation technologies (these 
control strategies represent the various environmental policies), and (c) sets of emis-
sion factors and cost factors. As illustrated in Fig. 1, a global scenario, namely 
ECLIPSE_V5_CLE_base, is a combination of a dataset for each of these three com-
ponents, and the scenario can be configured not only for different countries, but also 
certain classes of macro sectors individually.  

 

Fig. 1. An example of GAINS-IAM global scenarios for future emissions 

As illustrated in Fig. 2, first the FDWA framework [14,15,17] is applied to specify 
a data warehouse, which data are integrated from multiple data sources and a class of 
virtual and manifest data marts. In this context, the platform is also used to generate 
data of the GAINS-IAM data mart. Afterwards, the Semantic Collective Cubing plat-
form [14] is used to generate GAINS-IAM linked data cubes.  
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Fig. 2. FDWA Framework used to generate GAINS- IAM Data Mart Data 

3.2 GAINS IAM Data Model 

The GAINS IAM Data Model is defined based on the FDWA framework, therefore it 
could also be specified as follows: 

  >=<− }}{},{},{ qmn CubeFactDimIAMGAINS , where: 

• {Dimn}={iam_region,pollutant,iam_sector,iam_fuelactivity,technology,year,
scenario} is a set of dimensions. 

• }{ mFact is a set of decision variables or facts. 

• {Cubeq}= is a set of global emission data cubes, i.e. IAM_Pathway and 
IAM_Emission data cubes.  

GAINS-IAM Dimensions 

The GAINS-IAM data model has iam_region, iam_sector, iam_fuel-activity, pollu-
tant, year dimensions.   

- iam_region dimension. The regional division for the regional averages is the following: 

All-IAM-Regions->IAM-RegionGroup->IAM-Region 

- IAM Sector Dimension (iam_sector) and IAM Fuel Activity Dimension (iam_fuel 
activity). GAINS–IAM also covers a number of sectors, and each sector may be asso-
ciated with a number of different activities. The iam_sector and iam_fuel activity 
dimensions covered by GAINS-IAM are organized as illustrated in Fig. 4 a+ b. 
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Fig. 3. a + b. Mapping between iam_region and GAINS region dimensions 

All_IAM-Sectors->IAM-Sector 
All_IAM_Fuel Activities->IAM-Activity 

 
(a) 

 
(b) 

Fig. 4. a+b..Mapping between iam_fuel activity and GAINS fuel activity dimensions 
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3.3 Specifying GAINS IAM Data Cubes  

This section describes two steps to specify the GAINS-IAM data model: 1) to specify 
the GAINS-IAM data mart data in the context of global emission analysis; and 2) to 
specify the GAINS-IAM multidimensional data cubes and their metadata, which serve 
dynamic aggregation interoperability between the global GAINS-IAM emission data 
cubes and linked data cubes of different GAINS regional data marts by using the Se-
mantic Collective Cubing Services [15].  

GAINS IAM Activity Pathway Data Cube Definition Based on FDWA Framework  
In this context, the GAINS IAM data mart data is a subset, an aggregate of elements 
in dimensions of the warehouse as illustrated in Fig. 5. There two main components 
will be defined in this step: the GAINS IAM multidimensional schema and data mart 
data [14], i.e. IAM Activity Pathway Data Cube. Many of the operations to generate 
this mart will be the simple projection of the global data warehouse onto the chosen 
dimensional levels, but in the GAINS IAM case, these operations involve aggrega-
tion, or linking existing multiple regional mart data, potentially with additional da-
ta/sources of information to fulfill the global requirements.  

 

Fig. 5. Generating GAIN-IAM Data Mart based on the FDWA framework 

Specifying GAINS IAM Emission Data Cube with Sematic Cubing Platform 
In this step, the Data Cube Services [15] are used to define a set of data cubes of the 
GAINS-IAM data mart based on their global analytical requirements.  

• Offline vocabulary and Metadata Extraction Service. When GAINS-IAM data 
mart is defined by using the FDWA framework, its offline vocabulary and metada-
ta are also generated. Fig. 3b and Fig. 4b show the ontology mapping, including 
dimension domain values and metadata between the GAINS-IAM and the GAINS 
models.  
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• Data Cube Services. The platform supports an interface that receive request and 
presents the result by picking cube terms by hierarchical browsing or through key-
word/ontology search.  

• Arbitrary cube to cube browsing. Cubing platform supports in exploring more 
detail for a particular element in a cube reporting and data analysis session or mov-
ing to a cube in another location in the data space altogether. The inference engine 
turns the request into a particular cube selection/definition and returns that cube to 
display results.  

4 Implementing Results of the GAINS-IAM Data Model  

The GAINS model [17,18] has been employed to estimate—for exogenous projec-
tions of energy consumption and other emission generating activities—the possible 
range of future air pollutant emissions, using a bottom-up approach that explicitly 
accounts for detailed emission control legislation in 162 world regions. With this 
model, it is possible to explore, for different energy and climate pathways, the scope 
for future air pollutant emissions that could be achieved by different levels of policy 
interventions. For each of these 162 regions, more than 1,500 specific emission con-
trol measures have been considered [1,2]. 

4.1 Global Activity Pathway Data 

In the GAINS-IAM, the global Activity Pathway data is an integration of activity 
pathway data from regional linked data marts by mapping of 162 world regions to 
iam_region dimension (Fig. 3a +b), of regional GAINS fuel_activity-sector combina-
tions to iam_fuel activity and iam_sector dimensions as shown in the following  
figure: 

 

Fig. 6. An example of integrated activity pathway data in the GAINS-IAM 
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4.2 Global Emission Data Cube 

More explicit spatial emissions for future years are derived through downscaling ap-
proaches that apportion emissions calculated for the aggregated world regions, i.e. 
iam_region(s) to individual countries or grid cells on the basis of historic emission 
patterns and generic rules that reflect urbanization dynamics and economic concentra-
tion processes. Thereby, future emissions are first determined for a limited number of 
world regions with an assumed development of regional mean emission factors, and 
then, the result is downscaled to specific locations based on certain rules. Using the 
data of the IAM Activity Pathway data cube, global emissions scenarios in term of 
IAM Emission data cube could be developed with the GAINS-IAM model.  These 
scenarios consider the implementation schedules of currently agreed national emis-
sion control legislation and explore, for different energy and climate policy scenarios, 
the scope for emission reductions that could be achieved with additional air pollution 
control measures that are beyond current policies. 

The divergence of regional emission trends for different sectors is highlighted in 
Fig. 7 as a typical example of the GAINS-IAM application results. Between 1990   
and  2050, for China, current legislation is expected to alleviate the situation to some 
extent, although high emission densities are expected to prevail over large areas, es-
pecially in the northeastern section. By contrast, given the lack of emission control 
legislation and the expected growth in power generation from coal, the Indian subcon-
tinent will emerge as a new global hot spot of SO2 emissions.  

 

Fig. 7. An example of comparison between China and India emission data in a global emission 
scenario 
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5 Conclusion  

This paper introduced, described and proposed a tool to analyse recent trends and future 
global emission scenarios in term of a global analytical model, namely GAINS-IAM 
(integrated assess model). The model has been developed and presented. This global 
analytical tool and its global concepts and requirements have been introduced with some 
additional development needs, i.e. mapping GAINS regional multidimensional schemas 
to global aggregated ones, aggregating data from existing GAINS data marts to global 
levels of data granularities in term of linked data cubes [6,14,15]. In this context, three 
global version-specific dimensions, i.e. iam_region, iam_fuelactivity, and iam_sector 
which are generalized from GAINS region, fuel activity and sector dimensions are de-
scribed together with the mapping information. Afterwards, the current existing regional 
data sets in the GAINS data warehouse as well as in linked data marts are preprocessed 
and integrated into GAINS-IAM model, according to the dimension mapping infor-
mation. As a result, GAINS-IAM model could be suitable for calculating global-scale 
emission in term of IAM Emission data cube, which is defined by using the Semantic 
Collective Cubing Platform [15]. Some typical examples are presented to illustrate the 
proposed concepts.   

Future work of our approach could then be able to support users in building data 
cubes in cost efficient and elastic manner that spans all aspects of cube building 
lifecycle, i.e. cube definition, cube computation, cube evolution as well as cube shar-
ing. Furthermore, we will focus on the implementation of the global cost analysis 
among linked emission data cubes to make use of our concepts. 
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Abstract. In this paper, we incorporate the concept of stratified
negation into query-subquery nets to obtain an evaluation method called
QSQN-STR for dealing with stratified knowledge bases. Particularly, we
extend query-subquery nets by allowing negated atoms in the bodies of
some program clauses. The empirical results illustrate the usefulness of
the method.
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1 Introduction

In the recent years, rule-based query languages, including languages related to
Datalog, have attracted increasing attention from researchers although they have
been studied for more than three decades, especially as rule languages are now
applied in areas such as the Semantic Web [4,6,11,12,14,19,23]. Since deductive
databases are widely used in practical applications, it is worth doing further
research on this topic.

Positive logic programs can express only monotonic queries. As many queries
of practical interest are non-monotonic, it is desirable to consider normal logic
programs, which allow negation to occur in the bodies of program clauses. A
number of interesting semantics for normal logic programs have been defined,
for instance, stratified semantics [2] (for stratified logic programs), stable-model
semantics [16] and well-founded semantics [15]. The survey [3] also provides a
good source for references on these semantics. This work studies query processing
for stratified knowledge bases, which is based on query-subquery nets.

A normal logic program is stratifiable if it can be divided into strata such
that if a negative literal of a predicate p occurs in the body of a program clause
in a stratum, then the clauses defining p must belong to an earlier stratum. A
stratified knowledge base consists of a stratified logic program (for defining in-
tensional predicates) and an instance of extensional predicates. Programs in this
class have a very intuitive semantics and have been considered in [2,5,17,18,20].

There is an approach for evaluating stratified programs (which evaluates
stratum-by-stratum): (i) evaluating intensional predicates in lower strata first;

c© Springer International Publishing Switzerland 2015 355
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(ii) after that, treating them as extensional instances for the intensional predi-
cates in higher strata.

Magic-set transformation together with the improved semi-naive evaluation
method [5,13], which we will call the Magic-Sets method, takes the advantage
of reducing irrelevant facts and restricting the search space. It combines the
pros of top-down and bottom-up strategies. However, the improved semi-naive
evaluation method uses breadth-first search, and as discussed in [7,21] it is not
always efficient.

Horn knowledge bases are a generalization of Datalog deductive databases
without the range-restrictedness and function-free conditions [1]. In [21], to-
gether with Nguyen we proposed a new method called QSQN that is based on
query-subquery nets for evaluating queries to Horn knowledge bases. The pre-
liminary experimental results reported in [7,9,10] justify the usefulness of this
method and its extensions. In this paper, we incorporate the concept of strat-
ified negation into query-subquery nets to obtain an evaluation method called
QSQN-STR for dealing with stratified knowledge bases. In particular, we extend
query-subquery nets by allowing negated atoms in the bodies of some program
clause in order to deal with the class of stratified logic programs. We use the
Improved Depth-First Control Strategy (IDFS) [9] together with QSQN-STR
for evaluating queries to stratified knowledge bases. It is a top-down approach
that processes stratum-by-stratum w.r.t. the intensional predicates. The essence
of the IDFS is to enter deeper cycles in the considered QSQN-STR first and
keep looping along the current “local” cycle as long as possible. This allows to
accumulate as many as possible tuples or subqueries at a node, and tries to com-
pute all possible answers of an intensional relation before processing the next
ones. Additionally, by applying the advantages of a top-down approach and pro-
cessing the predicates stratum-by-stratum, at the time of processing a negative
subquery, this subquery contains no variables. Thus, this takes the advantage of
reducing the number of generated tuples in intensional relations corresponding
to negated atoms. The empirical results illustrate the usefulness of our method.

The rest of this paper is structured as follows. Section 2 recalls some of the
most important concepts and definitions that are related to our work. Section 3
presents our QSQN-STR evaluation method for dealing with stratified knowledge
bases. The experimental results are provided in Section 4. Conclusions and a plan
for future work are presented in Section 5.

2 Preliminaries

In this section, we only recall the most important definitions of first-order logic
that are needed for our work and refer the reader to [1,17,21] for further reading.

A predicate can be classified either as intensional or as extensional. A general-
ized tuple is a tuple of terms, which may contain function symbols and variables.

A program clause is a formula of the form A ← B1, . . . , Bn, where A is an
atom, B1, . . . , Bn are literals (i.e., either atoms or negated atoms). A is called
the head, and B1, . . . , Bn the body of the program clause. A goal is a formula of
the form ← B1, . . . , Bn, where B1, . . . , Bn are literals.
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In order to ensure the results of programs are finite, program clauses are
required to satisfy the following safety conditions: (i) range-restrictedness, which
means every variable occurring in the head of a program clause must also occur
in the body of that program clause; (ii) safety, which means every variable
appearing in a negative literal in the body of a program clause also appears in
some positive literal in the body of that program clause. Note here that, the order
of literals in the body of a program clause is not important under the semantics
of the program, thus, from now on we will put negative literals after positive
ones in a program clause. Therefore, when a negative subquery is processed, it
contains no variables.

A normal logic program is a finite set of program clauses. A program which
allows negation to appear only in the bodies and only before atoms of extensional
predicates is called semi-positive program. A program which disallows recursion
through negation is called stratified program. In this paper, we only consider the
semi-positive and stratified programs. Figure 1 shows examples of them.

(a) q(x, y) ← t(x, y)
q(x, y) ← t(x, z), not(s(x)), q(z, y)
p(x, y) ← q(y, x).

(b) p(x) ← q(x), not(r(x))
p(x) ← q(x), not(t(x))
r(x) ← s(x), not(t(x)).

Fig. 1. (a) A semi-positive program; (b) A stratified program

Let θ and δ denote substitutions, θδ denotes the composition of θ and δ,
dom(θ) denotes the domain of θ, range(θ) denotes the range of θ, and θ|X
denotes the restriction of θ to a set X of variables. Given a list/tuple α of terms
or atoms, the set of variables occurring in α is denoted by Vars(α). The empty
substitution is denoted by ε.

3 Query-Subquery Nets with Stratified Negation

The method QSQN [21] is used for evaluating queries to Horn knowledge bases.
The empirical results given in [7,9] indicate the usefulness of this method. In this
section, we extend QSQN to obtain a new evaluation method called QSQN-STR
for dealing with stratified knowledge bases.

We now present the notions of QSQN-STR structure and QSQN-STR together
with detailed explanations. Let P be a logic program and ϕ1, . . . , ϕm be all
the program clauses of P , with ϕi = (Ai ← Bi,1, . . . , Bi,ni), for 1 ≤ i ≤ m
and ni ≥ 0. From a logic program P , the QSQ-Net structure with stratified
negation is defined as follows:

Definition 1 (QSQN-STR structure). A query-subquery net structure with
stratified negation of P , denoted by QSQN-STR structure, is a tuple (V,E, T ),
where V is a set of nodes,E is a set of edges, T is a function called thememorizing
type of the net structure, in particular:



358 S.T. Cao

– V is composed of:
• input p and ans p, for each intensional predicate p of P ,
• pre filter i, filter i,1, . . . , filter i,ni

, post filter i, for each 1 ≤ i ≤ m.
– E is composed of:

• (filter i,1, filter i,2), . . . , (filter i,ni−1, filter i,ni
), for each 1 ≤ i ≤ m,

• (input p, pre filter i) and (post filter i, ans p) for each 1 ≤ i ≤ m, where p
is the predicate of Ai,

• (pre filter i, filter i,1) and (filter i,ni
, post filter i) for each 1 ≤ i ≤ m such

that ni ≥ 1,
• (pre filter i, post filter i), for each 1 ≤ i ≤ m such that ni = 0,
• (filter i,j , input p) and (ans p, filter i,j), for each intensional predicate p
and each 1 ≤ i ≤ m and 1 ≤ j ≤ ni such that Bi,j is an atom of p.

– T maps each filter i,j ∈ V such that the predicate of Bi,j is extensional to
true or false. If T (filter i,j) = false then subqueries for filter i,j are always
processed immediately without being accumulated at filter i,j .

If (v, w) ∈ E then we call w a successor of v. Here, V and E are uniquely
specified by P . The pair (V,E) is called the QSQN-STR topological structure
of P . �

Example 1. This example is a stratified program, which defines whether a node
is connected another, but not vice versa of a directed graph. It is taken from [22].
Figure 2 illustrates the program and its QSQN-STR topological structure, where
path and acyclic are intensional predicates, edge is an extensional predicate, x,
y and z are variables. �

We now present the notion of QSQN-STR. It is specified by the following defi-
nition.

Definition 2 (QSQN-STR). A query-subquery net with stratified negation
of P , denoted by QSQN-STR, is a tuple N = (V,E, T, C) such that (V,E, T )
is a QSQN-STR structure of P , and C is a mapping that associates each node
v ∈ V with a structure called the contents of v with the following properties:

– If v ∈ {input p, ans p} then C(v) is composed of:
• tuples(v) : a set of generalized tuples of the same arity as p,
• unprocessed(v, w) for (v, w) ∈ E: a subset of tuples(v).

– If v = pre filter i then C(v) is composed of:
• atom(v) = Ai and post vars(v) = Vars((Bi,1, . . . , Bi,ni)).

– If v = post filter i then C(v) is empty, but we assume pre vars(v) = ∅,
– If v = filter i,j and p is the predicate of Bi,j then C(v) is composed of:

• neg(v) = true if Bi,j is a negated atom, and neg(v) = false otherwise,
• kind(v) = extensional if p is extensional, and
kind(v) = intensional otherwise,

• pred(v) = p (called the predicate of v) and atom(v) = Bi,j ,
• pre vars(v) = Vars((Bi,j , . . . , Bi,ni)) and
post vars(v) = Vars((Bi,j+1, . . . , Bi,ni)),
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path(x, y) ← edge(x, y)
path(x, y) ← edge(x, z), path(z, y)

acyclic(x, y) ← path(x, y), not(path(y, x)).

pre filter1
�� filter1,1

�� post filter1

�����
����

����
����

��

input path

������������

����
���

���
��

ans path

��

����

pre filter2
�� filter2,1

�� filter2,2
��

		

post filter2



���������

input acyclic �� pre filter3
�� filter3,1

��

��

filter3,2
��

��

post filter3
�� ans acyclic

Fig. 2. The QSQN-STR topological structure of the program given in Example 1

• subqueries(v): a set of pairs of the form (t, δ), where t is a generalized
tuple of the same arity as the predicate of Ai and δ is an idempotent
substitution such that dom(δ) ⊆ pre vars(v) and dom(δ) ∩ Vars(t) = ∅,

• unprocessed subqueries(v) ⊆ subqueries(v),
• in the case p is intensional:

unprocessed subqueries2 (v) ⊆ subqueries(v),
• in the case p is intensional and neg(v) = false:

unprocessed tuples(v): a set of generalized tuples of the same arity as p.
– If v = filter i,j , kind(v) = extensional and T (v) = false then subqueries(v)

and unprocessed subqueries(v) are empty (thus, we can ignore them).

A QSQN-STR of P is empty if all the sets of the form tuples(v), subqueries(v),
unprocessed subqueries(v), unprocessed subqueries2 (v), unprocessed tuples(v) or
unprocessed(v, w) are empty. �

We can observe that, for each (v, w) ∈ E:

– if v is either pre filter i or post filter i or (filter i,j and kind(v) = extensional)
then v has exactly one successor, denoted by succ(v);

– if v is filter i,j with kind(v) = intensional, pred(v) = p then v has exactly two
successors: succ(v) = filter i,j+1 if ni > j; succ(v) = post filter i otherwise;
and succ2(v) = input p.

A subquery is a pair of the form (t, δ), where t is a generalized tuple
and δ is an idempotent substitution such that dom(δ) ∩Vars(t) = ∅. The
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set unprocessed subqueries2 (v) (resp. unprocessed subqueries(v)) contains the
subqueries that were not transferred through the edge (v, succ2(v)) (resp.

(v, succ(v))). We say that (t, δ) is more general than (t
′
, δ′) w.r.t. v, and (t

′
, δ′)

is an less general than (t, δ) w.r.t. v, if there exists a substitution θ such that

(t, δ)θ = (t
′
, δ′). Informally, a subquery (t, δ) transferred through an edge to v is

processed as follows:

– if v = filter i,j , kind(v) = extensional, pred(v) = p then

• if neg(v) = false then, for each t
′ ∈ I(p), if atom(v)δ = Bi,jδ is unifiable

with a fresh variant of p(t
′
) by an mgu γ then transfer the subquery

(tγ, (δγ)|post vars(v)) through (v, succ(v)),

• if neg(v) = true then, for every t
′ ∈ I(p), if atom(v)δ = Bi,jδ is not

unifiable with any fresh variant of p(t
′
) then transfer the subquery

(t, δ|post vars(v)) through (v, succ(v)).
– if v = filter i,j , kind(v) = intensional, pred(v) = p then

• transfer the input tuple t
′
such that p(t

′
) = atom(v)δ = Bi,jδ through

(v, input p) to add its fresh variant to tuples(input p),

• for each currently existing t
′ ∈ tuples(ans p), if neg(v) = false and

atom(v)δ = Bi,jδ is unifiable with a fresh variant of p(t
′
) by an mgu γ

then transfer the subquery (tγ, (δγ)|post vars(v)) through (v, succ(v)),

• for every currently existing t
′ ∈ unprocessed(ans p, v), if neg(v) = true

and atom(v)δ = Bi,jδ is not unifiable with any fresh variant of p(t
′
) then

transfer the subquery (t, δ|post vars(v)) through (v, succ(v)),

• store the subquery (t, δ) in subqueries(v), and later, for each new t
′
added

to tuples(ans p), if neg(v) = false and atom(v)δ = Bi,jδ is unifiable

with a fresh variant of p(t
′
) by an mgu γ then transfer the subquery

(tγ, (δγ)|post vars(v)) through (v, succ(v)).
– if v = post filter i and p is the predicate of Ai then transfer the answer tuple

t through (post filter i, ans p) to add it to tuples(ans p).

The Algorithm 1 (on page 361) repeatedly selects an active edge and fires the
operation for the edge. Due to the lack of the space, the related functions and
procedures used for Algorithm 1 are omitted in this paper. The details of these
functions and procedures can be found in [8]. In particular, the Algorithm 1 uses
the function active-edge(u, v), which returns true if the data accumulated in u
can be processed to produce some data to transfer through the edge (u, v). If
active-edge(u, v) is true, procedure fire(u, v) processes the data accumulated
in u that has not been processed before and transfer appropriate data through the
edge (u, v). This procedure uses the procedure transfer(D, u, v), which specifies
the effects of transferring data D through the edge (u, v) of a QSQN-STR. We
omit to present the properties on soundness, completeness and data complexity
of the Algorithm 1 as they are similar to the ones given in [21] for QSQN.
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Algorithm 1. for evaluating a query (P, q(x)) on an extensional instance I.

1 let (V,E, T ) be a QSQN-STR structure of P ;
// T can be chosen arbitrarily or appropriately

2 set C so that N = (V,E, T, C) is an empty QSQN-STR of P ;

3 let x′ be a fresh variant of x;
4 tuples(input q) := {x′};
5 foreach (input q, v) ∈ E do unprocessed(input q, v) := {x′}
6 while there exists (u, v) ∈ E such that active-edge(u, v) holds do
7 select (u, v) ∈ E such that active-edge(u, v) holds according to the

IDFS control strategy proposed in [9];
8 fire(u, v);

9 return tuples(ans q)

4 Preliminary Experiments

In this section, we present the experimental results of the QSQN-STR method
by applying the IDFS control strategy [9] and a discussion on its performance. A
comparison between the QSQN-STR method and Datalog Educational System
(DES) [24] is also estimated w.r.t. the number of generated tuples in intensional
relations. All the experiments for QSQN-STR have been performed using our
Java codes [8] and extensional relations stored in a MySQL database. Besides,
the logic programs for testing on DES are also included in [8]. For counting the
number of generated tuples for intensional relations on each below test in DES,
we use the following commands:

• /consult < file name >, for consulting a program.
• /trace datalog < a query >, for tracing a query.

In order to make a comparison between the QSQN-STR method and DES,
we use the following tests:

Test 1. This test is taken from Example 1, the query is acyclic(a, x) and the
extensional instance I for edge is as follows, where a, ai, bi, ci, di are constant
symbols and n = 30:

I(edge) = {(a, a1)} ∪ {(ai, ai+1) | 1 ≤ i < n} ∪ {(an, a1)} ∪
{(a, b1)} ∪ {(bi, bi+1) | 1 ≤ i < n} ∪ {(bn, b1)} ∪
{(ci, ci+1), (di, di+1) | 1 ≤ i < n} ∪ {(cn, c1), (dn, d1)}.

Test 2. This test is a semi-positive program and taken from [17]. It computes
pairs of nodes which are not directly linked, but are still reachable from one
another. In this program, reachable and indirect are intensional predicates, link
is an extensional predicate, x, y and z are variables.
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reachable(x, y) ← link(x, y)
reachable(x, y) ← link(x, z), reachable(z, y)
indirect(x, y) ← reachable(x, y), not(link(x, y)).

Let the query be indirect(a, x) and the extensional instance I for link be as
follows, where a, ai, bi are constant symbols and n = 30:

I(link) = {(a, a1)} ∪ {(ai, ai+1) | 1 ≤ i < n} ∪ {(an, a1)} ∪
{(bi, bi+1) | 1 ≤ i < n} ∪ {(bn, b1)}.

Test 3. Consider the red/green bus line program as follows, where green path,
red monopoly are intensional predicates, green, red are extensional predicates,
x, y and z are variables:

green path(x, y) ← green(x, y)
green path(x, y) ← green path(x, z), green path(z, y)
red monopoly(x, y) ← red(x, y), not(green path(x, y)).

In this program, red(x, y) (resp. green(x, y)) means the red (resp. green) bus
line runs from x to y, green path(x, y) is the path from x to y using only green
buses, red monopoly(x, y) is the path from x to y using red buses, but we cannot
get there on green, even changing buses. The query is red monopoly(x, y) and
the extensional instance I for green and red is as follows, where ai, bi, ci are
constant symbols:

I(green) = {(ai, ai+1) | 1 ≤ i < 30} ∪ {(bi, bi+1) | 1 ≤ i < 20}
I(red) = {(ai, ai+1) | 1 ≤ i < 5} ∪ {(a5, c1)} ∪ {(ci, ci+1) | 1 ≤ i < 10}.

Test 4. This test computes all pairs of disconnected nodes in a graph. It is
taken from [17], where reachable, node, un reachable are intensional predi-
cates, link is an extensional predicate, x, y and z are variables. The query
is un reachable(a, x) and the extensional instance I for link is the same as in
Test 2 using n = 30. The program is specified as follows:

reachable(x, y) ← link(x, y)
reachable(x, y) ← link(x, z), reachable(z, y)
node(x) ← link(x, y)
node(y) ← link(x, y)
un reachable(x, y) ← node(x), node(y), not(reachable(x, y)).

Test 5. This test is a modified version from [7,21]. Figure 3 illustrates the
program and the extensional instance I for this test. In this program, p, q1, q2
and s are intensional predicates, t, t1 and t2 are extensional predicates, ai and
bi are constant symbols. In this figure, t1 and t2 are also represented by a graph.
We use m = n = 30 for this test (i.e., t1 has 30 records, t2 has 900 records).
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– the logic program P :

r1 : q1(x, y) ← t1(x, y)
r2 : q1(x, y) ← t1(x, z), q1(z, y)

r3 : q2(x, y) ← t2(x, y)
r4 : q2(x, y) ← t2(x, z), q2(z, y)

r5 : p(x, y) ← q1(x, y)
r6 : p(x, y) ← q2(x, y)

r7 : s(x, y) ← t(x, y), not(p(x, y)).

– the query: s(x, y)?.

– the extensional instance I:

I(t1) = {(ai, ai+1) | 0 ≤ i < m},
I(t2) = {(a0, b1,j) | 1 ≤ j ≤ n} ∪

{(bi,j , bi+1,j) | 1 ≤ i < m− 1 and 1 ≤ j ≤ n} ∪
{(bm−1,j, am) | 1 ≤ j ≤ n},

I(t) = {(a0, am), (a0, am+1)}.
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Fig. 3. The logic program P and the extensional instance I used for Test 5

Similar to a discussion in [7] for Test 5, the improved semi-naive evaluation
method uses breadth-first strategy, the Magic-Sets method is inefficient for the
mentioned extensional instances. The reason is that, after performing the magic-
sets transformation, the improved semi-naive evaluation method constructs a list
[R1], . . . , [Rn] of equivalence classes of intensional predicates w.r.t. their depen-
dency [1]. Next, it computes the instances (relations) of the predicates in [Ri]
for each 1 ≤ i ≤ n in the increasing order, treating all the predicates in [Rj ]
with j < i as extensional predicates. For computing the answers for p, since p
follows both q1 and q2 in the mentioned list of equivalence classes, which means
p is only processed after finishing the computation for q1 and q2, in this case,
Magic-Sets does a lot of unnecessary and redundant computations.

In contrast, since the answer can only be either true or false, for comput-
ing the answers for p in QSQN-STR, after transferring {(a0, a30), (a0, a31)}
through the edge (filter7,2, input p) and adding their variants to tuples(input p),
unprocessed(input p, pre filter5), unprocessed(input p, pre filter6) (for r5,
r6), the algorithm processes unprocessed(input p, pre filter5) (i.e., which
will process r1, r2), which is then returned an answer true for the tuple
(a0, a30) (i.e., (a0, a30) ∈ tuples(ans p)) and an answer false for the tuple
(a0, a31). At this point, we remove the tuple (a0, a30) (a true answer) from
unprocessed(input p, pre filter6) for not processing it again later. Next, the
algorithm processes the tuple (a0, a31) ∈ unprocessed(input p, pre filter6) (i.e.,
which will process r3, r4), which is then returned an answer false (i.e., no tuple is
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Table 1. A comparison between QSQN-STR and DES w.r.t. the number of the gen-
erated tuples for intensional relations

Intensional Generated tuples Intensional Generated tuples

relations DES QSQN-STR relations DES QSQN-STR

Test 1 Test 4

path 3720 1860 node 61 61

acyclic 60 60 reachable 1861 930

Test 2 un reachable 31 31

reachable 930 930 Test 5

indirect 29 29 q1 465 30

Test 3 q2 13921 0

green path 635 435 p 14386 1

red monopoly 10 10 s 1 1

added to tuples(ans q2)). In general, if the user only wants one or some answers
then the evaluation can terminate earlier. That is why, for this case, QSQN-STR
using the IDFS control strategy is more efficient than the other methods.

Table 1 shows the comparison between QSQN-STR and DES [24] w.r.t. the
number of generated tuples for intensional relations. As can be seen in this
table, QSQN-STR and DES have the same results in intensional relations for
the semi-positive program as in Test 2 as well as the relations corresponding to
non-negated predicates. However, the number of generated tuples in QSQN-STR
is often smaller than DES in the intensional relations corresponding to negated
predicates, especially for the case with extensional instance as in Test 5. The
explanation is similar to that of Test 5.

5 Conclusions

We have proposed the QSQN-STR method for dealing with stratified knowledge
bases. By incorporating stratified negation into query-subquery nets together
with the IDFS control strategy, this method takes the advantage of reducing the
number of generated tuples in intensional relations corresponding to negated
atoms and outperforms the methods that apply the breadth-first search for the
case as in Test 5. Particularly, by applying the advantages of a top-down ap-
proach and processing the predicates stratum-by-stratum, at the time of process-
ing a negative subquery, this subquery contains no variables. Similarly to QSQN,
the processing in QSQN-STR is divided into smaller steps which can be delayed
at each node to maximize adjustability, and QSQN-STR can be viewed as a flow
control network for determining which subqueries in which nodes should be pro-
cessed next, in an efficient way. The preliminary experimental results indicate
the usefulness of this method. As a future work, we will compare the methods
in detail and extend the QSQN-STR method for normal logic programs using
the well-founded semantics.
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24. Sáenz-Pérez, F., et al.: Datalog Educational System: A Deductive Database System
(2014), http://des.sourceforge.net

http://des.sourceforge.net


Part V 
 

Software Engineering 
 



Distributed Hierarchy of Clusters

in the Presence of Topological Changes

François Avril, Alain Bui, and Devan Sohier

Laboratoire PRiSM (UMR CNRS 8144), Université de Versailles, France
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Abstract. We propose an algorithm that builds a hierarchical clustering
in a network, in the presence of topological changes. Clusters are built
and maintained by random walks, that collect and dispatch information
to ensure the consistency of clusters.

We implement distributed communication primitives allowing clusters
to emulate nodes of an overlay distributed system. Each cluster behaves
like a virtual node, and executes the upper level algorithm. Those prim-
itives ensure that messages sent by a cluster are received and treated
atomically only once by their recipient, even in the presence of topolog-
ical changes. Decisions concerning the behavior of the cluster (virtual
node for the higher level algorithm) are taken by the node that owns the
random walk at this time.

Based on this abstraction layer and the overlay network it defines, we
present a distributed hierarchical clustering algorithm, aimed at cluster-
ing large-scale dynamic networks.

1 Introduction

We deal in this paper with the problem of clustering large dynamic networks.
This study is motivated by the need to cope with topological changes in a local
and efficient manner: as far as possible, we intend to take in charge a topological
change inside the cluster where it happened, transparently for the rest of the
network.

To achieve this, the clustering algorithm itself must be resilient to topological
changes. Thus, after a topological change, the clustering is recomputed only
locally: the only clusters affected by the algorithm are the cluster in which the
topological change occurred and possibly adjacent clusters.

Based on the algorithm presented in [4], that computes clusters with a size
bounded by a parameter K of the algorithm, we propose a distributed algorithm
above this clustering, by making each cluster behave as a virtual node. We then
apply this method to build a distributed hierarchical clustering.

The cluster is embodied in a special message, the Token: any action taken by
the cluster is actually initiated by the node that holds the token, making the
treatment of higher level messages atomic.
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The inter-cluster communication primitive SSend is implemented so as to en-
sure that it works even in the presence of topological changes: if a message is sent
by a cluster to an adjacent cluster using this primitive, it is eventually received if
the clusters remain adjacent. Then the associated treatment is executed exactly
once. Thus, the mobility of nodes affects only a limited portion of the system.

A distributed algorithm can then be applied on the overlay network defined by
the clustering. If this algorithm is resistant to topological changes, the resulting
method will also be resistant to topological changes. In particular, we apply
this method to the presented clustering, leading to a distributed bottom-up
hierarchical clustering algorithm.

1.1 Related Works

Designing distributed algorithms that build a nested hierarchical clustering has
recently been the subject of many research works (see for example [7]). Those
methods build a clustering with a standard method iterated on clusters, rep-
resented by a distinguished node called the clusterhead. First, clusterheads are
elected in the network. Then, each clusterhead recruits its neighbors. This elec-
tion can be done on several criteria, such as their id ([1]), their degree ([8]),
mobility of nodes ([3]), a combination of those criteria ([5]) or any kind of weight
([2],[9]). The algorithm is then iterated on the graph of the clusters, involving
only clusterheads. This results in creating clusters of clusters, and thus building
a hierarchical nested clustering by a bottom-up approach.

These methods are very sensitive to topological changes: after a topological
change, all clusters can be destroyed before a new clustering is computed, with
possibly new clusterheads.

In this paper, we present an algorithm based on the clustering in [4]: a fully
decentralized one-level clustering method based on random walks, without clus-
terhead election, and with the guarantee that reclusterization after a topological
change is local, i.e. after a cluster deletion, only clusters adjacent to this cluster
can be affected. We design a hierarchical clustering by allowing every cluster in
every level to emulate a virtual node. This algorithm preserves properties of [4].

Previous works on virtual nodes, like [6] or [10], aim at simplifying the de-
sign of distributed algorithms. Virtual nodes are in a predetermined area of the
network, and their mobility is known in advance. Several replica of the virtual
machine are necessary to resist topological changes and crashes. Maintaining
coherence between replica requires synchronized clocks and a total order on
messages, which also allows to verify FIFO hypothesis on channels.

In this work, virtual nodes are built dynamically, with weaker hypotheses on
communications: non-FIFO, asynchronous.

1.2 Model and Problem Statement

We suppose that all nodes have a unique id, and know the ids of their neighbors.
In the following, we do not distinguish between a node and its id.
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The distributed system is modeled by an undirected graph G = (V,E). V is
the set of nodes with |V | = n. E is the set of bidirectional communication links.
The neighborhood of a node i (denoted by Ni) is the set of all nodes that can
send messages to and receive messages from i.

We make no assumption on the delivery order of messages. Indeed, the pro-
tocol we define for communications between virtual nodes does not verify any
FIFO property.

We suppose that all messages are received within finite yet unbounded time,
except possibly when the link along which the message is sent has disappeared
because of a topological change.

The algorithm is homogeneous and decentralized. In particular, all nodes use
the same variables. If var is such a variable, we note vari the instance of var
owned by node i.

A random walk is a sequence of nodes of G visited by a token that starts at
a node and visits other vertices according to the following transition rule: if a
token is at i at time t then, at time t+ 1, it will be at one of the neighbors of i
chosen uniformly at random among all of them.

All nodes have a variable cluster that designates the cluster to which they
belong. A boolean core indicates if the node is in the cluster core. All nodes
know a parameter K of the algorithm, that represents an upper bound on the
size of a cluster.

Definition 1. The cluster Cx is the set of nodes {i ∈ V/clusteri = x}. Its core
is the set Kx = {i ∈ Cx/corei}. A cluster is said complete if |Kx| = K.

The clustering we are computing is aimed at giving clusters with cores of size
K as far as possible. To ensure intra-cluster communications, a spanning tree of
each cluster is maintained, through a tree variable, with tree[i] the father of i
in the tree.

Definition 2 (Specification). A cluster is called consistent if: it is connected;
its core is a connected dominating set of the cluster; its core has a size between
2 and K with K a parameter of the algorithm; a single token circulates in the
cluster and carries a spanning tree of the cluster.

A clustering is called correct if: all clusters are consistent; each node is in a
cluster; a cluster neighboring an incomplete cluster is complete.

This, together with the property that an incomplete cluster has no ordinary node,
guarantees that clusters have maximal cores with respect to their neighborhood.

The algorithm presented next eventually leads to a correct clustering, after a
convergence phase during which no topological change occurs. Each topological
change may entail a new convergence phase.

Topological changes result in configurations in which the values of variables
are not consistent with the actual topology of the system. Then, mechanisms
triggered by nodes adjacent to the topological change allow to recompute cor-
rect clusters, without affecting clusters other than the one in which the change
occurred, and possibly adjacent clusters.
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Additionally, we require that primitives are defined for inter-cluster commu-
nications, providing the functionalities of send and upon reception of to higher
levels. The SSend primitive we define and implement ensures that a node holding
the token can send higher level messages to adjacent clusters. Then, we guarantee
that the token in charge of the recipient cluster eventually meets this message,
and executes the appropriate treatment on the variables it stores. This allows
to implement a distributed algorithm on the clustering, with clusters acting as
nodes w.r.t. this algorithm.

We define a hierarchical clustering, in which a correct clustering of level i is
a correct clustering on the overlay graph defined by the clusters of level i − 1,
with edges joining adjacent clusters.

2 Algorithm

2.1 Clustering

Each unclustered node may create a cluster, by sending a token message to a
neighbor chosen at random. The token message then follows a random walk,
and recruits unclustered and ordinary nodes it visits to the cluster core. It visits
all nodes of the cluster infinitely often, which ensures the updating of variables
on nodes and in the token message. When a token message visits a node in
another cluster core, it may initiate the destruction of its own cluster with a
Delete message if both clusters are incomplete and if the id of the token cluster
is less than that of the visited cluster. Thus two adjacent clusters cannot be both
incomplete once the algorithm has converged.

A node that receives a Delete message from its father leaves its cluster and
informs all its neighbors. This initiates the destruction of the cluster by propa-
gation of Delete messages along the spanning tree.

All nodes periodically inform their neighbors of their cluster by sending a
Cluster[cluster] message, which ensures the coherence of gate variables.

Each node knows the cluster to which it belongs with the variable cluster;
it knows if it is a core node thanks to the core variable. Some other technical
variables are present on each node : complete indicates if the cluster to which
the node belongs is complete, father is the father of the node in the spanning
tree.

The algorithm uses five types of messages: Token[id, topology,N, gateway,
Status], Recruit[id], Cluster[id], Delete[id] and Transmit[message, path, em,
dst].

Token messages carry the following variables: id, the id of their cluster id; N ,
a list of adjacent clusters; tree, a spanning tree of the cluster; size, the size of
the cluster core; corenodes, an array of booleans indicating which nodes are in
the cluster core, gateway, a vector of links to adjacent clusters; and status, a
structure containing the same variables as a node, to be used by upper levels.

Token messages follow a random walk and recruit core nodes. Recruit[id]
messages recruit nodes adjacent to a core node as ordinary nodes in cluster id,
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Delete[id] messages delete the cluster id and Cluster[id] messages inform that
the sender is in cluster id.

A variable var on a message Token is noted token.var.

Initialization: When a node connects to the network, we assume that all vari-
ables are set to 0 or ⊥, except for T , that is initialized with a random value.
JoinCore function: The JoinCore function is used to update variables in node
i when the node enters a cluster as a core node.

Algorithm 1. JoinCore()

cluster ← token.id
core ← true
token.size ← token.size+ 1

token.corenodes[id] ← true
complete ← (token.size ≥ K)

On Timeout.When the timeout on node i is over, it creates a new cluster, with
id x = (i, nexto), and increments nexto. Node i joins cluster x and then sends a
token message to a neighbor chosen uniformly at random. This node becomes the
father of i in the spanning tree. Node i also recruits all its unclustered neighbors
as ordinary nodes by sending them Recruit messages.

Algorithm 2. timeout()

if N �= ∅ then
token =new token message
token.size ← 0
token.id ← (id, nexto)
token.tree ← EmptyVector
token.tree[id] ← id
UpdateStatus()
JoinCore()

nexto ← nexto+ 1
Send Cluster[cluster] to all nodes in N
Send Recruit[cluster] to all nodes in N

father ← random value in N
Send token to father

else
T ← random value

On Reception of a Recruit[id] Message. On reception of a Recruit[id] mes-
sage, if node i is unclustered, it joins cluster id as an ordinary node by calling
JoinOrdinary. The core node that sent the Recruit message becomes the father
of i in the spanning tree.

Algorithm 3. JoinOrdinary(Sender)

if (cluster = (⊥, 0)) ∨ (cluster =
recruit.id) then

cluster ← recruit.id
core ← false

father ← Sender
Send Cluster[cluster] to all nodes in
N

On Reception of a Delete[id] Message from e. When node i receives a
Delete[id] message from e, if e is its father in the spanning tree, i leaves the
cluster and sends a Delete[id] message to all its neighbors.
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Algorithm 4. On reception of a Delete[id] message from e

if e = father∧delete.id = cluster then
LeaveCluster()

Send Delete[cluster] to all neighbors.

LeaveCluster() reinitializes all variables and sends a Cluster[(⊥, 0)] message
to all neighbors.Deletemessages are then propagated along the cluster spanning
tree.

On Reception of a Cluster[id] Message from e. When node i receives a
Cluster[id] message from node e, it stores the received cluster id in gate[e].

On j Leaving N (Disconnection between Current Node and a Neigh-
bor j). The disappearance of an edge (i, j) can lead to an unconnected (and
thus faulty) cluster only if the link is in the spanning tree. If a node loses
connection with its father in the spanning tree, it leaves the cluster by calling
LeaveCluser().

When a communication link (i, j) disappears, messages in transit on this link
may be lost. A Recruit[id] or a Cluster[id] message is no longer necessary, since
nodes are no longer adjacent. If a Delete[id] message is lost, the system will react
as if it receives it when j detects the loss of connection. If a Token message is
lost, the associated cluster is deleted: indeed, if i had sent a Token message to
j, it considers j as its father. When i detects the loss of connection, it initiates
the destruction of the cluster. Last, if a Transmit message is lost, then this is a
topological change at the upper level, and the same arguments apply.

In any case, the configuration resulting from the loss of a message on a dis-
appeared channel may be the result of an execution without any message loss,
and the algorithm continues its operation transparently.

On Reception of a Token[id, topology,N, gateway, status] Message. When
node i receives a Token[id, topology, N, gateway, status] message from node e,
the following cases may occur:

Update Information on a Core Node: If i is a core node of cluster token.id,
variables token.topology and complete are updated. Then, the treatment of up-
per level messages is triggered. Then, i sends Recruit[ token.id] messages and
Cluster[token.id] messages to all its neighbors, and sends the token to a neighbor
chosen at random.

Algorithm 5. token(Sender) on a node i with (clusteri = token.id) ∧ (corei)

{update information - core node}
UpdateStatus()
if (token.tree[i] �= i) then

{the token has not just been bounced
back by another cluster}
token.tree[e] ← id
token.tree[id] ← id

complete ← (token.size ≥ K)

TriggerUpperLevel()
Send Recruit[token.id] to all nodes in N

Send Cluster[token.id] to all nodes in N

Choose father uniformly at random in
N
Send Token[id, topo,N, gateway, status]
to father
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Update Information on an Ordinary Node: If i is an ordinary node of clus-
ter token.id and the cluster is complete (token.size = K), i cannot be recruited.
Information on token is updated, upper level messages are processed and the
token is sent back to the core node that sent it.

Algorithm 6. token(Sender) on a node i with (clusteri = token.id)∧(¬corei)∧
(token.size ≥ K)

{update information - ordinary node}
UpdateStatus()
token.tree[e] ← id
token.tree[id] ← id

TriggerUpperLevel()
father ← e
Send Token[id, topo,N, gateway, status]
to father

Recruit a Node to the Core: If i is an ordinary or unclustered node, it be-
comes a core node of cluster token.id. Information on the token is updated, upper
level messages are processed, Recruit[cluster] and Cluster[cluster] messages are
sent to all neighbors, and the token is sent to a neighbor chosen uniformly at
random.

Algorithm 7. token(Sender) on a node i with (token.size < K) ∧ (¬corei)
{recruit a node to the core}
if cluster �= token.id then

LeaveCluster()
JoinCore()
UpdateStatus()
token.tree[e] ← id
token.tree[id] ← id

complete ← (token.size ≥ K)
TriggerUpperLevel()
Send Cluster[cluster] to all nodes in N
Send Recruit[cluster] to all nodes in N
Choose father uniformly at random in N

Send Token[id, topo,N, gateway, status]
to father

Initiate the Destruction of the Cluster: A cluster x can destroy a cluster y
when y has a size of 1, or when both clusters are non-complete and the id of x is
greater than that of y. If the token cluster can be destroyed by the node cluster,
the token message is destroyed and a Delete[cluster] and a Recruit[cluster]
messages are sent to the sender, that considers i as its father in the spanning
tree. This leads to the destruction of cluster token.id.

Algorithm 8. token(Sender) on a node i with [(token.size < K) ∧
(¬completei) ∧ (clusteri > token.id)] ∨ (token.size = 1)

{initiate the destruction of the cluster
token.id}

Send Delete[token.id] to e
Send Recruit[cluster] to e

Send the Token Back: In all other cases, the token message is sent back to
the sender.



376 F. Avril, A. Bui, and D. Sohier

Algorithm 9. token(Sender) on all other cases

{send the token back}
if token.tree[id] �= id then

Send Token[id, topo,N, gateway, status]
to e

Algorithm 10. UpdateStatus()

for all k with token.tree[k] = i {i the id
of the node runing this function} do

if k /∈ N then
RemoveFromTree[k, token.topology]

for all id with token.gateway[id] �= ⊥
do

(l,m) ← token.gateway[id]
if (l �∈ token.tree) ∨ [(l = i) ∧ ((m �∈
N) ∨ (gatei[m] �= id)] then

token.gateway[id] ← ⊥

remove id from token.N
{This may entail a topological
change w.r.t. the higher level, in
which case, it triggers the higher
level Leave function}

for all k ∈ N with gate[k] �= (⊥, 0) and
cluster > gate[k] do

token.gateway[gate[k]] ← (i, k)
Add gate[k] to token.N

2.2 Virtual Nodes

We aim at making every cluster behave as a virtual node, in order to be able to
execute a distributed algorithm on the overlay network defined by the clustering.
In particular, this will allow to build a hierarchical clustering through a bottom-
up approach. In this section, we present mechanisms that allow a cluster to
mimic the behavior of a node:

– virtual nodes know their neighbors (adjacent clusters), and are able to com-
municate with them;

– virtual nodes execute atomically the upper level algorithm.

To ensure that clusters have a unique atomic behavior, the node that holds
the token message is in charge of the decision process about the cluster seen as
a virtual node. Variables of the virtual node are stored in tokenid.Status.

Knowledge on the neighborhood is maintained by Cluster messages and
UpdatesStatus function, as seen in section 2.1.

Neighborhood Observation. Since Cluster[id] messages are sent infinitely
often, all nodes maintain the vector gate indicating the cluster to which each
of their neighbors belong. When a message tokenx visits a node in cluster x
that has a neighbor in another cluster y, the link between the two nodes can be
selected as a privileged inter-cluster communication link between clusters x and
y, and added to tokenx.gateway and tokeny.gateway. To ensure that topological
changes are detected symmetrically at upper level, adjacent clusters need to
agree on the gateway they use to communicate, i.e. tokenCx .gateway[Cy] =
tokenCy .gateway[Cx]. Thus, when this link breaks, both clusters are aware of
this loss of connexion between the two virtual nodes, which allows the overlay
graph to remain undirected. Only the cluster with the smallest id can select
an inter-cluster communication link between two adjacent clusters. The other
cluster adds it at the reception of the first upper level message.
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The gateway array in Token message, along with the spanning tree stored in
the Token message, allows to compute a path from the node holding the Token
to a node in any adjacent cluster. This enables virtual nodes to send upper level
messages to their neighbors: see Algorithm 11.

Thus, if token.gateway[id] = (i, j), then j is a node in cluster id. To send a
message to an adjacent cluster id, SSend computes a path to j in the spanning
tree stored in token.topology and adds link (i, j). Then, the upper level message
is encapsulated in a Transmit message, and routed along this path.

Communication. SSend is used when handling a topological change, or when
upper level messages are received. In both cases, this treatment can be initiated
only in presence of the token. Thus, token.topology information is available. On
a higher level, the processing of a Token message is triggered by the processing
of the lower level token. So, when processing a token message, all lower level
tokens are available.

Algorithm 11. SSend(msg, dst, tok) function

(l,m) ← tok.gateway[dst]
path ← ComputePath(tok.topo, l)
path ← (path,m)

lowlevmsg ← Transmit[msg,Tail(path),
tok.id, dst]
SSend(lowlevmsg,Head(path), token)

The recursive calls to SSend end with the bottom level using Send instead
of SSend.

Upper level messages are encapsulated in Transmit messages, along with the
path to follow, sender and recipient virtual nodes id. Such an upper level message
is forwarded along the path to a node of the recipient cluster. This node stores
three pieces of information in listmsg: the encapsulated message; the node that
sent the Transmit message; the cluster that sent the encapsulated message.

This information ensures that the cluster can reply to the sender cluster; it
will be used to add a link to this adjacent cluster and guarantee the symmetry
of comunications. When the token visits a node in this cluster, it triggers the
processing of upper level messages stored in listmsg by the virtual node, and
removes them from listmsg.

Algorithm 12. Reception of a Transmit[msg, path, em, dst] message from e

if (path = ∅) ∧ (cluster = dst) then
Add (msg, e, em) to listmsg

else if ((cluster = em)∧ (Head(path) ∈
N)) then

Send Transmit[msg,Tail(path), em,
dst] to Head(path)

Processing the Upper Level. Processing of upper level messages stored in a
node is triggered when the Token message visits the node. Function
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TriggerUpperLevel then pops messages out of listmsg and emulates the recep-
tion of this message by the virtual node. TriggerUpperLevel also manages the
triggering of function timeout for upper level, simulating a timer by counting
Token hops.

If the sender virtual node is not in token.N and token.gateway, listmsg
contains enough information to add it. Once all upper level messages are treated,
it decrements the count-down on token.T in structure token.status.

Algorithm 13. TriggerUpperLevel()

while (listmsg �= ∅) do
(msg, s, C) ← Pop(listmsg)
if token.gateway[C] = ⊥ then

token.gateway[C] ← (i, s)
Add C to token.N

else if token.gateway[C] �= (i, s)
then

run “loss of connection” procedure
on the virtual node

token.gateway[C] ← (i, s)
Add C to token.N

Emulate reception of msg by the vir-
tual node using SSend.

if (token.T > 0) then
token.T ← token.T − 1
if (token.T = 0) then

Stimeout()

Functions for processing upper levels are identical to the first level functions
presented in subsection 2.1, except that they use SSend instead of send.

2.3 Hierarchical Clustering

If the upper level algorithm executed by the virtual nodes is this same cluster-
ing algorithm, the virtual nodes compute a distributed clustering resistant to
topological changes. Iterating this process, we obtain a hierarchical clustering.

This provides a framework to contain the effect of topological changes inside
clusters, while allowing communication between nodes in any two clusters. In
particular, a modular spanning tree of the system consisting in the spanning
trees of clusters of all levels is built.

3 Example

We present here an example involving three levels of clustering. Consider a clus-
tering with CA (a cluster of level≥ 3) containing clusters Cx and Cy, CB a cluster
of the same level as CA, containing Cz. Cx, Cy and Cz are composed of nodes
or of clusters of a lower level. Consider that cluster CA sends a Cluster[(⊥, 0)]
message to cluster CB.

Sending the Message Out of x. CA sends a Cluster[(⊥, 0)] message to CB .
This is triggered by the processing of the tokenCA message on a lower level.
Thus, cluster Cx necessarily holds the tokenCA message. It calls the SSend
mechanism and uses information on tokenCA to compute a path to CB, here
to cluster z (see figure 1). Then, since the path is xyz, cluster Cx sends a
Transmit[Cluster[(⊥, 0)], z, A,B] to the next cluster on the path, Cy (with
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Fig. 1. Seen from
tokenCA

Fig. 2. Detailed view Fig. 3. Routing
in Cy

Fig. 4. Reception
of the message

the SSend mechanism). A node of Cy finally receives a Transmit message:
Transmit[Transmit[Cluster[(⊥, 0)], z, A,B], ∅, x, y].
Routing the Message in Cy.

1. Node j in Cy receives a Transmit[Transmit[Cluster[ (⊥, 0)], z, A,B], ∅, x, y]
from node i. Since it is in Cy , and the path is empty, it stores the transmitted
message (Transmit[Cluster[ (⊥, 0)], z, A,B], i, y) in its listmsg.
2. tokenCy eventually visits j and treats upper level messages. Since path =
z �= ∅, node j uses SSend to send Transmit[Cluster[(⊥, 0)], ∅, A,B] to cluster
Cz (line 5 algorithm 12). SSend uses tokenCy .topology to compute a path to
tokenCy .gateway[z] and sends a Transmit message to head(path): Transmit[
Transmit[ Cluster[(⊥, 0)], z, A,B], tail(path), y, z].
3. Every node in the path transmits the Transmitmessage until node k receives
the message Transmit[ Transmit[ Cluster[(⊥, 0)], ∅, A,B], ∅, y, z].

Reception of the Message by CB. Node k receives a Transmit message
from node e (Transmit[ Transmit[ Cluster[(⊥, 0)], ∅, A,B], ∅, y, z]) and stores
(Transmit[Cluster[(⊥, 0)], ∅, A,B], e, y) in listmsg (algorithm 12, line 2). Then:

1. tokenCz eventually visits k during its random walk, and treats messages in
listmsgk. (Cluster[(⊥, 0)], y, A) is stored in tokenCz .listmsg.
2. tokenCB eventually visits cluster Cz during its random walk, i.e. it is even-
tually stored in the listmsgl variable of a node l in Cz .
3. tokenCz eventually visits node l. Then, it processes tokenCB .
TriggerUpperLevel is called and messages in tokenCZ .listmsg are treated. In
particular, (Cluster[ (⊥, 0)], y, A) is processed, ie tokenCB .gate[A] ← (⊥, 0).

4 Conclusion and Perspectives

The algorithm presented in this paper computes a size-oriented hierarchical clus-
tering of a dynamic network. It reacts to topological changes in a local manner:
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after a topological change that makes the clustering faulty, the only clusters af-
fected are the cluster in which this event took place and possibly some adjacent
clusters.

Thus, it is designed to provide a local mechanism to handle topological changes.
Inter-cluster communication mechanisms are proposed that allow to implement
a distributed algorithm above the clustering, and a formal proof is provided.

Proofs of this algorithmmaybe found at: http://www.prism.uvsq.fr/~sode/
hierclus/proof.pdf.
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Abstract. Over the past few years, it has become obvious that Internet
of Things, in which all embedded devices are interconnected, will soon
turn into reality. These smart devices have limited processing and energy
resources and there is a need to provide security guarantees for applica-
tions running on them. In order to meet these demands, in this paper
we present a POSIX-compliant native runtime environment which runs
over a L4-based microkernel, a thin operating system, on top of which
applications for embedded devices can run and thus be a part of the
Internet of Things.

Keywords: runtime environment, POSIX, L4 microkernel, Internet of
Things.

1 Introduction

Internet of Things (IoT) is a new paradigm in which objects used by people in
their everyday lives will be able to communicate both with each other but also
with all the devices connected to the Internet [12]. Internet of Things can be
seen as a convergence of smart devices, such as laptops or tablets, with devices
that use RFID (Radio-Frequency Identification) and Wireless Sensor Networks.
Connecting such a diverse range of devices opens new possibilities for improving
the quality of life and offer new services. Some examples of fields which Internet of
Things promises to enhance are home automation [7] and medical healthcare [8].

It is estimated that by 2020, around 50 billion devices will be connected to
the Internet [6]. Applications will have to be developed to support the variety of
devices that will be part of IoT, with different available resources and constraints.
In order to ease the development of applications the low-level details of devices
should be abstracted and exposed to the developers in an unified way, on top of
which they can start building features.

The fact that small devices that collect information and act accordingly will be
connected to the Internet poses a security risk. For example, a home thermostat
collects the temperature in a home and regulates itself to fit the home owner’s
preferences. A malicious hacker can break into the thermostat via Internet and
change its behaviour. As such, the security guarantees provided by an operating
system running on an embedded device are much more important in the context
of IoT.
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In this paper, we present a native runtime environment called VMXPOSIX,
designed to run on embedded devices. Since it is partially POSIX-compliant, it
offers a common platform for developers to write applications on. VMXPOSIX
runs on top of the VMXL4 microkernel and is able to provide the security guar-
antees applications for devices in IoT need.

The paper is structured as follows. Section 2 reviews related work. We describe
the native runtime environment architecture in Section 3. Technical details and
implementation are presented in Section 4. Section 5 presents the experimental
evaluation. Finally, Section 6 presents the conclusions of this paper.

2 Related Work

The idea of offering a common runtime environment for a variety of embedded
devices has been previously explored. Examples of such environments are Contiki
and RIOT, which are operating systems targeted at devices from the Internet of
Things.

Contiki [10] is an operating system designed for Wireless Sensor Networks.
It is implemented in the C language and operates on a series of microcontroller
architectures, such as Atmel AVR.

As sensor networks are composed of thousands of nodes, Contiki aims to make
downloading code at run-time, as well as loading and unloading applications, an
efficient process, from a processing power and energy point of view. Another
design principle is to offer a common software framework for applications to use
in order to ensure their portability on a variety of platforms. However, due to
the fact that sensor networks are application-specific, Contiki offers very few
abstractions.

Furthermore, it is an event-driven system, in which threads have no private
stack, but are implemented as event handlers that run uninterrupted until they
are done. While this kind of system is appropriate for Wireless Sensor Networks,
it is more difficult to use for more general purpose devices because more complex
programs are not easily translated to an event-driven flow.

Contiki targets a restricted class of devices: Wireless Sensor Networks. Using
Contiki for a wider range of devices, such as home automation systems, is not
feasible due to its event-driven model and lack of a rich API on top of which
complex applications can be built, both characteristics impairing the growth of
an extensive application ecosystem.

RIOT aims to power a large scale ecosystem of heterogeneous devices that are
connected with each other and with the cloud [5]. Its design objectives include
power efficiency, small memory footprint, modularity and an API independent
of the underlying hardware [9]. Due to these design objectives, RIOT is based on
a microkernel architecture. It offers developer-friendly APIs for multi-threading,
C++ libraries support and a TCP/IP stack. Its microkernel architecture makes
it possible to confine failures in one module from the rest of the system thus
making RIOT a robust operating system. This also makes it easy to implement
distributed systems using the message API.
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Another important element for certain classes of devices in the Internet of
Things are real-time requirements. As such, RIOT enforces fixed durations for
kernel tasks and uses a scheduler which runs in constant time. Since embedded
devices have limited energy resources and must minimize consumption, RIOT
features a state called ”deep-sleep” for the times when the system is idle. Kernel
functions have low complexity and RIOT strives to minimize the duration and
occurrences of context switches. It features standard development tools such as
gcc or valgrind and is partially POSIX-compliant.

Despite its strong set of features, which make RIOT appropriate for a wide
range of embedded devices, it lacks one crucial characteristic: security guaran-
tees. Many IoT scenarios have special security requirements. For example, in
the case of a home automation system which adjusts thermostat temperature, it
is important to prevent unauthorized access to the system. This aspect is even
more important for critical systems, such as the ones deployed in automotive,
where an unauthorized access can lead to serious damage and even loss of lives.

3 Design

In the following subsections we will describe the proposed native runtime envi-
ronment architecture, VMXPOSIX, as well as the L4-based microkernel it runs
on top of, VMXL4.

3.1 VMXL4 Microkernel

VMXL4 is a high performance microkernel which provides a minimal layer of
hardware abstraction. It is built with the principle of minimality in mind: a
feature is added to the microkernel only if moving it outside would impair sys-
tem functionality or if including it in the microkernel would provide significant
benefits [11].

The microkernel provides application isolation by confining each one into a Se-
cure Domain. Each Secure Domain is given its own physical resources. VMXL4
allows great control over communication between domains and facilitates the
implementation of desired security policies in order to meet the application’s
requirements. Besides improving security, Secure Domains isolate faulty appli-
cations and, thus, assure system availability. Applications residing in different
Secure Domains cannot communicate directly, but only with the intervention of
the microkernel.

Isolating an application into a Secure Domain gives the possibility to imple-
ment the necessary security policies. However, a great deal of effort would be
required to change an application to use VMXL4 API, since the microkernel
only offers mechanisms, not services.

3.2 VMXPOSIX Native Runtime Environment

VMXPOSIX makes use of mechanisms provided by VMXL4 and presents them in
a more convenient way to applications. It aims at providing a POSIX-compliant
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Fig. 1. VMXL4 Environment

programming interface by abstracting microkernel primitives. It is similar to
GNU libc or Bionic libc, offering a C native runtime environment as a library.

As can be seen from Figure 1, the runtime environment is made up of sev-
eral libraries, with the POSIX layer as the core library. Some libraries offer
functionality to VMXPOSIX layer, while others use its API. Libraries using
VMXPOSIX API are, among others, libbit fl, a library for managing bit ar-
rays, and libcheck, a framework for unit testing. However, an important part
of VMXPOSIX is implemented using VMXL4 primitives; functions for memory
management and process management use the microkernel API directly.

An example of library on which VMXPOSIX relies is libmmc. In essence,
libmmc is a driver used for managing multimedia cards (MMC). This library
provides primitives for working with files residing on multimedia cards, such as
for open and read system calls.

The execution flow through the presented environment is as follows. Applica-
tions are isolated in containers, called, in VMXL4 terminology, Secure Domains
or SecDoms. In order to be able to access system functionality, such as allocate
memory or spawn threads, applications must go through the runtime environ-
ment. In turn, the runtime environment translates applications’ request in terms
of microkernel primitives. The microkernel honors the request and the results are
propagated back to the applications through the runtime environment. Using a
capabilities-based model and the security extensions VMXL4 provides, various
security policies can be implemented and data integrity and confidentiality can
be ensured.

4 Implementation

From an implementation perspective, VMXPOSIX is a library which provides a
programming interface for applications to use when running on top of VMXL4
microkernel. Like POSIX, C language bindings are provided. The specifications
are implemented using C as well. The library is split into two parts: header files
and source files.
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Header files aim to comply to the definitions included in the Base Definitions
volume of POSIX.1-2008 standard [4]. In order to make use of existing code
and not write the header files from scratch, VMXPOSIX uses code from existing
files. As such, many headers have been imported from a minimal C library called
Musl [2] due to its permissive license. VMXL4 environment includes a minimal
C library, which provides some functions not defined in POSIX standard, such
as memory allocation ones. In order to provide a unified native runtime environ-
ment, the C library was merged into VMXPOSIX.

System call interface definitions are provided by the Musl header files. VMXL4
API is used for implementing system calls. Some additional libraries that use
the microkernel programming interface already exist, such as a MultiMediaCard
(MMC) driver.

Development, as well as testing, was performed using a Pandaboard [3] devel-
opment board. This platform is based on an OMAP system on a chip developed
by Texas Instruments.

4.1 Functions for File Operations

An important class of operations are represented by file operations, such as
creating, reading or writing a file. Linux-based systems offer a unified interface
for interacting with files residing on different types of file systems and it is the
kernel’s task to translate these operations into the specifics of each file system
type.

Because VMXL4 is a microkernel and, thus, offers minimal functionality, it
is up to other layers to implement functionality for handling files. In this case,
VMXPOSIX will take care of these aspects for each supported file system type.
Currently, only one file system driver exists in VMXL4 environment, for FAT
filesystems located on multimedia cards (MMC) but support for other file sys-
tems can be easily added. The system calls for file operations use the API pro-
vided by the mentioned driver.

The open() function signature is the standard POSIX one, with support for
the third parameter, mode, which may or may not be provided. When opening
a file, we must first initialize the MMC driver. This gives it information about
the type of partition we want to work with, as well as the partition number.
Because a MMC device can be emulated or exist physically in the system and
we want to use the card attached to our Pandaboard, we specified that the real
hardware device should be used.

Next, depending on the flags provided, different actions take place. If O CREAT

flag was given the file should be created if it doesn’t exist already. However, if
the O EXCL flag was also provided and the file exists, an error is returned. If
the file doesn’t exist and O CREAT flag was not specified, a specific error code is
returned. File truncating is possible with O TRUNC flag.

In the POSIX standard, open() system call returns a file descriptor, an integer
which will be used in subsequent file operations. An opened file is described by
a structure called file. The file descriptor is an index in a global struct file array
pointing to the entry assigned to the file in question. The code tries to find
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an unoccupied entry in the files array, insert file information there, such as the
callbacks for write() and read() calls, and then return the index. If no array
slot is empty, the maximum number of files have been opened and an error is
returned.

It should be noted that operations such as reading a file’s size or trun-
cating it are translated in actions understood by the MMC driver, with
read file size(), create file() and truncate file() functions.

The other system calls for file operations are implemented in a similar manner.

4.2 fork() System Call

One of the basic system calls of an operating system is fork(), which deals with
process creation. An existing process, called a parent, executes this system call
in order to create a new process, called a child. The child process will inherit
many of its parent’s characteristics, such as its code, stack, data sections or its
open file descriptors.

In VMXL4, memory segments are statically added at compile time. By default,
each Secure Domain has two main memory segments: a code segment and a data
segment. The initial thread in each Secure Domain, the root thread, uses these
segments for the mentioned sections. Since the fork() system call creates a new
process that will share the code section with its parent, using the code segment
for both processes will yield the expected behaviour. However, for the other
sections, different memory regions must be used. As such, a new segment was
added for a SecDom, called a fork segment. In this segment, a child thread can
place its stack and data section. For now, the fork segment has a size of 4 MB
and has read, write and execute permissions. The structure of a Secure Domain,
with a root thread and a child thread is shown in Figure 2.

Each Secure Domain also has a pager thread, which handles page faults. Since
the stack and data sections of the parent and child have, initially, the same
content, they will be mapped to the same virtual addresses. However, when
the child process tries to modify any of these sections, a new page must be
allocated and mapped in its address space and the content be copied to the new
location. The pager thread was modified so that whenever it intercepts a write
page fault from the child process to allocate a page from the fork segment, copy
the contents to the new location and map the new address in the child processes’
address space. A buddy allocator has been used for allocating pages in the fork
segment. This mechanism is known as copy-on-write.

The child process creation is straightforward. First, a new, unused, process ID
is chosen from a pool. Next, a new thread with the chosen process ID is created.
The parent’s registers are copied to the child registers because both processes
should have the same context. Finally, the child thread is started. The child
thread starts the execution from a given function. However, the fork() POSIX
definition requires both threads to start executing code from the same point.
This is achieved by first memorising the parent thread context using setjmp()

and restoring the context in the child start function with longjmp().
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Fig. 2. Secure Domain Layout

Finally, the parent thread must not return before the child thread starts ex-
ecuting. Therefore, the parent thread will block until it received a confirmation
from the child thread via messages, a form of inter-process communication (IPC).
From that point on, both threads will return to the function from which fork()

was called.

4.3 Standard Input Implementation

Although embedded devices do not usually provide means of communicating
with the user using a keyboard, some larger ones do. The platform used for
developing VMXPOSIX offers a serial port which can be used to provide input.

The typical POSIX way of reading anything, from files to keyboard input,
is by using the read() system call and a specific file descriptor. Regular files
require to first be opened and are assigned a file descriptor. On the other hand,
in a POSIX environment, all processes have opened, by default, a set of special
descriptors. One of them is the standard input descriptor, also known as stdin.

A driver for the console is already available in the microkernel for debugging
purposes. In true microkernel design spirit, a console input/output server is also
provided. A process will receive input from the server and transfer output to the
server for printing at the console. The client and the console server will function
in separate Secure Domains. The client must have a capability for sending IPC
messages to the console server. Similarly, the console server must have the proper
capability to send messages to the client.

First, the client must register itself to the console server. Thus, multiple clients
can access the console. When waiting for input, the client will block until it
receives an IPC message from the server with a specific notification bit activated.
Then, the client will be able to receive input. This loop it repeated until the client
receives as many bytes as it requires.
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5 Experimental Evaluation

After discussing the design of the proposed VMXPOSIX library and its imple-
mentation, this section presents the experimental evaluation of our work. In order
to evaluate our work, we propose a test scenario and investigate its outcome.

Many POSIX functions do not depend on system calls, such as malloc, memset
or strcpy. Those functions have been easily tested with a unit testing framework
and have successfully passed. We present some testing scenarios that would have
been more difficult to implement using the same framework.

5.1 File Operations Test Scenario

For testing various features of our proposed native runtime environment, we
have used several utilities from Busybox. Busybox is a software which provides
a variety of utilities a user may find on most Linux systems. Because Busybox
was designed to use as little resources as possible, the utilities only have their
core features and are all provided inside one executable [1].

The test assumes the existence of a file named test1.txt on the multimedia
card. Its contents are shown in Listing 1.1.

Listing 1.1. Test File Contents

1 Lorem ipsum do lo r s i t amet .
2 Nemo enim ipsam voluptatem .

The test scenario is as follows. First, the echo utility is used, which allows
us to test the standard output functionality and a message is printed. Then,
the cat utility is used and the contents of the previous mentioned file is printed,
thus open() and read() system calls are tested. The head utility prints only the
first line of the file in question. Next, the root directory’s contents are listed. We
rename the test file with the mv command. To validate the change, the directory’s
contents is printed again. Finally, the test finishes and an appropriate message
is printed by the echo command.

Listing 1.2 shows the results of this run. It can be noticed that running the
test program yields the expected results.

Listing 1.2. File Operations Run Output

1 [1−0] T0 : Lorem ipsum do lo r s i t amet .
2 [1−0] T0 : Nemo enim ipsam voluptatem .
3 [1−0] T0 : Lorem ipsum do lo r s i t amet .
4 [1−0] T0 :
5 [1−0] T0 : 213718 uimage
6 [1−0] T0 : 9216 t e s t 1 . txt
7 [1−0] T0 :
8 [1−0] T0 : 213718 uimage
9 [1−0] T0 : 9216 t e s t 2 . txt
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5.2 fork() System Call Test Scenario

Testing the fork() system call is straightforward. A parent thread calls fork()
and both the parent thread and the child thread print a message to identify
themselves, which shows that different values are returned. Afterwards, both
print a common message, to signal the fact that they continue execution from a
common point. The used code is shown in Listing 1.3.

Listing 1.3. fork() Test Scenario

1 i f ( f o rk ( ) != 0)
2 p r i n t f (” in parent thread \n ” ) ;
3 e l s e
4 p r i n t f (” in ch i l d thread \n ” ) ;
5 p r i n t f (” both threads should pr in t t h i s \n ” ) ;

The results of this test are shown in Listing 1.4.

Listing 1.4. fork() Run Output

1 [1−1] T0 : in parent thread
2 [1−1] T0 : both threads should pr in t t h i s
3 [1−0] forked −3: in ch i l d thread
4 [1−0] forked −3: both threads should pr in t t h i s

5.3 Standard Input Test Scenario

As with the fork() system call, testing standard input functionality is simple.
What we actually test is the ability of the read() system call to read data from
the stdin file descriptor, as shown in Listing 1.5.

Listing 1.5. Standard Input Test Scenario

1 read (STDIN FILENO, bu f f e r , 1 0 ) ;
2 p r i n t f (”%s \n” , bu f f e r ) ;

As expected, at the end of the test, buffer will contain what we have typed
from the keyboard.

6 Conclusion and Further Work

In order to satisfy the requirements of applications for embedded devices in
the Internet of Things, we proposed a POSIX-compliant programming interface
called VMXPOSIX. It is designed to be an intermediate layer between applica-
tions and the VMXL4 API.
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We managed to implement an important subset of the POSIX standard that
can be easily extended. In order to test our work, we ran several Busybox utilities
and observed the correctness of the results. We have also developed unit tests
and created test scenarios.

Because of the magnitude of the POSIX standard, having a full implementa-
tion takes a considerable amount of effort. Since this project covered a subset of
the standard, additional features will be implemented, such as support for envi-
ronment variables, support for UNIX-style device trees or support for locales.

Acknowledgement. The work has been funded by the Sectoral Operational
Programme Human Resources Development 2007-2013 of the Ministry of Euro-
pean Funds through the Financial Agreement POSDRU/159/1.5/S/134398.
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Abstract. Higher order mutation testing is considered a promising solution for 
overcoming the main limitations of first order mutation testing.  Strongly sub-
suming higher order mutants (SSHOMs) are the most valuable among all kinds 
of higher order mutants (HOMs) generated by combining first order mutants 
(FOMs). They can be used to replace all of its constituent FOMs without scari-
fying test effectiveness. Some researchers indicated that searching for SSHOMs 
is a promising approach. In this paper, we not only introduce a new classifica-
tion of HOMs but also new objectives and fitness function which we apply in 
multi-objective optimization algorithm for finding valuable SSHOMs. 

Keywords: Mutation Testing, Higher Order Mutation, Higher Order Mutants, 
Strongly Subsuming, Multi-objective optimization algorithm. 

1 Introduction 

First order mutation testing (traditional mutation testing (MT)) is a technique that has 
been developed using two basic ideas: Competent Programmer Hypothesis (“pro-
grammers write programs that are reasonably close to the desired program”) and 
Coupling Effect Hypothesis (“detecting simple faults will lead to the detection of 
more complex faults”). It was originally proposed in 1970s by DeMillo et al.[1] and 
Hamlet[2]. MT is based on generating different versions of the program (called mu-
tants) by insertion (via a mutation operator) a semantic fault or change into each mu-
tant. The process of MT can be explained by the following steps: 
 

1. Suppose we have a program P and a set of test cases T 
2. Produce mutant P1 from P by inserting only one semantic fault into P 
3. Execute T on P and P1 and save results as R and R1 
4. Compare R1 with R: 
 4.1 If R1 ≠ R: T can detect the fault inserted and has killed the mutant. 
 4.2 If R1=R: There could be 2 reasons: 
 + T can’t detect the fault, so we have to improve T. 
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 + The mutant has the same semantic meaning as the original program. It’s 
an equivalent mutant. 

 
The ratio of killed mutants to all generated mutants is called mutation score indica-

tor (MSI) [8][9][10][11]. MSI is a quantitative measure of the quality of test cases. It 
is different from mutation score (MS)that was defined [1][2] as the ratio of killed 
mutants to difference of all generated mutants and equivalent mutants. 

Although MT is a high automation and effective technique for evaluating the quali-
ty of the test data, there are three main problems[4][11][18]: a large number of mu-
tants (this also leads to a very high execution cost); realism and equivalent mutant 
problem[11][19]. A number of approaches were proposed for overcoming that prob-
lems[18] including second order mutation testing [11][12][13][14][15] in particular 
and higher order mutation testing[3][4][5][6] in general. These approaches use more 
complex changes to generate mutants by inserting two or more faults into original 
program.  

In 2009, Jia and Harman[3] introduced six types of HOMs on a basis of two defini-
tions: 

Definition 1: The higher order mutant (HOM) is called “Subsuming HOM” if it is harder 
to kill than their constituent first order mutants (FOMs). If set of test cases (TCs) which 
kill HOM are only inside the intersection of the sets of TCs which kill FOMs, it is a 
“Strongly Subsuming HOM”, otherwise it is a “Weakly Subsuming HOM”.  

Definition 2: The HOM is called “Coupled HOM” if set of TCs that kill FOMs also 
contains cases that kill HOM. Otherwise, it is called “De-coupled HOM”. 

Six types of HOMs are (1)Strongly Subsuming and Coupled; (2)Weakly Subsum-
ing and Coupled; (3)Weakly Subsuming and Decoupled; (4)Non-Subsuming and De-
coupled; (5)Non-Subsuming and Coupled; (6)Equivalent. Strongly Subsuming and 
Coupled HOM is harder to kill than any constituent FOM and it is only killed by 
subset of the intersection of set of test cases that kill each constituent FOM. As a re-
sult, Strongly Subsuming and Coupled HOM can be used to replace all of its con-
stituent FOMs without loss of test effectiveness. Finding Strongly Subsuming and 
Coupled HOMs can help us to overcome the above-mentioned three limitations of 
first order mutation testing. 

Jia and Harman[3] introduced also some approaches to find the Subsuming HOMs 
by using the following algorithms: Greedy, Genetic and Hill-Climbing. In their exper-
iments, approximately 15% of all found Subsuming HOMs were Strongly Subsuming 
HOMs. In addition, Langdon et al.[7] suggested applying multi-objective optimiza-
tion algorithm to find higher order mutants that represent more realistic complex 
faults. As a result, our research focuses on searching valuable SSHOMs by applying 
multi-objective optimization algorithm. 

In the next section, we present our approach to classify HOMs. Section 3 describes 
the proposed objectives and fitness function used for searching and identifying 
HOMs. Section 4 presents our experiment on searching for SSHOMs by applying 
multi-objective optimization algorithm. And the last section is conclusions and future 
work. 
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2 HOMs Classification 

Our HOMs classification approach based on the combination of a set of test cases 
(TCs) which kill HOM and sets of TCs which kill FOMs. Let H be a HOM, con-
structed from FOMs F1 and F2. We also explain some notation below (See Fig. 1). 

T: The given set of test cases 
TF1⊂T: Set of test cases that kill FOM1  
TF2⊂T: Set of test cases that kill FOM2 
TH⊂T: Set of test cases that kill HOM generated from FOM1 and FOM2 
 

 

Fig. 1. The combination of sets of TCs 

 
The categories of HOMs were named on a basis of two definitions above (see Section 
1) and three new definitions below, and are illustrated in Figure 2 and Table 1. 

Definition 3: The HOM that is killed by set of TCs that can kill FOM1 or FOM2 (this 
set of TCs ⊂ C) is called “HOM With Old Test Cases”. 

Definition 4: The HOM that is killed by set of TCs that cannot kill any their constitu-
ent FOM (this set of TCs ⊂ B) is called “HOM With New Test Cases”. 

Definition 5: The HOM that is killed by set of TCs which has some TCs ⊂ B and 
some others TCs ⊂ A or ⊂ C is called “HOM With Mixed Test Cases”. 
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Fig. 2. 11 categories of HOM based on the combination of sets of test cases 

Table 1. Elevencategoriesof HOMs 

Case HOM is 
H1 Equivalent Mutant (TH is null) 
H2 Non-Subsuming, De-coupled and With New TCs. 
H3 Non-Subsuming, De-coupled and With Mixed TCs. 
H4 Weakly Subsuming, De-coupled and With New TCs. 
H5 Weakly Subsuming, De-coupled and With Mixed TCs. 
H6 Weakly Subsuming, De-coupled and With Old TCs. 
H7 Strongly Subsuming and Coupled 
H8 Weakly Subsuming, Coupled and With Mixed TCs. 
H9 Weakly Subsuming, Coupled and With Old TCs. 
H10 Non-Subsuming, Coupled and With Old TCs. 
H11 Non-Subsuming, Coupled and With Mixed TCs. 
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3 Identify HOMs Based on Objective and Fitness Functions 

We propose objectives and fitness function in order to identify HOMs, especially the 
most valuable SSHOMs. Each SSHOM represents an optimal solution that we want to 
find.  

The set of TCs that kill HOM (TH) can be divided into 3 subsets: 

- The first subset that can kill HOM and all its constituent FOMs (subset A in Fig. 1) 
- The second subset that kill HOM and can kill FOM1 or FOM2 (subset C in Fig. 1) 
- The third subset that only kill HOM (subset B in Fig. 1) 
 
When the subsets B, C are empty and subset A is not empty, HOM is Strongly Sub-

suming HOM. In this case, the number of TCs that kill SSHOM is as small as possible. If 
all 3 subsets are empty, HOM is equivalent HOM. If A and C are empty, B is not empty, 
we call HOM is “HOM With New Test Cases”. By contrast, if B is empty but A and C 
are not empty, we call HOM is “HOM With Old Test Cases”. And if B is not empty, at 
least one of A or C is not empty, we call HOM is “HOM With Mixed Test Cases”. 

Hence, we proposed three objectives and one fitness function (see Equation 4) to 
apply to multi objectives optimization algorithm for searching for Strongly Subsum-
ing HOMs. 

Objective 1: Minimum number of TCs that kill HOM and also kill all its constituent 
FOMs (Minimum value of OB1 in Equation 1). 

Objective 2: Minimum number of TCs which kill HOM but cannot kill any their 
constituent FOM (Minimum value of OB2 in Equation 2). 

Objective 3: Minimum number of TCs which kill HOM and can kill FOM1 or FOM2 
(Minimum value of OB3 in Equation 3). 
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The values of OB1, OB2, OB3 and fitness functions lie between 0 and 1. Generat-
ed HOMs are identified on a basis of that values as shown in Table 2. 
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Table 2. Identilfy HOMs based on objective and fitness functions 

Case Value 
of OB1 

(V1) 

Value 
of OB2 

(V2) 

Value of 
OB3 
(V3) 

Value of fitness 
function (F) 

HOM is 

H1 0 0 0 0 Equivalent Mutant (TH is 

null) 

H2 0 1 0 >=1 Non-Subsuming, De-coupled 

and With New TCs. 

H3 0 0<V2<1 0<V3<1 >=1 Non-Subsuming, De-coupled 

and With Mixed TCs. 

H4 0 1 0 <1 Weakly Subsuming, De-

coupled and With New TCs. 

H5 0 0<V2<1 0<V3<1 <1 Weakly Subsuming, De-

coupled and With Mixed TCs. 

H6 0 0 1 <=1 Weakly Subsuming, De-

coupled and With Old TCs. 

H7 0<V1<=1 0 0 <=1 Strongly Subsuming and 

Coupled 

H8 0<V1<=1 0<V2<1 0<=V2<1 <1 Weakly Subsuming, Coupled 

and With Mixed TCs. 

H9 0<V1<=1 0 0<V2<1 <1 Weakly Subsuming, Coupled 

and With Old TCs. 

H10 0<V1<=1 0 0<V2<1 1 Non-Subsuming, Coupled 

and With Old TCs. 

H11 0<V1<=1 0<V2<1 0<=V2<1 >=1 Non-Subsuming, Coupled 

and With Mixed TCs. 

4 Experimental Evaluation 

4.1 Research Questions 

We posed the following research questions (RQ) that the study will address(Section 
4.4 provides answers): 

RQ1: What is mutation score indicator (MSI) for each project under test? 

RQ2: How many HOMs are Non-Subsuming and De-coupled?  

Non-Subsuming and De-coupled HOMs are the HOMs which are easier to kill than 
their constituent FOMs and the set of test cases which kill HOMs cannot kills simul-
taneously their constituent FOMs. 

RQ3: What is the ratio of subsuming HOMs to total number of HOMs as well as 
ratio of strongly subsuming HOMs to Subsuming HOMs? 
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4.2 Software under Test and Supporting Tool 

For our experiment, we used three open source projects (see Table 3), which are real-
world software. The following projects have been selected for the experiment: 

• BeanBin is a tool to make persisting EJB (Enterprise JavaBeans) 3.0 entity beans 
easier. 

• Barbecue is a library that provides the means to create barcodes for Java applica-
tions. 

• JWBF(Java Wiki Bot Framework) is a library to maintain Wikis like Wikipedia 
based on MediaWiki and provides methods to connect, modify and read collec-
tions of articles, to help created wiki bot. 

To implement our experiment, we have used Judy[11] [16], a mutation testing tool 
for Java language programming. It has the largest set of mutation operators, support 
for HOM generation, HOM execution and mutation analysis. The list of all mutation 
operators available in Judy [11][16] is presented in Table 4. 

Table 3. Software under test 

Project NOC LOC # Test cases 
BeanBin (http://beanbin.sourceforge.net) 72 5925 68 
Barbecue (http://barbecue.sourceforge.net) 57 23996 190 
JWBF (http://jwbf.sourceforge.net) 51 13572 305 

Table 4. Java mutation operators available in Judy 

AIR AIR_ Add 

AIR_ Div 

AIR_ LeftOperand 

AIR_ Mul 

AIR_ Rem 

AIR_ RightOperand 

AIR_ Sub 

Replaces basic binary arithmetic instructions with ADD 

Replaces basic binary arithmetic instructions with DIV 

Replaces basic binary arithmetic instructions with their left operands 

Replaces basic binary arithmetic instructions with MUL 

Replaces basic binary arithmetic instructions with REM 

Replaces basic binary arithmetic instructions with their right operands 

Replaces basic binary arithmetic instructions with SUB 

JIR JIR_ Ifeq 

JIR_ Ifge 

JIR_ Ifgt 

JIR_ Ifle 

JIR_ Iflt 

JIR_ Ifne 

JIR_ Ifnull 

Replaces jump instructions with IFEQ (IF_ ICMPEQ, IF_ ACMPEQ) 

Replaces jump instructions with IFGE (IF_ ICMPGE) 

Replaces jump instructions with IFGT (IF_ ICMPGT) 

Replaces jump instructions with IFLE (IF_ ICMPLE) 

Replaces jump instructions with IFLT (IF_ ICMPLT) 

Replaces jump instructions with IFNE (IF_ ICMPNE, IF_ ACMPNE) 

Replaces jump instruction IFNULL with IFNONNULL and vice-versa 

LIR LIR_ And 

LIR_ LeftOperand 

LIR_ Or Replaces 

LIR_ RightOperand 

LIR_ Xor 

Replaces binary logical instructions with AND 

Replaces binary logical instructions with their left operands 

binary logical instructions with OR 

Replaces binary logical instructions with their right operands 

Replaces binary logical instructions with XOR 
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Table 4. (continued) 

SIR SIR_ LeftOperand 

SIR_ Shl  

SIR_ Shr  

SIR_ Ushr 

Replaces shift instructions with their left operands 

Replaces shift instructions with SHL 

Replaces shift instructions with SHR 

Replaces shift instructions with USHR 

Inheritance IOD 

IOP 

IOR 

IPC 

ISD 

ISI 

Deletes overriding method 

 Relocates calls to overridden method 

Renames overridden method 

Deletes super constructor call 

Deletes super keyword before fields and methods calls 

Inserts super keyword before fields and methods calls 
Polymorphism OAC 

OMD 
OMR 
PLD 
PNC 
PPD 
PRV 

Changes order or number of arguments in method invocations 
Deletes overloading method declarations, one at a time 
Changes overloading method 
Changes local variable type to super class of original type 
Calls new with child class type 
Changes parameter type to super class of original type 
Changes operands of reference assignment 

Java-Specific 
Features 

EAM 
 
EMM 
 
EOA 
 
EOC 
 
JDC 
JID 
JTD 
JTI 

Changes an access or method name to other compatible access or method 
names 
Changes a modifier method name to other compatible modifier method 
names 
Replaces reference assignment with content assignment (clone) and vice-
versa 
Replaces reference comparison with content comparison (equals) and vice-
versa 
Deletes the implemented default constructor 
Deletes field initialization 
Deletes this keyword when field has the same name as parameter 
Inserts this keyword when field has the same name as parameter 

Jumble-Based Arithmetics 
Jumps 
Returns 
Increments 

Mutates arithmetic instructions 
Mutates conditional instructions 
Mutates return values 
Mutates increments 

4.3 Multi-objective Optimization Algorithm 

With the objective and fitness functions above, we use NSGA-II algorithm to generate 
HOMs and searching for Strongly Subsuming HOMs. NSGA-II is the second version 
of the Non-dominated Sorting Genetic Algorithm that was proposed by Deb et al. [17] 
for solving non-convex and non-smooth single and multi objective optimization prob-
lems. Its main features are: it uses an elitist principle; it emphasizes non-dominated 
solutions; and it uses an explicit diversity preserving mechanism. 

The general scheme of NSGA-II to generate and evaluate HOMs in pseudo-code as 
follows: 

Input: List of FOMs 
Output: List of HOMs 
Create HOMs from list of FOMs; 
fitness(HOMs); 
rank(HOMs) 
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while not (Stop Condition()) do 
 Select(HOMs); 
 Crossover(HOMs); 
 Mutate(HOMs); 
 fitness(HOMs); 
 combine (HOMs parent and child); 
//Recombination;// 
 rank (HOMs after combined) 
 select individuals (HOMs) 
end while 

4.4 Results and Analysis 

The following table shows the number of generated HOMs as well as HOMs in each 
category (defined in Section 3) in different projects under test (using NSGA-II algo-
rithm with the proposed objectives and fitness function). 

Table 5. Number of 11 categories of generated HOMs 

Project 
BeanBin Barbecue JWBF 

Number % Number % Number % 
Generated
HOMs 

402 100 891 100 238 100 

H1 259 64.43 251 28.17 13 5.46 
H2 0 0 1 0.11 0 0 
H3 7 1.74 90 10.10 6 2.52 
H4 38 9.45 18 2.02 0 0 
H5 0 0 9 1.01 0 0 
H6 55 13.68 458 51.40 193 81.09 
H7 15 3.73 44 4.94 4 1.68 
H8 0 0 0 0 0 0 
H9 0 0 5 0.56 2 0.84 
H10 28 6.97 9 1.01 17 7.14 
H11 0 0 6 0.67 3 1.26 

 
Answer to RQ1 
We used the same full set of mutation operators of Judy for 3 projects. Because of  
each project has different source code including different operators. So, during the 
process generating HOMs, there are 3 different sets of operators used. Table 6 lists 
mutation operators used to generate HOMs for each project under test and 15 is the 
maximum mutation order in our experiment. MSI for each project under test after is 
presented in Table 7. JWBF is project with the highest MSI. 
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Table 6. Mutation operators used 

Project Operators 
BeanBin JIR_Ifle;JIR_Ifeq;JIR_Iflt;JIR_Ifne;JIR_Ifge;JIR_Iflt;JIR_Ifnull; 

AIR_Div;AIR_LeftOperand;AIR_RightOperand;AIR_Rem;AIR_Mul; 
EAM;EOC;PLD;CCE;LSF;REV;ISI;JTD;JTI;OAC;DUL; 

Barbecue JIR_Ifge;JIR_Ifeq;JIR_Ifgt;JIR_Ifne;JIR_Iflt;JIR_Ifle;JIR_Ifnull; 
AIR_Add;AIR_Div;AIR_Sub;AIR_LeftOperand;AIR_RightOperand; 
AIR_Mul;AIR__Rem; 
JTI;JTD;JID;JDC;EAM;OAC;EOC;FBD;IPC;EGE;EMM;CCE;LSF;REV 

JWBF JIR_Ifge;JIR_Ifeq;JIR_Ifgt;JIR_Ifne;JIR_Iflt;JIR_Ifle; 
EAM;EOA;JTD;JTI;JID;PRV;OAC;PLD; 
 

Table 7. MSI for each project under test 

Project Total HOMs Killed HOMs MSI 
BeanBin 402 146 36.32 % 
Barbecue 891 629 70.59% 
JWBF 238 225 94.54% 

 
Answer to RQ2 
RQ2 is designed to evaluate percentage of Non-Subsuming and De-coupled HOMs. 
These HOMs are “not good” because they are the HOMs which are easier to kill than 
their constituent FOMs and the set of test cases which kill HOMs cannot kills simultane-
ously their constituent FOMs. Our results indicate that the percentage of these HOMs is 
not large. The percentage of Non-Subsuming and De-coupled HOMs corresponding to 
the BeanBin, Barbecue, and JWBF projects are 1.74%, 10.21%, 2.52%, respectively. 

 
Answer to RQ3 
The ratio of subsuming HOMs to total generated HOMs is fairly high. This indicates 
that we can find the mutants that are harder to kill and more realistic (reflecting com-
plex faults) than FOMs by applying multi objectives optimization algorithm. Ratio of 
strongly subsuming HOMs to subsuming HOMs is smaller, but they can be used to 
replace a large number of FOMs without loss of test effectiveness. In our study, the 
number of FOMs corresponding to number of Strongly Subsuming HOMs which can 
be used to replace FOMs for the JWBF, BeanBin and Barbecue projects are 11-4, 40-
15 and 143-44, respectively. 

Table 8. The percentage of subsuming HOMs and strongly subsuming HOMs 

Project Ratio of Subsuming 
HOMs to total HOMs 

Ratio of Strongly Subsum-
ing to Subsuming HOMs 

BeanBin 26.9% 14% 
Barbecue 60% 8.2% 
JWBF 83.6% 2% 
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5 Conclusion and Future Work 

We proposed a new, extended classification of HOMs based on the combination of set 
of test cases (TCs) that kill HOM and sets of TCs which kill FOMs. Furthermore, we 
presented the objectives and the fitness function to apply multi-objective optimization 
algorithm NSGA-II to search for strongly subsuming HOMs and ten other types of 
HOMs. The results indicate that our approach can be useful in searching for strongly 
subsuming HOMs. However, number of equivalent HOMs still is large. In this case, 
equivalent HOMs cannot be killed by any test case of the given set of test cases T (see 
Section 2). It means that they could be killed by some test cases that not belong to T. 
So, in the future, we will research to improve our approach to assess whether HOMs 
are equivalent or not. In addition, we will apply other search-based algorithms based 
on our proposed objectives and fitness function in order to compare the effectiveness 
of different algorithms for searching for strongly subsuming HOMs. 
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Abstract. In this paper we investigate the impact of some aspects that
may be not considered in the performance evaluation of server clusters.
The concerned practical aspects are S1) the distribution of switching
times, S2) powering off the setup servers is forbidden and S3) the shut-
down time.

The simulation results show that the impact of these aspects on the
mean response time is negligible. However, relaxing S2 has a great impact
on the accuracy of the mean setup of servers, and the average energy
consumption of the cluster. On the contrary, a best trade-off between
the complexity and the accuracy regarding to the mean response time
and the average energy consumption of the cluster can be reached by
relaxing only S3, and the accuracy of the model can be improved with a
knowledge of the mean shutdown time.

Keywords: Data center, power-saving, shutdown time, analytical model.

1 Introduction

The efficient management and operation of data centers are one of the foremost
interests of both providers and researchers. The key problem is the balancing be-
tween the energy consumption which formed in operation costs and the response
time which presented in term of QoS.

The Dynamic Power Management (DPM) or Dynamic Voltage/Frequency
Management (DVFM) algorithms [1, 2] are proposed by adapting the number
of active servers to the arrival rate of jobs. However, this solution only solves a
part of the problem as the servers still consume around 60% of the peak power
in the idle state [3]. Moreover, both DPM and DVFM mainly focus on the power
consumption of CPUs, meanwhile, the CPU no longer dominates platform power
at peak usage in modern servers thanks to the advanced energy-efficiency tech-
niques [3, 16]. Furthermore, DPM should be applied carefully in order to reduce
the energy consumption [5].

In [9–11, 14], the authors state the running cost can be reduced with less harm
to QoS by applying enhanced operation policies for turning on/off servers. Sev-
eral analytical models [4, 6–8, 13, 14] were proposed for modelling data centers
with controlling the number of idle servers. Some practical aspects are relaxed

c© Springer International Publishing Switzerland 2015 403
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to make these models mathematically tractable. It is worth emphasizing that a
mathematical analysis may require a low computational effort than a stochastic
simulation [12].

In [4, 8, 13, 14], the authors assume that the shutdown phase can be ignored.
However, it is obvious that, in switching off periods, the servers still consume
energy without serving any jobs. Moreover, the number of switching off servers
will reduce the number of available servers for serving jobs. Another assumption
is that servers can be turned off in the setup phase, which is not practical. Note
that this assumption ignores the shutdown phase. These observations motivate
us to investigate the impacts of these aspects on the accuracy of the abstract
models. Furthermore, we show that

– the assumption of the exponential distribution of the setup time and the
relaxing of shutdown phase in the analytical models may not lead to the
loss of accuracy. However, the accuracy of the performance evaluation can
be improved with a knowledge of the mean shutdown time,

– turning off setup servers should be treated carefully as it greatly affects
the accuracy regarding the computation of the system’s average energy con-
sumption.

The rest of the paper is organized as follows. In Section 2, the dynamics of
the investigated system and the reference abstract model will be presented. The
performance measures are provided in Section 3. The simulation experiments
are carried out in Section 4. Finally, Section 5 concludes our work.

2 System Modelling

We consider a server cluster that consists of some servers, in which a server is
able to serve only one job at a time. Power-saving modes are used to save the
running cost, but require time to transition into and out of the power-saving
mode, and the servers can not serve jobs during the state transitions. In order
to reduce the energy consumption, operation policies can be used for turning on
and off the servers. From a practical point of view, powering off a server should
be avoided during its transition (into and out of the power-saving mode) periods.

Table 1 lists some analytical models proposed to model such server clusters [4,
8, 13, 14]. In order to have an analytically tractable model, two practical aspects
are relaxed in these models: the shutdown phase is ignored and servers can be
turned off during the powering up phase. Our aim in this paper is investigating
the impact of these simplifications on the accuracy of the abstract models.

A reference abstract model is constructed which includes all concerned prac-
tical aspects. By relaxing one or more aspects, we are able to investigate their
impacts on the abstract models’ accuracy. It is important to note that we are
only focus on the accuracy of the models, therefore, the operation policies are
not taken into account.

In following, we present the description of the reference abstract model: the
system consists of K homogeneous servers and a buffer with an infinite waiting
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Table 1. Assumptions in some analytical models

Setup time
(S1)

Can’t turn off
setup servers

(S2)

Has
shutdown time

(S3)
Policy

Artalejo et al.[4] Exp. No No Staggered On/Off

Gandhi et al.[8] Exp. No No
On/Off,
DelayedOff

Tian et al. [13, p. 231] Exp. No No On/Off

Mitrani[14] Exp. No No
On/Off with
block of servers

Reference model Uni./Fix/Exp. Yes
Yes,

Uni./Fix/Exp.
On/Off

space. Jobs arrive according to a Poisson process with rate λ, and will be served
according to First Come First Served (FCFS) principle. Jobs will enter the queue
if there are not any free servers. A server serves one job at a time in the power on
state, service times are distributed exponentially with mean 1/μ. Let ρ denote
the system load with ρ = λ/(Kμ). Time is required to transition into and out
of the power-saving mode with the mean switching on and off time are 1/α and
1/ω, respectively. The servers can not serve jobs during the state transitions. In
addition, powering off a setup server is forbidden.

The simple On/Off policy is applied with the dynamics of the system are
driven by the arrivals and the departures of jobs: The servers are switched into
the power-saving mode after becoming idle as soon as the queue is empty. Oth-
erwise they pick a job from the queue to serve according to the FCFS principle.
The power-off servers will be turned on again upon on arrivals of new jobs, un-
less the number of the setup servers already exceeds the number of jobs in the
queue.

Based on this reference abstract model, the following aspects will be consid-
ered:

1. Distribution of switching times can be Uniform, Fix or Exponential (S1).
2. Servers can not be powered off in the setup phase (S2).
3. The shutdown time is taken into account (S3).

Note that the assumption of turning off setup servers imply the simplification
of ignoring the powering off phase.

3 Performance Measures

Following [5], let wj be the waiting time in queue of job j before service and
sj be the service time needed to process job j. The response time rj of job j
is the time period between its arrival instant and departure instant. Therefore
rj = wj + sj . The mean waiting time WT (n), the mean service time ST (n) and
the mean response time RT (n) of n completed jobs are calculated as follows:
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WT (n) =
1

n

n∑

l=1

wl, ST (n) =
1

n

n∑

l=1

sl, RT (n) =
1

n

n∑

l=1

rl.

The long term average service time, the long term average waiting time and
the long term average response time are defined as

ST = lim
n→∞ST (n), WT = lim

n→∞WT (n), RT = lim
n→∞RT (n).

Servers consume energy in busy, setup and switching off periods. When the
server is busy, the consumed energy is used to process jobs. In the setup and
switching off periods, consumed energy is needed due to the dynamic of the sys-
tem, but can not be used for processing jobs, therefore, it should be minimized.

Let the departure time of job n be tn. Let τi(t), ζi(t) and κi(t) denote the total
time server i spent in the busy, setup and switching off periods within a time
interval t, respectively. Define AEp(tn) and AEw(tn) as average useful energy
consumption per job and “wasted” energy consumption per job up to time tn,
respectively. We have

AEp(tn) =
Pmax

∑K
i=1 τi(tn)

n
,

AEw(tn) =
Pmax

∑K
i=1(ζi(tn) + κi(tn))

n
.

with Pmax is the power consumption of one server. The average energy consump-
tion per job up to tn is calculated as

AE(tn) = AEp(tn) +AEw(tn).

The long term average energy consumptions per job are defined as

AE = lim
n→∞AE(tn), AEp = lim

n→∞AEp(tn), AEw = lim
n→∞AEw(tn).

Let Nse(t) denote the average number of setup servers within a time interval
t and nse(t) denote the number of setup servers at time t. We have

Nse(t) =
1

t

t∫

0

nse(s)ds. (1)

The long term average number of setup servers is defined as

Nse = lim
T→∞

1

T

T∫

0

nse(t)dt.

We consider the events of a server entering and leaving the setup phase. Let
0 < t1 < t2 < ... be the times of the occurrences of these consecutive events and
t0 = 0.
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Let define L(t) = max {l : tl ≤ t} and tL(t)+1 = t. It is trivial that nse is
invariable within the time interval [tl, tl+1), 0 ≤ tl ≤ L(t). Hence, (1) can be
rewritten as follows:

Nse(t) =
1

t

L(t)
∑

l=0

nse(tl)(tl+1 − tl). (2)

In the other hand, we can rewrite nse as follows:

nse(s) =

K∑

i=1

ε(i, s),

with

ε(i, s) =

{

1 If server i is in the setup phase at time s,

0 otherwise.

Therefore, (2) can be rewritten as follows:

Nse(t) =
1

t

L(t)
∑

l=0

K∑

i=1

ε(i, tl)(tl+1 − tl)

=
1

t

K∑

i=1

L(t)
∑

l=0

ε(i, tl)(tl+1 − tl)

=
1

t

K∑

i=1

ζi(t).

Let Ns(t) and Nsh(t) denote the average number of busy and switching off
servers within a time interval t, respectively. Similarly, we have

Ns(t) =

∑K
i=1 τi(t)

t
, Nsh(t) =

∑K
i=1 κi(t)

t
.

Their long term average values can be defined as

Ns = lim
t→∞Ns(t), Nsh = lim

t→∞Nsh(t).

Define AE∗
p(t), AE

∗
w(t) and AE∗(t) as average useful, “wasted” and total en-

ergy consumption of the system up to time t, respectively, and can be calculated
as follows:

AE∗
p(t) =

∑K
i=1 τi(t)Pmax

t
= Ns(t) ∗ Pmax,

AE∗
w(t) =

∑K
i=1(ζi(t) + κi(t))Pmax

t
= (Nse(t) +Nsh(t)) ∗ Pmax,

AE∗(t) = AE∗
p(t) +AE∗

w(t).
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The long term average energy consumption AE∗
p, AE

∗
w and AE∗ are defined

as follows:

AE∗
p = lim

t→∞AE∗
p(t) = Ns ∗ Pmax,

AE∗
w = lim

t→∞AE∗
w(t) = (Nse +Nsh) ∗ Pmax,

AE∗ = lim
t→∞AE∗(t) = (Nse +Ns +Nsh) ∗ Pmax.

4 Simulation Experiments

In analytical models [4, 8, 10, 13, 14], it is common assumption that the setup
time is exponentially distributed. However, the switching on and off phases are
time-bound in realistic systems. We took some experiments on a Linux server
with Intel R© CoreTM i5-4670 3.40GHz processor, 16GB DDR3 1600 MHz RAM
and 1TB 7200 RPM Hard disk running Ubuntu 14.04 64-bit OS. We manually
turned on and turned off the server using Hibernate power-saving mode and
recorded the required time of switching on and switching off phases using a
stopwatch. The measured data is listed in Table 2.

Table 2. Experiment data

Phase Min (s) Max (s) Mean (s)

Switch on 24.44 26.55 25.4
Switch off 8.93 10.92 9.7

When the system load is small, it is likely that we need to turn on an server for
each new request and turn off it immediately after serving one request. Therefore,
the system can be approximated by the M/M/k queue with the mean service
time of ( 1

α + 1
μ + 1

ω ). On the contrary, turning off servers is very rarely happens
when the load is high enough. Hence, in this case the system can be approximated
by the M/M/k queue with the mean service time of 1/μ.

Similarly, it can be also applied when the mean service time is very large
comparing to the mean setup time. In this case, both the setup time and the
shutdown time can be ignored. We used 1/μ = 50s and 1/μ = 300s in the
simulation in order to investigate the impact of the switch on and switch off
time. The average power consumption of the HP Moonshot m300/m350/m710
server cartridges is chosen with Pmax = 44.0W [16], and K = 45 as the maximum
number of cartridges of one Moonshot 1500 chassis [15].

The following 5 abstract models were compared:

1) a model with the switching times are uniform distributed (Uni.,S2,S3 ).
2) a model with the fix switching times (Fix,S2,S3 ).
3) a model with the switching times are exponential distributed (Exp.,S2,S3 ).
4) a model without aspect S3, the switching times are exponential distributed

(Exp.,S2 ).
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5) a model without aspect S2, the switching times are exponential distributed
(Exp.). Note that this assumption also implies that S3 is neglected!

Simulation runs were performed with the confidence level of 99.9%. The confi-
dence interval is ±0.6% of the collected data.

Figures 1 and 2 illustrate the mean response time against the system load for
all scenarios. The response time consists of 2 components: the mean service time
and the mean waiting time. The results show that the mean service times are
not impacted by the simplification of some aspects, and are always equal to 1/μ.

When keeping the aspects S2 and S3 (Uni./Fix/Exp.,S2,S3 ), it can be ob-
served that the uniform and fix switching times give the same mean response
time, while the observed mean response time is always smaller in the case of the
exponential distributed switching times. It is interesting that aspects S2 and S3
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Fig. 1. Mean response time vs. system load for 1/μ = 50s
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Fig. 2. Mean response time vs. system load for 1/μ = 300s
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have a small impact on the accuracy regarding the computation of the mean
response time. Usually relaxing only S3 gives the worst results, but they are
approximately equal to the observed results of the scenario Exp.,S2,S3. How-
ever, the deviation is acceptable in the most all cases. For example, the devia-
tions in the case of 1/μ = 50s are 1.04s (1.8%), 0.85s (1.5%), 0.37s (0.6%) for
ρ = 0.3, 0.5, 0.9, respectively. The deviations are even smaller in case of higher
1/μ, for example the largest gap in case of 1/μ = 300s is 1.87s (0.6%) for ρ = 0.3.
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Fig. 3. Mean number of operative servers vs. system load for 1/μ = 50s

The mean number of setup, busy and switching off servers are depicted in
Fig. 3. It is observed that the concerned aspects only impact on the mean number
of setup and switching off servers, and the mean number of busy servers is always
equal to Kρ. The other observation is that the uniform and fix switching times
give the same results of Nse and Nsh, therefore the fix switching times should be
used in the simulation.

Figure 4 plots the long term average energy consumption per job (AE) for
1/μ = 50s. It consists of 2 components: the useful energy consumption (AEp)
and the “wasted” energy consumption (AEw). It can be inferred from Fig. 4 that
the more aspects are relaxed, the smaller the AE is. However, the concerned as-
pects only impact on the “wasted” component. Theoretically, these performance
measures can be obtained as follows:

AEp =
AE∗

p

λ
=

Ns ∗ Pmax

λ
,

and

AEw =
AE∗

w

λ
=

(Nse +Nsh) ∗ Pmax

λ
.

It explains why the useful energy consumption (AEp) remains constant in all
scenarios.
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Fig. 4. Mean energy consumption per job vs. system load for 1/μ = 50s

The mean number of switching on and off servers are plotted again in Fig. 5
for 1/μ = 50s. Note that relaxing S3 means Nsh = 0. It can be observed that
relaxing S2 (and also S3) has a great impact on the number of setup servers
(Nse). For example, the deviations are 3.93− 2.48 = 1.45 and 2.36− 1.88 = 0.88
for ρ = 0.5 and ρ = 0.9, respectively.

The results from Fig. 5 also show that the mean number of setup servers in case
of relaxing only S3 (Exp.,S2 ) approximately equals to the case of the reference
abstract model with exponential distributed switching times (Exp.,S2,S3 ).

However, the rate of turning on servers must be equal to the rate of turning
off servers in order to ensure the stability of the abstract models. Therefore, the
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Table 3. Mean number of setup and shutdown servers for 1/μ = 50s and 1/μ = 300s

Dist. of
switch time

1/μ = 50s
ρ Nse Nsh Nsh/Nse

Uniform

0.2 2.932049 1.119708 0.381886
0.5 3.918762 1.496538 0.381891
0.7 4.386620 1.675217 0.381892
0.9 2.356910 0.900166 0.381926

Fix

0.2 2.936141 1.121283 0.38189
0.5 3.927475 1.499863 0.38189
0.7 4.396860 1.679118 0.38189
0.9 2.356310 0.899850 0.381889

Exp.

0.2 2.708456 1.034221 0.381849
0.5 3.598524 1.374097 0.38185
0.7 4.075039 1.556168 0.381878
0.9 2.280834 0.871034 0.381893

Dist. of
switch time

1/μ = 300s
ρ Nse Nsh Nsh/Nse

Uniform

0.2 0.911331 0.348031 0.381893
0.5 1.306139 0.498796 0.381886
0.7 1.585482 0.605479 0.38189
0.9 1.065862 0.407044 0.381892

Fix

0.2 0.911614 0.348136 0.38189
0.5 1.306596 0.498976 0.38189
0.7 1.586221 0.605762 0.38189
0.9 1.067366 0.407617 0.381891

Exp.

0.2 0.868859 0.331857 0.381946
0.5 1.237465 0.472663 0.381961
0.7 1.499902 0.572756 0.381862
0.9 1.023362 0.390961 0.382036

mean number of shutdown servers (Nsh) can be obtained approximately with
the following formula:

Nsh = Nse ∗
α

ω
.

This observation is true for all policies of turning on/off servers and the dis-
tribution of switching times as confirmed in Table 3 (with 9.7/25.4 = 0.38189).
Hence, relaxing only S3 (Exp.,S2 ) can give us a best trade-off between the com-
plexity and the accuracy regarding to the mean response time and the average
energy consumption. The accuracy of this abstract model can be increased with
a knowledge of the mean shutdown time.

5 Conclusion

In this paper we investigated the impact of some simplifications assumed in
several analytical models for modelling data centers. The concerned aspects are
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S1) The distribution of switching times, S2) Turning off setup servers is forbidden
and S3) The shutdown time.

The simulation results show that the impact of these aspects on the mean
response time is small. However, relaxing S2 has a great impact on the accuracy
of the mean setup of servers, and the average energy consumption. On the con-
trary, the knowledge of mean shutdown time can improve the accuracy of the
model and a best trade-off between the complexity and the accuracy regarding
to the mean response time and the average energy consumption can be reached
by relaxing the condition of the shutdown time.
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