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Preface

As the world population ages and the care ratio (ratio of healthy young citizens to
elderly citizens) is in decline, monitoring and care of individuals with continuous
recording of medical information in electronic form, remotely or during in-site
medical visits, is becoming more and more incorporated in daily life. Multimodal
technologies are constantly being developed to assist people in their daily life, with a
vast range of wearable sensors now available for monitoring health parameters (e.g.,
blood pressure, sweat, body temperature, heart rate, etc.), lifestyle (e.g., monitoring
utility use, levels of activity, sleep quantity and quality, etc.), and a person’s ability
to carry out activities of daily living. At the same time, health professionals have
integrated new technologies into their workflow, for example by using various types
of medical imagery to facilitate and support their clinical practice and diagnosis, and
also by examining data from sensors and home medical devices, which allow them
to remotely care for their patients. Health records and databases are now enriched
with digital multimodal data on the patients, for which new methods need to be
developed for accurate and fast access and retrieval.

One of the starting points for this book was the EU funded project Dem@Care.
In Dem@Care, a multi-modal sensing platform was developed for the remote multi-
modal monitoring and care of people with dementia. Intelligent fusion and decision
support made its outcomes immediately useable by clinicians, informal caregivers
and also the people with dementia, via appropriate interfaces. This book covers,
in its three parts, the above-mentioned aspects on the presence of multimodal data
in healthcare, both for individuals (patients, family, and friends) and for medical
professionals.

The first part entitled “Multimedia and Multimodal Pattern Recognition for
Healthcare Applications” examines the analysis of different kinds of medical images
and video data for diagnosis, evaluation of the health status of an individual, and
their ability to live alone. From medical image analysis to multimodal video analyt-
ics, this part presents new multimedia technologies from healthcare applications.

v



vi Preface

The second part “Multimedia Analysis and Feedback in Medicine” presents
current solutions to provide feedback to patients, for support, training, and rehabili-
tation purposes, or for monitoring them for safety and providing feedback if needed.
All its chapters present tools which directly mainly communicate with patients in
an efficient recommendation or self-assessment protocols.

Finally, the third part covers “Multimedia and Technology in Medicine,” where
aspects of accessing multimodal health-related data (e.g., electronic health records,
medical images) are presented.

We hope that this book will give medical practitioners and general scientists a
good overview of the most advanced practices and tools of multimedia data analysis
for health and will help them in their everyday practice.

Thermi, Thessaloniki, Greece Alexia Briassouli
Talence, France Jenny Benois-Pineau
Pittsburgh, PA, USA Alexander Hauptmann
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Overview of Multimedia in Healthcare

Alexia Briassouli, Jenny Benois-Pineau, and Alexander Hauptmann

As the world population ages and the care ratio (ratio of healthy young citizens to
elderly citizens) is in decline, monitoring and care of individuals with continuous
recording of medical information in electronic form remotely or during in-site
medical visits is becoming more and more incorporated in daily life. Multimodal
technologies are constantly being developed to assist people in their daily life, with a
vast range of wearable sensors now available for monitoring health parameters (e.g.
blood pressure, sweat, body temperature, heart rate etc.), lifestyle (e.g. monitoring
utility use, levels of activity, sleep quantity and quality etc.), a person’s ability
to carry out activities of daily living. At the same time, health professionals have
integrated new technologies into their workflow, for example by using various types
of medical imagery to facilitate and support their clinical practice and diagnosis, and
also by examining data from sensors and home medical devices, which allow them
to remotely care for their patients. Health records and databases are now enriched
with digital multimodal data on the patients, for which new methods need to be
developed for accurate and fast access and retrieval.

A. Briassouli (�)
Centre for Research and Technology, Hellas, Information Technologies Institute,
Thermi, Thessaloniki, Greece
e-mail: abria@iti.gr

J. Benois-Pineau
Laboratoire Bordelais de Recherche en Informatique/University Bordeaux,
Talence, France
e-mail: jenny.benois@labri.fr

A. Hauptmann
Computer Science Department, Carnegie Mellon University, Pittsburgh, PA, USA
e-mail: alex@cs.cmu.edu

© Springer International Publishing Switzerland 2015
A. Briassouli et al. (eds.), Health Monitoring and Personalized Feedback
using Multimedia Data, DOI 10.1007/978-3-319-17963-6_1

1

mailto:abria@iti.gr
mailto:jenny.benois@labri.fr
mailto:alex@cs.cmu.edu


2 A. Briassouli et al.

One of the starting points for this book was the EU funded project Dem@Care.
In Dem@Care, a multi-modal sensing platform was developed for the remote multi-
modal monitoring and care of people with dementia. Intelligent fusion and decision
support made its outcomes immediately useable by clinicians, informal caregivers
and also the people with dementia, via appropriate interfaces. This book covers, in
its three parts, the abovementioned aspects on the presence of multimodal data in
healthcare. The book targets a wide audience, including both individuals (patients,
family, friends), as well as medical professionals. The goal of this book is to
provide a comprehensive overview, together with research contributions, on the use
of multimedia signals and derived knowledge nowadays for efficient computer aided
diagnosis, monitoring and patient feedback.

The first part entitled “Multimedia Data Analysis” examines the analysis of
different kinds of medical data, ranging from medical images and video data to
health records.

The second part, “Multimedia Event and Activity Detection and Recognition for
Health-Related Monitoring” presents methods for detecting and classifying events
in long-duration recordings. This is particularly relevant to real-world applications,
where events and activities need to be detected in long, otherwise uneventful,
recordings.

The third part, “Multimedia Based Personalized Health Feedback Solutions”
presents current solutions to provide feedback to patients, for support, training and
rehabilitation purposes, or for monitoring them for safety and providing feedback if
needed. The tools that are presented focus on direct and personalized.

1 Types of Multimedia Data and Types
of Health-Related Applications

Healthcare is considered one of the most important testbeds for new multimedia
applications, which have a central role in modern medicine. All types of multimedia
data are involved in health-related applications, ranging from simple physiological
signals to four-dimensional medical images and high resolution CAT scans. Modern
day diagnostic equipment is in many cases digital, producing specialized medical
measurements. For example, digital imagery is used in numerous healthcare
applications, e.g. in MRI, CAT scans, and other forms of medical imaging such
as mammography, neuroimaging, optoacoustic imaging, thermography (infrared
imaging), ultrasound etc.

Together with specific imaging modalities mentioned above which are being
developed for imaging in vivo, classical image/video acquisition techniques are
increasingly targeting specific, healthcare-related applications. The unobtrusive
observation of patients by ambient video cameras allows for objective assessment
of capacities of patients with dementia and help in diagnostics and disease moni-
toring (http://www.grafton.org/smart-home-technology-a-tool-to-improve-quality-
of-services/). As an existing example, non-intrusive ambient video observation

http://www.grafton.org/smart-home-technology-a-tool-to-improve-quality-of-services/
http://www.grafton.org/smart-home-technology-a-tool-to-improve-quality-of-services/
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allows for the assessment of gait in Parkinson’s disease [3, 4], while it is extended
in this work for the recognition of Activities of Daily Living in the assessment of
individuals with dementia [1].

Numerous wearable sensors are also being developed (http://www.pcmag.com/
article2/0,2817,2470806,00.asp; http://www.wearable-technologies.com/2014/
01/the-new-wave-of-wristbands/), for daily monitoring of the health status of
individuals, measuring blood pressure, blood oxygen, glucose levels, sleep patterns,
heart activity etc., resulting in great amounts of digital data. At the same time,
Electronic Healthcare Records (EHR) are being linked with multimodal data
for a richer picture of the condition of patients (http://www.nibib.nih.gov/news-
events/newsroom/linking-multimedia-electronic-health-records-improve-health-
care). Mobile health-related data is also becoming increasingly widespread as
mHealth technologies advance, e.g. via apps providing information about physical
activity levels, physiological responses and other health-related apps, for which
consumer demand is high (http://obssr.od.nih.gov/scientific_areas/methodology/
mhealth/). The vast, continuously increasing, amounts of digital multimedia data
related to healthcare, have led to the advancement of methods for analyzing “Big
Data” in healthcare today (http://www.technologyreview.com/news/529011/can-
technology-fix-medicine/). McKinsey is predicting that the business of analyzing
health-related digital data may be worth $300–450 billion, while large IT companies
are investing in all aspects of the domain, ranging from low-cost apps to expensive
analytical medical systems. Thus, the extensive use of digital medical data and the
variety of issues that arise in parallel with it is now driving innovation in digital
health technologies with the creation of numerous health-related apps, gadgets and
startups. Concluding, the proliferation of digital multimodal data in health is only
increasing, necessitating consistent efforts for its analysis and seamless integration
in daily life and the workflow of clinicians, which can be addressed by startups, but
also established companies (http://hitconsultant.net/2014/10/02/philips-telehealth-
apps-receives-510k-clearance-for-new-digital-health-platform/; http://www.intel.
com/content/www/us/en/healthcare-it/healthcare-overview.html; http://www-935.
ibm.com/industries/healthcare/; http://www.forbes.com/sites/dandiamond/2014/08/
22/apple-google-are-jumping-into-health-care-is-amazon-next/) who are investing
heavily in the healthcare sector.

2 Clinical Applications: Monitoring and Feedback

Health-related clinical applications include analyzing medical data and providing
related feedback to clinicians. Monitoring of a person’s health condition can take
place in a hospital even when the nurse or physician is not present, to provide a
complete picture of their physiological status (e.g. vitals over time) and to notify
in case of alarm. The field of telehealth applications, devices and companies that
have been created to address the needs of clinical monitoring and feedback is
vast and continually evolving. Health or biomedical informatics analyze data for
improved and automated monitoring of diseases and their evolution. This field alone

http://www.pcmag.com/article2/0,2817,2470806,00.asp
http://www.pcmag.com/article2/0,2817,2470806,00.asp
http://www.wearable-technologies.com/2014/01/the-new-wave-of-wristbands/
http://www.wearable-technologies.com/2014/01/the-new-wave-of-wristbands/
http://www.nibib.nih.gov/news-events/newsroom/linking-multimedia-electronic-health-records-improve-health-care
http://www.nibib.nih.gov/news-events/newsroom/linking-multimedia-electronic-health-records-improve-health-care
http://www.nibib.nih.gov/news-events/newsroom/linking-multimedia-electronic-health-records-improve-health-care
http://obssr.od.nih.gov/scientific_areas/methodology/mhealth/
http://obssr.od.nih.gov/scientific_areas/methodology/mhealth/
http://www.technologyreview.com/news/529011/can-technology-fix-medicine/
http://www.technologyreview.com/news/529011/can-technology-fix-medicine/
http://hitconsultant.net/2014/10/02/philips-telehealth-apps-receives-510k-clearance-for-new-digital-health-platform/
http://hitconsultant.net/2014/10/02/philips-telehealth-apps-receives-510k-clearance-for-new-digital-health-platform/
http://www.intel.com/content/www/us/en/healthcare-it/healthcare-overview.html
http://www.intel.com/content/www/us/en/healthcare-it/healthcare-overview.html
http://www-935.ibm.com/industries/healthcare/
http://www-935.ibm.com/industries/healthcare/
http://www.forbes.com/sites/dandiamond/2014/08/22/apple-google-are-jumping-into-health-care-is-amazon-next/
http://www.forbes.com/sites/dandiamond/2014/08/22/apple-google-are-jumping-into-health-care-is-amazon-next/
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ranges from clinical informatics to pharmacy, public, community, even consumer
health informatics, among others. These fields automatically analyze medical data
to provide analysis results on a person’s health status, on the progression of an
epidemic, on the effectiveness of certain interventions etc. Feedback can be in the
form of paging emergency notifications to carers, or may involve more sophisticated
analyses of multimodal medical data resulting in recommendations for lifestyle
changes, and new medical knowledge.

3 Assisted Living Applications: Monitoring and Feedback

Remote health monitoring can also help people to live independently for a
longer period of time, e.g. in smarthome environments [2] (www.demcare.eu;
http://www.scientificamerican.com/article/smart-home-sensors-could-help-aging-
population-stay-independent/; http://www.grafton.org/smart-home-technology-a-
tool-to-improve-quality-of-services/). The EU project Dem@Care involved the
creation of a multimodal sensing platform for comprehensive monitoring and
intelligent decision support, aiming at better care for people with dementia. The
multimodal nature of the sensing involved led to reliable assessments of the person’s
condition, rapid alerts in case of emergency and personalized care. Feedback was
provided via appropriately designed interfaces, both for the person with dementia,
and for their formal and informal caregivers. Health-related multimodal data can
be used to provide support for chronic health management at home via remote
monitoring and feedback. Emergencies can be detected quickly thanks to digital
monitoring devices, as well as more subtle health-related deteriorations that can
be detected from lifestyle changes, such as reduction in mobility or poor quality
of sleep. The monitoring can take place using either ambient or wearable sensors,
in most cases via a combination of both. Ambient sensors that are very commonly
used include motion and contact sensors, to monitor mobility in the home, which
rooms are used most often, where the person spends most of their time etc.
Utility usage can also be tracked, e.g. the use of electricity and water, both for
preventing emergencies, and for monitoring a person’s lifestyle. Wearable sensors
can be physiological sensors, measuring for example blood pressure, galvanic skin
response, temperature, sleep quantity and quality, and even audiovisual [3, 4] in
more advanced monitoring systems.

Feedback can be provided at numerous levels and in various forms. Clinical
experts are provided with detailed medical feedback, to provide them with a
complete and detailed clinical picture of the person’s overall health status, either in
the hospital or in their daily life. Individuals being monitored can receive feedback
that is tailored to their condition and personal needs. For example, a person suffering
from dementia can benefit from memory-enhancing feedback, such as visual diaries
and reminders, while a person with a heart condition can benefit from motivational
feedback on healthier lifestyle choices. The form of feedback can range from simple

www.demcare.eu
http://www.scientificamerican.com/article/smart-home-sensors-could-help-aging-population-stay-independent/
http://www.scientificamerican.com/article/smart-home-sensors-could-help-aging-population-stay-independent/
http://www.grafton.org/smart-home-technology-a-tool-to-improve-quality-of-services/
http://www.grafton.org/smart-home-technology-a-tool-to-improve-quality-of-services/
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smartphone reminders, in text, audio or visual form, to environmental modifications,
such as discreet lights blinking, changes in lighting and temperature, even the
diffusion of scents.

4 User Considerations (Target Groups, Unobtrusiveness,
Integration in Daily Life and Workcycle, Ethics
and Privacy Issues)

The monitoring a person’s health and lifestyle can provide valuable insights on their
individual health status and its evolution, due to the detailed and varied outcomes
of multimodal sensing. However, these advantages of multimodal monitoring also
entail privacy and ethics concerns that need to be addressed before the deployment
of such solutions. Each country has ethics committees that need to approve new
protocols, such as those involving multisensory monitoring. An important part of the
approval includes the informed consent of the individual to be monitored and their
carers. Once ethics and privacy concerns are addressed, the monitoring solutions
need to be integrated in daily life, to ensure consistent use and compliance of the end
users: for example, patients need to wear the monitoring device and carers need to
check the new, digital interface providing them with the analysis results of the sensor
measurements from their patients. Ambient, environmental sensors may be easier to
integrate in a person’s daily life, as they are usually unobtrusive. Wearable sensors
may be forgotten by the end user or may not be easy to use. For this reason, all new
designs aim at familiar form factors, e.g. watches, pendants or sensing modalities
integrated in smartphones, which are easy to use and understand. Similarly, the
feedback that is provided to end users is tailored to them, so as to ensure that they
understand it and do not find it distracting in their daily life or workflow (in the case
of physicians). Participatory user centered design and the experience gained from
ongoing advances in these technologies are continually improving their usability,
while end users are becoming rapidly familiarized with them. It is therefore to be
expected that multimodal monitoring and feedback will soon be an integral part of
medicine and home care.

5 Ending

We hope that the book will give medical practitioners and general scientists a good
overview of the most advanced practices and tools of multimedia data analysis for
health and will help them in their everyday practice.
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Craniofacial Image Analysis

Ezgi Mercan, Indriyati Atmosukarto, Jia Wu, Shu Liang,
and Linda G. Shapiro

1 Introduction to Craniofacial Analysis

Craniofacial research focuses on the study and treatment of certain congenital
malformations or injuries of the head and face. It has become a multi-disciplinary
area of expertise in which the players consist of not only oral and maxillofacial or
plastic surgeons, but also craniofacial researchers including a large array of pro-
fessionals from various backgrounds: basic scientists, geneticists, epidemiologists,
developmental biologists, and recently computer scientists.

It is important to represent the shape of the human face in a standard way
that facilitates modeling the abnormal and the normal. Morphometrics, the
study of shape, has been a crucial toolbox for craniofacial research. Classical
morphometrics-based craniofacial analyses use anthropometric landmarks and
require taking physical measurements directly on the human face. These
measurements are then used in a numerical analysis that compares the patient’s
measurements with the normal population to detect and quantify the deformation.
Another technique for measuring the severity of shape deformations involves
having clinical experts qualitatively match the shape of the patient’s head to a set
of templates. Template-matching is a common method in clinical practice, but it
heavily depends on human judgment.
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As the field of computer vision has progressed, its techniques have become
increasingly useful for medical applications. Advancements in 3D imaging tech-
nologies led craniofacial researchers to use computational methods for the analysis
of the human head and face. Computational techniques aim to automate and improve
established craniofacial analysis methods that are time consuming and prone to
human error and innovate new approaches using the information that has become
available through digital data.

This paper describes a set of computational techniques for craniofacial anal-
ysis developed by the University of Washington Multimedia Group. Section 2
describes the craniofacial syndromes whose analyses we have performed. Section 3
summarizes our previous work in craniofacial research and describes our image
analysis pipeline, including preprocessing, feature extraction, quantification, and
classification. Section 4 introduces our new work on the comparison of different
features in similarity-based retrieval, and Sect. 5 concludes the paper.

2 Craniofacial Syndromes

We will describe three relevant syndromes: deformational plagiocephaly, 22q11.2
deletion syndrome, and cleft lip and palate.

2.1 Deformational Plagiocephaly

Deformational plagiocephaly can be defined as abnormal head shape (parallelogram
shaped skull, asymmetric flattening, misalignment of the ears) due to external
pressure on the infant’s skull [17]. Figure 1 shows photographs of several infants’
heads from the top view, with and without plagiocephaly. Although considered
a minor cosmetic condition by many clinicians, if left untreated, children with
plagiocephaly may experience a number of medical issues, ranging from social
problems due to abnormal appearance to delayed neurocognitive development.

Fig. 1 Deformational Plagiocephaly—(a,b) Top views of heads of children with deformational
plagiocephaly. (c) Top view of a child’s head without deformational plagiocephaly
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The severity of plagiocephaly ranges from mild flattening to severe asymmetry
along a wide spectrum that is difficult to quantify. Clinical practices to diagnose
and quantify plagiocephaly involve identifying anthropometric landmark points and
taking measurements between the points. In one approach, the clinician determines
the areas with the greatest prominence on the right and left sides of the head and
measures diagonally the distances from these sites to the back of the head. The
smaller length is subtracted from the larger resulting in an asymmetry number called
the transcranial diameter difference [10]. Another technique compares the infant’s
skull shape to four templates: normal skull [score 0], mild shape deformation
[score 1], moderate shape deformation [score 2], and severe shape deformation
[score 3].

As an alternative to taking physical measurements directly on the infant’s head,
a technique called HeadsUp developed by Hutchinson et al. performs automated
analysis of 2D digital photographs of infant heads fitted with an elastic head
circumference band that has adjustable color markers to identify landmarks [13].
Although this semi-automatic approach is less intrusive and faster, it is still
subjective, and the analysis is only 2D. There are some recently proposed techniques
that use 3D surface data: Plank et al. [22] use a laser shape digitizer to obtain the 3D
surface of the head, but still require manual identification of the landmarks. Lanche
et al. [14] use a stereo-camera system to obtain a 3D model of the head and propose
a method to compare the infant’s head to an ideal head template.

2.2 22q11.2 Deletion Syndrome

22q11.2 deletion syndrome (22q11.2DS) is a disorder caused by a 1.5–3 MB
deletion on chromosome 22 and occurs in 1 of every 4,000 individuals [21]. Over
180 phenotypic features are associated with this condition, including well-described
craniofacial features such as asymmetric face shape, hooded eyes, bulbous nasal
tip, tubular appearance to the nose, retrusive chin, prominent nasal root, small
nasal alae, small mouth, open mouth and downturned mouth, among others. Some
manifestations of facial features are very subtle, and even craniofacial experts
find them difficult to identify without measurements and analysis. Figure 2 shows
example manifestations of the syndrome on the face.

Fig. 2 22q11.2DS
craniofacial
features—Example 3D face
mesh data of children with
22q11.2 deletion syndrome
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Early detection of 22q11.2DS is important, because the condition is known to
be associated with cardiac anomalies, mild-to-moderate immune deficiencies and
learning disabilities. Similar to the detection of deformational plagiocephaly, the
assessment of 22q11.2DS has commonly been through physical examination and
craniofacial anthropometric measurements. After identification of the symptoms,
genetic tests can be conducted to confirm and complete the diagnosis.

There has been little effort to automate the diagnosis and analysis of 22q11.2DS.
Boehringer et al. [7] used Gabor wavelets to transform 2D photographs of the
individuals and PCA to classify the dataset. However, the method requires manual
placement of anthropometric landmarks on the face. Hammond et al. [12] proposed
a dense surface model method followed by the application of PCA on 3D surface
mesh data, which also requires manually placed landmarks to align the meshes.

2.3 Cleft Lip and Palate

Cleft lip is a birth defect that occurs in approximately 1 in every 1,000 newborns
and can be associated with cleft palate [2]. The deformity is thought to be a result
of the failure of fusion in utero and may be associated with underdevelopment of
tissues. Cleft lip and palate can range from multiple deep severe clefts in the palate
to a single incomplete or hardly noticeable cleft in the lip. Figure 3 shows examples
of deformations on infants’ faces caused by cleft lip and/or palate. The condition
can be treated with surgery and the treatment can produce a dramatic change in
appearance of the lip depending on the severity of the cleft. Since the potential
results and treatment options depend on the severity of the cleft, it is important to
have an objective assessment of the deformity.

The assessment of cleft deformities relies on a clinical description that can
be subjective and landmark-based measurements that can be time consuming and
difficult to perform on young infants. Additionally, there is no “gold standard” for
evaluation and the correlation between the scores given by different medical experts
can be very low [26].

There has not been much computational work done towards the quantification of
the cleft lip using the face shape. Nonetheless, some work has been done on face
symmetry, which can be used in cleft assessment, in computer vision. Although not

Fig. 3 Cleft lip—Example 3D face mesh data of children with cleft lip. Cleft of the lip can cause
a wide range of deformations from mild to severe
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applied to cleft assessment, Benz et al. introduced a method for 3D facial symmetry
analysis using the iterative closest point algorithm to register the mirrored mesh
to the original [5]. This method is reliable when the data is properly aligned and
heavily depends on the choice of the initial plane about which the data is mirrored.

3 Craniofacial Image Analysis Pipeline

Our pipeline consists of data acquisition and preprocessing, feature extraction,
and high-level operations of quantification, classification and content-based image
retrieval. Figure 4 summarizes the steps of the pipeline and their relationships, as
discussed in this section.

3.1 Data Acquisition and Preprocessing

With the developments in 3D imaging technologies, the use of 3D information
has become widespread in research and applications. Craniofacial research greatly
benefits from these developments due to the lower cost and higher accuracy of new
imaging technologies like laser scanners and stereo-photography, in comparison
to traditional methods such as direct measurements on the patient or 2D image-
based techniques. Stereo imaging systems are popular among medical researchers,
since they make it possible to collect large amounts of data in a non-invasive and
convenient way.

The 3dMD® system is a commercial stereo-photography system commonly used
for medical research. It uses texture information to produce a 3D mesh of the
human face that consists of points and triangles. Figure 5 shows an example 3dMD
setup where multiple pods of cameras are placed around a chair and simultaneously
obtain photographs of the patient from different angles. Since the resulting mesh

Fig. 4 The craniofacial image analysis pipeline overview
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Fig. 5 3D Face Mesh Acquisition—(a) 3dMD® system with multiple cameras, (b) The texture
images from four different cameras on front, back, left and right, (c) The 3D mesh produced with
the stereophotography technique

Fig. 6 Automated mesh cleaning—(a) Original mesh acquired by 3DMD®, (b) Frontal snapshot
of the rotated mesh, (c) Facial landmarks detected by 2D face detection algorithm, (d) Pose
normalized mesh using landmarks and Procrustes superimposition, (e) Extracted face

is not aligned and contains pieces of clothing, it needs to be processed before
further analysis. It is usually an expert who cleans the mesh to obtain the face
and normalizes the pose, so that the head faces directly front. The accuracy and
efficiency of this step is crucial to any analysis conducted on the data.

Wu et al. proposed a method for automated face extraction and pose-
normalization from raw 3D data [25]. The method makes use of established face
detection algorithms for 2D images using multiple photographs produced by the
stereo system. Figure 6 shows the steps of the algorithm starting from original mesh
(a). Using the local curvature around every point on the surface in a supervised
learning algorithm, candidate points are obtained for the inner eye corners and the
nose tip (Sect. 3.2.1 describes the calculation of the curvature values). The true
eye corners and nose tip are selected to construct a triangle within some geometric
limits. Using the eye-nose-eye triangle, the 3D mesh is rotated so that the eye regions
are leveled and symmetric, and the nose appears right under the middle of the two
eyes (Fig. 6b). The face detection algorithm proposed in [29] is used on a snapshot
of the rotated data and a set of facial landmarks are obtained (not to be confused with
anthropological landmarks used by medical experts) Fig. 6c). By projecting these
2D landmarks to the 3D mesh and using the Procrustes superimposition method
[11], the mesh is rotated so that the distance between the landmarks of the head and
the average landmarks of the aligned data is minimal (Fig. 6d). After alignment,
the bounding box for the 3D surface is used to cut the clothing and obtain the
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face region. Additionally, surface normal vectors are used to eliminate neck and
shoulders from images where the bounding box is not small enough to capture only
the face (Fig. 6e). The automation of mesh cleaning and pose normalization is an
important step for processing large amounts of data with computational methods.

3.2 Feature Extraction

We describe both low-level and mid-level features used in craniofacial analysis.

3.2.1 Low-Level Features

A 3D mesh consists of a set of points, identified by their coordinates (x, y, z) in 3D
space, and the connections between them. A cell of a mesh is a polygon defined
by a set of points that form its boundary. The low-level operators capture local
properties of the shape by computing a numeric value for every point or cell on the
mesh surface. Low-level features can be averaged over local patches, aggregated
into histograms as frequency representations and convoluted with a Gaussian filter
to remove noise and smooth the values.

Surface Normal Vectors

Since the human head is roughly a sphere, the normal vectors can be quantified with
a spherical coordinate system. Given the normal vector n.nx; ny; nz/ at a 3D point,
the azimuth angle � is the angle between the positive x axis and the projection n0
of n to the xz plane. The elevation angle � is the angle between the x axis and the
vector n.

� D arctan

�
nz

nx

�
� D arctan

 
nyp

.n2
x C n2

z /

!
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Curvature

There are different measures of curvature of a surface: The mean curvature H at a
point p is the weighted average over the edges between each pair of cells meeting
at p.

H.p/ D 1=jE.p/j
X

e2E.p/

length.e/ � angle.e/ (2)
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Fig. 7 Curvature measures—(a) Mean curvature, (b) Gaussian curvature and (c) Besl–Jain
curvature visualized. Higher values are represented by cool (blue) colors while lower values are
represented by warm (red) colors (Color figure online)

where E.p/ is the set of all the edges meeting at point p, and angle.e/ is the angle
of edge e at point p. The contribution of every edge is weighted by length.e/. The
Gaussian curvature K at point p is the weighted sum of interior angles of the cells
meeting at point p.

K.p/ D 2� �
X

f 2F.p/

area.f /=3 � interiorangle.f / (3)

where F.p/ is the set of all the neighboring cells of point p, and interiorangle.f / is
the angle of cell f at point p. The contribution of every cell is weighted by area.f /=3.

Besl and Jain [6] suggested a surface characterization of a point p using the
sign of the mean curvature H and the Gaussian curvature K at point p. Their
characterization includes eight categories: peak surface, ridge surface, saddle ridge
surface, plane surface, minimal surface, saddle valley, valley surface and cupped
surface. Figure 7 illustrates mean, Gaussian and Besl–Jain curvature on a head mesh.

3.2.2 Mid-Level Features

Mid-level features are built upon low-level features to interpret global or local shape
properties that are difficult to capture with low-level features.

2D Azimuth-Elevation Histograms

Azimuth and elevation angles, together, can define any unit vector in 3D space.
Using a 2D histogram, it is possible to represent the frequency of cells according to
their orientation on the surface. On relatively flat surfaces of the head, all surface
normal vectors point in the same direction. In this case, all vectors fall into the same
bin creating a strong signal in some bins of the 2D histogram. Figure 8 shows the
visualization of an example 8 � 8 histogram.
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Fig. 8 Visualization of an 8 � 8 2D azimuth-elevation histogram. The histogram bins (left) with
high values are shown with warmer colors (red, yellow). The image on right shows the localization
of high-valued bins where the areas corresponding to bins are colored in a similar shade (Color
figure online)

Fig. 9 (a) Symmetry plane,
(b) Front view of grid
showing � and z for indexing
the patches, (c) Top view of
the grid showing the radius r
and angle �

Symmetry Plane and Related Symmetry Scores

Researchers from computer vision and craniofacial study share an interest in the
computation of human face symmetry. Symmetry analyses have been used for
studying facial attractiveness, quantification of degree of asymmetry in individuals
with craniofacial birth defects (before and after corrective surgery), and analysis of
facial expression for human identification.

Wu et al. developed a two-step approach for quantifying the symmetry of the
face [24]. The first step is to detect the plane of symmetry. Wu described several
methods for symmetry plane detection and proposed two methods: learning the
plane by using point-feature-based region detection and calculating the mid-sagittal
plane using automatically-detected landmark points (Sect. 3.2.3). After detecting
the plane, the second step is to calculate the shape difference between two parts of
the face. Wu proposes four features based on a grid laid out on the face (Fig. 9):

1. Radius difference:

RD.�; z/ D jr.�; z/ � r.��; z/j (4)

where r.�; z/ is the average radius value in the grid patch.�; z/, and .��; z/ is the
reflected grid patch of .�; z/ with respect to the symmetry plane.

2. Angle difference:

AD.�; z/ D cos.ˇ.�;z/;.��;z// (5)
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where ˇ.�;z/;.��;z/ is the angle between the average surface normal vectors of each
mesh grid patch .�; z/ and its reflected pair .��; z/.

3. Gaussian curvature difference:

CD.�; z/ D jK.�; z/ � K.��; z/j (6)

where K.�; z/ is the average Gaussian curvature in the grid patch.�; z/, and
.��; z/ is the reflected grid patch of .�; z/ with respect to the symmetry plane.

4. Shape angle difference:

ED.�; z/ D
ˇ̌
ˇ̌#points.�; z/ > Th

#points.�; z/
� #points.��; z/ > Th

#points.��; z/

ˇ̌
ˇ̌ (7)

where Th is a threshold angle, and #points.�; z/ is the total number of points with
dihedral angle larger than Th in patch .�; z/.

These symmetry features produce a vector of length M�N where M is the number
of horizontal grid cells and N is the number of vertical grid cells.

3.2.3 Morphometric Features

Most of the work on morphometrics in the craniofacial research community uses
manually-marked landmarks to characterize the data. Usually, the data are aligned
via these landmarks using the well-known Procrustes algorithm and can then
be compared using the related Procrustes distance from the mean or between
individuals [11]. Figure 10a shows a sample set of landmarks. Each landmark is
placed by a medical expert using anatomical cues.

Fig. 10 (a) Twenty four anthropometric landmarks marked by human experts. (b) Sellion and tip
of the chin are detected. (c) Two parallel planes go through chin tip and sellion, six parallel planes
constructed between chin and sellion, and two above sellion. (d) On each plane, nine points are
sampled with equal distances, placing the middle point on the bi-lateral symmetry plane. Ninety
pseudo-landmark points calculated with ten planes and nine points
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Auto-Landmarks

Traditional direct anthropometry using calipers is time consuming and invasive;
it requires training of the expert and is prone to human error. The invasiveness
of the method was overcome with the development of cost-effective 3D surface
imaging technologies when experts started using digital human head data to obtain
measurements . However, manual landmarking still presents a bottleneck during the
analysis of large databases.

Liang et al. presented a method to automatically detect landmarks from 3D face
surfaces [15]. The auto-landmarking method starts with computing an initial set of
landmarks on each mesh using only the geometric information. Starting from a pose-
normalized mesh, the geometric method finds 17 landmark points automatically,
including 7 nose points, 4 eye points, 2 mouth points and 4 ear points. The geometric
information used includes the local optima points like the tip of the nose (pronasale)
or the sharp edges like the corners of the eyes. The sharp edges are calculated using
the angle between the two surface normal vectors of two cells sharing an edge. The
geometric method also uses information about the 17 landmarks and the human
face such as the relative position of landmarks with respect to each other and the
anatomical structures on the human face.

The initial landmark set is used for registering a template, which also has initial
landmarks calculated, to each mesh using a deformable registration method [1]. The
17 landmark points (Fig. 11) provide a correspondence for the transformation of
each face. When the template is deformed to the target mesh, the distance between
the mesh and the deformed template is very small and every landmark point on the
template can be transferred to the mesh. The average distance between the initial
points generated by the geometric method and the expert points is 3:12 mm. This
distance is reduced to 2:64 mm after deformable registration making the method
very reliable. The method has no constraint on the number of landmarks that are
marked on the template and transferred to each mesh. This provides a flexible work-
flow for craniofacial experts who want to calculate a specific set of landmarks on
large databases.

Fig. 11 Initial landmarks detected by the geometric method. (a) Nose points. (b) Mouth points.
(c) Ear points. (d) Eye points
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Pseudo-Landmarks

For large databases, hand landmarking is a very tedious and time consuming process
that the auto-landmarking method tries to automate. Moreover, anthropometric
landmarks cover only a small part of the face surface, and soft tissue like cheeks
or forehead do not have landmarks on them. This makes pseudo-landmarks an
attractive alternative. Hammond proposed a dense correspondence approach using
anthropometric landmarks [12]. The dense correspondence is obtained by warping
each surface mesh to average landmarks and finding the corresponding points using
an iterative closest point algorithm. At the end, each mesh has the same number of
points with the same connectivity and all points can be used as pseudo-landmarks.
Claes et al. proposed a method called the anthropometric mask [8], which is a
set of uniformly distributed points calculated on an average face from a healthy
population and deformed to fit onto a 3D face mesh. Both methods required manual
landmarking to initialize the process.

Motivated by the skull analysis work of Ruiz-Correa et al. [23], Lin et al.
[16] and Yang et al. [27], Mercan et al. proposed a very simple, but effective,
method that computes pseudo-landmarks by cutting through each 3D head mesh
with a set of horizontal planes and extracting a set of points from each plane [18].
Correspondences among heads are not required, and the user does no hand marking.
The method starts with 3D head meshes that have been pose-normalized to face
front. It computes two landmark points, the sellion and chin tip, and constructs
horizontal planes through these points. Using these two planes as base planes, it
constructs m parallel planes through the head and from each of them samples a set
of n points, where the parameters n and m are selected by the user. Figure 10 shows
90 pseudo-landmarks calculated with 10 planes and 9 points on a sample 3D mesh.
Mercan et al. show in [18] that pseudo-landmarks work as well as dense surface or
anthropometric mask methods, but they can be calculated without human input and
from any region of the face surface.

3.3 Quantification

Quantification refers to the assignment of a numeric score to the severity of a
disorder. We discuss two quantification experiments.

3.3.1 3D Head Shape Quantification for Deformational Plagiocephaly

Atmosukarto et al. used 2D histograms of azimuth-elevation angles to quantify
the severity of deformational plagiocephaly [4]. On relatively flat surfaces of the
head, normal vectors point in the same direction, and thus have similar azimuth and
elevation angles. By definition, infants with flat surfaces have larger flat areas on
their skulls causing peaks in 2D histograms of azimuth and elevation angles.
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Fig. 12 On a 12 � 12 histogram (a), Left Posterior Flatness Score (red) and Right Posterior
Flatness Scores (blue) are calculated by summing the relevant histogram bins. Selected bins
correspond to points on the skull (b) that are relevant to the plagiocephaly (Color figure online)

Using a histogram with 12 � 12 bins, the method defines the sum of histogram
bins corresponding to the combination of azimuth angles ranging from �90ı
to �30ı and elevation angles ranging from �15ı to 45ı as the Left Posterior
Flatness Score (LPFS). Similarly, the sum of histogram bins corresponding to
the combination of azimuth angles ranging from �150ı to �90ı and elevation
angles ranging from �15ı to 45ı gives the Right Posterior Flatness Score (RPFS).
Figure 12 shows the selected bins and their projections on the back of the infant’s
head. The asymmetry score is defined as the difference between RPFS and LPFS.
The asymmetry score measures the shape difference between two sides of the head,
and the sign of the asymmetry score indicates which side is flatter.

The absolute value of the calculated asymmetry score was found to be correlated
with experts’ severity scores and the score calculated by Hutchinson’s HeadsUp
method [13] that uses anthropometric landmarks. Furthermore, the average flatness
scores for left posterior flattening, right posterior flattening and control groups
shows clear separation, providing a set of thresholds for distinguishing the cases.

3.3.2 Quantifying the Severity of Cleft Lip and Nasal Deformity

Quantifying the severity of a cleft is a hard problem even for medical experts.
Wu et al. proposed a methodology based on symmetry features [26]. The method
suggests that the asymmetry score is correlated with the severity of the cleft. It
compares the scores with the severity of clefts assessed by surgeons before and after
reconstruction surgery. Wu et al. proposed three measures based on asymmetry:

1. The point-based distance score is the average of the distances between points
that are reflected around the symmetry plane:

PDa D 1

n

X
p

distance.ps; q/ (8)

where n is the number of points and q is the reflection of point p.
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2. The grid-based radius distance score is the average of the radius distance (RD)
over the grid cells:

RDa D 1

m � m

X
�;z

RD.�; z/ (9)

where m is the number of cells of a square grid, and RD is defined in (4).
3. The grid-based angle distance score is the average of the angle distance (AD)

over the grid cells:

ADa D 1

m � m

X
�;z

AD.�; z/ (10)

where m is the number of cells of a square grid, and AD is defined in (5).

Three distances are calculated for infants with clefts before and after surgery
and compared with the rankings of the surgeons. The asymmetry scores indicate a
significant improvement after the surgery and a strong correlation with surgeons’
rankings. Figure 13 shows the visualization of RDa scores for clefts with three
different severity classes given by surgeons and the comparison of before and after
surgery scores.
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Fig. 13 RDa reduction after the surgery for three cases. The red and green colors show the big
difference between the left and right sides. Red means higher and green means lower. Blue means
small difference between the two sides, (a) severe case pre-op RDa D 3:28 mm, (b) moderate case
pre-op RDa D 2:72 mm, (c) mild case pre-op RDa D 1:64 mm, (d) severe case post-op RDa D
1:03 mm, (e) moderate case post-op RDa D 0:95 mm, (f) mild case post-op RDa D 1:22 mm
(Color figure online)
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3.4 Classification

We describe two classification experiments.

3.4.1 Classifying the Dismorphologies Associated with 22q11.2DS

The craniofacial features associated with 22q11.2 deletion syndrome are well-
described and critical for detection in the clinical setting. Atmosukarto et al.
proposed a method based on machine learning to classify and quantify some of these
craniofacial features [3]. The method makes use of 2D histograms of azimuth and
elevation angles of the surface normal vectors calculated from different regions of
the face, but it uses machine learning instead of manually selecting histogram bins.

Using a visualization of the 2D azimuth-elevation angles histogram, Atmo-
sukarto pointed out that certain bins in the histogram correspond to certain regions
on the face, and the values in these bins are indicative of different face shapes. An
example of different midface shapes is given in Fig. 14. Using this insight, a method
based on sophisticated machine learning techniques was developed in order to learn
the bins that are indicators of different craniofacial features.

In order to determine the histogram bins that are most discriminative in classi-
fication of craniofacial features, Adaboost learning was used to select the bins that
give the highest classification performance of a certain craniofacial feature against
others. The Adaboost algorithm is a strong classifier that combines a set of weak
classifiers, in this case, decision stumps [9]. Different bins are selected for different
craniofacial abnormalities. Note that the bins selected for each condition cover areas
where the condition causes shape deformation.

After selecting discriminative histogram bins with Adaboost, a genetic pro-
gramming approach [28] was used to combine the features. Genetic programming
imitates human evolution by changing the mathematical expression over the selected
histogram bins used for quantifying the facial abnormalities. The method aims to
maximize a fitness function, which is selected as the F-measure in this work. The
F-measure is commonly used in information retrieval and is defined as follows:

Fig. 14 Projections of 2D
histograms of azimuth and
elevation angles to the face.
The projection shows
discriminating patterns
between individuals with and
without midface hypoplasia
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F.prec; rec/ D 2 � .prec � rec/

.prec C rec/
(11)

where prec is the precision and rec is the recall metric. The mathematical expression
with the highest F-measure is selected through cross-validation tests.

3.4.2 Sex Classification Using Pseudo-Landmarks

What makes a female face different from a male face has been an interest for
computer vision and craniofacial research communities for quite some time. A great
deal of previous work on sex classification in the computer vision literature uses 2D
color or gray tone photographs rather than 3D meshes.

Mercan et al. used pseudo-landmarks in a classification setting to show their
efficiency and the representation power over anthropometric landmarks [18].
L1-regularized logistic regression was used in a binary classification setting where
the features were simply the x, y and z coordinates of the landmark points. In a
comparative study where several methods from the literature are compared in a sex
classification experiment, it was shown that pseudo-landmarks (95:3 % accuracy)
and dense surface models (95:6 % accuracy) perform better than anthropometric
landmarks (92:5 % accuracy) but pseudo-landmarks are more efficient in calculation
than dense surface models and do not require human input. L1-regularization also
provides feature selection and in the sex classification setting, the pseudo-landmarks
around the eyebrows were selected as the most important features.

4 Content-Based Retrieval for 3D Human Face Meshes

The availability of large amounts of medical data made content based image retrieval
systems useful for managing and accessing medical databases. Such retrieval
systems help a clinician through the decision-making process by providing images
of previous patients with similar conditions. In addition to clinical decision support,
retrieval systems have been developed for teaching and research purposes [20].

Retrieval of 3D objects in a dataset is performed by calculating the distances
between the feature vector of a query object and the feature vectors of all objects
in the dataset. These distances give the dissimilarity between the query and every
object in the dataset; thus, the objects are retrieved in the order of increasing
distance. The retrieval performance depends on the features and the distance
measure selected for the system. In order to evaluate the features introduced in
Sect. 3.2, a synthetic database was created using the dense surface correspondence
method [12]. 3D surface meshes of 907 healthy Caucasian individuals were used to
create a synthetic database. The principle components of the data were calculated
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Fig. 15 Average face (left) and some examples (right) from the synthetic database

Fig. 16 Some queries made on the randomly produced synthetic dataset with the pseudo-landmark
feature calculated from the whole face. The query is an adult female in the first row, an adult male
in the second row, a young female in the third row and a young male in the fourth row

and 100 random synthetic faces were created by combining principle components
with coefficients randomly chosen from a multivariate normal distribution modeling
the population. Figure 15 shows the average face of the population and some
example synthetic faces. Figure 16 shows four example queries made on the random
dataset with adult female, adult male, young female and young male samples as
queries. Although the retrieval results are similar to the query in terms of age and
sex, it is not possible to evaluate the retrieval results quantitatively using randomly
produced faces, since there is no “ground truth” for the similarity.

In a controlled experiment, the performance of the retrieval system can be
measured by using a dataset that contains a subset of similar objects. Then, using
the rank of the similar object in a query, a score based on the average normalized
rank of relevant images [19] is calculated for each query:

score.q/ D 1

N � Nrel
�
 

NrelX
iD1

Ri � Nrel � .Nrel C 1/

2

!
(12)

where N is the number of objects in the database, Nrel is the number of objects
relevant to the query object q, and Ri is the rank assigned to i-th relevant object. The
evaluation scores range from 0 to 1, where 0 is the best and indicates that all relevant
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Fig. 17 A query face (left) and ten similar faces (right) produced by changing the coefficients of
the principle components of the query face

Table 1 Evaluation results for different features and face regions in
retrieval experiments on a synthetic database

Face Nose Mouth Eyes

Azimuth angles 0.077 0.150 0.226 0.168

Elevation angles 0.099 0.159 0.107 0.185

Gaussian curvature 0.223 0.386 0.333 0.385

2D azimuth-elevation histogram 0.046 0.109 0.087 0.142

Landmarks 0.164 NA NA NA

Pseudo-landmarks 0.102 0.028 0.041 0.094

Pseudo-landmarks (sized) 0.054 0.041 0.042 0.118

objects are retrieved before any other objects. To create similar faces in a controlled
fashion, the coefficients of the principle components were selected carefully, and
ten similar faces were produced for each query. For the synthesis of similar faces,
we changed the coefficients of ten randomly chosen principle components of the
base face by adding or subtracting 20 % of the original coefficient. These values
are chosen experimentally by taking the limits of the population coefficients into
consideration. Figure 17 shows a group of similar faces. Adding 10 new face sets
with 1 query and 10 similar faces in each, a new dataset of 210 faces was obtained.
The new larger dataset was used to evaluate the performance of shape features by
running 10 queries for each feature-region pair. The features were calculated in four
regions: the whole face, nose, mouth and eyes. Low-level features azimuth angles,
elevation angles and curvature values were used to create histograms with 50 bins.
2D azimuth-elevation histograms were calculated at 8 � 8 resolution. Landmarks
were calculated with our auto-landmarking technique. Pseudo-landmarks were
calculated with 35 planes and 35 points. Both landmarks and pseudo-landmarks
were aligned with Procrustes superimposition, and pseudo-landmarks were size
normalized to remove the effect of shape size. Table 1 shows the average of the
evaluation scores for each feature-region pair. Figure 18 shows a sample retrieval.
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Fig. 18 Top 30 results of a query with the pseudo-landmark feature calculated from the whole
face. The top left face is the query and the manually produced similar faces are marked with white
rectangles. The faces without white rectangle are random faces in the database that happen to be
similar to the query

The pseudo-landmarks obtained the best (lowest) retrieval scores for the nose,
mouth and eyes, while the 2D azimuth-elevation angle histogram obtained the best
score for the whole face. However, the sized pseudo-landmarks were a close second
for whole faces.

5 Conclusions

This paper presents several techniques that automate the craniofacial image analysis
pipeline and introduces methods to diagnose and quantify several different cranio-
facial syndromes. The pipeline starts with the preprocessing of raw 3D face meshes
obtained by a stereo-photography system. Wu et al. [25] provided an automatic
preprocessing method that normalizes the pose of the 3D mesh and extracts the face.
After preprocessing, features can be calculated from the 3D face meshes, including
azimuth and elevation angles, several curvature measures, symmetry scores [24],
anthropometric landmarks [15] and pseudo-landmarks [18]. The extracted features
have been used in the quantification of craniofacial syndromes and in classification
tasks. Our new work, a content-based retrieval system built on multiple different
features, was introduced, and the retrievals of similar faces from a synthetic database
were evaluated.

Medical imaging has revolutionized medicine by enabling scientists to obtain
lifesaving information about the human body—non-invasively. Digital images
obtained through CT, MR, PET and other modalities have become standards for
diagnosis and surgical planning. Computer vision and image analysis techniques
are being used for enhancing images, detecting anomalies, visualizing data in
different dimensions and guiding medical experts. New computational techniques
for craniofacial analyses provide a fully automatic methodology that is powerful and
efficient. The techniques covered in this paper do not require human supervision,
provide objective and more accurate results, and make batch processing of large
amounts of data possible.
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Mammographic Mass Description for Breast
Cancer Recognition

Khalifa Djemal, Imene Cheikhrouhou, and Hichem Maaref

1 Introduction

Breast cancer is one of the paramount issues in the field of public health. In fact,
about one in ten women is affected by this disease during her lifetime. To ensure
early detection of such tumors, radiologists were asked to increase the frequency
of mammograms especially for the age of the most concerned group. For example,
many countries such as France have implemented campaigns for routine screening
every 2 years. It has been shown that this approach is very effective and can reduce
the death rate to 35 %. According to the campaigns, two or four mammograms
were achieved per patient at a rate of one or two mammograms per breast. This has
resulted in an exponential increase in the number of mammograms performed. Thus,
the task of interpretation has become difficult to manage by radiologists. Indeed,
interpretation is a difficult task and depends on the expertise of the radiologist.
Moreover, the detection rate of breast cancer is improved by about 15 % using a
second reading. With the increasing number of mammograms in recent decades,
various research were developed that make the effort to automatically detect breast
lesions through Computer Aided Detection systems or to automatically interpret
mammograms through Computer Aided Diagnosis systems. In this context, various
treatment methods have been developed [9, 10, 13]. Most of these methods use
the BIRADS standard [14] to classify mammographic images into two classes:
malignant or benign and into six classes according the ACR classification (American
College of Radiology).

In this chapter, we are interested in Computer Aided Diagnosis system which
essentially consist of three stages namely features extraction, description and
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Fig. 1 Computer aided diagnosis system with its different steps: extraction, description and
recognition

classification (Fig. 1). The classification result of breast masses is strongly linked to
an appropriate choice of methods which carry out these three steps. The description
step constitutes the major part of the presented work. Such an approach requires
some knowledge about breast pathologies. According to the standard BIRADS [14],
benign masses often have a round or oval shape and a circumscribed or micro-
lobulated contour. Malignant masses often have a lobulated or irregular shape and
hidden contour parts, indistinct or spiculated (Fig. 2). However, it is usually difficult
to distinguish benign masses with lobulated contour, from malignant ones with
spiculated contour. A detailed description of the contour is then necessary to avoid
false positives (in order to reduce unnecessary biopsies) and avoid false negatives
(passing a patient with breast cancer for non-sick person). In this context, various
shape and texture descriptors have been proposed.

These methods are specifically concerned with shape descriptors as they are able
to characterize the contour of masses and meet the selection criteria provided by
the BIRADS. The most used descriptors in the field of pattern recognition are the
area, perimeter, circularity and compactness [1]. However, they characterize the
contour in the global way without taking into account its peculiarities. Then, they are
often insensitive to slight differences between the ambiguous cases, such as benign
masses of lobulated contour, and malignant ones with spiculated contour. Several
methods for characterizing the morphology of the masses have been proposed using
an appropriate description. Each description is focused on a very specific detail of
the contour such that the direction of spiculations [16] or information regarding
the concavities [8, 18]. However, these descriptors do not simultaneously take into
account all the particularities of the contour. Furthermore, they are not always
invariant to geometric transformations. Such a criterion is highly recommended,
since it allows identifying the contours on a reliable and unique way without
considering their geometrical positions. Therefore, developed a robust, accurate
and invariant descriptor remains a challenge in the field of pattern recognition and
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Fig. 2 Samples of DDSM database used in evaluation. The first line shows circular and oval
masses. Lobulated and spiculated masses are shown in the second line

in mammographic masses description. In this work different descriptors of breast
masses are presented and discussed. The assessment was carried performances
through Computer Aided Diagnosis system (CAD). The implementation required
the study and comparison of various methods that deal with different steps in this
system i.e. extraction, description and classification.

In Sect. 2, the role and the need of the features extraction step in Computer Aided
Diagnosis system are presented. Different kinds of mass descriptions are presented
in Sect. 3. Indeed, geometric, morphologic and spiculated descriptors are discussed
and compared. All recognition results of begin and malignant masses obtained by
each descriptors through an SVM classifier are presented in Sect. 4.

2 Feature Extraction

The images are rich digital objects in terms of information. In addition to the
required huge memory space, the direct manipulation of these images in an image
recognition system does not get realistic response time. It is therefore necessary
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to use a representation of reduced dimension to characterize the content of these
images. The main objective of feature extraction is determined for each image,
a representation (signature) that is quickly accessible and easily comparable, and
on the other hand sufficiently complete to fully characterize the image. However,
robust and discriminant characterization of the images remains a major challenge in
image processing. Generally, the so-called low-level features are most often used to
describe images by their content. These features describe the main existing visual
features in an image, i.e. color, texture and shape. Color features were the first
descriptor used in image recognition systems, and they are still the most widely used
due to their ease of extraction, richness of description and efficiency of recognition.
These color features depend directly on the color space used for color image
representation. In the literature, several color spaces have been studied [11]. Texture
is linked to the appearance of the image surface, which is of great importance in
any area of visual perception. Texture features are increasingly used in images
description, because they decrease some problems with the color description.
Indeed, the description of texture is very effective especially in the case of very
close color distributions. Texture features are divided into two categories: The first
is deterministic and refers to a spatial repetition of a basic pattern in different
directions. This structural approach is a macroscopic view of textures. The second
approach, called microscopic, is probabilistic and seeks to characterize the chaotic
aspect that does not include localized pattern or frequency of main repetition. Unlike
color and texture features, which are interested in the description of the general
content of the image, shape features are able to characterize the different objects
in the image. Generally, this kind of feature indicates the general appearance of an
object, as its contours, thus segmentation by preprocessing of the image is often
necessary. Two categories of shape features can be extracted: The first category is
based on the geometry of the image regions. The second is based on statistics of
pixel intensities of different regions in the image. Geometric transformations such
as rotation, translation and scaling, may operate on an image. To ensure a robust
and efficient description, shape features cover generally all levels of representation
that includes an object. Moreover, they are often insensitive to variations caused by
different geometric transformations. To extract the shapes of masses, segmentation
is the most often used technique to achieved this task. Indeed, the mammographic
segmentation consists of separating the abnormalities from the background of the
mammographic image. The involvement of experts in drawing accurate boundaries
around masses is extremely time consuming. Also, such manual drawing prevents
the fully automation of CAD systems. For this reason, many segmentation tools
are used to automatically detect masses. Global thresholding has been widely used
in [2]. It is based on global informations such as the histogram. However, such
technique is not adequate. In fact, mammograms are the 2D projections of the 3D
overlapping tissues which may be brighter than the masses. Local thresholding can
refine the results of global thresholding [17], since it is determined locally for each
pixel based on the intensity values of the surrounding pixels. However, it is a pixel
based operation and cannot accurately separate pixels into suitable sets. Also, an
adaptive clustering process is needed to refine the result attained from the localized
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adaptive thresholding. Several research efforts are oriented to the region growing
technique for segmenting masses [19]. The basic idea of the algorithm is to find a set
of seed pixels which will be aggregated with the pixels that have similar properties.
Nevertheless, the segmentation result depends on finding suitable seeds and it is
generally sensitive to noise.

Other investigations in the breast cancer segmentation field are based on classical
active contour models [3]. They can be easily formulated under a principled
energy minimization framework and allow incorporation of various prior knowledge
such as shape and intensity distribution. Also, they can provide smoothed and
closed contours, which are necessary in our application. Existing active contour
models can be categorized into two major classes: edge-based and region-based
models. For the first approach, the active contour evolves to the object boundaries
having the strongest gradient of intensity. Nevertheless, these methods require
good initialization. Region-based approaches aim to identify each region of interest
by using a certain region descriptor to guide the evolution equation of an active
contour [12]. However, popular region-based active contour models tend to rely
on intensity homogeneity in each of the regions to be segmented, while intensity
inhomogeneity often occurs in medical images such as mammographies. In this
study, we adopt the region-based active contour model as proposed by Li et al. [20].
The proposed model is able to segment images with intensity inhomogeneity. Also,
it achieves good performance for images with weak object boundaries such the
case of ill-defined and obscured margins. With the level set regularization term in
the proposed formulation, the regularity of the level set function is intrinsically
preserved to ensure accurate computation and avoid expensive reinitialization
procedures. Figure 3 presents the segmentation results achieved by Li et al. in [20].
It shows the convergence to the final contour, where a,b,c and d show the different
levels of spiculated masses.

3 Mass Description

In the pattern recognition domain, many specific shape descriptors have been
proposed. These proposal, aim to obtain robust descriptors more accurate and
informative about the shape details. Information extracted from an image as shape
features needs to be described in order to use them in different applications. The
description is often conditioned by the application domain. Indeed, to recognize for
example, a malignant or benign breast mass, the description is based especially on
information provided by experts in the breast cancer domain.

3.1 Geometric Mass Descriptors

According to the shape differences between benign and malignant masses, geo-
metric descriptors such as area (A), perimeter (P), circularity (C) and com-
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Fig. 3 Mammographic image segmentation. The figure show the final contours obtained on four
different masses

pactness (Com) have been developed [1]. Nevertheless, these descriptors could
provide satisfying classification results especially when they are associated to other
features [6]. The squareness is used as a geometric descriptor, however, the standard
squareness equation also called rectangularity (Rect) is not invariant under rotation.
In order to overcome this sensitivity, we consider the minimum bounding box in
the direction of the object. For this purpose, we define first the equivalent ellipse
with the same central moments. These moments �02; �20 and �11 are obtained from
gravity center of the lesion which is defined by .xg; yg/:

�pq D
nX

iD0

mX
jD0

.i � xg/p.j � yg/q (1)

with .p; q/ D f0; 1 or 2g, and .n; m/ are the matrix dimensions.
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The considered ellipse, having the same moments as the studied lesion, is defined
by: the major axis a1, minor axis a2 and the rotation angle ˛ of the lesion relative to
the horizontal. These different parameters are obtained as follow:

a2
1 D

2.�02 C �20 C
q

.�20 � �02/2 C 4�2
11/

m00

(2)

a2
2 D

2.�02 C �20 �
q

.�20 � �02/2 C 4�2
11/

m00

(3)

with m00 the moment of order zero, which represents the area of considered lesion.

t D
�02 � �20 C

q
.�20 � �02/2 C 4�2

11/

2�11

(4)

˛ D arctan.t/ (5)

From the obtained equivalent ellipse of the lesion (mass), we can easily obtain the
improved squareness expression, which has named modified squareness MRect. The
modified squareness is always obtained by the ratio between the lesion area and the
its bounding box area.

3.2 Morphologic Mass Descriptors

In this section we present different kinds of mass descriptors, which are the most
used in breast cancer recognition. These different description methods are compared
with our spiculated mass descriptors in the results section.

3.2.1 Normalized Radial Length

Kilday et al. [18] developed a set of six shape features based on the Normalized
Radial Length (NRL) from the objects centroid to the points on the boundary. The
NRL features have had a good success in CAD applications and provide satisfying
results with a generally round boundary as demonstrated in [7, 10].

d.i/ D
p

.x.i/ � xg/2 C .y.i/ � yg/2

max.d.i//
; i D f1; 2; : : : ; Ng (6)

with .x.i/; y.i// and .xg; yg/ the coordinates of ith pixel and respectively the gravity
center. N the mass perimeter.
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a. NRL average .davg/: The average of the NRL is defined as follow:

davg D 1

N

NX
iD1

d.i/ (7)

b. The standard deviation of the NRL .�/: This measure describes the irregularity:

� D
vuut 1

N

NX
iD1

.d.i/ � davg/2 (8)

c. The entropy .E/: Entropy is obtained from the histogram of the radial length.
The perimeter pk is the probability that LRN to be between d.i/ and d.i/ C
1=Nbins, with Nbins the bins number of the normalized histogram, varying in the
interval [0,1] was divided into Nbins D 100. Entropy measurement incorporates
simultaneously the notion of circularity and irregularity:

E D
100X
kD1

pklog.pk/ (9)

d. The area ratio .A1/: The area ratio is a measure of the percentage of the lesion
part of the circular region defined by the average of NRL:

A1 D 1

davg:N

NX
iD1

.d.i/ � davg/ (10)

e. The roughness .R/: The roughness aims to isolate the macroscopic shape of the
lesion from the small structures of the contour. It provide information about the
average between neighboring pixels:

R D 1

N

NX
iD1

.d.i/ � d.i C 1// (11)

f. The zero crossing count .ZC1/: It calculates the number of times that the line
defined by the NRL average intercepts the contour lesion. It provides the contour
spiculation degree.

3.2.2 The Modified Normalized Radial Length (MNRL)

From the NRL properties Chen et al. [7] proposed improved descriptors which
had shown higher performance than basic NRL features. The normalized radial
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length d.i/ is filtered using a moving average filter and the filtered curve is noted
dma.i/. The processed descriptors are the difference of standard deviation .�diff /),
the entropy of the difference between d.i/ and dma.i/ named Ediff , the area ratio A2

and the Zero Crossing Count .ZC2/.

a. Difference of the standard deviations .�diff /: The �diff can estimate the irregu-
larity degree of the contour, so that, if the contour becomes more irregular, �diff

reaches higher values.

�diff D j� � �maj (12)

b. Modified entropy .Ediff /: This descriptor provides the distribution of the differ-
ence between d.i/ and dma.i/. pk is the probability that jd.i/ � dma.i/j is between
jd.i/ � dma.i/j and jd.i/ � dma.i/j C 1=Nbins.

Ediff D
100X
kD1

pklog.pk/ (13)

c. Modified area ratio (A2): The description is obtained by the following equation:

A2 D 1

davg:N

NX
iD1

.d.i/ � dma.i// (14)

d. The modified zero crossing count .ZC2/: This is the measure of the number of
times that the curve d.i/ intercepts dma.i/.

3.2.3 The Curvature

The curvature noted Curv was commonly used in the context of the shapes
analysis in several domains. It has been recognized for its ability to characterize
the object shapes. Many proposed approaches suggest minimizing the curvature
while respecting the geometric constraints from directions tangents calculated on
the contour. This method is robust and used in CAD system. In general, the curvature
at a given point A, a curve is defined as the inverse of the radius of the osculating
circle in A. The osculating circle can be obtained as follows: given two points B
and C near A, we calculate the single circle through A, B and C. If these points are
colinear, the circle has an infinite radius and the curvature is then zero.

Curv D 1

R
(15)
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The osculating circle is defined as following:

R D a:b:cp
.a C b C c/.a � b C c/.a C b � c/.b � a C c/

(16)

with a D jABj, b D jBCj and c D jACj.

3.3 Spiculated Mass Descriptors

In the breast cancer domain and as explained in the previous sections, geometrical
invariance in shape analysis is recommended to preserve the same feature value and
then the same classification output for similar shapes. For this reason, we try to
conceive an efficient and an invariant shape descriptor able to quantify the degree of
mass spiculation and to further improve the classification performance.

3.3.1 Number of Substantial Protuberances and Depressions

Morphologic features to diagnose sonographic images was proposed in [8] using
five nearly setting-independent. They provide reliable performance for different
sample sizes. However, the proposed Number of Substantial Protuberances and
Depressions (NSPD) descriptor could not consider all protuberances and depres-
sions in the contour. For their detection, authors apply an approximation which
affects the NSPD robustness. An improved equivalent protuberance selection
descriptor was proposed in [4].

3.3.2 Elliptic Normalized Skeleton

The Elliptic Normalized Skeleton (ENS) was proposed by Chen et al. [8] to
describing masses in echographic images. This descriptor consider the number of
skeleton points, which are, the End Points (EP), the Simple Points (SP) and the
Multiple Points (MP). The sum of the skeleton points is normalised by the perimeter
of the equivalent ellipse noted (EqEP) for better considering the scaling invariance.
the ENS descriptor is defined as follow:

ENS D EP C SP C MP

EqEP
(17)

3.3.3 Skeleton End Points and Protuberance Selection Descriptors

To describe spiculated masses, the Skeleton End Points (SEP) and the Protuberance
Selection descriptor (PS) are proposed [4]. These two descriptors provided good
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results for spiculated masses recognition. The Skeleton End Points (SEP) is based
on the number of end points of the skeleton. The choice of the number of end points
to quantify the skeleton is based on the fact that this number is independent of
the skeleton size whilst the number of single points increases with the size of the
shape. The Protuberance Selection descriptor (PS) is based on the calculation of
protuberance (or spiculations) contour. In this context, a preliminary step of deriving
the contour is necessary to extract the stationary points and check their changes
signs. After extraction of the protuberance and depressions, a test on neighboring
pixels allows to preserve the protuberance so that we can extract all spiculations.
We can differentiate between simple benign and irregular malignant masses. This
descriptor managed not only to differentiate between simple and complex shapes,
but also the invariance to known geometric transformations such as translation,
rotation and scaling.

3.3.4 Spiculated Mass Descriptor

The spiculated mass descriptor (SMD) proposed in [5], improves the description
rate of highly spiculated lesions. Indeed, the SMD descriptor is based on simple
geometric procedures to detect lobulations whose length and width are implicitly
considered. The SMD satisfy invariance to the geometric transformations (scaling,
rotation and translation). The spiculated mass descriptor is defined as:

SMD D 1

K C 1

KX
kD0

Tk:ˇ (18)

with Tk:ˇ template variations and ˇ the step-size angle.

4 Classification and Recognition Results

In this section, we present first the protocol used to evaluate each descriptor
on DDSM database. The classification and comparison of recognition results are
presented and discussed in Sects. 4.2 and 4.3.

4.1 Digital Database for Screening Mammography (DDSM)

In order to validate extracted features and descriptors, we chose Digital Database
for Screening Mammography (DDSM). It was assembled by a group of researchers
from the University South Florida and was completed in 1991, [15]. DDSM contains
2,620 cases collected from Massachusetts General Hospital, Wake Forest University
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Table 1 Distribution of the used database extracted from DDSM

Total number of masses Number of training examples Number of test examples

242 130 112

128 Benign 70 Benign 58 Benign

114 Malignant 60 Malignant 54 Malignant

School of Medicine, Sacred Heart Hospital and Washington University of St. Louis
School of Medicine. DDSM was widely used by the scientific community in the
field of breast cancer; it has the advantage of using the same lexicon standardized
by the American College of Radiology in BI-RADS. The different patient records
were made in the context of screening and were classified into three cases: normal
case (no lesions), benign case and malignant case, each file is composed of four
views containing the oblique incidence external and the incidence Cranio Caudal
of each breast. These files are also provided with annotations provided by expert
radiologists. Figure 2 shows samples DDSM used in the evaluation. The DDSM is
composed by two kinds which describing breast cancer, the microcalcifications and
masses.

In this chapter, we have selected images from the DDSM database containing
only the masses to be used in the experimental step [5]. Subset from DDSM was
created consisting of 242 masses: 128 benign and 114 malignant. These examples
are partitioned into 130 images for training and 112 for testing. Table 1 summarizes
the distribution of used images.

4.2 Classification

Several classification approaches have been treated in the literature. Some
researchers are focused on linear discriminant analysis [21]. The main idea of
this technique is to construct the decision boundaries directly by optimizing the
error criterion. However, this method is not adapted to nonlinear separable data.
The artificial neural network method is extensively used in classification [22].
Indeed, it is able to model a complex nonlinear system using hidden units in a
compact range. But the number of hidden layers and the number of neurons on each
layer have to be empirically determined on the basis of the training data set. Other
researchers are oriented to logistic regression for its ability to perform probability
estimation using a logistic formula. Therefore, since such classifier fits the data to
a formulated function, it requires much more data than discriminant analysis for
example to achieve stable regression coefficients [22]. The support vector machine
SVM learning developed by Vapnik [23], has found a wide range of real world
applications including object recognition, face identification and breast cancer
diagnosis. Indeed, SVM is based on the principle of structural risk minimization.
It aims at minimizing the bound on the generalization error and maximizing the
margin i.e., the distance between it and the nearest data point in each class. Thus,
the SVM classifier is adopted in this work.
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Table 2 The used mass descriptors

Mass descriptors

The area A The number of large protuberances and depressions
NSPD

Perimeter P The average of the normalized radial length NRL
davg

Circularity C The standard deviation of the NRL �

Squareness Rect The entropy E

The modified squareness MRect The ratio of surface A1

Compactness Com Roughness R

Curvature Curv The rate of zero crossing ZC1

The standard elliptical skeleton ENS The difference of the standard deviations �diff

The report of surface modified A2 Modified entropy Ediff

The rate of modified crossing in zero ZC2 Skeleton end points SEP

Protuberance selection PS Spiculated masses descriptor SMD

4.3 Recognition Results

The 22 descriptors presented in Sect. 3 and summarized in Table 2 are tested through
the CAD system. Table 3 presents the obtained results considering each descriptor
and its category which are geometric, morphologic and spiculated masses. Indeed,
considering each feature individually and compared to each other, we notice that
the perimeter P (Az D 0:67), the zero crossing ZC2 (Az D 0:74), and also the
difference of standard deviation �diff (Az D 0:78) relatively fail to well classify
circumscribed/spiculated lesions and provide areas under ROC less than Az D 0:8.
While, the area A (Az D 0:81), the area ratio A2 (Az D 0:82), the compactness Com
(Az D 0:84) and the entropy of the difference between d.i/ and dma.i/ Ediff (Az D
0:87) provide satisfying results with Az ranging from 0:8 to 0:9. The best results are
obtained using the circularity C (Az D 0:92) and the spiculated mass descriptor
SMD (Az D 0:97) with areas under ROC curves upper than 0:9. Although the
circularity achieves a considerable classification performance, the SMD descriptor
in the present study has clearly outperformed all the other shape descriptors and
seems to be the most effective in the benign and malignant recognition of breast
masses. Figure 4 presents all recognition results obtained with each descriptors
through ROC curves.

5 Conclusion

In this chapter, we have presented the helpful of mammographic images in the
breast cancer recognition domain. The main steps of the CAD system are presented
which the features extraction, description and classification which lead to the
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Table 3 Recognition results obtained for each mass descriptor

Geometric descriptors (%) Morphologic descriptors (%) Spiculated descriptors (%)

A : 81 davg : 93 ENS : 90

P : 67 � : 86 NSPD : 92

C : 92 E : 88 SEP : 92

Rect : 71 A1 : 86 PS : 93

MRect : 73 R : 92 SMD : 97

Com : 84 Curv : 76

ZC1 : 72

�diff : 78

Ediff : 87

A2 : 82

ZC2 : 74
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Fig. 4 Classification rate obtained by each descriptor using the SVM classifier

lesions recognition. We have presented three description categories dedicated to
masses description. Through the obtained recognition results, the spiculated mass
descriptors provide the best recognition rates. Through the results are good, the
masses description remains challenge problem in the breast cancer diagnosis and
recognition especially in the ACR classification system.
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Development, Debugging, and Assessment
of PARKINSONCHECK Attributes
Through Visualisation

Vida Groznik, Martin Možina, Jure Žabkar, Dejan Georgiev,
Ivan Bratko, and Aleksander Sadikov

1 Introduction

Parkinson’s disease (PD) is a chronic, progressive neurological disease. It is the
second most common neurodegenerative disorder after Alzheimer’s disease. PD is
estimated to affect between four and six million individuals over the age of 50
worldwide, and that number is expected to double by the year 2030 [32]. The costs
associated with 1.2 million PD patients in European Union were estimated at 13,934
million EUR in the year 2010 [13]. Newer research suggests that early detection
of PD is beneficial in terms of treatment [1, 24]. The disease often presents itself
with a Parkinsonian tremor (PT), a motor symptom that is frequently overlooked
or misdiagnosed in the early stages of the disease. Some motor symptoms are
similar to those of essential tremor (ET)—the most prevalent movement disorder.
The tremor and other movement disorders considerably affect the patient’s quality
of life. This is especially so with the action tremor, which affects basic tasks such
as writing, drinking, eating, etc. About three quarters of the patients with tremor
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report impairment of their daily life and disability due to the tremor. Digitalised
spirography is a relatively new method for detection and evaluation of different
types of tremors; however, only a DaTSCAN test can reliably differentiate between
PT and ET. The downside of DaTSCAN is its cost, invasiveness and it can usually
be performed only in a larger clinical centre.

PARKINSONCHECK mobile application takes the digitalised spirography to a new
level and brings it to patients’ homes. It exploits the powerful multimedia interaction
of modern mobile devices—like smartphones and tablets—to detect the signs of
tremors. The application asks the patient to draw an Archimedean spiral from which
it calculates different quantitative parameters and estimates the risk of PT for the
patient.

This chapter focuses primarily on knowledge extraction from user’s spiral draw-
ings, development, and validation of attributes used in the decision support system
of PARKINSONCHECK application. However, in separate sections, we describe three
interconnected bodies of work: (1) a neurological decision support system (DSS)
for differentiating between PT and ET implemented for ordinary computers [11],
(2) the PARKINSONCHECK mobile application, and (3) the use of visualisation for
developing, debugging, and appraising the PARKINSONCHECK’s attributes.

The DSS takes as input both clinical and spirography data. Besides the practical
value of a system differentiating between healthy, PD, and ET affected people,
part of the research motivation was to investigate whether spirography can offer
additional help (information) with such a task. When the DSS was completed, we
realised that over a half of the decision rules in its final model included spirographic
attributes. Moreover, some other clinical attributes could be approximated with
either spirography or other simple tests that an individual could perform him or
herself. This realisation prompted the idea of researching the possibility of a self-
test for signs of PD and ET on a mobile platform based on spirography, eventually
culminating in the PARKINSONCHECK application.

PARKINSONCHECK analyses the spiral drawings and textual user data automat-
ically using a built-in expert system. We relied on experts’ background knowledge
while developing the DSS. Manual attribute extraction, however, can be greatly
facilitated by having a good visualisation of extracted attributes. While the physi-
cians explained important characteristics of the spirals, they did not provide us
with exact implementable knowledge, but merely with some vague descriptions that
still needed to be operationalised. Here, the ability to visually assess the attribute
contributions and to be able to debug and modify them became critically important.

Written informed consent of all the participants was acquired before enrolling
them in the study.

2 Preliminaries

In this section we briefly relate some points that will enable the reader to more easily
follow the remainder of this chapter.
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2.1 Parkinsonian and Essential Tremor

Parkinson’s disease (PD) is rather difficult to accurately diagnose and effectively
treat. While clinical manifestations of PD are diverse, in this paper we focus on the
main motor symptoms, which can potentially be detected by spirography. The main
motor symptoms are: tremor, bradykinesia or slowness of movements, increase in
muscular tone or rigidity, and impaired postural reflexes. In the continuation we will
rather broadly refer to these symptoms as Parkinsonian tremor (PT).

Essential tremor (ET), the most prevalent movement disorder [6], is characterised
by postural and kinetic tremor with a frequency between 6 and 12 Hz. Although
it is regarded as a symmetrical tremor, ET usually starts in one upper limb and
then spreads to the other side affecting the contralateral upper limb, consequently
spreading to the neck and vocal cords, giving rise to the characteristic clinical picture
of the disorder. However, there are many deviations from this classical presentation
of ET, e.g. bilateral tremor onset, limb tremor only, head tremor only, isolated
voice tremor. Although distinct clinical entities, ET is very often misdiagnosed
as PT [31]. Results from clinical studies show that ET is correctly diagnosed in
50–63 %, whereas PT in 76 % of the cases. Co-existence of both disorders is also
possible [27]. In addition, PT can be very often observed when the upper limbs
are stretched (postural tremor) and even during limb movement (kinetic tremor),
which further complicates the differential diagnosis of the tremors. It is, however,
important to differentiate between PD and ET as the treatment of the disorders is
different.

2.2 DaTSCAN

DaTSCAN is the current golden standard test for differentiating between PD
and ET. DaTSCAN is a single photon emission computed tomography of the
dopamine transporter (DAT) in the striatum. During the procedure, a radioactive
agent (ioflupane (123)I-FP-CIT) is injected in the blood. In PD there is a remarkable
loss of DAT activity (as labelled by ioflupane (123)I-FP-CIT) while DAT activity in
ET is normal. Although it has been proven as a useful tool for the differentiation
between ET and PD with high sensitivity (93.7 %) and specificity (97.3 %), the
main disadvantages of the method are its high cost, invasiveness, and limited access
to the method, as it is usually available in bigger hospitals only [33]. Due to
aforementioned disadvantages, DaTSCAN is not suitable for use as a screening test
for general population.
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2.3 Spirography

In this subsection we give some background on spirography as it presents the basis
of all research described in this chapter. Spirography is a drawing method; usually
a spiral is the preferred shape drawn as it tests the subject’s motor ability in all
directions.

Spiral drawing has been recommended by the Movement Disorder Society [5] as
a method for the assessment of tremors. It has been demonstrated that the results of
spirography correlate with the UPDRS (Unified Parkinson’s Disease Rating Scale)
and may be useful in the assessment of severity of Parkinsonian signs [29].

The application of spirography is quite widespread. It is used in assessment of
akinesia in Parkinson’s disease [10, 30, 35], drug-induced dyskinesias [18], tremor
in multiple sclerosis [2, 9, 19], and essential tremor [7, 20]. It can also be useful
in evaluating the therapeutic effect of deep brain stimulation [14], a neurosurgical
procedure involving the implantation of a medical device called a brain pacemaker
to specific parts of the brain for the treatment of movement and affective disorders.

Traditionally, spirography is done on paper, by simply drawing the spirals with
a pencil. These drawings are assessed by visual evaluation. However, there are
no clear guidelines regarding the judgement and interpretation, resulting in the
basic method being somewhat subjective. A published protocol with the highest
recognition for evaluation of tremor through spiral drawing is that by Bain and
Findley [3]. This paper and pencil version of spirography does not provide any data
beyond the drawing itself, the timestamps of various points of the spiral cannot be
recorded as well as the data on pencil pressure, etc.

There were attempts to objectively measure the tremor amplitude of the pencil
drawn spirals via scanning them and analysing the scanned images [17, 21].
The main disadvantage still remains, though: as there are no times recorded,
several important aspects (e.g. speed of drawing, frequency analysis) cannot be
analysed/observed.

Of particular note in relation to the visual debugging and assessment described
in this chapter is the work of Wang et al. [34]. They observed that when the
centre of the spiral is incorrectly identified, the polar expression becomes irregular
with superimposed low frequency oscillations, which may result in less accurately
measured spiral indices. Poorly executed spirals and abnormal movements such as
tremors, superimposed on the spiral shape, cause artefacts that distort the spiral data,
alter the polar coordinates, and result in improperly defined spiral centers. They
attempted to improve the detection of the centre of the Archimedean spiral based
on regression analysis. In Sect. 5 we describe how this same problem was detected
using visual debugging.

Digitalised spirography [8, 26] uses a digital capture system to record the
drawing. The system is usually composed of a computer with a dedicated software,
a graphic tablet and a stylus. Digitalised spirography enables physicians to store the
exact timestamp of each point in a two-dimensional area. This is useful for further
analyses of the time series (e.g. frequency analysis). Figure 1 shows some textbook
spiral examples recorded with digitalised spirography.
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Fig. 1 Typical examples of spirals drawn by PT affected, ET affected and healthy subject.
(a) Parkinsonian tremor. (b) Healthy subject. (c) Essential tremor

In the first application, described in Sect. 3, standard digitalised spirography test
data were available, i.e. drawn using a stylus on a graphical pad. However, due to
the nature of PARKINSONCHECK, described in Sect. 4, the spirography data for this
application were obtained by drawing the spirals using fingers and not a stylus.

3 Decision Support System to Distinguish Between
Parkinsonian and Essential Tremor from Clinical
and Spirographic Attributes

The section describes the process of building a decision support system (DSS) for
diagnosing and differentiating between three types of tremors, namely ET, PT, and
mixed tremor (MT; both ET and PT at the same time). A successful DSS, acting as
a second opinion, mostly for difficult cases, is expected to increase the combined
diagnostic accuracy, reducing the need for patients to undergo an invasive, and very
expensive further examination (DaTSCAN). This will also save both patients’ and
doctors’ time.

Although several sets of guidelines for diagnosing both ET and PT do exist
[15, 25], none of them enjoys general consensus in the community. Furthermore,
none of these guidelines takes into account additional information from spirography.
Our DSS combines all sources of knowledge, experts’ background knowledge,
machine-generated knowledge, and spirography data in an attempt to improve
prediction accuracy. Indeed, as shown later in the text, spirography adds valuable
information and the results of the described experiment served as a decisive
motivation to build the PARKINSONCHECK mobile application.

The section mainly focuses on the task of knowledge acquisition as this is usually
the most challenging part of building a DSS. Our knowledge acquisition process
was based on argument-based machine learning (ABML) [23]. Here we give only a
brief summary of the work on the project, with an emphasis on parts that influenced
work described in the next sections. A detailed description of our work can be found
in [11].
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3.1 Domain Description and Problem Definition

Our initial data set consisted of 122 patients diagnosed and treated at the Department
of Neurology, University Medical Centre Ljubljana. The patients were diagnosed by
a neurologist with either ET, PT, or MT which represent possible class values for
our classification task: 52 patients are diagnosed with ET, 46 patients with PT and
24 patients with MT. Our task was to use machine learning and build a classification
model for classifying a new patient with either ET, PT, or MT.

After the initial preprocessing, the patients were described using 47 attributes.
About a half of the attributes were derived from the patient’s history data and the
neurological examination, the other half included data from spirography.

Digitalised spirography is a technique used to evaluate different types of tremor
through acquisition and analysis of spiral drawings. For this task, the doctors at
the Department of Neurology are using a computer, a tablet for digital acquisition
of the signal and a special pencil. A patient is asked to draw an Archimedean spiral
on the tablet, and the resulting spiral is then included in the process of diagnosis.

Spiral drawing of patients with ET, PT, and MT can be seen in Fig. 2,
respectively. Besides the raw signal received from the tablet, a spectral analysis
is performed, which provides information about the tremor frequency. Commonly
used are also speed-time and radius-angle transforms, where the latter depicts
changes of the radius as a function of changes of the angle during spiral drawing.
However, although the result of spirography comprises several time-series, in
machine learning experiment in [11] we only used the qualitative assessments of
the spirals provided by the physicians. We used the “raw” data in later experiments,
as it is described in the following sections.

Fig. 2 Three spirals drawn by three patients with different types of tremor using their left hand.
The spirals were drawn on a specialized tablet using a pen. (a) Essential tremor. (b) Parkinsonian
tremor. (c) Mixed tremor
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3.2 Methodology for Acquisition of Neurological Knowledge

Knowledge acquisition is a task that often proves to be a very difficult one,
especially so if the goal is to acquire the knowledge in a comprehensible form.
Our knowledge acquisition process was based on argument-based machine learning
(ABML) [23]. ABML seamlessly combines the domain expert’s knowledge with
machine-induced knowledge, and is very suitable for the task of knowledge
elicitation as it involves the expert in a very natural dialogue-like way [22]. The
expert is not required to give general knowledge of the domain (which can be
hard), but is only asked to explain concrete examples which the machine cannot
correctly classify on its own. The process usually results in improved accuracy
and comprehensibility [23]. Such focused knowledge elicitation also saves a lot of
expert’s time.

The reader can find more about ABML in [23] and at its website www.ailab.si/
martin/abml. In [11] we used the ABCN2 method, an argument based extension of
the well-known CN2 method [4], that learns a set of unordered probabilistic rules
from examples with attached arguments, also called argumented examples. The
attached arguments constrain rule learner to learn a set of rules that are consistent
with given arguments. The following loop, called the ABML loop, defines the
scheme of a dialogue between an expert and a computer in the ABML learning
process. The loop contains four steps:

Step 1: Learn a hypothesis with ABCN2 using given data (in the initial step, data
contains no arguments).

Step 2: Find the “most critical” example and present it to the expert. A critical
example is an example that the current set of rules failed to explain correctly. If
a critical example can not be found, stop the procedure.

Step 3: The expert explains the example; the explanation is encoded in argu-
ments and attached to the learning example.

Step 4: Return to step 1.

The third step can turn into a mini-dialogue between the expert and the computer,
if the provided arguments are in conflict with the data. Here we describe in details
step 3 of the above loop:

Step 3a: Explaining critical example. First, the expert articulates a set of reasons
suggesting the example’s class value.

Step 3b: Adding arguments to example. An argument is given in natural lan-
guage and needs to be translated into domain description language (attributes).
If the argument mentions concepts currently not present in the domain, these
concepts need to be included in the domain (as new attributes) before the
argument can be added to the example.

Step 3c: Discovering counter examples. Counter examples are used to spot if an
argument is sufficient to successfully explain the critical example or not. If not,
ABCN2 will select a counter example. A counter example has the opposite class
of the critical example, however it is covered by the rule induced from the given
arguments.

www.ailab.si/martin/abml
www.ailab.si/martin/abml
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Step 3d: Improving arguments with counter examples. The expert has to revise
his initial argument with respect to the counter example.

Step 3e: Return to step 3c if counter example found.

We will continue by describing a sample iteration from the actual dialogue
between ABML and the neurologist. We believe that the idea of such team
work between a computer and an expert is also interesting from the multi-media
perspective, as information on critical examples is usually presented in different
formats (media). The expert needs to construct an argument using all media and
then translate it to the language understood by the ABML algorithm.

In one of the iterations, a critical example was found, which was diagnosed as
a MT (suffers from both, PT and ET) by a physician. In this case, the neurologist
was asked to describe which features of the example are in favor of ET and which
features are in favor of PT. The neurologist explained that the presence of postural
tremor speaks in favor of ET, while the presence of rigidity speaks in favor of PT.
These two conditions (postural tremor and rigidity) are assessed with a clinical test
and are typical symptoms of ET and PT, respectively.

Unfortunately, these two conditions were not directly present in our feature
space. However, we could derive their values from some other related features.
Therefore, features POSTURAL.TREMOR.UP and RIGIDITY.UP were introduced into
the domain and their values where automatically computed from the original ones
that describe features postural tremor and rigidity. The former was used as an
argument for ET and the latter was used as an argument for PT—both of these
arguments were added to the critical example. While no counter examples were
found for the expert’s argument in favor of ET, the method selected a counter
example for his argument in favor of PT.

The method, afterwards, found a counter example classified as ET, however
having rigidity, which is typical for a PT. The neurologist was now asked to compare
the critical example with the counter example; he needed to explain what is the
most important feature in favor of PT that appears in the critical example and does
not appear in the counter example. The crucial difference was discovered while
inspecting the spirals drawn by both patients. Figure 3 shows the spirals drawn
by patients that correspond to the critical and counter examples, and Fig. 4 shows
spectral graphs of these two spirals. The neurologist spotted a reoccurring pattern of
frequency spikes that is called harmonic, and according to the expert’s judgement,
it was the presence of harmonics in the counter example (or their absence in critical
example), which are typical of ET. Therefore, the attribute HARMONICS that was
added into the domain earlier with possible values of true and false was added to
the previous argument. However, the method then found another counter example
having ET, however with rigidity and no harmonics. The expert explained that the
tremor in the new counter example did not have symmetrical onset, as opposed to the
one in the critical example. The argument was further extended using the attribute
SIM.TREMOR.START and added to the critical example. No new counter examples
were found and this particular iteration was therefore concluded.
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Fig. 4 Spectral analysis of spirals from Fig. 3. The spikes at around 6 and 12 Hz in the second
picture suggest that this patient has a particular condition called harmonics, which is usually a
symptom for the ET disease. (a) Critical example. (b) Counter example

The knowledge elicitation process consisted of 19 iterations. During the process,
17 new attributes were included into the domain. All new attributes were based
on the explanations given by the expert and were derived either from the original
attributes or from the qualitative evaluations of the drawn spirals.
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3.3 Results and Motivation for PARKINSONCHECK

We evaluated the final ABML model and compared it to some other standard
machine learning methods. The evaluation on a separate and independent testing
set displayed that ABML performs better when compared to some other techniques.
For example, the classification accuracy of the final ABML model was 0.91, while
the normal rule learning algorithm (without arguments) achieved 0.82 classification
accuracy.

Along with the quantitative evaluation, we were also interested in comprehensi-
bility of the learned rules. This feature is essential to a DSS, where all automatically
suggested decisions must be grounded in some reasons. We asked two neurologists
(other than our expert in the knowledge elicitation process) to independently
evaluate each of the finally learned rules and provide their opinions. We were quite
happy as they found all the conditions in the rules to correctly indicate the predicted
class. A further look at the final set of rules reveals another interesting result. Of the
13 rules, nine contain attributes dealing with spirography tests, and of those nine,
three are based exclusively on spirography. The following rule is one of them:

IF HARMONICS = true THEN class = ET or MT;

The rule states that if there are harmonic frequencies in the tremor frequency spectra,
then the tremor is essential. It is known that the appearance of harmonic frequencies
is very specific for ET.

It is important to note that during the knowledge elicitation there was no special
incentive to use specifically spirographic data. This suggests that spirography is very
useful for the task at hand. The three rules also work very well on eight patients that
had no clinical data. Furthermore, as studies imply that even some of the clinical
attributes could be deduced from drawn spirals [29], an idea was born to develop
an application that would enable self-diagnosis of tremors through spirography
only. The application should be easy-to-use and would be able to accurately detect
some signs of a Parkinsonian disease or essential tremor. The application and its
development are described in the following section.

4 PARKINSONCHECK Mobile Application

One of the results of the research described in the previous section, perhaps
somewhat surprising, was how prominently the spirographic attributes featured in
the constructed DSS for differentiating between PT and ET. The fact that these
attributes were observed in more than a half of the decision rules and the fact that
spirography is a relatively easy-to-do-yourself test gave rise to the idea of creating
a mobile application for detecting signs of PT and ET. This was additionally made
possible by the steady advancement in capabilities of modern multimedia mobile
devices and by the observation that even some “non-spirographic” attributes of
the DSS could be approximated with spirography or other self-tests. This latter
observation was already discussed in Sect. 2.3.
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This section briefly describes the application itself, and some selected attributes
of its decision support system that are key to understanding the next section. An
interested reader can learn more about the inner workings of PARKINSONCHECK’s
DSS in [28].

4.1 The Application

The PARKINSONCHECK application1 is a decision support system used to detect
indicators of either PT or ET. It was implemented for most of the operating systems
used on mobile devices, which makes it generally accessible to the public. We hope
that a preemptive use of this application will result in sooner identifications of the
disease, making physicians able to observe and treat patients in the early stages of
the disease. Figure 5 shows the graphical user interface of the version implemented
for mobile devices.

PARKINSONCHECK is based on spirography along with some additional data:
age, handedness, and medications taken being the most important. The spirography
results in several time series, measuring X and Y coordinate of each drawn point and
its exact timestamp. For our purposes, the spirography test was made using mobile
devices with touch screens. Unlike the standard digitalised spirography, the subjects
were asked to draw the spirals using their fingers and not a stylus. The reason

Fig. 5 The graphical user interface of the ParkinsonCheck application. The Figure shows the main
menu, the window for drawing a spiral, and the visualisation of diagnostic results

1A web service version is available at http://www.parkinsoncheck.net/pc.

http://www.parkinsoncheck.net/pc
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Fig. 6 Drawing area of the
PARKINSONCHECK app with
the displayed template

was that only a minority of people own styluses for touch screen phones. Another
significant change is the limited size of the drawing area. For this reason, our final
spiral templates consisted of only three turns. Our comparison with larger templates
(of five turns) revealed no difference in the accuracy of the results. A screenshot of
the drawing area with the template displayed in it is shown in Fig. 6.

4.2 How the Application is Used?

While the application should be properly used to give valid results, it was designed
with ease-of-use first mindset. It includes brief but comprehensive instructions at
the beginning and at every step of the testing procedure, also available as spoken
instructions. One very important component is also the practice mode where the
user familiarises him or herself with the drawing task. The user is guided to first
read the instructions, then practice drawing, and only then take the test by the layout
of the main menu.

The application is equipped with automatic detection of some drawing mistakes
by the user that would critically affect the test results. Two such mistakes that
were also exposed by the visualisation methods are drawing in the wrong direction
(clockwise) and starting the spiral too far from the centre of the screen marked with
a cross.

Every user is asked to provide data on age, handedness, and medications taken,
and to draw four spirals on a mobile phone and/or tablet touch screen. The first task
is to follow the line of an already drawn Archimedean spiral (a template) with three
turns using a right hand finger. The second task is to draw an Archimedean spiral
without a template using the right hand finger. Tasks three and four are the same as
one and two except that they are performed with the left hand finger.

After the user completes all four drawing steps, the results are immediately
calculated and presented. If the results exhibit signs of any disorders, the user is
encouraged to retake the test, and consult the physician. The results, including the
given data and drawn spirals, are stored locally on the device and can be managed
(also deleted) by the user at a later time.
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4.3 The Prediction Model

The prediction model of the DSS was built using knowledge elicitation, feature
construction and machine learning. The main learning data set consisted of 124
subjects which were diagnosed/checked at the University Medical Centre Ljubljana.
These subjects included both PD and ET patients as well as healthy individuals. The
latter were also checked by the neurologists to confirm that they do not exhibit any
movement disorders (some mostly harmless tremors do occur in healthy people as
well). The testing data also included the larger templates with five turns which are
omitted from the final application as they do not improve the application’s accuracy.

From the gathered data we first computed five transformations of the original
spirals that are usually used in spirography: absolute speed is the actual speed
of drawing, polar coordinates represents spirals in angle-radius graph (an optimal
Archimedean spiral corresponds to a line in the polar coordinates), radial speed is
the change in radius over time, angular speed measures the change in angle over
time, and the frequency analysis plots the power spectrum density of the absolute
speed signal.

From the six representations of a spiral (the original and five transformations),
we implemented 207 descriptive attributes that can be categorised into six groups:
symmetry group, extrema group, error group, frequency group, radial group and
multi-test group. The implementation of these attributes was mostly motivated
by medical background knowledge. Experts’ background knowledge is based on
their experience with digitalised spirography, which they have been using in clinical
practice for several years. A large extent of this knowledge was successfully elicited
in the study described in Sect. 3. We were aware of many characteristics of the
spirals associated with certain diagnoses, e.g. saw-like patterns, sharp square-
like edges, presence of peaks and harmonics in the spectral density graph, compres-
sions and asymmetry of the spirals on one side, asymmetry between left/right hand
spirals, etc.

To select the best classifying method, we tested several machine learning
methods on the provided data and selected a logistic regression model as the one
to be implemented in the system. The classification accuracy of the final method
evaluated with cross-validation was 0.835, and the area under curve (AUC) equaled
0.930. We preferred the logistic regression not only because it performs best, but as
it learns a linear model. This makes it easier to analyse which of the implemented
attributes are deemed more important by the model, hence which of the attributes
should be used in the visual explanation of classifications.

4.4 Description of Selected Attributes

In the following paragraphs, we give a short description of the attributes that
are discussed in Sect. 5, where we detail some interesting cases of visualisation.
We selected these attributes based on their importance in the prediction model
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(their corresponding linear coefficients where amongst the highest) and since they
adhere to the constraints of our visualisation method (only attributes that have
cumulative properties can be visualised with the proposed method). An interested
reader can find full descriptions of all attributes and their corresponding groups
in [28].

The attribute Rad.sp.stdevP (from the extrema group) is related to the direction
changes (peaks) in the radial speed graph. A peak is a local extreme (minima and
maxima). The attribute measures the standard deviation of the absolute differences
between two neighbouring extremes. A large value Rad.sp.stdevP implies larger
fluctuation in the radial speed.

The attributes err (from the error group) compute the root mean squared error
(RMSE) between an “optimal spiral” and the actual spiral in polar coordinate space.
As we actually do not know the optimal spiral, however we know that it should be
a line in polar coordinates, we approximated it with a least squares fit to the data of
the actual spiral represented in polar coordinates.

The attribute percNeg (from the radial group) measures the percentage of
the spiral length when the user is drawing towards the centre. This is simply the
percentage of the length when the radial speed is below zero. When drawing the
ideal Archimedean spiral, the radius is constantly increasing, thus the drawing is
never towards the centre. Obviously, even the healthy users occasionally have to
correct the direction and draw towards the centre, however, this is much less frequent
than with users with impaired movement.

5 Visual Debugging of PARKINSONCHECK Attributes

In this section we introduce and discuss an attribute-based visualisation of spirals
from the digitalised spirography as used for development, debugging, and assess-
ment of PARKINSONCHECK attributes, building on [12]. To design an expert system
to automatically classify the spiral drawings and user data, knowledge extraction
from the experts is necessary. However, such knowledge is initially in the form
of relatively vague definitions and needs to be properly translated into precisely
defined attributes. For this purpose, the possibility to visually appraise the attributes
and their contributions to classification (decision making) is extremely helpful. This
is a natural consequence of the power of visualisation in humans.

To visually explain the classification of a time-series (the spiral in our particular
case), we need to identify parts of the spiral that significantly affect the values of
attributes. For example, if we have an attribute measuring the distance between the
drawn and the optimal spiral, the selected parts would be those that significantly
differ from the optimal spiral. Hence, when these parts are identified, they are
provided as an explanation for the classification, and a knowledge engineer or a
physician needs to check the explanation. If the explanation is in accordance with
the background knowledge, we can expect that attributes were properly defined.
In the other case, we need to re-implement the attributes considering the problems
in the explanation.
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It turned out that visual debugging is not the only benefit of attribute visualisation
of time-series. The visualization itself is also a valuable tool for physicians to
understand the reasoning of the decision support system. Potentially, it allows them
to discover new knowledge when a computer-generated explanation is reasonable,
however different it may be to a traditional physician’s explanation.

5.1 Method for Visualisation of Contributing
Factors of Attributes

The type of visualisation depends on the type of an attribute one would like to show.
In this section we will present some of the methods for visualisation that we find
appropriate.

5.1.1 Discovery of the Most Contributing Sectors
Using a Floating Window

One of the approaches is to visualise the sectors of the spiral, which contribute the
most to the final value of the attribute in question. We used this kind of visualisation
for attributes radSpeed.stdevP, radSpeed.percNeg, and err already
presented in Sect. 4.4. However, the approach slightly differs for some attributes.

For the first two attributes, we used the data describing the change of radial
speed in time. We calculated the attribute values using only the data from a sliding
window interval. The results were stored together with the starting points of the
sliding window.

This is a bit different for err and similar attributes, which represent a result
of comparing a drawn time-series to an optimal time-series. For calculating err
attribute we transform the drawn spiral from Cartesian (x vs. y) coordinate system
to polar (radius vs. angle) coordinate system by calculating the values for radius and
angle as shown below.

radius D
p

x2 C y2 (1)

angle D tan�1
�y

x

�
(2)

The Archimedean spiral, which is in our case deemed as the optimal spiral, is
represented as an ascending straight line in the polar coordinate system. If we would
calculate the values of the err attribute on the intervals, we would not be able to
compare the points to the desired optimal time-series. To compare the drawn spiral
with the optimal one, we first had to calculate the values of the desired (optimal)
spiral and then calculate the mean squared error (MSE) for each point in a time-
series. We used this data to calculate the sum of MSEs of all the points on an interval
using a sliding window.
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Fig. 7 An example of the drawn spiral in the cartesian and polar coordinate system (medium grey)
plotted together with the optimal spiral (light grey). Highlighted with black is an err attribute

After calculating the attribute values on each interval, we sorted the intervals by
their contribution to the total attribute value. We plotted the points of n intervals
which had the largest contribution to the attribute value on the graph.

Plotting the intervals was done only for the attributes, which were relevant for the
diagnosis of each case. We visualised the attribute only if its value for the considered
case was over the threshold defined in the diagnostic model.

Since it is not easy to understand the err attribute and what it actually measures,
we plotted the optimal spiral on the same picture as shown in Fig. 7. This made the
err attribute clearer.

It is not always possible to calculate the attribute value on a small number of
points (e.g. for drawing frequencies). In this case we would like to use every data
we can get. We decided to try this approach on radSpeed.stdevP attribute. First
we calculated the average value of an attribute on the whole time-series. We used
this value for replacing the value of the points in a floating window. The value of
an attribute was then calculated on the “corrected” time-series. When plotting the
most contributing parts we now took the starting points of n lowest attribute values,
as these actually represent the most contributing parts of the time-series.

5.1.2 Discovery of the Most Contributing Sectors Without
Using a Floating Window

This approach is used for visualising all points of a time-series which increase the
value of an attribute. In our case, those were the attributes radSpeed.percNeg0
and radSpeed.percNeg005. Both attributes have also been visualised using a
method presented in Sect. 5.1.1. The reason for two different visualisations of the
same attribute lies in its informative value. Patients with ET usually draw saw-like
spirals, which means they often draw towards the center of the spiral. With this
approach we can mark all these irregular parts. An example is shown in Fig. 12.
However, if the spiral has been drawn by a PD patient, using the method from
Sect. 5.1.1 is more appropriate as the spirals are usually smoother.
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For this type of visualisation we took all points and the corresponding times from
the time-series whose values for radial speed were below zero (or below �0:05 for
radSpeed.percNeg005). We plotted these points on a radial speed graph and
on the spiral as shown later on Fig. 12.

5.2 Benefits of Visualisation

In this section we describe the benefits of visualisation through a series of real-life
examples encountered while designing and later improving the PARKINSONCHECK

application [28]. We see three distinct types of benefits: (a) for explanation of DSS’s
classification, (b) for “visual debugging”, and (c) for discovering new knowledge in
the domain.

5.2.1 Example 1: Explanation of Classification

The first example presents a classic use of visualisation for the purpose of
explanation of DSS’s classification of a spiral. Figure 8 shows a typical Parkinsonian
spiral. One of the visual clues for a neurologist are the condensed lines on one
side of the spiral. The medical explanation for this visual effect is rigidity (stiffness
and resistance to limb movement), which in turn is one of the four principal motor
symptoms of PD (and not a symptom of ET). A person affected with limb rigidity
experiences trouble drawing in a given direction which results in spiral lines being
close together in that direction. This is clearly visible in the upper right part of the
spiral in Fig. 8. Note that the outermost turn of the spiral to the bottom also looks
condensed, however, this is due to the smartphone’s screen limitation; this is easily
detected from the spiral’s coordinates.

The sections of the spiral in Fig. 8 highlighted in black represent parts of the
spiral contributing the most to the high value of the attribute err. They coincide
remarkably well with the condensed lines in the upper right quadrant of the spiral.

Fig. 8 A typical
Parkinsonian spiral
highlighted with the err
attribute
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Such a visualisation of the attribute err can immediately alert the physician to an
important detail, which in some cases is not as obvious as in this typical example. It
should be noted that this attribute does not target condensed parts alone, this is just
one irregularity that it can detect (also see next paragraph).

This particular visualisation proved very interesting also to the developers of the
DSS. The attribute err was not designed specifically to describe condensed parts
of the spiral. Its intention was to describe the general misfit of the drawn spiral
with the ideal (template) spiral. The logic behind this attribute is that people with
motor disorders will have a harder time following a template: an unwanted move
due to tremor would cause the finger to go astray of the ideal course. However, the
visualisation showed that this attribute is also very useful for finding the condensed
parts. This promptly explained why all attempts to design an attribute specifically
targeted at detecting the condensed parts failed to further improve the classification
accuracy of the DSS.

Figure 9a visually explains how (or why) the attribute err actually detects
the condensed parts of the spiral. On the figure we see an optimal spiral along
with the one drawn by the user. The optimal spiral is a reverse transformation
into Cartesian coordinate system of the ideal fit (what the err attribute actually
calculates) to the drawn spiral in polar coordinates. Part (b) of the figure shows the
polar coordinate representation where the straight line is the best fit. Highlighted in
black are the regions that most contribute to the high values of err. The reason why
err detects condensed parts is now obvious: these are the parts that are not even
close to their supposed turn. This was interesting to DSS developers.

The spiral in Fig. 9a was drawn without the template (freehand test). The same
person’s spiral with the template is shown in Fig. 10. If we compare the two
spirals, we see that only the freehand drawing is condensed. The visualisation nicely
confirms (and conforms to) the known fact that “Bradykinesia, a consequence of
dysfunction of the basal ganglia, is more profound when no visual cues are available
as the involvement of the cerebellar pathways are then largely redundant [16, 18].”

Fig. 9 (a) A typical Parkinsonian spiral with highlighted parts (in black) that contribute the most
to the value of the err attribute. (b) The spiral from Fig. 9a represented in the polar coordinate
system highlighted (in black) with the err attribute
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Fig. 10 (a) A spiral drawn by the same subject as the one in Fig. 9 with the template highlighted
with the err attribute. (b) The spiral from Fig. 10a represented in the polar coordinate system
highlighted with the err attribute

Fig. 11 (a) An almost perfect spiral and (b) the associated radial speed graph both highlighted
with the radSpeed.percNeg attribute. The cross in the centre of the Fig. 11a represents an
ideal origin of the spiral

5.2.2 Example 2: Visual Debugging

This example demonstrates the use of visualisation for the purpose of visual
debugging. In Fig. 11a, we can see an example of an almost perfect spiral. So, if the
spiral is almost perfect, why is half of it highlighted in black, signifying something
is wrong with it? The answer lies in the graph in Fig. 11b. The graph plots the
radial speed of drawing the spiral over time in milliseconds. If the user is drawing
towards the centre of the spiral, the radial speed is negative and vice versa. The
black highlight on both the spiral and the radial speed graph in Fig. 11 are sections
where the radial speed is negative.

The attribute radSpeed.percNeg measures the percentage of time the user
draws with negative radial speed. It proved to be an important attribute, because
normally the distance from the spiral’s origin (radius) should be monotonically
increasing. Any decrease is either due to unwanted movement or a healthy user
trying to compensate for increasing the radius too much in the previous section
of the spiral. Nonetheless, this latter case manifests itself in smaller percentage of
negative speed than the case with unwanted movement due to illness.
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However, given the spiral from Fig. 11a this attribute clearly has a problem as
can be inferred from the amount of black highlight. And the visualisation provided
us with the explanation. The distance to the current point on the spiral is measured
from the spiral’s origin. Note that the origin is not in what one would perceive as
the centre of this particular spiral, but more in the upper right part of the spiral. The
perceived ideal origin (centre) is marked with a cross. Measuring the distance to an
ideal origin defines radSpeed.percNeg in a more appropriate way and will be
implemented in the next release of the application.

5.2.3 Example 3: Explanation of Classification and Generation
of New Knowledge

For reasons mentioned in the previous Example (5.2.2), radSpeed.percNeg is
quite an important attribute despite the described problem with it. It differentiates
well between spirals with and without signs of ET/PD. Figure 12 shows a textbook
example of an ET spiral and the associated radial speed graph. The wave-like
patterns clearly seen in the spiral are hallmark signs of ET. We can see that most
of the wave-like patterns have been highlighted with black as a visual clue for the
physicians. On the other hand, Fig. 13 shows a PD spiral and its associated radial

Fig. 12 (a) A typical essential spiral and (b) the associated radial speed graph both highlighted
with the radSpeed.percNeg attribute

Fig. 13 (a) A typical Parkinsonian spiral and (b) the associated radial speed graph both high-
lighted with the radSpeed.percNeg attribute
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speed graph. The black highlight in this case marks sections on the spiral just before
the condensed parts (explained in Example 5.2.2) occur.

This example also demonstrates new knowledge generation. In this case,
it is not new medical knowledge, but an idea how a new attribute based on
radSpeed.percNeg can be constructed to differentiate between ET and PD.
A high value of radSpeed.percNeg is indicative of the spiral containing signs
of either PD or ET, but it does not differentiate between the two conditions. Yet
looking at Figs. 12 and 13 we can see that the black areas marking when the user was
drawing towards the centre are distributed quite differently. We can observe that for
ET, the total value of radSpeed.percNeg is composed of many small regions
on the spiral (waves), while for PD it is composed of a smaller number of longer
regions. An attribute taking this difference into account could thus differentiate
between ET and PD.

In fairness, the general idea about this new attribute surfaced before the visual-
isation of radSpeed.percNeg, yet the latter vividly confirmed our reasoning.
This new attribute will be implemented in the next release of the application.

5.2.4 Example 4: Explanation of Classification

Figure 14 presents another typical ET spiral and the accompanying radial
speed graph. This time the black highlights on the graph (and consequently the
spiral) represent the parts most contributing to the high value of the attribute
radSpeed.stdevP. This attribute measures how erratic are the local extrema on
the radial speed graph; in essence how often and how much the user changes the
direction (increase/decrease) of radius while drawing the spiral. It can be seen in
the figure how well the highlighted areas correspond with wave-like distortions on
the spiral. Note that only the areas most contributing to radSpeed.stdevP are
highlighted, so not all the distortions are marked. We believe this is a better way
of showing the visual clues to the physician, pointing out just the most important
parts.

Fig. 14 (a) A typical essential spiral and (b) the associated radial speed graph both highlighted
with the radSpeed.stdevP attribute (with the median filter applied)
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Fig. 15 (a) A typical essential spiral and (b) the associated radial speed graph both highlighted
with the radSpeed.stdevP attribute (without the median filter applied)

In an interesting twist, this particular visualisation helped explain what is
the contribution of radSpeed.stdevP to the developers of the DSS. The
attribute radSpeed.stdevP was initially included only as an easy-to-program
prototype and was not given much thought as it was believed that it will later
be replaced with a more sophisticated (or targeted) one. To everyone’s surprise
it remained important in the final model. Our hypothesis is that such a primitive
attribute is more robust than most targeted ones. While seemingly an odd case, such
a situation with initially incomprehensible attributes can arise quite often: automatic
feature construction is an obvious example of how this can happen.

5.2.5 Example 5: Visual Debugging

The previous example’s highlighted areas (given in Fig. 14) initially looked as
shown in Fig. 15. Comparing the two figures (spirals) one notices that initially a
relatively unimpaired section in the lower left quadrant of the spiral was highlighted.
This seemed strange and prompted us to investigate why this occurs.

The radial speed graph in Fig. 15b shows a very big negative peak at around
7,400 ms. As this large peak does not correspond to a significant decrease of radius
in the spiral (in the lower left highlighted section) we concluded that something
might be wrong with how the radial speed is calculated or measured. The radial
speed is calculated as �r=	t; if 	t is small, this could lead to unrealistically high
radial speeds. After realising this, it was obvious that the culprit is how the device
(smartphone) samples the drawing data—occasionally the time 	t between two
samples is much smaller than usual. We took this into account when looking at
absolute speed, but not when dealing with radial speed.

Figure 14b shows the radial speed graph after we applied the median filter to it
to rectify the observed problem. The erroneous peak has been significantly reduced
and the highlighted areas show the improved functioning of radSpeed.stdevP.
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6 Conclusions

In 2011 we wrote “Spirography was revealed to have real potential for tremor
diagnosis, in conjunction with clinical data, but also as a standalone early screening
method.” This was one of the conclusions of the first study [11] briefly presented
in this chapter. Unbeknownst at that time, this idea was later put into practice in no
small part also due to advancement of mobile multimedia devices. The increased
capabilities of such devices enabled spirography, an easy-to-do-yourself test for
signs of PD and ET, become available to everyone in the comfort of their own
home. Multimedia, sensors, graphics, and artificial intelligence (AI) all played an
important part in achieving this.

There are several benefits of PARKINSONCHECK. As anyone concerned can use
it at any time, the application can act as an early warning system. It can also be used
for triage. The analysis is performed on the device itself, and there is no need to
send any data anywhere or to anyone. This allows full privacy and reduces the cost
as there is no need for a physician to evaluate the drawings and related data. As the
analysis is performed without any human intervention, it is available immediately
after taking the test. The application can serve as a spirographic test anywhere and
anytime for free (in Slovenia for now), replacing other equipment. This latter point
is the result of modern mobile multimedia devices and can play an even bigger
role with the intended continuation of the project: an upgrade for monitoring the
patients objectively. As PD is a chronic disease, monitoring is a very important issue.
Even more so, because the treatment dosage is not easy to optimally determine as it
changes with disease progression.

The monitoring objective, but also the original intention of PARKINSONCHECK

is subject of further research and improvement. Sound is one of the possibilities to
improve the accuracy of the application for both, detection and monitoring. PD also
affects vocal cords and this manifests itself in the way the patient speaks, this can
also be picked up by smartphones and tablets for analysis.

The main focus of the chapter, however, was the use of visualisation in
PARKINSONCHECK’s attribute construction and assessment. The relatively simple
method proved very helpful for debugging the attributes and the model of a concrete
decision support system by means of provided visual explanations. Note that not all
spirals are so easily classified as the ones presented in this paper—these are more or
less textbook examples.

As people are very visual beings, similar methods of visual debugging can be
extremely powerful when dealing with complex systems where various subsys-
tems/calculations are entangled or depend on one another. A good illustration might
be Example 5.2.5 in Sect. 5.2. The attribute in the example depended on several
calculations (and in itself all were correct) and assumptions about measurement
(small interval between two samples was detected). While not very easy to debug
in a conventional way, it was quite straightforward to analyse the situation once it
was adequately visualised. Without the visualisation such an attribute could easily
be discarded as not promising by feature subset selection for example. We believe
this warrants further research unlocking the potential of visual debugging.
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Another benefit of visualisation is generation of new domain knowledge—be it
for domain experts or knowledge engineers coding such knowledge. Sometimes the
attributes are unintelligible as they were not obtained using background knowledge;
one can easily imagine the situation with automated feature construction. If such
attributes prove powerful and can be nicely visualised, new knowledge for domain
specialists is immediately gained.

Acknowledgements The research was partly funded by Slovenian Research Agency (ARRS).
The development of PARKINSONCHECK was partly funded by Slovenian Ministry of Education,
Science and Sport and European Regional Development Fund.

References

1. Alberio, T., & Fasano, M. (2011). Proteomics in parkinson’s disease: An unbiased approach
towards peripheral biomarkers and new therapies. Journal of Biotechnology, 156(4), 325–337.
Special issue: {IBS} 2010 - Industrial Biotechnology.

2. Alusi, S. H., Worthington, J., Glickman, S., Findley, L. J., & Bain, P. G. (2000). Evaluation
of three different ways of assessing tremor in multiple sclerosis. Journal of Neurology,
Neurosurgery & Psychiatry, 68(6), 756–760.

3. Bain, P. G., & Findley, L. J. (1993). Assessing tremor severity: A clinical handbook. Standards
in Neurology. London: Smith-Gordon.

4. Clark, P., & Boswell, R. (1991). Rule induction with CN2: Some recent improvements. In
EWSL (pp. 151–163).

5. Deuschl, G., Bain, P., & Brin, M. (1998). Consensus statement of the movement disorder
society on tremor. Movement Disorders, 13(S3), 2–23.

6. Deuschl, G., Wenzelburger, R., Loffler, K., Raethjen, J., & Stolze, H. (2000). Essential tremor
and cerebellar dysfunction clinical and kinematic analysis of intention tremor. Brain, 123(8),
1568–1580.

7. Elble, R. J., Brilliant, M., Leffler, K., & Higgins, C. (1996). Quantification of essential tremor
in writing and drawing. Movement Disorders, 11(1), 70–78.

8. Elble, R. J., Sinha, R., & Higgins, C. (1990). Quantification of tremor with a digitizing tablet.
Journal of Neuroscience Methods, 32(3),193–198.

9. Feys, P., Helsen, W., Prinsmel, A., Ilsbroukx, S., Wang, S., & Liu, X. (2007). Digitised
spirography as an evaluation tool for intention tremor in multiple sclerosis. Journal of
Neuroscience Methods, 160(2), 309–316.

10. Filipová, M., Filip, V., Macek, Z., Müllerová, S., Marková, J., Kás, S., et al. (1988.) Terguride in
parkinsonism a multicenter trial. European Archives of Psychiatry and Neurological Sciences,
237(5), 298–303.

11. Groznik, V., Guid, M., Sadikov, A., Možina, M., Georgiev, D., Kragelj, V., et al. (2013). Elici-
tation of neurological knowledge with argument-based machine learning. Artificial Intelligence
in Medicine, 57(2), 133–144.

12. Groznik, V., Sadikov, A., Možina, M., Žabkar, J., Georgiev, D., & Bratko, I. (2014).
Attribute visualisation for computer-aided diagnosis: A case study. In Proceedings of 2014
IEEE International Conference on Healthcare Informatics (ICHI 2014) (pp. 294–299). IEEE
Computer Society, US Conference Publishing Services.

13. Gustavsson, A., Svensson, M., Jacobi, F., Allgulander, C., Alonso, J., Beghi, E., et al. (2011).
Cost of disorders of the brain in Europe 2010. European Neuropsychopharmacology, 21,
718–779.

14. Hubble, J. P., Busenbark, K. L., Wilkinson, S., Penn, R. D., Lyons, K., & Koller, W. C. (1996).
Deep brain stimulation for essential tremor. Neurology, 46(4), 1150–1153.



PARKINSONCHECK Attribute Visualisation and Debugging 71

15. Hughes, A. J., Daniel, S. E., Kilford, L., & Lees, A. J. (1992.) Accuracy of clinical diagnosis
of idiopathic Parkinson’s disease: A clinico-pathological study of 100 cases. Journal of
Neurology, Neurosurgery, and Psychiatry, 55(3), 181–184.

16. Jueptner, M., & Weiller, C. (1998). A review of differences between basal ganglia and
cerebellar control of movements as revealed by functional imaging studies. Brain, 121(8),
1437–1449.

17. Kraus, P. H., & Hoffmann, A. (2010). Spiralometry: Computerized assessment of tremor
amplitude on the basis of spiral drawing. Movement Disorders, 25(13), 2164–2170.

18. Liu, X., Carroll, C. B., Wang, S.-Y., Zajicek, J., & Bain, P. G. (2005). Quantifying drug-induced
dyskinesias in the arms using digitised spiral-drawing tasks. Journal of Neuroscience Methods,
144(1), 47–52.

19. Longstaff, M. G., & Heath, R. A. (2006). Spiral drawing performance as an indicator of fine
motor function in people with multiple sclerosis. Human Movement Science, 25(45), 474–491;
Advances in graphonomics: Studies on fine motor control, its development and disorders.

20. Louis, E. D., Yu, Q., Floyd, A. G., Moskowitz, C, & Pullman, S. L. (2006). Axis is a feature of
handwritten spirals in essential tremor. Movement Disorders, 21(8), 1294–1295.

21. Miralles, F., Tarong, S., & Espino, A. (2006). Quantification of the drawing of an archimedes
spiral through the analysis of its digitized picture. Journal of Neuroscience Methods, 152(12),
18–31.

22. Možina, M., Guid, M., Krivec, J., Sadikov, A., & Bratko, I. (2008). Fighting knowledge acqui-
sition bottleneck with argument based machine learning. In M. Ghallab, C. D. Spyropoulos,
N. Fakotakis & N. M. Avouris (Eds.), Proceedings of the 2008 Conference on ECAI 2008:
18th European Conference on Artificial Intelligence. Frontiers in Artificial Intelligence and
Applications (Vol. 178, pp. 234–238). Amsterdam, The Netherlands: IOS Press.

23. Možina, M., Žabkar, J., & Bratko, I. (2007). Argument based machine learning. Artificial
Intelligence, 171(10/15), 922–937.

24. Murman, D. L. (2012). Early treatment of parkinson’s disease: Opportunities for managed care.
American Journal of Managed Care, 18(7), 183–188.

25. Pahwa, R., & Lyons, K. E. (2003). Essential tremor: Differential diagnosis and current therapy.
American Journal of Medicine, 115, 134–142.

26. Pullman, S. L. (1998). Spiral analysis: A new technique for measuring tremor with a digitizing
tablet. Movement Disorders, 13(S3), 85–89.

27. Quinn, N. P., Schneider, S. A., Schwingenschuh, P., & Bhatia, K. P. (2011). Tremor-some
controversial aspects. Movement Disorders, 26(1), 18–23.

28. Sadikov, A., Žabkar, J., Možina, M., Groznik, V., Georgiev, D., & Bratko, I. (2014). Parkin-
soncheck: A decision support system for spirographic testing. Technical report, University of
Ljubljana, Faculty of Computer and Information Science.

29. Saunders-Pullman, R., Derby, C., Stanley, K., Floyd, A., Bressman, S., Lipton, R. B., et al.
(2008). Validity of spiral analysis in early Parkinson’s disease. Movement Disorders, 23(4),
531–537.

30. Stanley, K., Hagenah, J., Brggemann, N., Reetz, K., Severt, L., Klein, C., et al. Digitized spiral
analysis is a promising early motor marker for parkinson disease. Parkinsonism and Related
Disorders, 16(3), 233–234.

31. Thanvi, B., Lo, N., & Robinson, T. (2006). Essential tremor—the most common movement
disorder in older people. Age and Ageing, 35(4), 344–349.

32. World Health Organization (2008). The global burden of disease: 2004 update. WHO Press,
World Health Organization, Geneva, Switzerland.

33. Towey, D. J., Bain, P. G., & Nijran, K. S. (2011). Automatic classification of 123I-FP-CIT
(DaTSCAN) SPECT images. Nuclear Medicine Communications, 32(8), 699–707.

34. Wang, H., Yu, Q., Kurtis, M. M., Floyd, A. G., Smith, W. A., & Pullman, S. L.(2008). Spiral
analysis improved clinical utility with center detection. Journal of Neuroscience Methods,
171(2), 264–270.

35. Westin, J., Ghiamati, S., Memedi, M., Nyholm, D., Johansson, A., Dougherty, M., et al. (2010).
A new computer method for assessing drawing impairment in parkinson’s disease. Journal of
Neuroscience Methods, 190(1), 143–148.



Meaningful Bags of Words for Medical Image
Classification and Retrieval

Antonio Foncubierta Rodríguez, Alba García Seco de Herrera,
and Henning Müller

1 Introduction

Image retrieval and image classification have been extremely active research
domains with hundreds of publications in the past 20 years [1–3]. Content-based
image retrieval has been proposed for diagnosis aid, decision support and enabling
similarity-based easy access to medical information [4, 5] ranging from similar case,
to similar images and similar regions of interest.

One of the main domains of image retrieval has been the medical literature with
millions of images being available [6, 7]. ImageCLEFmed1 (the medical image
retrieval task of the Cross Language Evaluation Forum) is an annual evaluation
campaign on retrieval of images from the biomedical open access literature [8]. In
the ImageCLEF medical task, usually 12–17 teams compare their approaches each
year from 2004–2013 based on a variety of search tasks [9].

The Bag-of-Visual-Words (BoVW) is a visual description technique that aims at
shortening the semantic gap by partitioning a low-level feature space into regions
of the features space that potentially correspond to visual topics. These regions
are called visual words in an analogy to text-based retrieval and the bag of words
approach. An image can be described by assigning a visual word to each of the
feature vectors that describe local regions or patches of the images (either via a dense

1http://www.imageclef.org/.
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grid sampling or interest points often based on saliency), and then representing the
set of feature vectors by a histogram of the visual words. One of the most interesting
characteristics of the BoVWs is that the set of visual words is created based on
the actual data and therefore only topics present in the data are part of the visual
vocabulary [10].

The creation of the vocabulary is normally based on a clustering method (e.g. k-
means, DENCLUE) to identify local clusters in the feature space and then assigning
a visual word to each of the cluster centers. This has been investigated previously,
either by searching for the optimal number of visual words [11], by using various
clustering algorithms [12] instead of the k-means or by selecting interest points to
obtain the features [13].

Although the BoVW is widely used in the literature [14, 15] there is a strong
performance variation within similar experiments when considering different vocab-
ulary sizes [11]., making the choice of vocabulary size a crucial aspect of visual
vocabularies that can vary very strongly. We hypothesize that this variance of
the BoVW method is strongly related to the quality of the vocabulary used,
understanding quality as the ability of the vocabulary to accurately describe useful
concepts for the task. Therefore, we try to reduce the size of the vocabulary without
reducing the performance of the method. The use of supervised clustering [16, 17]
to force the clusters to a known number of classes was also considered as an
option but it is against the notion of learning a variety of topics present in the data.
Instead, we compute the latent semantic topics in the dataset in an unsupervised
way by analyzing the probability of each word to occur. This allows to extract
concepts or topics from a combination of various visual word types, since the
topics are discovered based on the probability of co-occurrence of a set of visual
words regardless of their origin. The resulting reduced vocabularies present two
benefits over the full ones. First, a reduction of the descriptors leads to reduction
of the computational cost of the online phase of retrieval but also in the offline
indexing phase. This reduction becomes important in the context of large-scale
databases or Big Data. The second benefit of the approach is that by removing non-
meaningful visual words, the dataset description becomes more compact. A compact
representation makes it easier to use neighbourhood-based classifiers, which tend to
fail in high dimensional feature spaces due to the curse of dimensionality. Finally, a
transformation of the descriptor is proposed combining the pruning of meaningless
visual words and weighting meaningful words accordingly to their importance for
the visual topics.

The rest of this chapter is organized as follows: Sect. 2 explains in details the
materials and methods used with focus on the data set, the probabilistic latent
semantic analysis and how it is used to remove meaningless visual words from the
vocabulary. Section 3 contains factual details of results of the experiments run on
the dataset, while Sect. 4 discusses them. Conclusions and future work are explained
in Sect. 5.
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2 Materials and Methods

In this section, further details on the data set and the techniques employed are given.

2.1 Data Set

Image modality filters are one of the characteristics of medical image retrieval
that practitioners would like to see included in existing image search systems [18].
Medical image search engines such as GoldMiner2 and Yottalook3 contain modality
filters to allow users to focus retrieval results. Whereas DICOM headers often
contain metadata that can be used to filter modalities, this information is lost
when exporting images for publication in journals or conferences where images
are stored as JPG, GIF or PNG files and are usually further processed (fewer grey
levels cropping, : : :). In this case visual appearance is key to identify modalities
or the caption text can be analyzed for respective keywords to identify modalities.
The ImageCLEFmed evaluation campaign contains a modality classification task
that is regarded as an essential part for image retrieval systems. In 2012, the
modality classification data set contained 2,000 images from the medical literature
organized in a hierarchy of 31 categories [19]. Figure 1 shows the hierarchical
structure of modalities. All images in the dataset belong to a single leaf node in the
hierarchy.

The modality classification dataset is divided into two subsets of 1,000 images
each, one for training and one for testing. The training set and its corresponding
ground truth are made public for the groups to train and optimize their methods but
the comparison is performed on a test set of which the ground truth is not known
by the groups. Figure 2 shows the distribution of images across modalities in the
training and test sets.

Besides modality classification, an image retrieval task is also performed during
the benchmarking event where independent assessors judge the relevance of each
document in the pool of results submitted by the groups. The retrieval task is
performed on a dataset containing the full ImageCLEFmed data set, which in
2012 consisted of more than 306,000 images form the open access biomedical
literature.

Both data sets were used in the experiments described in this article. Methods
were first tested on the modality classification data set (training and testing)
to investigate the effect of parameters on the system. Then, fewer parameter
combinations were tested on the retrieval task with a larger data base.

2http://goldminer.arrs.org/.
3http://www.yottalook.com/.

http://goldminer.arrs.org/
http://www.yottalook.com/
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Fig. 1 Hierarchy of modalities or image types considered in the modality classification task

2.2 Descriptors

In this section, the descriptors used in our experimental evaluation are presented.
Scale Invariant Feature Transform (SIFT) and Bag-of-Colors (BoC) were chosen as
images descriptors.

2.2.1 SIFT

In this work, images are described with a BoVW based on their SIFT [20] descrip-
tors. This representation has been commonly used for image retrieval because it
can be computed efficiently [15, 21, 22]. The SIFT descriptor is invariant to trans-
lations, rotations and scaling transformations and robust to moderate perspective
transformations and illumination variations. SIFT encodes the salient aspects of the
greylevel-images gradient in a local neighbourhood around each interest point.

2.2.2 Bag of Colors

BoC is used to extract a color signature from the images [23]. The method is based
on BoVW image representation, which facilitates the fusion with the SIFT-BoVW
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descriptor. The CIELab4 color space was used since it is a perceptually uniform
color space [24]. A color vocabulary C D fc1; : : : ; c100g, with ci D .Li; ai; bi/ 2
CIELab, is defined by automatically clustering the most frequently occurring colors
in the images of a subset of the collection containing an equal number of images
from the various classes.

The BoC of an image I is defined as a vector BoC D fNc1; : : : ; Nc100g such that, for
each pixel pk 2 I:

Nci D
PX

kD1

PX
jD1

gj.pk/

with P the number of pixels in the image I, where

gj.p/ D
�

1 if d.p; cj/ � d.p; cl/

0 otherwise
(1)

and d.x; y/ is the Euclidean distance between x and y.

4CIELab is a color space defined by the International Commission on Illumination (Commission
Internationale de l’Éclairage) describing all colors visible for humans while trying to mimic the
nonlinear response of the eye.
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2.3 Vocabulary Pruning and Descriptor Transformation
Using Probabilistic Latent Semantic Analysis

In spoken or written language, not all words contain the same amount of informa-
tion. Specifically, the grammatical class of a word is tightly linked to the amount
of meaning it conveys. E.g. nouns and adjectives (open grammatical classes) can be
considered more informative than prepositions and pronouns (closed grammatical
classes).

Similarly, in a vocabulary of NW visual words generated by clustering a feature
space populated with training data, not all words are useful to describe the
appearance of the visual instances.

From an information theoretical point of view, a bag of (visual) words containing
Li elements can be seen as Li observations of a random variable W. The unpre-
dictability or information content of the observation corresponding to the visual
word wn is

I.wn/ D log

�
1

P.W D wn/

�
(2)

This explains why nouns or adjectives contain, in general, more information than
prepositions or pronouns. Words belonging to a closed class are more probable than
those belonging to a much richer class. According to Eq. 2, information is related to
unlikelihood of a word.

In a bag of visual words scheme for visual understanding it is important to use
very specific words with high discriminative power. On the other hand, using very
specific words alone does not always allow to establish and recognize similarities.
This can be done by establishing a concept that generalizes very specific words that
share similar meanings into a less specific visual topic. E.g. in order to recognize the
similarities between the (specific) words bird and fish we need a less specific topic
such as animal.

A visual topic z is the representation of a generalized version of the visual
appearance modeled by various visual words. It corresponds to an intermediate level
between visual words and the complete understanding of visual information. A set
of visual topics Z D fz1; : : : ; zNZ g can be defined in a way that every visual word
can belong to none, one or several visual topics, therefore establishing and possibly
quantifying the relationships among words (see Fig. 3).

2.3.1 Probabilistic Latent Semantic Analysis

Visual words are often referred to as an extension of the bag of words technique
used in information retrieval from textual to visual data. Similarly, language
modelling techniques have also been extended from text to visual words-based
techniques [25, 26].
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Fig. 3 Conceptual model of visual topics, words and features. Whereas continuous features are the
most informative descriptors from an information theoretical point of view, visual words generalize
feature points that are close in the feature space. We propose visual topics as a higher generalization
level, modelling partially shared meanings among words

Latent Semantic Analysis (LSA) [27] is a language modelling technique that
maps documents to a vector space of reduced dimensionality, called latent semantic
space, based on a Singular Value Decomposition (SVD) of the terms-documents co-
occurrence matrix. This technique was later extended to statistical models, called
Probabilistic Latent Semantic Analysis (PLSA), by Hofmann [28]. PLSA removes
restrictions of the purely algebraic former approach (namely, the linearity of the
mapping).

Hofmann defines a generative model that states that the observed probability of
a word or term wj; j 2 1; : : : ; M occurring in a given document di; i 2 1; : : : ; N, is
linked to a latent or unobserved set of concepts or topics Z D fz1; : : : ; zK} that
happen in the text:

P.wjjdi/ D
KX

kD1

P.wjjzk/P.zkjdi/: (3)

The model is fit via the EM (Expectation-Maximization) algorithm. For the
expectation step:

P.zkjdi; wj/ D P.wjjzk/P.zkjdi/PK
lD1 P.wjjzl/P.zljdi/

: (4)
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and for the maximization step:

P.wjjzk/ D
PN

iD1 n.di; wj/P.zkjdi; wj/PM
mD1

PN
iD1 n.di; wm/P.zkjdi; wm/

; (5)

P.zk; di/ D
PM

jD1 n.di; wj/P.zkjdi; wj/

n.di/
: (6)

where n.di; wj/ denotes the number of times the term wj occurred in document di;
and n.di/ D P

j.di; wj/ refers to the document length.
These steps are repeated until convergence or until a termination condition is

met. As a result, two probability matrices are obtained: the word-topic probability
matrix WM�K D .P.wjjzk//j;k and the topic-document probability matrix DK�N D
.P.zkjdi//k;i.

2.3.2 PLSA for Visual Words

The PLSA technique only requires a word-document co-occurrence matrix and
therefore the technique can be referred to as feature-agnostic. Since it does not
set any requirements on the nature of the low level features that yield these co-
occurrence matrices (other than being discrete), the extension to visual words is
simple. PLSA in combination with visual words for classification purposes was also
applied in [29, 30].

In our approach, images are described in terms of a BoC in the CIELab color
space and a BoVW based on SIFT descriptors. Therefore, the dataset can be
described using the following co-occurrence matrices:

CN�NC D .n.di; cj//i;j; (7)

SN�NS D .n.di; sl//i;l; (8)

where N is the number of images in the dataset, NC the length of the color
vocabulary, NS the length of the SIFT-based vocabulary and n.di; cj/ or n.di; sl/ is
the number of occurrences of the color word cj or SIFT word sl occurring in the
image di.

2.3.3 Vocabulary Pruning

The key idea in our approach is that not only the color and SIFT vocabularies
are over-complete and redundant individually for the dataset, but they may as well
contain visual words that model the same latent topics. Therefore, a full color-SIFT
representation of the dataset is obtained by concatenating the two matrices C and S
into a single N � .NC C NS/ visual features matrix V .
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The matrix V is then analysed using the PLSA technique with a varying number
of topics K and the resulting visual word-topic conditional probability matrices
W.NCCNS/�K are used to find the meaningless visual words that need to be removed
from the vocabulary.

A visual word is considered meaningless if its conditional probability is below
the significance threshold Tk for every latent topic. Since each topic can be linked
to a different number of visual words, the significance threshold is not an absolute
value, but relative to each topic. In our approach, Tk takes the value of the pT-th
percentile of each topic. This allows to keep only the .100�pT/% most significative
visual words for each topic while removing the remaining visual words. A visual
word can signify several topics (polysemic words) and several visual words can be
equally significative for a given topic (synonyms). These factors, which are common
in language modelling, have as a result that the vocabulary reduction cannot be
estimated directly using the value of pT , since it depends on the distribution of
synonyms and polysemic words in the experimental data model.

The number of latent topics as well as the value of the significant percentile are
parameters of the technique presented in this paper. Section 3 explains the results of
the experimental evaluation of the technique for various values of K and pT .

2.3.4 Meaningfulness-Based Descriptor Transformation

Instead of using a hard decision based on a meaningfulness threshold, a transforma-
tion can be defined to weight visual words according to their meaningfulness. The
visual meaningfulness of a visual word wn is its maximum topic-based significance
level:

mn D
�

maxj
˚
tn;j
�

if maxj
˚
tn;j
� � Tmeaning

0 otherwise

Let h be a histogram vector where each component represents the multiplicity of
a visual word, and M a meaningfulness transformation matrix:

h D .n.w1/; n.w2/; : : : ; n.wNW //T (9)

M D

0
BBB@

m1 0 � � � 0

0 m2 � � � 0
:::

:::
: : :

:::

0 0 � � � mNW

1
CCCA (10)

Then, the vector hM D .n.wM
1 /; n.wM

2 /; : : : ; n.wM
NW

//T is the histogram vector of
visual words in the meaningfulness-transformed space.

hM D Mh (11)

n.wM
i / D mi � n.wi/ (12)



82 A.F. Rodríguez et al.

2.4 Experiments

Several experiments were run to evaluate the performance of the vocabulary pruning
technique. In this section, the experiments are described.

2.4.1 Classification with a Truncated Descriptor

Preliminary experiments on the vocabulary pruning technique over the training set
were based on removing meaningless visual words from the descriptors but not
from the vocabulary (i.e. the histogram values for meaningful visual words remain
the same and therefore histograms are no longer normalized).

By running a twofold cross validation on the modality classification training
set, the effect of the parameters K (number of latent topics) and pT (significant
percentile threshold) was investigated. All descriptors were computed using the full
vocabulary and visual words below the significance threshold were later removed
from the descriptors. No fusion rules were applied to the SIFT-BoVW and BoC
descriptors.

2.4.2 Classification with a Reduced Vocabulary

In this experiment, meaningless visual words were removed from the vocabulary,
histograms were recomputed and therefore stayed normalized. Due to the presence
of very unbalanced classes in the dataset, experiments included twofold cross-
validation on the training set and cross-validation based on separate training and
test set. The same experiments were run with the full vocabularies.

Classification using the SIFT-BoVW and BoC can benefit from a fusion tech-
nique to include color and texture information. The similarity scores were calculated
using both descriptors separately and the CombMNZ fusion rule [31] was used
to obtain final scores. Images were classified using a weighted k-NN (k-Nearest
Neighbors) voting [32]. Experiments were run with various k values for the voting.

2.4.3 Retrieval with a Reduced Vocabulary Over the Complete Data Set

In this experiment, the complete ImageCLEF dataset for medical images was
indexed for retrieval. The number of images in the dataset (306,000) is sufficiently
large to allow measures on speed gain when reducing the vocabulary. Retrieval was
performed using the fusion rule described in Sect. 2.4.2. The retrieval experiment
consisted of 22 topics (each consisting of 1–7 query images), corresponding to the
ImageCLEF 2012 medical track.
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2.4.4 Classification Using Descriptor Transformation

In order to assess the impact of vocabulary size and meaningfulness-based weight-
ing of visual words, an experimental evaluation based on the SIFT description
of the images was performed. Images were described with a BoVW based on
SIFT [20] descriptors. This representation has been commonly used for image
retrieval because it can be computed efficiently [15, 21, 22]. The SIFT descriptor
is invariant to translations, rotations and scaling transformations and robust to
moderate perspective transformations and illumination variations. SIFT encodes the
salient aspects of the grey-level images gradient in a local neighborhood around
each interest point.

Evaluation with separate training and test sets was performed using all combina-
tions of the following parameters:

1. Two SIFT-based visual vocabularies with 100 and 500 visual words.
2. A varying number of visual topics from 25 to 350 in steps of 25.
3. A varying meaningfulness threshold from 50 to 100 %.

3 Results

In this section a summary of the results for each experiment is given.

3.1 Truncated Descriptor

This section explains the results of the experiment described in Sect. 2.4.1. Since
the descriptor requires the full vocabulary before performing the truncation of
meaningless words no speed gain in the offline phase was obtained.

Figure 4a shows the results of the accuracy obtained using a 1-NN classifier
compared to the effect of truncating descriptors on vocabulary size in Fig. 4b. The
number of latent topics K varies from 10 to 100 in steps of 10 and the significant
percentile threshold for each topic pT from 1 to 99.

The effect of increasing the significant percentile is much stronger on the number
of visual words used than on the classification accuracy. Similarly, the number of
latent topics has a limited impact on accuracy while having a strong impact on the
vocabulary size. Rather unsurprisingly, the fewer latent topics considered, the easier
it becomes to find meaningless visual words. Also, vocabulary sizes tend to be more
similar for various K values when pT is high.

Statistical significance tests were run to compare the results distributions using
the truncated descriptors. These tests failed to show a statistically significant
difference between classification using the full descriptor or any of the reduced
descriptors over the training set.
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Table 1 Best classification results (varying the k-NN voting) over the training
set for varying number of latent topics and a fixed significant percentile
pT D 80

Latent topics Removed words (%)

Accuracy
(reduced
vocabulary) (%)

Accuracy
(complete
vocabulary) (%)

10 27:22 44.20 43.79

20 17:16 44.20 43.79

30 6:8 43.99 43.79

40 3:25 43.79 43.79

50 2:96 43.99 43.79

60 2:07 43.99 43.79

70 1:18 43.79 43.79

80 0:59 43.79 43.79

90 0:59 43.79 43.79

100 0:3 43.79 43.79

The last column contains the accuracy when using the complete vocabulary
with the same classifier. Results are shown in bold when a reduced vocabulary
produces better or equal classification than the complete vocabulary

3.2 Reduced Vocabulary Over Modality Classification
Training and Test Sets

This section contains a summary of the results of the experiments described in
Sect. 2.4.2.

Table 1 contains a summary of the best results for a significant percentile pT D 80

and a varying number of topics. It also includes the results obtained with the full
vocabulary using the same classifier. Although it is not shown in the table, all of the
removed words for pT D 80 belonged to the SIFT-BoVW vocabulary.

Table 2 contains the corresponding results for a 99-percentile as significance
threshold. In this experiment meaningless words were found in both the BoC and
the SIFT-BoVW vocabularies.

Tables 3 and 4 contain the corresponding results over the test set when perform-
ing cross-validation with separate test and training sets. The vocabularies used are
the same as those from Tables 1 and 2.

3.3 Reduced Vocabulary for the Retrieval Task

Based on the results in Sect. 3.2, two vocabularies were selected for obtaining results
in the ImageCLEFmed retrieval task. The smallest vocabulary corresponds to the
pT D 99 and 10 latent topics vocabulary, whereas the most accurate vocabulary was
the pT D 80 and 10 latent topics.
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Table 2 Best classification results (varying the k-NN voting) over the
training set for varying number of latent topics and a fixed significant
percentile pT D 99

Latent topics Removed words (%)
Accuracy (reduced
vocabulary) (%)

Accuracy
(complete
vocabulary) (%)

10 91:72 41.55 41.34

20 84:32 44.20 43.18

30 78:99 43.79 42.16

40 72:78 45.01 41.34

50 67:75 44.81 42.16

60 61:83 44.60 42.97

70 59:47 43.81 42.97

80 54:73 45.62 42.97

90 53:85 43.99 42.97

100 50 43.79 42.97

The last column contains the accuracy when using the complete vocabulary
with the same classifier. Results are shown in bold when a reduced vocabu-
lary produces better or equal classification than the complete vocabulary

Table 3 Best classification
results (varying the k-NN
voting) over the test set for
varying number of latent
topics and a fixed significant
percentile pT D 80

Latent topics

Accuracy
(reduced
vocabulary) (%)

Accuracy
(complete
vocabulary) (%)

10 40.14 38.94

20 39.24 38.94

30 39.54 38.64

40 39.24 38.24

50 39.34 38.94

60 39.24 38.94

70 39.24 38.94

80 39.24 38.94

90 39.24 38.94

100 39.24 38.94

The last column contains the accuracy when using
the complete vocabulary with the same classifier.
Results are shown in bold when a reduced vocabu-
lary produces better or equal classification than the
complete vocabulary

Table 5 contains a summary of the results in terms of time required for indexing
the complete dataset for the most accurate configuration (pT D 80 and 10 latent
topics), the smallest vocabulary (pT D 99 and 10 latent topics) and the complete
vocabulary.
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Table 4 Best classification
results (varying the k-NN
voting) over the test set for a
varying number of latent
topics and a fixed significant
percentile pT D 99

Latent topics
Accuracy (reduced
vocabulary) (%)

Accuracy (complete
vocabulary) (%)

10 36.44 37.94

20 36.24 37.94

30 36.84 38.64

40 38.44 38.94

50 37.24 38.64

60 37.34 38.94

70 38.94 38.94

80 37.94 38.94

90 38.94 38.94

100 39.44 38.94

The last column contains the accuracy when using the
complete vocabulary with the same classifier. Results are
shown in bold when a reduced vocabulary produces better
or equal classification than the complete vocabulary

Table 5 Average indexing
time per image for the
smallest vocabulary, the most
accurate and the complete
vocabulary

(a) Average time per image for the
reduced vocabulary with parameters
pTD99 and KD10

Feature type Index time Size

BoC 2.14 s 19 words

SIFT-BoVW 0.74 s 9 words

(b) Average time per image for the
reduced vocabulary with parameters
pT D 80 and K D 10

Feature type Index time Size

BoC 4.86 s 100 words

SIFT-BoVW 1.15 s 146 words

(c) Average time per image for the
complete vocabulary

Feature type Index time Size

BoC 4.86 s 100 words

SIFT-BoVW 1.67 s 238 words

Table 6 shows the results when performing the retrieval task on the complete
ImageCLEFmed 2012 dataset with the selected vocabularies for each of the 22
topics or queries.
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Table 6 Results of retrieval experiments for each vocabulary

(a) Retrieval results for each vocabulary and various
queries. Results with higher recall are shown in bold

Relevant
items

Items retrieved
(complete
vocabulary)

Items retrieved
(pT D 80,
K D 10)

Items retrieved
(pT D 99,
K D 10)

Topic 1 21 7 8 8
Topic 2 33 21 20 16

Topic 3 47 35 35 29

Topic 4 22 15 16 15

Topic 5 58 7 7 4

Topic 6 13 7 7 8
Topic 7 11 2 2 3
Topic 8 6 3 3 2

Topic 9 2 0 0 0

Topic 10 17 6 6 6
Topic 11 72 17 19 8

Topic 12 27 5 6 9
Topic 13 147 50 48 38

Topic 14 521 57 56 48

Topic 15 0 0 0 0

Topic 16 3 1 1 1
Topic 17 7 0 0 2
Topic 18 4 0 0 0

Topic 19 6 3 3 2

Topic 20 5 0 0 0

Topic 21 49 5 5 7
Topic 22 19 7 7 5

Total 1090 248 249 211

(b) Mean Average Precision (MAP)
across all topics

Vocabulary used MAP (%)

Complete vocabulary 6.51

pT D 80, K D 10 6.52

pT D 99, K D 10 1.51

(c) Average execution times of the online
phase for a single query image

Vocabulary used Online retrieval time

Complete vocabulary 125 s

pT D 80, K D 10 107 s

pT D 99, K D 10 45 s
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Fig. 5 Evaluation of descriptor transformation using the proposed meaningfulness transform over
the modality classification task set using training and test sets. 1-NN classification was performed
for a varying number of latent topics and meaningfulness threshold

3.4 Descriptor Transformation and Effect on Vocabulary Size

Using the parameters explained in Sect. 2.4.4 and applying the transformation pro-
posed in Sect. 2.3.4, the effect of the initial vocabulary size and the meaningfulness
threshold can be studied.

Figure 5 shows the effect of the transformation when using various meaningful-
ness thresholds on two vocabularies.

4 Discussion

As shown in Fig. 4 the impact of PLSA-based pruning has a stronger effect on the
size of the vocabulary than on the performance of the classifiers. Table 2 shows that a
vocabulary reduction of up to 91.72 % can be obtained with a comparable accuracy
for the same classifier. For the 99-percentile, the best classification method with
the reduced vocabulary always obtains higher accuracy than the same classification
method on the full vocabulary.

However, significance tests have failed to show a statistically significant differ-
ence between the various accuracies obtained. Therefore, the main contribution of
this work is a method that can enormously reduces visual word vocabularies while
obtaining a comparable (and often slightly higher) accuracy.
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Another important aspect of the results is that the PLSA-based pruning finds a
more meaningful vocabulary than the SIFT-BoVW one. Whereas in the complete
vocabulary the SIFT-based words outnumbered the color words by a factor of 2.38,
this relationship is inverted in the smallest vocabulary where there are more than
two color words for each SIFT-based word.

Results in Table 5 show that the reduction of the indexing time is smaller than
the reduction in the number of words. However, the smallest vocabulary presents
an indexing time 55.9 % lower than the complete vocabulary. Studies have shown
that the reduction of the number of features used as a descriptor can increase the
speed of online retrieval [33]. This is confirmed in Table 5c, with retrieval times up
to 64 % lower when using the smallest vocabulary.

Results in Tables 1–4 show that the performance is much better for modality
classification tasks than for retrieval in the complete ImageCLEFmed dataset (see
Table 6), probably due to the size of the training set used (1,000 images) in
comparison with the 306,000 images in the complete dataset. For the retrieval task,
the vocabularies present a comparable performance in terms of recall, being the
pT D 80, K D 10 vocabulary slightly better than the others. However, mean average
precision strongly varies between large vocabularies and the smallest vocabulary
(pT D 99, K D 10).

Evaluation of the proposed meaningfulness transformation shows an improve-
ment in accuracy as well as the impact on the vocabulary size already found in
the PLSA-based pruning. The increase of accuracy is non-negligible, and passes
statistical significance tests. The accuracy is increased for both original vocabularies
tested, and there is a slight saturation effect where the size of the descriptor can be
safely reduced without impact on accuracy. Massive reductions of the descriptors,
strongly reduce performance as well.

It can be discussed that de benefits of the PLSA-based pruning presented are not
the ability to discover new and meaningful visual words for retrieval but the ability
to recognize those visual words that convey most of the meaning among the ones
present in the vocabulary. However, the meaningfulness transform is able to improve
the accuracy by increasing the relative weight of the most meaningful visual words.

5 Conclusions and Future Work

In this work a vocabulary pruning and description transformation method based on
probabilistic latent semantic analysis of visual words for medical image retrieval
and classification is presented. The selection of optimal visual words is performed
by removing visual words with a conditional probability over all learnt latent
topics that is below a given threshold, the remaining (meaningful) words are
weighted according to the largest conditional probability. The process is completely
unsupervised, since the learning of the topics is performed without taking into
consideration the number of classes or what is the actual class assigned to each
image. Therefore, it can be used to reduce massive fine-grained vocabularies to
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smaller vocabularies that contain only the most meaningful visual words even before
training the classifier. To obtain these fine-grained vocabularies, simple clustering
algorithms can be used to produce a large number of small clusters that later
will be pruned using the methods explained in this paper. Smaller clusters are
supposed to encode subtle visual differences among images, which will be preserved
by the PLSA-based pruning if they are meaningful for some latent topic. Future
applications of the technique also include the use of multiple vocabularies that can
be merged and pruned as a single set of discrete features.

We are currently extending the techniques to images obtained for clinical
use, where the use of low-dimensional descriptors can achieve fast and accurate
characterization of large-scale datasets of high-dimensional (3D, 4D, multimodal)
images. This is expected to lead to different results as for the modality classification
tasks and retrieval tasks from the literature color plays a more important roles than
for most clinical images. Still, the possibility to reduce visual vocabularies strongly
can lead to larger base vocabularies that can potentially capture the image content
much better but can then be reduced for efficient retrieval.
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Multimedia Information Retrieval
from Ophthalmic Digital Archives

Gwenolé Quellec, Mathieu Lamard, Béatrice Cochener, and Guy Cazuguel

1 Introduction

With the generalization of computer-based processing, storage of medical data and
cloud solutions, there is now a universal consensus that stored medical data can (and
should) be used to improve health care [21, 54]. Since a single hospital can process
tens of thousands of medical examinations per year by itself, and that collected
data are almost systematically stored, huge archives are becoming available. More
and more, collected data (multidimensional images and videos, demographic data,
biological test results, clinician reports, etc.) are structured as specialized health
records, within digital archives. Eventually, these data should be structured as
multispecialty patient records [37]. These archives of health records are a major
asset to develop new decision support tools. This second use of medical data is
already common practice: many epidemiological studies are performed to extract
new knowledge (in the form of diagnosis rules) from medical archives. Case-based
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reasoning (CBR) goes one step further: medical archives are used to develop
patient-specific decision support tools (as opposed to the population-specific tools
in epidemiology) [9]. CBR was introduced as a general way to reuse stored data
for decision support. Content-based image, video or health record retrieval were
introduced as general ways to find relevant images, videos or health records in large
datasets, a critical step for reusing the data.

Ophthalmology is a branch of medicine that produces a lot of images, for
diagnosis purposes, and a lot of videos, to document surgical procedures. In the past
few years, we have developed various solutions to reuse ophthalmic digital archives
for computer-aided diagnosis of retinal pathologies and for computer-aided decision
during video-monitored eye surgeries. After a short review of content-based image,
video or health record retrieval techniques, this chapter presents the solutions we
have developed for these two applications.

2 Multimedia Information Retrieval in Medical Decision
Support Systems: A Short Review

The process of solving a new problem using the solutions of similar past problems
is called Case-Based Reasoning (CBR). In a medical application, the new problem
is a medical case about which a decision has to be taken (a diagnosis, an operating
procedure, etc.) [9]. The past problems are medical cases stored in a digital archive
together with medical decisions (the solution to these past problems). CBR consists
of four steps: (1) retrieval, (2) reuse, (3) revision, (4) retaining. Retrieval, the process
of finding relevant previous cases in memory, is the most important part. Reuse
involves adapting these previous cases to the new problem. Revision is the process
of testing the proposed solution and revising it if necessary. Finally, retaining
consists in storing the resulting experience as a new case in memory if the solution
was successful. Content-Based Image Retrieval (CBIR) and Content-Based Video
Retrieval (CBVR) were proposed to address the retrieval step when cases consist
of images (Sect. 2.1) or videos (Sect. 2.2), respectively. When medical cases are
full health records, the retrieval step is referred to as Content-Based Health Record
Retrieval (CBHRR) in this chapter (Sect. 2.3).

2.1 Content-Based Image Retrieval (CBIR)

To retrieve images with CBIR, image contents (as opposed to metadata) are char-
acterized and compared. Several features are extracted from images (e.g. textural,
color or shape features). Image comparisons rely on similarity measurements
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between feature vectors. CBIR is a very active research area, particularly in medical
applications where images often play a major role in decision making [29]. Popular
medical CBIR systems include medGIFT1 and IRMA.2 The major challenge of
CBIR systems is to bridge the so-called semantic gap, i.e. relate low-level features
(texture, shape or color features) to the high-level concept of clinical similarity
[29]. The most popular solution seems to be relevance feedback: clinicians indicate
which retrieved cases are relevant and this feedback is used to refine the search. Our
approach relies on machine learning (Sect. 3.2).

Nowadays, the most common approach to characterize images in a CBIR system
is to extract visual words from images [13, 24, 27, 52, 65, 68]: each image is
then described by a set of extracted visual words, referred to as a bag of visual
words (BoW). Following the example of text retrieval, where images play the role
of texts and visual words play the role of regular words, standard information
retrieval techniques (such as tf-idf) can be used to retrieve similar images. One of
the advantages of this trick is that fast image search in large image archives is now
possible. Visual words are quantized visual feature vectors. The latter are usually
extracted in the neighborhood of salient points, using SIFT, SURF or ORB detectors
[53], for instance. This sparse approach is well suited to images where local shapes
play a predominant role. When texture plays a major role, which is often the case
in medical images, this approach is not optimal, although successful experiments
have been reported [36]. In the competing approach, the dense approach, images are
divided into patches [6] or regions [63] and a visual feature vector is extracted from
each patch or region; this approach is better suited to textured images [6]. There are
several solutions to associate visual feature vectors to visual words. These solutions
often rely on unsupervised classification techniques such as K-means: each cluster
is associated with a visual word [55]. We have proposed a supervised case-based
solution [39].

In order to transform a variable size bag of words to a fixed size feature
vector, and therefore facilitate image comparisons, a histogram of visual words is
generally built. In the particular case of medical images, where only parts of the
image are relevant (e.g. lesions), it can be a good idea to identify relevant visual
words and discard the others. Multiple Instance Learning is an efficient solution
to identify the (local) visual word that explains a diagnosis assigned to an image
as a whole [2]. Boosting techniques exist to extend multiple-instance learning to
the search of multiple relevant visual words [51]. We have proposed a case-based
multiple instance learning solution able to define an infinite number of relevant
visual words [39].

1http://medgift.hevs.ch/.
2http://ganymed.imib.rwth-aachen.de/irma/index_en.php.

http://medgift.hevs.ch/
http://ganymed.imib.rwth-aachen.de/irma/index_en.php
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2.2 Content-Based Video Retrieval (CBVR)

Initially popularized in broadcasting [31] and video surveillance [23], the use of
CBVR is now emerging in medical applications as well [3, 4, 58]. Medical CBVR
systems are used as a diagnosis aid, by analogy reasoning [4, 58], or as a training
tool [3]. We propose to use it as surgical aid, also by analogy reasoning (Sect. 4).

CBVR systems differ by the nature of the objects placed as queries. First, queries
can be images [34]. In that case, the goal is to select videos containing the query
image in a video archive; these systems are very similar to image retrieval systems.
Second, queries can be video shots [18, 31]. In that case, the goal is to find other
occurrences of the query shot [31], or similar shots [18], in the video archive.
Third, queries can be entire videos [3, 58]. In that case, the goal is to select the
most similar videos, overall, in the archive. CBVR systems also differ by the way
videos or video subsequences are characterized. Several systems rely mainly on the
detection and characterization of key frames [25, 34]. Others characterize videos
or video subsequences directly [18, 19]. The combination of multimodal (visual,
audio and textual) information in a retrieval engine has also been proposed [11, 22].
Finally, CBVR systems differ by how flexible the distance metrics should be. First,
several systems have been proposed to find objects that are almost identical to the
query. For instance, a copy detection system was proposed to protect copyrighted
videos [15]. Another system has been proposed to detect repeating shots in a video
stream, in order to automatically structure television video content [31]. However,
in most CBVR systems, we are interested in finding videos or video subsequences
that are semantically similar but whose visual content can significantly vary from
one sequence to another [3, 25, 64]. Distance metrics able to bridge the semantic
gap are needed.

Following the example of CBIR systems, the BoW model is also popular in
CBVR systems [5, 28, 66]. In order to characterize motion efficiently, some CBVR
systems rely on spatiotemporal visual words [1, 7, 56].

2.3 Content-Based Health Record Retrieval (CBHRR)

A few systems have been proposed for the retrieval of multimodal documents
containing images and texts [61]. One task, evaluated in the ImageClef evaluation
forum, is the retrieval of medical articles from Pubmed [30]. The proposed solutions
usually rely on the separate processing of images and textual information. A late
fusion step is then performed to provide a unique ordering of the results. Medical
cases and health records share similarities, but unlike medical articles, the content
of health records in specialized archives is usually structured.
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CBR systems for health records usually rely on ontologies [9]: well-known
ontology-based CBR systems include ALEXIA, MNAOMIA and CARE-PATNER.
Mémoire, a unified representation language for case-based ontologies in biomedi-
cine, can be applied to any application provided that an ontology is available [8].
In particular, images and signals can be processed by such CBR systems thanks
to image- or signal-specific ontologies [12, 35]. The image- and signal-specific
ontologies depend either on descriptive keywords and textual metadata [12] or on
automatic image analysis [62].

We proposed multimodal CBHRR systems for medical cases consisting of a
varying-length sequence of images together with a sparse vector of demographic
and biological data (Sect. 3.3). Research on multimodal health record retrieval has
just been initiated: it could benefit to a much larger range of applications.

3 Multimedia Information Retrieval for Computer-Aided
Retinal Diagnosis

The retina, a tissue lining the inner surface of the eye, is an essential part of the
human visual system. It can be affected by several pathologies, including Diabetic
Retinopathy (DR), age-related macular degeneration, retinal detachment, macular
edema, retinitis pigmentosa and glaucoma. These pathologies can lead to blindness
in the most advanced cases. Diabetic retinopathy is the leading cause of blindness
in the working population of the European Union and the United States. Because
early screening of DR insures efficient treatment of the disease, several screening
programs have been set up throughout the world: in the United Kingdom (1.7 million
diabetics have been screened in 2007–2008), in the Netherlands (in 2010, 30 %
of all patients with diabetes in the country had been screened by the EyeCheck
program), in the United States (120,000 diabetics have been screened in 2008
by the U.S. Department of Veterans Affairs) and in France (38,000 patients have
been screened by the Ophdiat network in Paris between 2004 and 2008). These
pathologies affect a large and growing part of the population, which would require
more and more specialists. But, in the United States for instance, the number of
ophthalmologists is expected to become inadequate within the next decade to meet
the medical need. In order to increase the population that can benefit from eye
fundus screening, ophthalmologists tend to be replaced by non-ophthalmologist
readers. In that context, computer-aided diagnosis solutions are welcome. Fundus
photograph is a cheap and convenient solution to image the retina: therefore, it
is massively used in DR screening networks, resulting in large archives of fundus
photograph examinations. Therefore, content-based image or health record retrieval
solutions seem particularly relevant for the design of decision support systems.
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3.1 Existing Computer-Aided Retinal Diagnosis Systems

Automated DR screening systems in eye examinations have been proposed by
several research groups. The proposed methods rely on the detection of the first
appearing lesions of DR: microaneurysms (MAs) and sometimes hemorrhages and
exudates [32]. Some automated DR screening systems are already commercialized:
iGradingM (Medalytix, United Kingdom),3 CARA (Diagnos, Canada),4 IDx-DR
(ID, USA),5 Hubble (Hubble Telemedical, USA)6 and EYESTAR (VisionQuest
Biomedical, USA),7 The acceptance of such automated systems by ophthalmolo-
gists and health care organizations is not widespread yet. So limited success has
been achieved so far. One limitation of those commercialized systems is that they
usually focus on DR lesions and ignore other eye pathologies that ophthalmologists
would detect. Another limitation is that they only take the eye fundus photographs
into account: they ignore the contextual information that is required by ophthal-
mologists to make a reliable diagnosis (the demographic and clinical data stored in
health records). This is what motivated our works: the first limitation is addressed
through image mining (Sect. 3.2), the second one is addressed through information
fusion (Sect. 3.3).

3.2 Our CBIR Approach: Adaptive Wavelet-Based
Image Retrieval

In order to use medical archives for decision support, we proposed a set of
solutions to characterize medical images contained in health records using their
digital content. All these solutions rely on image compression techniques, which
preselect relevant information in images. In particular, we focused on the wavelet
transform, on which the JPEG-2000 compression standard is built. Instead of using
general-purpose wavelet bases, the idea was to find the optimal wavelet basis for a
given image dataset, which typically contains images of the same anatomical part,
acquired with a similar device.

3www.medalytix.com.
4www.diagnos.ca/cara.
5www.eyediagnosis.net.
6www.hubbletelemedical.com.
7visionquest-bio.com/eyestar-tm.html.

www.medalytix.com
www.diagnos.ca/cara
www.eyediagnosis.net
www.hubbletelemedical.com
http://visionquest-bio.com/eyestar-tm.html
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3.2.1 Image Retrieval using a Dataset-Specific Wavelet Transform

A novel image characterization based on the wavelet transform was proposed: the
idea was to characterize the overall distribution of wavelet transform coefficients
at different scales and along different directions [44]. The wavelet basis used to
decompose images is tuned, through a machine learning procedure, so that two
images semantically similar are close in the proposed feature space. In other words,
they are tuned so that the semantic gap is maximally narrowed.

The proposed approach relies on the lifting scheme, which was designed to
construct second generation wavelets. Those wavelets are not necessarily translates
and dilates of one fixed function, as opposed to first generation wavelets. After relax-
ing this constraint, the Fourier transform can no longer be used as a construction
tool, hence the need for a new one. In the lifting scheme, one starts with a trivial
multiresolution analysis and gradually improves it (through lifting steps) to obtain a
multiresolution analysis with desired properties [57]. Besides the ability to construct
second generation wavelets, the lifting scheme allows fast in-place calculation of the
wavelet transform, hence its use in JPEG-2000.

In our wavelet adaptation approach, the wavelet bases are designed to be efficient
for both image retrieval and compression, as illustrated in Fig. 1. Therefore, image
characterizations can be used to easily retrieve images once they are archived. Note
that the same wavelet transform could also be used for securing images once they are
archived [33]. The proposed methodology was implemented in the case of separable
wavelets (1-D wavelets applied to each image dimension separately) [44] and in the
more complex case of nonseparable wavelets (n-D wavelets) [43].

3.2.2 Image Retrieval using a Query-Specific Wavelet Transform

Adapting the wavelet basis to a dataset is certainly better than using a general-
purpose basis, but it may not be enough. Let’s say this dataset contains images from
patients with various pathologies. One wavelet basis may be suitable to differen-
tiate pathology A from pathology B, but not to differentiate pathology B from
pathology C. Of course, we could try to adapt multiple wavelet bases through a
boosting strategy, but then it increases the complexity of the system. So we decided
to go further and adapt the wavelet basis to each query image itself, which is more
challenging because the query image is not known during the learning phase. The
solution we adopted was to adapt the wavelet basis to each training image, but with
a continuity constraint: two similar images must have a similar optimal wavelet.
To define how similar two training images are, we compared their characterizations
extracted using the overall best wavelet basis, obtained as described above. Thanks
to that continuity constraint, it is possible to estimate the best wavelet basis for an
unknown image, through interpolations in the initial feature space (the one defined
by the overall best wavelet basis) [45]. To allow fast retrieval with a query-specific
wavelet basis, a solution was proposed to estimate the characterization of an image
instantly, using an arbitrary wavelet basis [50]. The proposed solution is suitable for
both separable and non-separable wavelets.
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Fig. 1 Proposed wavelet adaptation strategy, in the case of separable wavelets. (a) compares the
usual wavelet filter bank and the equivalent lifting scheme. (b) illustrates how the predict (P) filter is
adapted: P D fp0; : : : ; pNp�1g. The proposed solution trades off retrieval performance (in green)
and good wavelet properties for compression purposes (in red). Update (U) filter adaptation is
similar (Color figure online)

3.2.3 Localized Image Retrieval

The wavelet adaptation strategy above can also be used to adapt local image
characterizations. We have presented a weakly supervised solution to identify
pathological areas in images [39]. This solution relies on a search for image patches
of various sizes whose characterizations are only found in pathological images, or in
images with a given diagnosis. The problem is similar to what was presented above
(Sect. 3.2.1), except that queries and retrieved objects are now image patches with
fuzzy labels. This solution fits into the multiple-instance learning paradigm [2], that
we also adopted for video retrieval, a task in which relevant information is not only
lost in space, but also lost in time.
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3.3 Our CBHRR Approach: Information Fusion
and Data Mining

After characterizing each image in a health record individually, we tackled the
problem of combining all pieces of evidence contained in health record to increase
retrieval performance. In other words, we developed multimodal information retr-
ieval solutions, a much more unexplored research area. We focused on the retrieval
of medical records consisting of a varying length image series (each image being
characterized as described above) together with a sparse vector or demographic
and biological data. Demographic and biological data usually come as a (possibly
sparse) structured list; if not, such a structured list can be extracted from texts
(Sect. 2.3). Therefore, the challenge was to optimally combine elements in an
incomplete list of multimodal information for health record retrieval.

3.3.1 Late Fusion Using Rules of Combination

First, a set of solutions based on late fusion was proposed: a retrieval engine is
trained per health record element (i.e. per modality). Then, the outputs of these
element-specific retrieval engines are fused using various probabilistic or evidential
rules of combination. Bayesian networks were used as a probabilistic rule of com-
bination [47]. The Dezert-Smarandache theory was used to derive evidential rules
of combination [42, 47]. This approach is convenient when processing incomplete
health records: data incompleteness does not need to be addressed specifically. In
fact, rules of combinations do not need to be trained: they simply combine the
sources of evidence that are available for a query. This is different from classifier-
based late fusion (such as k-Nearest Neighbors or support-vector machines [30]),
which may become invalid when inputs are incomplete. Another advantage of this
approach is that the retrieval results can be refined progressively as new elements
are added to the query health record.

The inclusion of prior knowledge (in the form of diagnosis rules derived from
epidemiological studies) has also been investigated [46]. It did not improve retrieval
performance: information obtained through machine learning, from the most similar
health records, turned out to be more relevant, which tends to validate the CBR
approach.

3.3.2 Early Fusion Using Data Mining

Second, a set of solutions based on early fusion was proposed: features extracted
from all health record elements are put together to train a single retrieval engine.
In this approach, correlations between health record elements are used in order to
push performance further. As suggested above, not all machine learning algorithms
are suitable for this task in the case of incomplete health records. The task of data
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mining algorithms consists in finding tuples of element values (e.g. age > 50 and
sex D F) that are frequently observed in health records with similar diagnoses. If
one element is missing in a health record, this kind of search is not invalidated.

Two types of data mining algorithms were investigated: (1) decision trees
and their extensions (random forests and boosted decision trees) [40], which are
frequently used in decisional databases, and (2) Apriori, a well-known algorithm
for frequent item set mining and association rule learning [14].

3.4 Application 1: Diabetic Retinopathy Severity Assessment

As a toy example, the proposed methodologies were applied to DR severity
assessment in a dataset collected at Brest University Hospital (France) [41]. DR
severity in each health record was assessed by clinicians according to the Early
Treatment Diabetic Retinopathy Study (ETDRS) scale: these manual gradings were
used for both supervision and performance assessment. Results obtained for the
proposed CBIR methods were encouraging: on average, given a query image,
56.5 % of the five most similar images belonged to the same DR severity stage as
the query image (out of six severity levels). In a multimodal information retrieval
context (when entire health records are used as queries), the performance went up
to 81.8 %, which is very high, given the clinician’s inter-observer variability. High
performance was also achieved in a mammography dataset: a performance of 70.9 %
or 86.9 % was measured when single images or entire health records were used
as queries. The conclusion of these experiments is that context is important: large
performance increases can be observed when the entire health record is used as
query, rather than a single image.

3.5 Application 2: Retinal Pathology Screening

The present research is being conducted in the framework of TeleOphta8

(Telemedicine in Ophthalmology), a consortium created in 2009 to develop
automated and semi-automated tools for retinal pathology screening. TeleOphta
aims primarily at automatically differentiating healthy patients from patients
affected by at least one retinal pathology [14]. The goal is to reduce the number
of health records collected in DR screening centers that should be read by an
ophthalmologist. In a scenario where ophthalmologists are replaced by non-
ophthalmologist readers, decision support tools will be available to help in analyzing
the pathological cases. The TeleOphta system is illustrated in Fig. 2.

8http://teleophta.fr.

http://teleophta.fr
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Fig. 2 The TeleOphta retinal pathology screening system. Multimodal eye fundus exams are per-
formed by trained technicians in primary care centers. Health records are analyzed automatically
by the TeleOphta software. Obviously healthy cases are sent back to the primary care center
immediately. Others are archived on a server. Trained readers can access these health records,
possibly sorted in pathological order, and grade them, possibly looking at the nearest neighbors to
support their diagnosis. Their grades are then forwarded to the screening centers

The Ophdiat9 DR screening network in Paris is involved in the TeleOphta
consortium. They provided all screening records collected in the network during
the years 2008 and 2009, namely 25,702 records, for training and assessing the
TeleOphta system. A screening record consists of four fundus images on average
(min: 1, max: 19), i.e. two per eye, nine general information fields (age, sex,
weight, ethnicity, etc.) and 18 diabetes-related information fields (type, stability,
cholesterol concentration, etc.). Many general and diabetes-related information
fields are sparsely filled. In one out of four examinations, the patient was referred to
an ophthalmologist.

Our image characterization (Sect. 3.2) and information fusion algorithms
(Sect. 3.3) were combined with lesion detectors developed by MINES ParisTech
and ourselves. The combined system was able to detect patients needing referral
with a specificity of 70.0 % when the sensitivity is set to that of a second human
reader (80.9 %). Although a second reader achieves a higher specificity (81.5 %),
this automated decision is very useful: it can safely reduce the ophthalmologist
workload by 50 % [14]. Future improvements in the TeleOphta system will be
mostly about decision support, for the development of new screening networks,
with less experienced readers.

9http://reseau-ophdiat.aphp.fr.

http://reseau-ophdiat.aphp.fr
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4 Multimedia Information Retrieval for Computer-Aided
Eye Surgery

Computer-aided diagnosis is not the only application that can benefit from multi-
media information retrieval from ophthalmic archives. We believe computer-aided
surgery also can, although this is more challenging.

During an eye surgery, the surgeon wears a binocular microscope and the output
of the microscope can be recorded. It is now common practice to record every
surgical procedure and to archive the resulting videos for documentation purposes.
Therefore, it may be possible to automatically monitor the surgery, using the visual
content of the current surgery, but also the visual content of archived surgery videos,
by analogy reasoning. Such a tool would be useful to communicate information
(about the tools or the patient) to the surgeon in due time, typically at the beginning
of a new surgical task. In the particular case of new surgeons, the system could
also provide recommendations on how to best perform the current task, based on
the experience of their peers in similar surgeries (similar patients, similar implants,
etc.), as well as warnings if something wrong is detected. In line with our works
on content-based image retrieval, we investigated the use of content-based video
retrieval to provide this kind of feedback using digital surgical video archives. Note
that, in the future, the same methodology could be used for the automatic monitoring
of robotized eye surgeries.

The same idea can be used for surgical task recognition, recommendation
generation and warning generation: this idea is illustrated in Fig. 3 in the case of
warning generation. The following of this section describes how this idea has been
implemented to temporally segment and categorize surgical tasks in real-time, the
first step of the envisioned computer-aided eye surgery system.

4.1 Existing Surgical Task Segmentation
and Recognition Systems

In recent years, a few systems were presented for the automatic recognition of
surgical gestures, assuming a known temporal segmentation of these gestures. Two
approaches were evaluated for the automatic classification of surgical gestures in
video clips of minimally invasive surgery [20]. If visual cues are combined with
kinematic data, classification performance is pushed further [67].

A second group of systems was presented for the automatic temporal segmen-
tation of surgical tasks or gestures, given the full surgical video. Such a system
was proposed for the automatic segmentation of surgical gestures in a laparoscopic
video, using Hidden Markov Models (HMM) [59]. Another system was presented
for the automatic segmentation of surgical tasks, also in laparoscopic videos, using
Dynamic Time Warping (DTW) or an HMM [10]. A system was proposed for
the automatic segmentation and recognition of surgical gestures using both visual
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Fig. 3 Real-time video retrieval for computer-aided eye surgery. Short video segments are
characterized in the current video-monitored eye surgery. Similar video segments are searched
in a video archive. Based on expert annotations attached to the videos containing the nearest video
segments, feedbacks can be given to the surgeon. In the case of warning generation, if the nearest
neighbors are all found in surgical videos with complications, a warning should be generated

cues and kinematic data [60]. Finally, one system was presented for the automatic
temporal segmentation of surgical phases in microscope videos using DTW or an
HMM: the visual content of images is described by color histograms, Haar-based
features and SIFT descriptors, among other features [26]. It was adapted for the
automatic segmentation of cataract surgery videos into surgical phases, using visual
features extracted inside the pupil only [26].

Unlike the first group of systems, we don’t want to rely on a manual segmentation
of the surgical tasks. Unlike the second group of methods, we don’t want to wait for
the surgery to be finished before processing the video: the segmentation has to be
performed as the video is recorded.

4.2 Motion Analysis

Besides color and texture, which can be characterized like in CBIR systems, motion
needs to be characterized in order to allow high-level analysis of the surgical scene.
In order to characterize motion information reliably, surgical videos are normalized
in order to compensate for eye motion and zoom level variations. In the case of
anterior eye surgeries, such as cataract surgery, the pupil center is tracked and the
zoom level is estimated using corneal reflections.
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Two motion characterizations have been proposed. Following the example of our
CBIR works, the first characterization relies on MPEG-4 compressed video streams
[17]: motion information is obtained by decoding the block matching encoding
performed by MPEG-4. Then, the spatiotemporal scene is divided into regions
with homogeneous motion and color content [16]. The second characterization
uses spatiotemporal polynomials to model motion information globally within short
video segments. Key spatiotemporal polynomials are identified through multiple
instance learning: the key spatiotemporal polynomials should be found in videos
with a given global label (e.g. the type of surgical task that is being performed), but
not in others [51].

4.3 Real-Time Content-Based Video Retrieval

Then, we tried to compare video segments in real-time, using motion, texture and
color information. The goal was to compare the surgeon’s gesture, recorded by
the camera in the few preceding seconds, to other surgical gestures previously
recorded and stored in a video archive (see Fig. 3). When searching for similar short
video segments, and not simply video files as a whole, the number of items that
should be compared to the query item explodes. And the proposed system needs
to run in real-time. In order to meet the real-time constraint, a very fast similarity
metric must therefore be used to compare video segments. In particular, the use of
temporally flexible distance metrics such as DTW is prohibited for time reasons. An
alternative solution is proposed: temporal flexibility is directly introduced in the way
video segments are characterized. The idea is that video segments only need to be
characterized once, whereas distances need to be computed every time the system
processes a new segment, for as long as the video archive is used. So it is worth
spending time computing a smart characterization for each video segment. The
video segmentation characterization is obtained by concatenating and compressing
video characterizations extracted from multiple subsets of the video segment (see
Fig. 4). The subset selection and the distance metric are tuned through multiple
instance learning [38].

4.4 Real-Time Surgical Task Segmentation and Recognition

Then, we tried to detect transitions between surgical tasks, in real-time, and to
recognize the surgical tasks as their end is detected. This will allow sending
recommendations to surgeons about the following task, as a function of preceding
tasks. In order to detect transitions between surgical tasks, the distance metric above
is tuned to optimally separate time instants when the surgeon interacts with the eye
(corresponding to a surgical task or subtask) from time instants when only the eye
moves (potentially corresponding to a transition between tasks). The proposed task
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Fig. 4 Temporally-flexible video segment characterization. A feature vector is extracted from each
image within a video segment. Then, feature vectors extracted from multiple subsets of the video
segment (referred to as basic image intervals) are averaged. Finally, average feature vectors from
all basic image intervals are concatenated and compressed. The idea is that two video segments
are similar if similar actions happen in each basic image interval. But when exactly those actions
happen within those basic image intervals does not matter. This makes comparisons between video
segments temporally flexible

characterization method combines several sources of evidence indicating what the
current task is. These sources of evidence rely on the visual content of the current
task, the visual content of previous tasks or the duration of transitions between
the current and previous tasks. They are combined using a conditional random
field [48].

4.5 Application to Cataract Surgery

A dataset of 186 cataract surgery videos was collected at Brest University Hospital
(Brest, France). In each video, a temporal segmentation was provided by one
cataract expert for the nine main surgical tasks, plus miscellaneous tasks. For
each surgical task, the expert indicated the date of first appearance of one tool
related to this task into the field of view. Similarly, he indicated the date of last
disappearance of one of these tools from the field of view. In those manually
segmented videos, a good task recognition performance was achieved using the
proposed flexible characterization (Sect. 4.3): an average area under the ROC curve
Az D 0:794 was achieved [38]. An even better performance was achieved for the
joint segmentation and recognition of surgical tasks (i.e. when the system ignores
the manual segmentation—Sect. 4.4): Az D 0:832 on average.
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These results are really encouraging. However, two challenges need to be
addressed to push performance further and allow high-level decision support. First,
for a more reliable description of videos, surgical tools should be detected and
recognized in surgical videos. One solution would be to document tool usage in
the archived videos, so that we can recognize them later through image retrieval
techniques. Second, for recommendation and warning generation, we need to be
able to differentiate normal from abnormal sequences of surgical tasks.

5 Future Directions

We have presented our current research in content-based image, video and health
record retrieval through two decision support applications in ophthalmology. Two
new research directions will be explored in the next few years: (1) expert-specific
decision support and (2) secured information retrieval.

5.1 Expert-Specific Decision Support

Standard decision support systems (that rely on expert knowledge and usually
focus on the detection of the most frequent pathological signs) tend to encode
the cognitive processes of the average clinician. That is the reason why they have
been mainly used for automatic decision (for simple tasks), not aided decision (for
complex tasks). In CBR systems, two approaches have been considered to bridge the
semantic gap between low-level features and the concept of clinical similarity: we
used a machine learning approach; relevance feedback was used by others. With the
machine learning strategy we adopted, chances are that retrieval is less successful
when clinicians disagree with their peers, i.e. in difficult cases. This is because
machine learning algorithms tend to generalize better for common situations to
the detriment of rare situations. With relevance feedback, system adaptation only
relies on the feedbacks of the current user. So, it is assumed that the user has
enough experience for the case under study: because there is not experience pooling,
inexperienced clinicians cannot take advantage of the experience of their peers. For
the design of a personalized decision support system that can really help clinicians
solve difficult cases (i.e. cases in which they have little experience), we will have
to encode the differences between the personal cognitive processes of all clinicians
[49]. Systems need to be trained to be complementary to human experts, not to
mimic them. Mining cognitive processes (in patient records and human-system
interactions) can help identify the difficult situations and support decisions in these
situations.
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5.2 Secured Information Retrieval

From the first hospital-wide Picture Archiving and Communication Systems
(PACS), through regional PACS and telemedicine applications, we now come to
the era of cloud computing and storage. Archives of medical data are progressively
being outsourced from hospitals and will have to be processed remotely. To address
security issues, particularly in terms of data privacy and confidentiality, the use
of encryption mechanisms is essential and raises questions such as of how to
exploit the protected data for data mining and information retrieval? This additional
challenge is well worth the effort as it will give us access to much larger medical
archives, and hopefully better decision support systems.
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Characterisation of Data Quality in Electronic
Healthcare Records

Sheena Dungey, Natalia Beloff, Rachael Williams, Tim Williams,
Shivani Puri, and A. Rosemary Tate

1 Introduction

The use of electronic healthcare systems for recording patient treatment history is
well established across the UK healthcare sector, the potential benefits of using
such systems being numerous. Within the primary care setting, electronic healthcare
records (EHR) can provide a near complete picture of patient care over time.
This not only affords the opportunity to improve patient care directly through
effective monitoring and identification of care requirements but also offers a unique
platform for both clinical and service-model research [1] essential to the longer term
development of the health service. The potential for using routinely collected patient
records for research purposes has been steadily increasing [2] with recent advances
and diminishing technical barriers in data storage and information processing. There
are, however, significant challenges in using EHRs effectively in the research setting
and in ensuring the quality of data recorded for this purpose. Incorrect or missing
data can render records as useless or indeed misleading such that conclusions drawn
from the data could have a negative impact.

The aim of this chapter is to outline both the key challenges to the management
and assessment of data quality in EHRs and the key considerations for meeting
these challenges. The Clinical Practice Research Datalink database CPRD GOLD,
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globally recognised as being one of the largest and most detailed sources of
electronic patient data, will be used as an example throughout. In Sect. 2, the concept
of data quality is presented within the setting of primary care databases and a
framework for its assessment is set out, based on findings of an investigation carried
out on CPRD GOLD. In Sect. 3, the importance of understanding data quality of
an individual source of data in relation to alternative sources, both intra- and inter-
nationally, is examined, posing the emerging challenges to the future use EHRs for
research. Finally Sect. 4 investigates data quality requirements from the perspective
of a range of stakeholders through discussion of a day-long CPRD-led data quality
workshop and we consider the way forward to a more comprehensive approach to
tackling issues of data quality in EHRs.

2 Developing a Data Quality Framework at the Clinical
Practice Research Datalink (CPRD)

2.1 Defining Data Quality Within the Context of Electronic
Healthcare Records

The widely accepted conceptualization of data quality is that it is defined through
“fitness for use” [3] i.e. the ability of the data to meet the requirement of the user. To
be able to use data to attain information, it must be complete, consistent and accurate
and so forth. Actually defining what can be considered as complete or consistent,
thus determining the quality of the data, will reflect the required use of the data and
will therefore vary across purpose.

The primary purpose for recording patient data within the General Practice
(GP) setting is to facilitate patient care and to assess and optimise the care of
the practice population as well as to provide documentation for administrative and
legal purposes. Guidelines are provided [4] to promote good recording practice
including the use of codes to express clinical information and standard procedures
for capturing information from outside the practice and with regards to sharing
information. In 2004 the Quality and Outcomes Framework (QOF) was introduced
with the provision of large financial incentives based on practice achievement on
a range of quality of care indicators over 22 clinical areas [5]. This had a major
impact on the use of clinical recording software and the development of a more
standardised approach to data recording, particularly in coding of key disease areas
[6] and recording of key lifestyle measures such as smoking status [7]. However,
despite efforts to ensure quality and consistency in data recording, using GP records
for research remains challenging [8].

The primary care setting is complex and constantly changing and this reflected in
similarly complex and transient recording mechanisms. Coding systems, such as the
Read code system predominantly used to categorise clinical events in UK primary
care databases, including CPRD GOLD, are a prime example. Introduced to curb



Characterisation of Data Quality in Electronic Healthcare Records 117

the vast number of ways a clinical concept can be described, the number of codes
has grown massively increasing risk of inconsistency in use and necessitating staff
training [9, 10]. Further still, not all data is coded instead being entered as free text;
such information is challenging to extract at the research stage, particularly amid
growing concerns over record anonymisation [11, 12].

Additionally, some level of bias in data collection is hard to avoid. Whilst QOF
has reaped many benefits to recording quality, these are tied to the clinical areas
covered by QOF [13, 14]. Stigmatization of certain conditions is believed to lead to
under-recording [15, 16] and the way data is recorded may depend on the type of
staff entering the data and when it’s entered relative to actual consultation [10]. And
this is to name but a few examples.

Ultimately, the effort-benefit balance for detail of recording sits differently for
patient care, for which GPs are striving to provide a face-to-face consultation in a
time-pressurised environment, and for research, where meticulous and consistent
recording is crucial.

Whilst the importance of addressing data quality in the reuse of EHR for research
is widely acknowledged, with various frameworks having been put forward [17–19],
there is no commonly recognised methodology for undertaking an assessment of
data quality in this setting. Hitherto, data quality has been mainly addressed via one-
off validation studies [20]. The evolution of a unified approach has no doubt been
hampered by the vast number of possible measures and the variability in importance
of measures between studies leading to data quality considerations derived for
a given study being isolated to that study. A recent Clinical Practice Research
Datalink (CPRD) sponsored project entitled “Methods to characterise and monitor
data quality in the Clinical Practice Research Datalink” led by the University of
Sussex, has addressed the need for standardisation and facilitation in data quality
assessment. The rest of this section recounts the development of an approach for
characterising data quality in primary care databases [6] based on investigative work
carried out on the CPRD database.

2.2 Introduction to the Clinical Practice Research Datalink

The Clinical Practice Research Datalink (CPRD) GP OnLine Database (GOLD)
contains diagnostic, demographic and prescribing information for over 14 million
patients, broadly representative of the UK, providing a significant potential resource
for public health and epidemiological research—its usage has led to over 1,500
published research studies and conference abstracts to date [21].

What is now known as CPRD was initially developed by an Essex general
practitioner, Dr Alan Dean, to facilitate day-to-day management of his own general
practice. This was so successful that a venture capital company was set up in 1987
named VAMP (Value Added Medical Products Ltd) to recruit other practices and
form an information base. In late 1993, the company was taken over by Reuters
and the database was offered to the Department of Health as independent custodian
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to supervise access to the information for the benefit of public health. Early in
1994, the Office of Population Censuses and Statistics took over maintenance and
running of the information resource (which was then renamed to General Practice
Research Database), until 1999 at which point the Medicines Control Agency took
over. Throughout this period, data collection and validation was maintained without
loss of information from individual practices. This agency became the Medicines
and Healthcare Products Regulatory Agency (MHRA) in 2003 following a merger
with the Medical Devices Agency. Since then, use of the database expanded within
the UK and overseas. In March 2011, the UK Government launched its “Plan for
Growth” [22] which detailed steps needed to enable the British economy to become
more internationally competitive. As part of this initiative the Government pledged
to build a consensus on using e-health record data to create a unique position for the
UK in health research. Under this motivation, CPRD was launched in April 2012
co-funded by the National Institute for Health Research (NIHR) and the MHRA.

CPRD is aiming at providing capability, products and services across a number
of areas including secure integrated and linked data collection and provision, as well
as advanced observational and innovative interventional research services [21, 23].
That the data is of high quality and can be validated as being so is paramount for all
work carried out at CPRD.

2.3 CPRD GOLD Data Quality: Developing a Methodological
Approach for Characterising Data Quality in Primary Care
Research Databases

In order to ensure high quality data, CPRD historically has constructed a set of
internal data quality measurements, at both patient and practice level. The practice
level quality assessment is manifested by an ‘up-to-standard’ (UTS) date derived
using a CPRD algorithm that looks primarily at practice death recording and gaps
in the data. At patient level, records are labelled as ‘acceptable’ for use in research
by a process that identifies and excludes patients with non-contiguous follow up
or patients with poor data recording that raises suspicion as to the validity of that
patient’s record. However, these checks are limited in scope, and with the expansion
and increasing use of the database a more comprehensive approach is needed
whereby CPRD undertake data quality assessment for these data both individually
and jointly as linked data sets.

Work carried out under the current CPRD/University of Sussex data quality
project commenced with a comprehensive examination of CPRD data quality and
correlations between different measures, with a view to reducing the effective
number of variables needed to characterise data quality [6]. This study was carried
out as part of a wider project funded by the UK Technology Strategy Board and
incorporated input from a user group consisting of representatives of pharmaceutical
companies and clinical research organisations [23].
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Several frameworks for data quality have been suggested in the literature.
In our opinion, the use of different frameworks may not in itself be a major
problem if clear definitions and examples are provided and all important aspects
are considered. Ultimately, use of a framework is advantageous in encouraging
a consistent and comprehensive approach to data quality assessment and hence,
after a review of the literature, a suitable framework for describing dimensions of
data quality was proposed. The dimensions include accuracy, validity, reliability,
timeliness, relevance, completeness and integrity with full definition and examples
given in [6]. Measures were then identified according to the framework and also
as either basic or study-specific measures. Here, the definition as basic pertains
to general measures such as recording of height and weight, duplicate records or
missing values for fields such as staff ID. Definition as condition-specific pertains
to measures characterising the coding of specific conditions. Note, all Clinical,
Referral and Test event records have an associated Read code, as described above.

Table 1 shows the correlation matrix for selected basic measures. For most of the
variables examined representing different aspects of patient records, correlations
were very weak with (Spearman) correlation coefficients typically below 0.2
(absolute value). Most practices that were “bad” at recording one thing were almost
always fine at recording all others. However, correlations between variables repre-
senting the same aspect were much higher. For example, percentages representing
completeness of patient’s height, weight, smoking and alcohol status were found to
be highly correlated (Pearson coefficient � 0.79). The same was found to be true for
study-specific measures for selected groups of patients, e.g. diabetes patients.

Additionally, the quality of coded data for research purposes (such as specificity
and consistency of coding) in CPRD GOLD was found to be reasonably high for
most of the criteria that we measured, especially in more recent years. Recording
of most of the data elements that were investigated improved significantly between
2000 and 2010 with a noticeable improvement in 2004 for measures (such as those
related to diabetes recording) that are included the Quality Outcomes Framework
(QOF) introduced in that year.

2.4 Proposed Approach for Assessing Data Quality
for Research

The fact that correlations between dissimilar variables are weak, representing the
variability in recording for different criteria within each practice, leads to the
necessity of an approach in which most of the data quality metrics are tailored
to the intended use of the data. This approach was supported by the user group
who agreed that some variables will be much more relevant to them than others,
for example, the variables relating to the study-specific patient selection criteria.
Additionally, study-specific variables are more likely to be intercorrelated and
aggregation of variables into data quality summary scores becomes more feasible.
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The disadvantage of this approach is that it may be necessary to measure data
quality dynamically on a study-by-study basis (however, many criteria will be
common across studies, e.g. completeness of recording of registration and life-
style measures). To address this, computational methods for facilitating the dynamic
calculation of study-specific measures are being investigated as part of the on-going
work of the CPRD/University of Sussex data quality project.

It is proposed that basic checks are always carried out first for consistency of
data elements between tables, duplicate values, missing values etc., before checking
more complex elements. While this may seem obvious, in our experience these are
often overlooked and even if the checks are carried out they are not often reported. It
is also very important to investigate completeness and correctness of elements, such
as dates and gender, as more complex elements will depend on these—for example
if the registration dates of many patients are invalid then the incident rates will be
flawed. Once these basic checks have been carried out, data quality measures based
upon the intended use of the data can be derived via the following steps:

1. List all data elements required to define the cohort for the particular study,
including all elements that these are dependent upon, e.g. registration and transfer
out dates and specificity of coding of condition(s) of interest.

2. List all other elements that will be needed for the study, e.g. test results, smoking
status, type of consultation.

3. According to the framework, determine data quality measures associated with
each data element, specifying any conditions which must apply for a given data
quality measure to be relevant. For example, in validating the coding pertaining
to a condition, one can utilise the framework, working through the different
components such as: Accuracy: are there coding errors? (e.g. a type 1 code for a
patient diagnosed as type 2) and is there the coverage of expected associated
tests? (e.g. HbA1c for diabetes). Timeliness: is the coding consistent over
time? (e.g. consistent coding indicating the severity of a condition over time).
Relevance: is the coding specific (e.g. the type of diabetes is given) : : : and so on.

4. It is proposed that the vast array of measures can be calculated using a contained
set of core, input-driven computational routines. The underlying computations
are identified as assessments of missing and implausible data, tested across the
different natural structures of the database, namely within a given consultation
record or over time. The inputs are a Read code list for a given condition or set
of events and likewise for a set of associated events (e.g. diabetes and HbA1c
test); the location of the entities of interest within the database (for HbA1c this
would be the test table); a description of expected relationships between the
data entities (here, as a gold standard, it is expected that three HbA1c should
be recorded within 1 year). The proportion of patients failing each check can
then be calculated at practice level.

5. Calculate incidence and prevalence rates for condition and check that these agree
with data from the published literature and other sources. This step could be
skipped if published validation studies exist.
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6. Construct a set of indicators or scores for each practice. These could be the values
of the practice based variables (i.e. the total number of fails of each measure
for a given practice), or a combination of them (combination of data quality
variables, as discussed above, is most likely possible for measures relating to
a specific condition). The most appropriate method for combining variables into
scores will depend on their intercorrelations and the intended use of the data.
For more basic measures, simple thresholding could be applied for acceptable
values. It is emphasised that scores should be used as a guide for further
investigation rather than a hard and fast method of eliminating poor quality
data. Exploring correlations and combining measures, thresholding measures and
profiling patient sets (e.g. looking for underlying trends in poor quality such as
patient age or particular ranges of test results) are essential components of an
investigation into data quality.

2.5 Points for Further Consideration

In this study we investigated only coded data; however, additional information
can be recorded in the free text. Free text is not widely used due to the cost
and governance of anonymisation and wider difficulties of information extraction.
However, free text could be highly valuable for validating coded information and for
finding missing information that has not been coded [10, 24, 25], free text in relation
to perceived data quality will be an important area of focus for future research. An
interesting question being whether the use of free text could itself be used as an
indicator of data quality relating to the completeness of recording.

Moving forward, it will be crucial to gauge the actual implications of poor
quality to research outcomes to derive truly meaningful measures of quality. Whilst
a measure of poor quality can indeed be defined as a shortcoming of the data in
meeting a gold standard in data recording, this is not an absolute concept and
does not necessarily predict consequences of including the poor quality data on
the study outcomes derived from the data. This issue is currently being investigated
by comparing outcomes from different data sets subject to a range of data quality
constraints.

There is also a distinct need to understand the quality of the database compared
with other sources of data. Although based on an investigation of a primary care
database, much of our proposed approach would be equally applicable to other
health care databases that are used for research, such as hospital records or registries,
and also to linked data sets. The broader challenges involved in assessing multi-
system data quality are the focus of the next section.
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3 Emerging Challenges of Data Quality: Combing Data
from Disparate Sources

3.1 Introduction

The potential advantages to research outcomes of inferring information from multi-
ple sources, therefore extending the breadth and density of information available, are
considerable [2]. However, if different sources of the same data are not comparable
it indicates a quality issue intrinsic to one or both of the systems as a whole. If the
limitations of data quality in different sources are not understood and addressed,
poor quality may be amplified as a course of the linking process, manifesting as
bias in conclusions drawn [26].

In this section, data quality issues relating to the combination of data from
different national healthcare databases, from different domains of the UK healthcare
system and from different data recording software systems are addressed, pursuing
CPRD GOLD as an example, to pose what are widely perceived to be the key
emerging challenges to the future use of EHRs for research.

3.2 TRANSFoRM and the NIVEL Data Quality Framework

The TRANSFoRm (Translational Research and Patient Safety in Europe) project
[27] is an EU funded collaboration intended as a milestone project in the use of
primary care EHRs for research. The aim is to provide interoperability between
primary care databases (including CPRD GOLD) across Europe in order to facilitate
research across resources, requiring common standards for data integration, data
presentation, recording, scalability, and security. An extensive body of work has
been carried out under the project; including a component to develop methodology
for assessing and comparing primary care EHR data quality within different
European databases, led by NIVEL (Netherlands Institute for Health Services
Research) and in collaboration with CPRD [28].

Here we briefly present an example from the application of the NIVEL frame-
work to the TRANSFoRm diabetes use case [29], the aim of which is to create
a database of patients with type-2 diabetes containing genetic and phenotypic
information compiled from genetic and primary care data sources (repositories).
The combination of data from CPRD GOLD and NPCD1 and derivation of a set of
data quality measures were carried out according to the following steps. The study
purpose and population as determined by the study purpose were defined for each
database (via the individual national coding systems)—in this case the population of

1The Netherlands national primary care database (NPCD), hosted by NIVEL, holds information
from about 1.5 million patients (approximately 10 % of the total population).



124 S. Dungey et al.

Fig. 1 Percentage of patients with type-2 diabetes at a given practice having at least one measure-
ment of a given type within a given year for NPCR (300 practices) and CPRD (650 practices)

patients with type-2 diabetes. The data elements of interest to the researcher, such
as related coded diagnoses and test results, were then set out. Finally, a quality
assessment was made in terms of an evaluation of completeness, accuracy and
correctness characteristics for each data element. An example is given in Fig. 1 of
the completeness metric of three required data elements: measurements for hbA1c,
smoking and weight [28]. Clearly, the degree of recording of these entities differs
greatly between the two databases.

On comparison and integration of data derived from different national healthcare
systems, data quality may be compromised by structural and operational differences
in the healthcare systems. For one, there is variation across Europe in the extent that
patient treatment is referred by the GP (largely the case in the UK). Whilst the
Netherlands healthcare system is also based on the “Gatekeeper” model, patients in
Holland are commonly seen by diabeticians rather than GPs which could account
for the lack of measures for many patients. Differences in the data coding systems
used present further challenges. The UK Read code system is greatly more complex
than the ICPC coding system used across much of Europe, for example, for diabetes
diagnosis there are only 2 standard ICPC codes compared to over 250 UK Read
codes. Additionally the use of both coding systems has been shown to be variable
within a given country and to be dependent on software package used to record
data [30].

A wealth of other factors such as the age, set-up and management of a given
database could be consequential in the recording of such events, as in Fig. 1, leading
to patient information which is not, in the first instance, comparable across different
databases. In the example of the diabetes use case, comparing prevalence between
the two databases was problematic as the NIVEL database was much newer and
thus some patients who had been diagnosed earlier may not be found. Key themes
pertaining to data quality issues are summarised in Table 2 at the end of this section.

Ultimately this case study demonstrates the significant challenges faced on com-
paring just two European databases and the importance of ensuring a formalised,
unified approach to assessing data quality for future linking of medical datasets
across Europe.
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3.3 Linked Data Sources

Linking primary care data with data from different areas of UK healthcare is
an evolving CPRD specialist service with data volume and coverage, as well
as methodological expertise, seeing significant recent expansion. The need for a
likewise development in classification and methodology for assessing data quality
issues associated with linked data, and ensuring these considerations are a core
component of the process of combining data from disparate sources, is now
presented considering two CPRD linkage case studies.

3.3.1 Cancer Recording and Mortality in the General Practice Research
Database2 and Linked Cancer Registries

Boggon et al. [31] carried out an investigation into the completeness of case
ascertainment in UK cancer registries collated into the National Cancer Data
Repository (NCDR) by comparing information held within the NCDR to that
of GPRD. UK cancer survival has been reported as being poor in international
comparisons, however, it has been suggested that inaccuracies in cancer registration
could invalidate international comparisons of cancer survival [32]. In particular, if
patients with a good prognosis are missed or if patients are detected initially through
death certification and if tracing backwards is inadequate, reported survival may be
poorer than true survival.

At present, cancer registration is largely based on information supplied by
hospitals and from death certification (via the Office for National Statistics). GPs
in England do not routinely receive information directly from cancer registries and
there has previously been little investigation comparing data from cancer registries
and GP records [33, 34].

Boggon et al. found that on comparison of the two databases, levels of con-
cordance between cancer registries and GPRD were reasonably high; however,
numbers of patients known only to one dataset were non-trivial and levels of
concordance in recording were observed to vary by cancer type. Overall survival
rates were found to be higher in GPRD cancer cases. Ultimately the root of the
recording disparities revealed in this study lies in the differences in how data is
recorded for the two depositories such as when the data is recorded in relation to the
event date and where the data is being generated in the first place.

2Study conducted before the 2012 transition from GPRD to CPRD GOLD.
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3.3.2 Completeness and Diagnostic Validity of Recording Acute
Myocardial Infarction Events in Primary Care, Hospital Care,
Disease Registry, and National Mortality Records: Cohort Study

Herrett et al. [35] compared the incidence, recording, agreement of dates and codes,
risk factors, and all-cause mortality of acute myocardial infarction recorded in
four national health record sources encompassing primary care, hospital care, the
national acute coronary syndrome registry, and the national death registry.

In over 2,000 patients, each data source missed a substantial proportion
(25–50 %) of myocardial events. Again, missing data could be related to non-
random features of the data life-span, particular to each data source. CPRD
GOLD was the single most complete source of non-fatal myocardial infarction
demonstrating the importance of incorporating primary care data in order to reduce
biased estimates of incidence. Also highlighted here was the need for research
into how electronic health record data are coded and how this can be improved.
Additionally, it was concluded that more extensive cross referencing is required
against additional sources of information on myocardial infarction, including
investigation of electronic free text recorded by general practitioners (for example,
diagnoses that are not recorded using a Read code).

Both the above examples demonstrate how data representing the same set of
events but recorded in different settings can lead to different conclusions being
drawn about those events. The value of linking these EHR databases is not that
it will identify the gold standard or a superior database. Rather, the linkage will
complement the information provided in each data source. An assessment of data
quality is necessary to identify valid information within different sources and to
understand why information may not be valid.

Conversely, the potential for comparison that is made possible through linkage
enables greater insight into data quality issues. It may not be apparent that
data is missing or incorrect until different sources of data are compared. Hence
the increased utilisation of linkages will be important for development of more
comprehensive and more fit-for-purpose data quality assessment procedures.

3.4 Comparing Data and Data Quality for Different GP
Software Systems

Whist CPRD GOLD data is currently collected from practices using a single
software system (Vision), planned CPRD expansion will encompass data collection
from additional data recording systems. In this scenario the reason for recording
data is the same whichever source data is obtained from, unlike the examples
discussed in Sect. 3.3, and is recorded under the same national system unlike the
case discussed in Sect. 3.2. However, it would be naïve to dismiss the potential
of the mechanism for recording of a given software system to affect recording
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behaviour. UK systems are based around a problem-oriented model [36] i.e. events
such as referrals and prescriptions are linked to a patient-problem, however, system-
functionality can vary considerably under this premise [37]. Indeed [38] reported
differences in the provision of primary care, as determined by levels of achievement
on QOF indicators, dependent on the choice of software system. That variation
is observed in the primary setting for data recording, without doubt warrants the
investigation into the possible implications to the research setting.

To date there has not been a great deal of investigation into the impact of
software system choice on research outcomes. Recently Reeves et al. [39] reported
encouraging findings comparing the use of two primary care databases, CPRD
(Vision software) and QResearch (EMIS software) [40], to carry out a study into
the use of statins in patients with ischaemic heart disease. Whilst certain data
characteristics were reported to vary between the different systems, the impact on
the research findings was observed to be minor. However, as has been stressed
throughout the course of this chapter, quality considerations vary greatly from
study to study and more comprehensive examination is required. Understanding
differences at this level may additionally aid a more fundamental understanding of
the recording process at the point of care and help identify areas for focus in quality
assessment.

3.5 Summary of Key Factors Affecting Data Quality

Key themes of the preceding sections are summarised in Table 2, based on the
NIVEL/TRANSFoRm stepwise approach to data quality [28].

4 Report on 2013 Workshop on Data Quality

Throughout the preceding sections of this chapter, the scope of data quality
in EHRs has been presented as wide-ranging, multi-faceted and dependent on
use. Ultimately, the development of an approach for systematically assessing
data quality for research needs to incorporate the expertise of the broad range
of EHR users and contributors. In 2013, CPRD sponsored a one-day workshop
entitled “Towards a common protocol for measuring and monitoring data quality
in European primary care research databases” [41]. Researchers, clinicians and
database experts, including representatives from primary care databases in the
UK [6], Catalonia [42], Norway [43] and Spain [44] and from the Primary Care
Information Services (PRIMIS) [45], were invited to give their perspectives on
data quality and to exchange ideas on which data quality metrics should be made
available to researchers.

The key findings from the discussions which took place throughout the day are
summarised against the workshop objectives as follows:
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1. Share experiences of assessing data quality in electronic health records (EHRs).
The expectation was that there would be a diverse set of perspectives from

stakeholders. However, throughout the course of the day’s discussions, there was
a surprising amount of consensus, in particular concerning the characteristics that
were important (particularly completeness, reliability and validity). Additionally
presentations given on the day covered:

• Approaches for assessing data quality for different national primary care
databases and quality improvement through feedback mechanisms.

• The impacts of poor data quality on research outcomes, the difficulty of
revealing hidden quality issues and the time-consuming nature of data quality
assessment and correction.

2. Discuss the issues and challenges involved with measuring data quality in EHRs
for epidemiological and clinical research.

• Clinicians highlighted that teams that generate personal health data are
focused on clinical care rather than research.

• Bias arises in areas that directly impact on reimbursement such as QOF [14].
Another potential influence is the role of the GP as patient advocate, where
they might emphasise certain clinical findings to justify an investigation or
referral.

• Database managers highlighted the need for transparency of methods used to
calculate variables and difficulties resulting when a data item can be recorded
in multiple ways.

• Those other than clinicians highlighted the need for a study-specific specific
approach and that this makes a standard approach to assessment harder to
achieve.

• Data users stressed the importance of understanding unstructured/un-coded
data and the ability to link data.

3. Work towards development of an approach to ensure compatibility of data quality
measures for different European primary and secondary care databases.

• Some technical proposals were put forward. A key discussion point for all
groups was the communication of data quality metrics.

• The importance of the publication of data quality work to inform the
understanding of third parties, including future users of the data, regardless of
whether this was the primary focus of a particular research study, or an early
phase of data exploration. This should include how different parties handle
the various aspects of data quality, the algorithms used for the identification
of outcomes including code lists.

• Most stakeholders agreed that data should be made available “warts and all”
so users can make the decision on whether or not and how to use the data.

• All agreed that it is important to have transparency on how the data is
collected, and to understand the processes involved.
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• Clinicians focussed on more specific examples such as test results and
prescribing records.

• Data experts discussed the benefits to quality that can be gained by being able
to discuss data with clinicians.

4. Discuss how to help data contributors improve data quality (for both clinical care
and research) at source.

• Providing practices feedback on their data quality, as pioneered by PRIMIS
[45] in the UK and NOKLUS in Norway, has made an important contribution
in motivating practices in high quality recording [46].

• Data experts stressed the importance of providing recording guidelines to
clinicians and feeding back data quality metrics directly to them.

• It was generally agreed that incentivising GP’s to produce higher quality data
is key, either by feedback loops or by demonstrating how the data could be
used to benefit their own patients. Clinicians are unlikely to prioritise data
quality unless it benefits patient care or it affects their payments.

• A critical success factor for the future will be to ensure that good quality data
delivers value to those individuals who capture them, for example through
decision support, alerts, charts of trends etc.

• It may also be influential if clinical effort investments in data quality can be
perceived as beneficial by patients themselves.

• Further work is needed to understand the costs and benefits of improving data
quality.

Based on the results of this workshop our suggestions for the moving forward
are summarised below:

1. Data providers

• Provide meta-data and practice-based data quality scores to users (bearing in
mind the concept of fitness for use).

• Be transparent about how data is handled providing as much information as
possible on the processing steps.

• Provide information/training on how data is recorded at source.
• Explore ways to incentivise GPs to record better e.g. feedback data quality

information or enabling database access for patient treatment.

2. Data users/experts

• Communicate impact of data quality on primary care data research to
clinicians.

• Be aware of the limitations and impact of poor quality when carrying out
research.

• Document or publish operational definitions so that researchers can easily
validate research.
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3. Clinicians

• Encourage training of staff within general practice to record data using coding
as much as possible.

4. All

• Set up a network to continue the discussions of the workshop in order to
develop a unified approach for measuring and improving data quality in
Primary Care (and linked data) research databases.

Although the workshop did not result in a proposed overall approach for
measuring data quality, many of the participants indicated that they would be
interested in joining a data quality network to discuss these issues further. The
network has recently been launched and will act as an international forum for
discussion, aiming, through participation from different user groups, to develop
a comprehensive, robust, integrated and widely used approach to measuring and
delivering data quality across all aspects of EHRs (the reader is encourage to contact
the authors or further information about the network).

5 Conclusions

The issue of understanding data quality could not be more pertinent given the
context of ‘Big’ healthcare data. Within England CPRD is the data service for
healthcare research and has access to 10 % of the UK population at the primary care
data level. It sits within a broader governmental project to make the entire health care
data set available for use for the improvement of public health understanding and
clinical research and delivery as well as surveillance. The principle component of
this activity is a project from NHS England to gain access to primary care records
from all General Practices in England, known as Care.Data [47]. Given this and
increasing access to linkable data sets a key and full understanding of data quality
within data sets from different platforms and collected for different purposes using
different paradigms is central to use of this data for research and allied activities.

Furthermore, in the epidemiology and pharmacoepidemiology arena a growing
number of projects are being developed to utilise big data from different global
settings to answer key questions on drug safety for example. Projects such as OMOP
(Observational Medical Outcomes Partnership) [48], OHDSI (Observational Health
Data Sciences and Informatics) [49] and IMEDS (Innovation in Medical Evidence
Development and Surveillance) [50] utilise disparate data sets in a common data
model. The appropriateness of this approach needs to carefully consider the relative
data quality aspects of each component data source.

Another focus of this chapter has been to convey the importance of collaboration
in mapping out such an extensive and dynamic field, pursued here with the launch
of a data quality network to facilitate the sharing of ideas. Understanding the
requirements of and the demands upon clinicians must be central to addressing
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quality issues in EHRs so as to be able to implement procedures that can realistically
support data recording to facilitate patient management directly as well as to
increase the capacity for research into cutting edge therapeutic and general patient
care supporting longer term sustainability of the healthcare system.
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Part II
Multimedia Event and Activity Detection

and Recognition for Health-Related
Monitoring



Activity Detection and Recognition of Daily
Living Events

Konstantinos Avgerinakis, Alexia Briassouli, and Ioannis Kompatsiaris

1 Introduction

Ambient assisted living (AAL) focuses on the development of tools that can help
people with chronic degenerative conditions continue living independently for as
long as they can. They aim to provide continuous, unobtrusive monitoring, to ensure
their safety in case of an emergency, and help build an accurate activity, lifestyle and
behavioral profile, to detect changes in their condition. The results of the monitoring
and profiling provided by such systems can then be used as input for appropriate
feedback, both for the people being monitored, as well as for their carers.

Existing assisted living solutions usually employ physiological and environmen-
tal sensors that are relatively simple, like accelerometers and contact or pressure
sensors. Attention has recently turned to the inclusion of more sophisticated
technologies, such as audiovisual monitoring. In this work we focus on the use of
video for remote monitoring of people with conditions like dementia, living home
alone. For effective video-based monitoring, the recognition of Activities of Daily
Living (ADLs) is central, and also the focus of this work. Activity detection and
recognition from video for assisted living is based on unobtrusive ambient sensors,
namely static video cameras, which do not disturb people in their daily life.

In this work, we expand our previous research [1], which focused on ADL
recognition, and introduce a novel approach for activity detection, which is a
necessary precursor to recognition in real applications. While studying the related
work on activity detection, we noticed that some issues have been overlooked until
now. One issue is that in the literature it is common to use overlapping temporal
sliding windows in order to detect activities, however no spatial localization
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is provided. We overcome this limitation by proposing a novel algorithm that
localizes ADLs both in time and space by extracting Activity Areas (AA) [1] to
find where in the video frame an activity is taking place.

Another disadvantage of some of the existing activity detection methods is
the great computational cost needed to analyze an entire video. Sliding window
techniques tend to filter all frames, many of which do not contain any useful
information. In this work, we reduce the duration of the video analysis to almost
half of real time by applying temporal segmentation before analyzing the video
frames. This is achieved by segmenting video frames based on the lifetime of the
trajectories in the AAs, which indicate where different activities occur.

A hybrid descriptor is proposed for boosting the ADL representation, as opposed
to related techniques in the literature that usually focus on only one representation
category (Sect. 2). Our motivation for this is that there are strong indications show-
ing that the recognition of ADLs in constrained environments (labs, nursing homes)
can usually be enhanced by including their spatial context in their description.

Finally, we haven’t found any work in the literature that deals with the ambiguous
time intervals often present between two pre-defined ADLs. We cover this gap
and extract “ambiguous activity intervals” between recognized ADLs by deploying
multi-class SVMs with one-against-one comparisons. A voting index is proposed
in order to accumulate scores and also indicate ambiguous temporal intervals in
the case of multiple draws. In concluding, we contribute in the literature of activity
detection with the following:

• Activity Areas (AA) for spatial localization of ADLs inside long videos that
include ambiguous intervals (“noise”).

• Dense trajectories extracted in AAs for temporal activity boundary detection and
automatic ADL video segment extraction.

• A hybrid ADL representation in order to enhance recognition rates, created by
adding global information to a local descriptor.

• Detection of ambiguous time intervals between ADLs, based on an one-against-
one multi-class SVM and a voting procedure.

This chapter is organized as follows: Sect. 2 analyzes related work and State-of-
the-Art (SoA) activity detection and recognition methods. Section 3 follows with
the adopted ADL representation in this work, while Sect. 4 presents the detection
and classification of ADLs in videos. Experiments on data-sets from real scenarios
are provided in Sect. 5, in order to evaluate the overall system.

2 Related Work

Activity representation has been extensively studied during the last decade, leading
to continually improving recognition rates. The methods that have been proposed
until today can be separated into two major categories: (1) holistic algorithms
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that gather information from the entire person and aggregate them in a common
descriptor and (2) local approaches that accumulate visual cues around spatio-
temporal interest points and describe them in a Bag-of-Words (BoW), Fisher, and
VLAD(Vector of Locally Aggregated Descriptors) global representations [10, 23].

Most notable holistic approaches include Motion History Volumes [29], space-
time shapes [9] and temporal templates [4], while local approaches use 3D local
patches [13, 16, 26–28], either based on the extension of local patches over time
(i.e. SIFT3D, HOG3D, SURF3D in [13, 26, 28]) or on the construction of motion
histograms around sampled interest points (i.e. HOF (Histograms of Oriented
Optical Flow), MBH(Motion Boundary Histograms) in [16, 27]). Interest points can
either be sampled in a sparse manner, as in [7, 15, 28], or densely [27], with the latter
providing better recognition rates than the former. Further attention has recently
been given to the tracking of such interest points, which lead to the construction
of trajectory descriptors [20, 21, 27], and are useful for retaining relations between
them.

The Activity detection literature can also be separated into two categories, based
on the action representation used, namely into holistic and local methods.

Holistic activity detection approaches tend to represent actions as a sequence
of states which inherit their features from the whole actor, e.g. poses, spatio-
temporal templates, and use dynamic probabilistic models to detect transitions
within activities. Distinctive examples include methods based on the construc-
tion of coupled Hidden Markov Models (HMMs) [22] and dynamic Bayesian
Networks [18]. Another holistic activity detection approach uses exemplars in
conjunction with Dynamic Time Warping (DTW) [25] among action and template
sequences in order to compute alignment scores and thus detect which activities
in the exemplars are present. Other holistic approaches entail the computation of
spatio-temporal volumes to represent activities and compare them using Tensor
Canonical Correlation Analysis [12]. Sliding window with part-based template
matching using pictorial structures is used in [11]. More recently, action banks
have been deployed in [24], in conjunction with spatio-temporal oriented energy
templates [6] and have achieved SoA results.

Local-based approaches, on the other hand, mainly focus on detecting specific
action-poses in movies (e.g. the pose corresponding to drinking), either by using a
spatio-temporal video block classifier, or by training specialized space-time cubes,
guided by activity localization hypotheses [17]. Similarly, in [14], a human detector
is used, based on the HOG tracker, combined with a spatio-temporal sliding window
for recognizing the kind of activity that happens at each instance. The most recent
sliding window technique was proposed in [8], leading to SoA detection accuracy.
The authors introduced the idea of decomposing actions into atomic action units
(actoms) and used an Actom Sequence Model (ASM) in order to evaluate the
appearance of an action in a video interval and its activity boundaries.
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3 Activity Representation

In the first step of our algorithm, we use the activity representation framework of
our previous work [1], which is specifically designed for deployment in real-life
scenarios at a low computational cost. This framework involves the construction
of a trajectory structure over Activity Areas by tracking densely sampled interest
points (Sect. 3.1) and computing spatio-temporal cuboids around them. Hybrid
cuboids are specially designed, to encapsulate motion and visual characteristics
via HOGHOF (aka Histograms of Oriented Gradients and Histograms of Oriented
Optical Flow) descriptors. Trajectory descriptors are also added to this structure, so
as to incorporate spatial location information (Sect. 3.2). The overall procedure for
the construction of our ADL descriptor is depicted in Fig. 1.

3.1 Dense Trajectories Over Activity Areas

Interest point sampling entails the construction of a motion segmentation algo-
rithm that detects regions of interest (RoI) where motion undergoes change. This
algorithm relies on kurtosis-based Activity Areas [5], for which optical flow
values [30] are analyzed statistically over successive frames, leading to the real-time

a b c

df

Fig. 1 Block diagram of the ADL representation schema. Kurtosis analysis on OF values results in
Activity Areas, where dense sampling is performed. Trajectory and local histograms (HOGHOF)
are constructed around interest points on multiple scales, to be tracked using the KLT tracker
algorithm leading to trajectory and HOGHOF structures which constitute the final ADL descriptor
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Fig. 2 Optical flow histograms for static (green) and moving (blue) pixels. In red the Gaussian
distribution that models the static data (Color figure online)

localization of regions containing motion. From these regions, we sample candidate
interest points and track them with a boosted KLT tracker until they become
motionless, after which the video subsequence is considered to end, and we build a
trajectory structure in it.

Activity Areas separate moving pixels from static ones based on the assumption
that the static pixels’ noise-induced optical flow follows a Gaussian distribution over
time. Thus, for the construction of Activity Areas, optical flow values are monitored
over successive frames and a kurtosis-based test of Gaussianity is applied on them.
In order to determine if static video data can indeed be modelled by a Gaussian
distribution, we applied the Kolmogorov–Smirnov test [19] on ten training videos
from the University of Rochester Activities of Daily Living (URADL) dataset [20],
which is a commonly used benchmark dataset for human activity recognition. From
the histograms of aggregated optical flow values in Fig. 2, it can be seen that the
optical flow of static pixels can indeed be modelled by a Gaussian distribution,
unlike that of moving pixels. Thus, the optical flow values of static and moving
pixels respectively, are expressed by the following two hypotheses:

H0 W u0
t .x; y/ D zt.x; y/

H1 W u1
t .x; y/ D ut.x; y/ C zt.x; y/;

where ut.x; y/ denotes optical flow at pixel .x; y/ at time t, and zt.x; y/ represents
the additive noise in that location. A fast and robust way to separate this data is
by computing the Kurtosis for each set of flow values over time and binarizing
the resulting flow map. Recent studies in statistics introduce a novel technique for
accurately estimating the empirical value of the kurtosis [3] in an unbiased manner,
by approximating excess Kurtosis from the fourth-order cumulant estimator as:
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G2Œy� D 3

W.W � 1/

WX
iD1

�
ui.x; y/4

�
� W C 2

W.W � 1/

WX
iD1

�
ui.x; y/2

�2

;

where W is the temporal window that is taken under consideration for computing
Kurtosis values.

Our data is binarized using a thresholding formula acquired empirically from
extensive experiments with the URADL videos, in order to accurately segment the
activity area, i.e. separate the moving from the static pixels:

AA.x; y/ D
�

0 if G2Œx; y� < 0:02

1 else

A spatial grid is formed in each video frame, creating a number of blocks; the
central pixel .x; y/ of each block is considered as a candidate interest point only
when more than 50 % of the block belongs to the moving pixels of the AAs. All
candidate interest points are tracked using KLT, boosted by a homography test which
uses a RANSAC (RANdom SAmple Consensus) estimator to validate the interest
point correspondences. Interest points that pass the test are used to track moving
objects and form a trajectory descriptor (see Sect. 3.2).

3.2 Hybrid Spatio-Temporal Descriptor

In order to benefit from the advantages of both local and global SoA activity
representations, we designed a hybrid descriptor, aiming at increased recognition
rates at a lower computational cost. Thus, we use a local approach for describing
appearance and motion characteristics of the activities, and a holistic one for
capturing global spatial information. The sampled interest points, already extracted
for activity detection, provide us with very accurate trajectory vectors. Regions
around interest points are described on four spatial scales to ensure scale invariance
in our activity descriptor. We use one of the fastest methodologies for extracting
an activity descriptor, namely the HOGHOF [16], where HOGs describe appear-
ance information, and HOFs capture motion characteristics. The spatiotemporal
descriptor is formed by concatenating all HOGs and HOFs that belong to the same
trajectory. Each descriptor is then subdivided into a nx�ny�nt (nx D ny D 2; nt D 3)
grid of cuboids and, for each cuboid, histograms are averaged over time and
normalized.

The construction of the average descriptor is depicted in Fig. 3: subsequences
of length N � 15 are divided into nt D 3 groups and HOGHOF descriptors are
extracted in each of them. They are then averaged for each scale and normalized,
giving more concise but informative appearance and motion descriptors. Trajectory
coordinates are also added to the vector to include global spatial information in our
descriptor (i.e. HOGHOFCTraj), creating a hybrid local-global descriptor, which is
shown to improve recognition rates, as demonstrated in the experiments of Sect. 5.
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Fig. 3 Construction of average HOGHOF descriptor by dividing video subsequences into three
groups over time and averaging the corresponding HOGHOFs

Let HOG.x; y; t/ and HOF.x; y; t/ be the histograms extracted inside a trajectory
block Bsc D .x; y; wsc; hsc/, around an interest point with coordinates .x; y/, with
sampling of size 8 for each scale: .wsc; hsc/ D .8; 8/.16; 16/.24; 24/.32; 32/, where
wsc and hsc are the width and height respectively, and the index sc denotes the dif-
ferent sizes of the block, corresponding to scale size. The resulting spatio-temporal
descriptor around each interest point .x; y/ is the L2 normalized concatenation of the
averaged histograms within each temporal sub-volume that is formed by dividing
the initial descriptor by nt:

STdesc D
�

nt
concat

jD1

�				
Pj�N=nt

tiD.j�1/�.N=nt/C1 HOG.Bsc; ti/

N=nt

				
2

: : :

				
Pj�N=nt

tiD.j�1/�.N=nt/C1 HOF.Bsc; ti/

N=nt

				
2



.xt; yt/

�
;

where STdesc denotes the final feature vector formed by the concatenation, denoted
here as concat, of the spatio-temporal volumes, used for the representation of each
activity. HOG.Bsc; ti/ and HOF.Bsc; ti/ are both represented below as hist. Thus
each block has each weight to each histogram and is computed by:

histblock.Bsc; ti/ D
				accumulate

i;j

�
hist

�
x C i � wsc

nx
; : : : ; y C j � hsc

ny
;

wsc

nx
;

hsc

ny

��				
2

;

where .i; j/ D f.1; 1/.1; �1/.�1; 1/.�1; �1/g and hist returns the spatial block
histogram around each trajectory interest point. hist is the accumulation, here
denoted as accumulate, of its four cell histograms.
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4 Activity Detection

The hybrid descriptor extracted as above is imported into a clustering algorithm,
either K-Means or GMM in this work, so as to build a visual vocabulary for our
ADLs. VLAD (Vector of Locally Aggregated Descriptors) or Fisher distances are
then computed among the video segments’ hybrid descriptors and visual vocabulary
cluster centers, in order to encode them into fixed size feature vectors. The central
idea of the detection algorithm is to use a sliding window classifier so that we can
recognize the ADLs that occur during a video segment (Sect. 4.1). The methodology
followed in this work is shown in Fig. 4.

4.1 Sliding Window Activity Detection

Temporal sliding windowing is a widespread technique that is used to recognize
activities that may exist within an unsegmented video sample. Before the application
of the sliding window, a global representation needs to be constructed for each
training video segment, to model the appropriate classifiers. A clustering algorithm
(i.e. K-Means, GMM) is deployed in order to partition the ADL feature space
and acquire the corresponding visual vocabulary. Afterwards, appropriate encoding

Fig. 4 Block diagram of ADL detection and recognition. Training pre-segmented samples are
used to build visual vocabularies (i.e. cluster centers or means) and all data is encoded into a single
size feature vector based on the VLAD/Fisher framework. C.C �1/=2 multi-class SVM classifiers
are built and a sliding window filters the unsegmented test data, in order to detect the ADLs and
ambiguous temporal segments that occur within them
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Fig. 5 Activity areas on the left and trajectories on the right of each frame depict the start and end
of a video segment

(e.g. VLAD [10], Fisher [23]) takes place to characterize each video segment by a
fixed size feature vector. The feature vectors obtained from training videos are used
to train C.C � 1/=2 SVM linear classifiers, where C is the number of ADL classes,
for the global representation of the training video classes.

Test video samples, on the other hand, are segmented using an activity detection
algorithm and classified using a temporal sliding window. For activity detection, an
activity is considered to start when the first trajectory is sampled from an AA, while
the termination of a video segment is denoted when no other trajectories are found
in that AA. Figure 5 depicts an example where activity detection locates the start,
the end frame and also shows an in-between frame of a video segment.

These video segments are then filtered by a temporal sliding window of size
W0, with a sampling step J0. For J0 < W0, there is temporal overlap among the
predictions, and thus better localization of activity boundaries (i.e. the start and end
of an activity) is achieved.

One-against-one SVM classification is used to predict each windowed video
segment’s class, and a voting schema is applied, in order to declare the prominent
ADL recognized by the classifiers. The class with the highest number of votes
always wins, while in the case of a draw, a second round among the 1st and 2nd
classifiers is performed, so that the one that wins among these two is the detected
activity. In case of triple or higher draws, we announce ambiguity among classes (a
scenario that usually occurs during a transition between clearly detected activities)
and no recognition data is stored. Results are accumulated in a classification index,
which is used to find the number of activities that exist in the video segment, their
activity boundaries and ambiguous regions between successive detected activities.
Figure 6 visualizes ambiguous activity states and an AA sample.
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Fig. 6 On the left we ambiguous status is demonstrated among two discriminant ADLs (pay bill
after preparing drugs). On the right, AA of an answering phone activity is depicted

5 Experiments

In this experimental section, we evaluate the activity recognition performance of our
descriptor on the pre-segmented videos of ADLs in the benchmark URADL action
dataset. ADL detection is tested on realistic videos recorded for the EU project
Dem@Care in home-like environments in the Centre Hospitalier Universitaire de
Nice (CHUN) in Nice, France, and the day center of the Greek Association for
Alzheimer’s Disease and Related Disorders (GAADRD) in Thessaloniki, Greece.
For ADL recognition, we estimate average accuracy over all classes, while for
temporal localization we consider the OV20 evaluation criterion [8], which requires
the Jaccard coefficient (intersection over union) to be over 20 % among groundtruth
and detected activities, in order to consider a detected activity to be a true positive.

5.1 URADL Dataset

URADL [20] is a well-known benchmark dataset for recognizing ADLs and is
used mostly for evaluation purposes. In this dataset, five different actors perform
ten different activities, three times each, in a kitchen environment. A serious
disadvantage of this dataset is that it lacks significant anthropometric variance,
the environmental conditions are quite simple, the activities take place in the same
location, with the same illumination, a static camera, no environmental noise and no
occlusions. The environment is also quite uncluttered, and the actors are standing
directly in front of the camera, while they carry out the ADLs under examination.
For evaluating our algorithm, we choose to use leave-one-subject-out testing. Thus,
we initialized the recognition procedure five times, so that we can recognize the
activity of each human subject independently. The names of the activities of this
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Fig. 7 Characteristic URADL video frames. Top row: answer phone (AP), drink water (DW) and
eat banana (EB). Bottom row: Eat snack (ES), lookup in phonebook (LiP), use silverware (US)

Table 1 Average accuracy over all classes for URADL action dataset

Encoding Vocabulary size Descriptor Average Accuracy (%)

VLAD 32 HOGHOF 76,00

HOGHOFCTraj 63,33

64 HOGHOF 82,00

HOGHOFCTraj 68,00

128 HOGHOF 81,33

HOGHOFCTraj 71,33

256 HOGHOF 80,67

HOGHOFCTraj 75,33

Fisher 32 HOGHOF 88,67

HOGHOFCTraj 92,67

64 HOGHOF 92,67

HOGHOFCTraj 94,67
128 HOGHOF 92,67

HOGHOFCTraj 94,00

256 HOGHOF 92,00

HOGHOFCTraj 94,00

dataset are encoded in the tables as AP D Answer Phone, CB D Chop Banana, ES
D Eat Snack, DP D Dial Phone, DW D Drink Water, EB D Eat Banana, LiP D
Look up in Phonebook, PB D Peel Banana, US D Use Silverware, WoW D Write
on Whiteboard. Figure 7 depicts characteristic URADL activities in some sample
video frames, with their trajectories drawn in the corresponding local blocks.

Table 1 and Fig. 8 show that adding trajectory information to the HOGHOF
descriptor, combined with Fisher encoding, improves recognition rates. Even small
vocabulary sizes can provide very accurate recognition rates in that case, due to
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Fig. 8 HOGHOF and HOGHOFCTraj comparison when VLAD (left) and Fisher (right) encoding
is applied to the URADL action dataset

Table 2 The best recognition results on URADL action dataset, when HOGHOF representation
is combined with the GMM & Fisher recognition schema

AP CB DP DW EB ES LiP PB US WoW

AP 66,7% 33,4%

CB 100,0%

DP 20,0% 80,0%

DW 100,0 %

EB 100,0%

ES 100,0%

LiP 100,0%

PB 100,0%

US 100,0%

WoW 100,0%

Av.Acc 94; 67%

the meaningful information that is provided by this descriptor and its encoding.
On the other hand, VLAD performs worse when trajectory information is added,
showing that it cannot exploit the additional information provided by the trajectory
coordinates.

In Table 2 we present the confusion matrix with the highest recognition rates
achieved with this schema. We observe that our algorithm leads to very accurate
activity recognition for most ADLs. Only “answer phone” was recognized with low
accuracy, as it was confused with “dialing phone” and vice versa, which makes
sense, since these two ADLs are very similar to each other.
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5.2 CHUN Action Dataset

The proposed method was also applied on two real-life datasets that were recorded
during the Dem@Care project at CHUN and GAADRD [2]. The CHUN dataset
consists of 15 h and 10 min recordings of 64 PwD that perform ADLs in a Lab
environment. The camera viewpoint is such that it monitors the whole room where
the PwD is performing semi-directed ADLs (i.e. they followed instructions for
performing a set of ADLs listed on a paper). The recording frequency is at 8 fps and
our algorithm performance achieved 3.075–4.035fps for video analysis, which is a
near real time process achievement considering that for 2 video frames of the actual
video, one is processed by our ADL detection algorithm. The ADLs observed are:
(AP) answering phone and (DP) dialing phone, (LoM) look on map, (PB) pay bill,
(PD) prepare drugs, (PT) prepare tea, (RP) read paper, (WP) water plant and (WtV)
watch TV. They included large anthropometric variations and activity performance
styles, while severe occlusions introduced great difficulty in discriminating actions.
Figure 9 depicts some activities with their trajectory and HOGHOF rectangles.
Despite these challenges, Fig. 10 shows that high accuracy results were achieved,
proving the applicability of our technique in real applications.

Table 3 shows that the inclusion of trajectory coordinates in the HOGHOF
descriptor improves recognition performance, with both the VLAD and Fisher
encoding schemas. The differences between HOGHOF and HOGHOFCTraj are

Fig. 9 CHUN dataset sample ADLs. From left to right and top to bottom we have: answer phone,
look on map, pay bill, prepare drugs, prepare tea, read paper, water plant and watch TV
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Table 3 Average accuracy over all classes for the CHUN dataset

Encoding Vocabulary size Descriptor Average Accuracy (%)

VLAD 32 HOGHOF 90,65

HOGHOFCTraj 96,43

64 HOGHOF 91,66

HOGHOFCTraj 96,43

128 HOGHOF 91,32

HOGHOFCTraj 96,66

256 HOGHOF 93,47

HOGHOFCTraj 96,78

Fisher 32 HOGHOF 92,12

HOGHOFCTraj 95,96

64 HOGHOF 93,34

HOGHOFCTraj 95,75

128 HOGHOF 92,36

HOGHOFCTraj 95,55

256 HOGHOF 91,57

HOGHOFCTraj 95,35

Fig. 10 HOGHOF and HOGHOFCTraj comparison when VLAD (left) and Fisher (right) encod-
ing is applied on the CHUN action dataset

depicted clearly in Fig. 10. VLAD achieved very accurate recognition rates, similar
to those achieved by Fisher encoding, but at a lower computational and memory
cost (i.e. fewer distance computations for the same vocabulary size). This motivated
us to test our detection schema on the CHUN dataset with a VLAD descriptor of 64

cluster centers, which achieves a fair balance among accuracy and computational
cost, and used the OV20 Jaccard coefficient as a comparison metric, with the
resulting average accuracy shown in Fig. 11. The hybrid HOGHOF, i.e. including
trajectory coordinates, outperformed simple HOGHOF on all categories, rendering
it more appropriate for this challenging, real-life dataset.
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Fig. 11 Classification by detection results. Average accuracy for HOGHOF and HOGHOFCTraj
descriptors are provided for OV20 on the CHUN dataset

Table 4 ADL recognition, on average accuracy means, on the CHUN dataset

AP DP LoM PB PD PT RP WP WtV

AP 89,09 % 9,09 % 1,82 %

DP 2,99 % 97,01 %

LoM 100,0 %

PB 0,86 % 98,28 % 0,86 %

PD 100,0 %

PT 98,67 % 1,33 %

RP 1,72 % 3,45 % 94,83 %

WP 2,5 % 2,5 % 95,00 %

WtV 1,72 % 98,28 %

AA 96,79 %

Table 4 depicts the recognition rates achieved when leave-one-Subject-out was
used to classify the CHUN videos. The robustness of our recognition algorithm is
obvious, as all activities, except for AP (which, as before, is confused with the very
similar DP), are very accurately classified.

Figure 12 shows the performance of the HOGHOF and HOGHOFCTraj descrip-
tors when varying the Jaccard Coefficient. For all percentages of overlap, we have a
consistent improvement in accuracy with the inclusion of trajectory coordinates in
the HOGHOF descriptor.
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Fig. 12 Average accuracy for different overlap ratios when HOGHOF and HOGHOFCTraj are
applied on the CHUN dataset

5.3 GAADRD Action Dataset

The GAADRD action dataset consists of 1 h and 52 min recordings of 32 PwDs that
perform ADLs in a home-like environment. The camera viewpoint is in front of the
person while they perform directed ADLs (i.e. activities dictated by a clinician).
The recording frequency is at 8 fps and our algorithm performance achieved
3.27–3.85 fps for video analysis, which is a near real time process achievement
considering that for 1.5–2 video frames of the actual video, one frame is processed
by our ADL detection algorithm. The ADLs observed include: Cleaning Up (CU),
Drink Beverage (DB), End Phonecall (EP), Enter Room (ER), Eat Snack (ES),
Hand-Shake (HS), Prepare Snack (PS), Read Paper (RP), Serve Beverage (SB),
Start Phonecall (SP) and Talk to Visitor (TV). They included large anthropometric
differences and activity performance styles, while continuity among the ADLs
introduced difficulty and increased the computational cost needed for activity
detection. Characteristic video frames for GAADRD action dataset are provided
in Fig. 13.

Table 5 aggregates the average accuracy rates over all ADL classes when our
representation scheme was used in a one-subject-against-all scenario. Figure 14
shows the classification performance of HOGHOF and HOGHOFCTraj. It is
obvious that the Fisher encoding schema surpasses the VLAD recognition rates
and the hybrid HOGHOFCTraj descriptor outperforms the local HOGHOF, even
for small vocabularies. With VLAD, on the other hand, the inclusion of trajectory
information does not significantly improve recognition rates.
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Fig. 13 Characteristic video frames for enter room (ER), handshake (HS) and serve beverage (SB)
ADLs on the top row. Drink Beverage (DB), prepare snack (PS) and read paper (RP) on the bottom
row, taken from URADL dataset from left to right

Table 5 Average accuracy over all classes for GAADRD action dataset

Encoding Vocabulary size Descriptor Average Accuracy (%)

VLAD 32 HOGHOF 75,90

HOGHOFCTraj 76,02

64 HOGHOF 80,69

HOGHOFCTraj 77,13

128 HOGHOF 80,66

HOGHOFCTraj 78,15

256 HOGHOF 81,75

HOGHOFCTraj 80,54

Fisher 32 HOGHOF 83,20

HOGHOFCTraj 85,10

64 HOGHOF 81,80

HOGHOFCTraj 88,10

128 HOGHOF 83,02

HOGHOFCTraj 87,60

256 HOGHOF 81,83

HOGHOFCTraj 87,20

Table 6 depicts the recognition rates achieved when leave-one-Subject-out was
used for classifying the GAADRD videos under a Fisher encoding framework with
a vocabulary size of 64. Most ADLs are distinguished quite clearly except from
some that are very similar, such as ES and PS which are confused with DB and SB
(i.e. same location-similar action).
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Fig. 14 HOGHOF and HOGHOFCTraj comparison when VLAD (left) and Fisher (right) encod-
ing is applied on GAADRD action dataset

Table 6 Confusion matrix for ADL recognition, using average accuracy (% scores) over all
classes, on the GAADRD dataset

CU DB EP ER ES HS PS RP SB SP TV

CU 85,3 % 2,9 % 5,9 % 2,9 % 2,9 %

DB 2,0 % 93,9 % 4,1 %

EP 3,1 % 84,4 % 3,1 % 9,4 %

ER 100 %

ES 24,4 % 2,2 % 71,1 % 2,2 %

HS 90,6 % 9,4 %

PS 2,9 % 8,6 % 71,4 % 17,1 %

RP 3,1 % 3,1 % 93,8 %

SB 2,9 % 5,9 % 91,2 %

SP 6,1 % 6,1 % 87,9 %

TV 100 %

AA 88.1 %

Figure 15 shows the performance of the HOGHOF and HOGHOFCTraj descrip-
tors for a varying Jaccard Coefficient. Again it is obvious that trajectory coordinates
boost HOGHOF descriptor and lead to better classification rates by detection than
when using simple HOGHOF.

Figure 16 shows classification by detection over all classes for the HOGHOF
and HOGHOFCTraj descriptors applied to the GAADRD action dataset. The
OV20 Jaccard coefficient was used as a comparison metric and a Fisher descriptor
with 64 cluster centers was picked as a vocabulary size. The results are quite
similar in distinct classes (see ER/DB/ES), while great differences are spotted in
static ADLs, where trajectory coordinates make the difference (see TV/RP/HS)
and HOGHOFCTraj outerperforms HOGHOF. Other activities (classes), such as



Activity Detection and Recognition of Daily Living Events 157

Fig. 15 Average accuracy for different overlap ratios when HOGHOF and HOGHOFCTraj
applied on DemCare dataset

Fig. 16 Classification by detection results. Average accuracy for HOGHOF and HOGHOFCTraj
descriptors are provided for OV20 on the GAADRD dataset

SB/PS and SP/EP, located in the same region and including very similar actions
were usually confused and performed quite poorly with both descriptors. Generally,
HOGHOFCTraj performs better for most ADLs and can be considered a better
option than simple HOGHOF.
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6 Conclusions

In this work, a novel method for accurate activity detection and recognition is
proposed, at a reduced computational cost. Regions of interest, the Activity Areas
(AAs) are located by separating the moving pixels from the static ones in a video,
and dense, multi-scale sampling takes place in the AAs in order to extract interest
points. HOGHOF descriptors characterise the interest points, which are tracked over
time using a KLT tracker supplemented by a RANSAC homography outlier estima-
tor. The resulting trajectories are used to determine when an activity starts and ends,
providing Activity Detection in long videos. SoA encoding techniques are used in
combination with a BoVW framework in order to recognise the activities taking
place, and also introduce the characterisation of “ambiguity intervals”, located
between recognized activities. This method is tested on well known benchmark data
(URADL) where it is shown to achieve very high, SoA, performance. Experiments
also take place with home-like environments in more challenging, real life datasets
from CHUN and GAADRD, where it can be seen that the proposed method leads to
very accurate activity detection and recognition rates.
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Recognition of Instrumental Activities of Daily
Living in Egocentric Video for Activity
Monitoring of Patients with Dementia

Iván González-Díaz, Vincent Buso, Jenny Benois-Pineau, Guillaume
Bourmaud, Gaelle Usseglio, Rémi Mégret, Yann Gaestel,
and Jean-François Dartigues

1 Introduction

The task of recognizing human activities in videos has become a fundamental
challenge among the computer vision community [15]. In order to face the
limited field of view and the difficulty of accessing all relevant information from
fixed cameras, an alternative has been found in egocentric videos, recorded by
cameras worn by subjects. Indeed, in addition to dealing with the previously listed
drawbacks, wearable cameras represent a cheap and effective way to record users
activity for scenarios such as telemedicine or life-logging.

In this chapter we focus on the problem of recognizing Instrumental Activities
of Daily Living (IADL) for the assessment of the ability of patients suffering from
Alzheimer disease and age-related dementia. Indeed, an objective assessment of
a patient’s capability to perform IADLs is a part of clinical protocol of dementia
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diagnostics and evaluation of efficacy of therapetical treatment [1]. Traditional ways
of assessment with the help of questionnaires do not bring satisfaction as two kinds
of errors have been observed, which do not allow a practitionner to fully trust the
responses. The error of the first kind is that one commited by the patients. At the
early stage of dementia, they cannot admit that they become less performant in their
everyday activities and diminish their difficulties. The error of the second kind is
commited by the caregives. They are permanently stressed watching their relatives’
mental capacities to deteriorate. Hence they over estimate the difficulties of patients
with dementia [17]. This is why the egocentric video has been first used for the
recording of IADLs on patients with dementia in [22]. Later on, first results of
recognition of IADLs in such recorded video were reported in [19]. Nevertheless,
the recognition problem being very complex, efficient ways of solving it still remain
an open research issue.

There has been a fair amount of work on recognizing everyday at home activities
by analyzing egocentric videos, many of them based on the fact that manipulated
objects represent a significant part of the actions. However, most of the studies
were conducted under a constrained scenario, in which all the subjects wearing the
cameras perform actions in the same room and, therefore, interact with the same
objects: e.g. a hospital scenario in which the medical staff asks patients to perform
several activities. Typical constrained scenarios allow to make assumptions on the
objects or even to use instance-level visual recognition: the authors in [12] present
a model for learning objects and actions with very little supervision, whereas in
[28] a dynamic Bayesian network that infer activities from location, objects and
interactions is proposed. The problem still open under such a scenario becomes
even more complex, if an ecological observation is performed, i.e. at person’s home.
The individual environment varies, the objects of the same usage, e.g. a tea-pot
or a coffee machine, can be of totaly different appearance. We call this scenario
“unconstrained”. In this case the recognition of activities in a wearable camera video
has to be funded on the features of higher abstraction level than simple image and
video descriptors computed from pixels.

It is only recently that the more challenging unconstrained scenario has been
examined regarding activity recognition, such as in the work of [21], where the
authors recognize ego-actions in outdoor environments using a stacked Dirichlet
Process Mixture model. Pirsivash and Ramanan [23] propose to train classifiers for
activities based on the output of the well-known deformable part model [14] using
temporal pyramids. They demonstrate that performances are dramatically increased
if one has knowledge of the object being interacted with. The approach making use
of these “active” areas for ADL recognition has also been studied by Fathi and al. in
[13] under a constrained scenario, where the authors enhanced their performances
by defining visual saliency maps.

In the context of medical research on Alzheimer disease the unconstrained sce-
nario means an epidemiological study of performances of patients in an ecological
situation at their homes as it was done in [20]. Hence in this paper we model
an activity as a combination of a meaningful object the person interacts with and
the environment. The rationale here is quite straightforward. Indeed a reasonable
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assumption can be made that e.g. if a person is manipulating a tea pot in front of a
kitchen table, than the activity consists in “making tea”. If a TV set is observed in
the camera view field and the person is in living room, then the activity would be
“watching TV”. Therefore, efficient recognition approaches have to be proposed for
object recognition and localization of a person in its environment, and, more than
that an efficient combination of results of these two detectors have to be designed in
the activity recognition framework.

We therefore make the following contributions: (1) we further develop object
recognition approach with psycho-visual weighting by saliency maps [5], (2) we
show that analyzing the dynamics of a sequence of active objects + context by means
of temporal pyramids [23] becomes a suitable paradigm for activity recognition
in egocentric videos. However, in this optic we claim that context can be better
described by the output of place recognition module rather by the outputs of many
non-active object detectors as proposed in [23]. We provide experimental evaluation
on a publicly available dataset of activities in egocentric videos.

The remainder of the paper is organized as follows: in Sect. 2 we describe the
involved modules in our activity recognition approach. Section 3 assesses our model
and compares it to the current state-of-the-art performances and Sect. 4 draws our
main conclusions and introduces our further research.

2 The Approach

We aim to recognize IADLs by analyzing human-object interactions and as well
as the contextual information surrounding them. Hence let us firstly introduce the
notion of an ‘active object’ (AO). An AO is an object which the subject/patient
wearing camera interacts with. Here the interaction is understood as manipulation
or observation. We claim that the analysis of this kind of objects becomes the main
source of information for the activity recognition, and that the explicit recognition
of ‘non-active’ objects as in [20] is not longer needed. We suppose that they can be
efficiently encoded in a global descriptor of the scene/context. The activity model
is therefore understand as the interaction with specific objects (AO) in a specific
environment (context). In this particular work, we have considered that context can
be successfully represented by identifying the place in which the user is performing
the activity.

We propose a hierarchical approach with two connected processing layers (see
Fig. 1). The first layer contains a set of Active Object detectors (Sect. 2.1) and
a Place Recognition system (Sect. 2.2). Hence it allows for identification of the
elements of our activity model. The second one addresses the activity recognition
task on the basis of identified elements (Sect. 2.3).
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Fig. 1 Processing pipeline for the activity recognition

Fig. 2 Processing pipeline for the saliency-based object recognition in first-person camera videos

2.1 Object Recognition

As already mentioned, we aim to recognize activities under an unconstrained
scenario in which each video is recorded at a different place. This is therefore a
more difficult task than the recognition of specific objects instances. It remains an
open problem for the computer vision community.

In general, we consider one individual detector for each object category although,
as shown in the processing pipeline presented in Fig. 2, the nonlinear classification
stage is the only step that is specific for each category. We have built our model on
the well-known Bag-of-Words (BoW) paradigm [9] and proposed to add saliency
masks as a way to provide spatial discrimination to the original Bag-of-Words
approach. Hence, for each frame in a video sequence, we extract a set of N SURF
descriptors dn [3], using a dense grid of circular local patches. Next, each descriptor
dn is assigned to the most similar word j D 1::V in a visual vocabulary by following
a vector-quantization process. The visual vocabulary, computed using a k-means
algorithm over a large set of descriptors in the training dataset (about 1M descriptors
in our case), has a size of V D 4;000 visual words.

In parallel, our system generates a geometric-spatio-temporal saliency map S of
the frame with the same dimensions of the image and values in the range [0,1] (the
higher the more salient a pixel is, see Fig. 3). Details about the generation of saliency
maps can be found in [5]. Here we briefly remind the key components for prediction
a salient area in wearable video.
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Fig. 3 Illustration of the different saliency cues (geometrical, spatial and temporal) composing the
spatio-temporal saliency maps from [5]

First of all the saliency prediction approach we follow is a “bottom-up” one, or
stimuli—driven. This means that the local characteristics of video frames are used
to model attraction of Human Visual Attention (HVA) by the elements of visual
scenes. Since the fundamental work by Itti [18] for stills and later developed models
for video [4], bottom-up models for prediction of visual attention incorporate three
cues: (i) spatial, (ii) temporal, (iii) geometric. Spatial cue stands for sensitivity of
Human Visual System (HVS) to luminance and colour contrasts and orientation
in image plane. Temporal cue expresses its sensitivity to motion. Finally, the
geometrical cue usually expresses the so-called “central biais” hypothesis put
forward by Buswell [6].

As for the spatial cue, various local filtering approaches have been proposed in
order to compute local contrast and orientation. In our work as in [5] we used local
operators allowing for computation of seven local contrast features in HSI colour
domain: Contrast of Saturation, Contrast of Intensity, Contrast of Hue, Contrast
of Opponents, Contrast of Warm and Cold Colors, Dominance of Warm Colors,
and Dominance of Brightness and Saturation. These features proposed by Aziz and
Mertsching [2] proved to be efficient for predicting sensitivity of HVS to colour
contrasts. Then the spatial saliency map value for each pixel in a frame is a mean of
these features.

Motion saliency map was built on the basis of non-linear sensitivity of HVS to
motion magnitude, proposed by Daly [10] and expressing the fact that HVS is not
sensitive to very low motion magnitude and to a very high motion magnitude neither.
As the measure of motion magnitude we took the “residual motion” which is a local
motion observed in image plane after compensation of camera motion according to
affine motion model [5].

Finally, we devoted a specific study to the geometrical cue, which also is a
non-trivial question in case of body-worn cameras. Indeed Buswell’s hypothesis
of central biais is not hold when the body-worn camera is not fixed on “symmetry
axis” of human head as it was the case in the study [5]. Nevertheless, a reasonable
assumption that the gaze direction coincides with the camera optical axis orientation
can be made when the camera is fixed on the body such as on glaces or in a central
position on the chest. (Note this is the case in the dataset we use in this chapter
for experiments). In this case the geometric saliency map can be modelled by an
isotropic gaussian with a spread � D 5 visual degrees centered on image center.
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All three maps: spatial Ssp.x; y/, temporal St.x; y/ and geometric Sg.x; y/ are
normalized by their respective maximum, which is called “saliency peak”. An
illustration of these three cues is given in Fig. 3.

The resultant saliency map is obtained from the three normalized saliency maps
by a linear combination

S.x; y/ D ˛ � Ssp.x; y/ C ˇ � St.x; y/ C 
 � Sg.x; y/ (1)

The coefficients ˛,ˇ,
 are estimated by linear regression with regard to ideal
maps from a training set that is gaze fixation maps of subjects.

Coming back to the visual signature of a video frame, we use the resultant
saliency map to weight the influence of each descriptor in the final image signature,
so that each bin j of the BoW histogram H is computed following the next equation:

Hj D
NX

nD1

˛nwnj (2)

where the term wnj D 1 if the descriptor or region n is quantized to the visual word
j in the vocabulary and the weight ˛n is defined as the maximum saliency value
S found in the circular local region of the dense grid. Finally, the histogram H is
L1-normalized in order to produce the final image signature.

Once each image is represented by its weighted histogram of visual words,
we use a SVM classifier [8] with a nonlinear �2 kernel, which has shown good
performance in visual recognition tasks working with normalized histograms as
those ones used in the BoW paradigm [27]. Using the Platt approximation [24],
we finally produce posterior probabilistic estimates Ot

k for the occurrence of the
object of class k in the frame t.

2.2 Place Recognition

In this section we detail the place recognition module. Place recognition plays a role
of context recognition in our overall approach for IADLs modeling and recognition.

The general framework can be decomposed into three steps. First of all, for each
image, a global image descriptor is extracted. We choose the Composed Receptive
Field Histograms (CRFH) [25] since it was proven to perform well for indoor
localization estimation [11]. Then a non-linear dimensionality reduction method is
employed. In our case, we use a Kernel Principal Component Analysis (KPCA) [26].
The purpose of this step is twofold: it reduces the size of the image descriptor which
alleviates the computational burden of the rest of the framework, and it provides
descriptors on which linear operations can be performed. Finally, based on these
features, a linear Support Vector Machine (SVM) [8] is applied to perform the place
recognition, and the result is regularized using temporal accumulation [11].
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For the application considered in this paper, each video is taken in a different
environment. Consequently, our module has to learn generic concepts instead of
specific ones as it is usually the case [11]. In this context, we need to define concepts
both relevant for action recognition and as constrained as possible to obtain better
performances. Indeed, for example the concept ‘stove’ has probably less variability
and may be more meaningful for action recognition than the concept ‘kitchen’. This
will be discussed in detail in Sect. 3.3.

Again, following the Platt approximation [24], the output of this module is then
a vector Pt

j with the probability of a frame t representing the place j.

2.3 Activity Recognition

Our activity recognition module uses the temporal pyramid of features presented in
[23], which allows to exploit the dynamics of user’s behaviour in egocentric videos.
However, rather than combining features for active/non-active objects, we represent
activities as sequences of AOs and places (context). For instance, cooking may
involve user’s interaction with various utensils whereas cleaning the house might
require a user to move around various places of the house.

In particular, for each frame t being analyzed, we consider a temporal neigh-
borhood �t corresponding to the interval Œt � 	=2; t C 	=2�. This interval is then
iteratively partitioned into two subsegments following a pyramid approach, so that
at each level l D 0 : : : L � 1 the pyramid contains 2l subsegments. Hence, the final
feature of a pyramid with L levels is defined as:

Ft D
h
F0;1

t : : : Fl;1
t : : : Fl;2l

t : : : FL�1;2L�1

t

i
(3)

where Fl;m
t represents the feature associated to the subsegment m in the level l of the

pyramid and is computed as:

Fl;m
t D 2l

	

X
s2�l

tm

fs (4)

where �l
tm represents the m temporal neighborhood of the frame t in the level l of the

pyramid and fs is the feature computed at frame s in the video. In the experimental
section, we will assess the performance of our approach using the outputs of K
object detectors

�
Os

1 : : : Os
K


, the outputs of J place detectors

�
Ps

1 : : : Ps
J


, or the

concatenation of both, as features fs.
In this work, we have used a sliding window method with a fixed window of size

	, parameter that is later studied in the Sect. 3, and a pyramid with L D 2. Finally,
the temporal feature pyramid has been used as input for a linear multiclass SVM in
charge of deciding the most likely action for each frame.
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The complexity of the classifier system, being layered, precludes the easy
interpretation of the results as probabilistic elements, as they are defined on an
arbitrary axis that is suitable for deciding of a best class, but not to associate a
probabilistic interpretation to it. Since automatic activity recognition from wearable
camera is a difficult problem, it is very important to be able to assign confidence
measures to these predictions, in order to monitor their validity and uncertainty for
higher level inference. This problem corresponds to a calibration problem [16]. Even
though the automatic detection of all possible events is not possible in all cases,
computing confidences can mitigate this, by trusting the prediction only when the
system is confident.

For a two-class classifier, each observation xk (in our case the input fatures
belonging to a multi-dimensional space) is associated a predicted binary label yn

in f0; 1g. In practice the prediction is based on the thresholding of the classifier
score sn, which is produced by the decision function as sn D f .xn/. The calibration
problem consists in finding a transformation pn D g.sn/ of these scores into a
value in the interval Œ0; 1� such that the result can be interpreted as the probability
pk D P.yk D 1jxk/ that of a true positive conditioned on the observed sample. The
calibrated values have then reasonable properties to be used in a fusion approach
with other sources of information.

In our work, we used the Platt approach [24], generalized to the one-to-one multi-
class classification [29] and detailed in [7]. Each test sample is therefore associated
with probabilistic confidence value pkc D P.Lk D cjxk/ that it belongs to class c,
such that it is normalized by

P
c pkc.

The experimental part will evaluate both the raw recognition performance, using
the classification strategy that assigns a sample to the class with higher probability,
as well as the reliability of the estimated confidence value.

3 Experimental Section

3.1 Experimental Set-up

We have assessed our model in the ADL dataset, proposed by the authors of
[23], that contains videos captured by a chest-mounted GoPro camera on 20
users performing various daily activities at their homes. This dataset was already
annotated for 44 object-categories and 18 activities of interest (see Fig. 4) and we
have additionally labeled 5 rooms and 7 places of interest.

This dataset is very challenging since both the environment and the object
instances are completely different for each user, thus leading to an unconstrained
scenario. Hence, and due to the hierarchical nature of the activity recognition
process, we have trained every module following a leave-k-out procedure (k D 4 in
our approach). This approach allows us to provide real testing results in object and
place recognition for every user, so that the whole set can be later used for activity
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Fig. 4 Overview of the 18 activities annotated in the ADL dataset
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Fig. 5 Results in object detection

recognition. Furthermore, for activity recognition, the first six users have been taken
to cross-validate the parameters of a linear SVM [8], whereas the remainder ones
(7–20) have been used to train and test the models following a leave-1-out approach.
The library libSVM [7] was used for the classification.

3.2 Object Recognition Results

Figure 5 shows the per-category and average results achieved by our active object
detection approach in terms of Average Precision (AP). We have used this quality
measure rather than accuracy due to the nature of the dataset, which is highly
unbalanced for every category. The mean AP of our approach is 0:11 but, as can be
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noticed from the figure, the performance notably differs from one class to another.
Main errors in classification are due to various reasons: (a) a high degree of intra-
class variation between instances of objects found at different homes, what leads
to poor recognition rates (e.g. bed clothes or shoes show large variations in their
appearance), (b) some objects are too small to be correctly detected (dent floss, pills,
etc.), and (c) for some objects that theoretically show a lower degree of intra-class
variation (TV, microwave), performance is lower than expected since it is very hard
for a detector to distinguish when they can be considered as ‘active’ in the scene
(e.g. a user just faces a ‘tv remote’ or a ‘laptop’ when using them, whereas the TV
or the microwave are more likely to appear in the field of view even when they are
not ‘active’ for the user).

3.3 Place Recognition Results

In this section, we report the results obtained on the ADL dataset for the place
recognition module. We use a �2 kernel and retain 500 dimensions for the KPCA.
We compared two different types of annotation of the environment: a room based
annotation compound of five classes (bathroom, bedroom, kitchen, living room,
outside) and a place based annotation compound of seven classes (in front of the
bathroom sink, in front of the washing machine, in front of the kitchen sink, in front
of the television, in front of the stove, in front of the fridge and outside).

We have obtained average accuracies of 58.6 and 68.4 %, for the room and place
recognition, respectively. We will consider both features as contextual information
for the recognition of activities.

3.4 IADL Recognition Results

In this section we show our results in IADL recognition in egocentric videos. As
already mentioned, our system identifies the activity at every frame of the video
using a sliding window. The performance is evaluated using the accuracy at frame
level, which is defined as the number of correctetly estimated frames divided by
the total number of frames. For that end, we have also included a new class
‘no activity’ associated to frames that are not showing any activity of interest. It
is also worth noting that the global performance is computed by averaging the
particular accuracies for each class (rather than simply counting the number of
correct decisions) and, thus, adapts better to highly unbalanced sets as the one being
used (where most of the time there is no activity of interest).
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Activity recognition and CDF(I)
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Fig. 6 Activity recognition accuracy with respect to the window size 	 (blue solid line) and
cumulative distribution of activity lengths (green dotted line) (Color figure online)

3.4.1 Window Size

In our first experiment, we have studied the influence of the window size 	 defined
in Sect. 2.3. Based on the results shown in Fig. 6 (blue line), we can draw interesting
conclusions: on the one hand, too short windows do not model the dynamics
of an activity, understood in our case as sequences of different active objects
or places. Oppositely, too long windows may contain video segments showing
various activities. Although, from our point of view, this fact might help to detect
several strongly related activities by reinforcing the knowledge about one activity
by the presence of the other (e.g. washing hands/face and drying hands/hair are
activities that usually occur following the same temporal sequence), it might also
lead to features containing too many active objects and places. These features
would therefore make these frames difficult to assign to a particular activity. In
our case, the value that best fits the activities in ADL dataset is 	 D 1;200 frames,
which corresponds to approximately 47 s of video footage. In fact, looking at the
cumulative distribution of the activities length in the dataset (green line in Fig. 6),
we have found this value is close to the median value which yields approximately
1,100 frames, thereby being consistent with the intuition that the window size should
be chosen to be representative of typical activities length.

3.4.2 Recognition Performance

In the first column of Table 1, we show the results of our approach using either
just active object or place detectors, and using an early combination of both of
them by feature concatenation. As one can notice from the results, the active objects
using sliency alone achieves slightly better performance than the approach of [23].
The place and room information alone yield lower performance, possibly being less
informative to discriminate the activities. Combining objects and their context (the
place where they are located) notably improves the performance achieved by simply
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Table 1 Activity recognition accuracy for our approach computed at
frame and segment level, respectively

Approach Avg Fr. Acc (%) Avg Seg. Acc (%)

Active objects (AO) 24.0 37.4

Places 18.5 6.1

Places C Rooms (early) 20.0 11.1

AO C Places (early) 27.3 38.5

AO C Places C Rooms (early) 26.3 36.5

AO C Places (late) 25.0 40.0
AO C Places C Rooms (late) 24.8 39.3

Pirsiavash et al. [23] 23.0 36.9

Bold values state the best performing approach in each scenario.

using the object detectors. Let us note that we have also tested several late fusion
schemes (linear combinations, multiplicative, logarithmic, etc.) that did not lead to
improvements in the system performance.

Furthermore, for comparison, we also include the results obtained with the
software provided by the authors of [23]. This approach uses the outputs of various
detectors of active and non-active objects implemented using the Deformable Part
Models (DPM) [14]. Let us note that, as mentioned by the authors in the software,
results differ from the ones reported in [23] due to changes in the dataset. From
the results, and due to the similar classification pipeline of both methods, we can
conclude that our features are more suitable for the activity recognition problem.

Finally, as made in [23], we additionally include results of a segment based
evaluation in which ground truth time segmentations of the video are available in
both training and testing steps. Hence, this case simplifies the activity recognition
from a category segmentation problem to a simple classification problem for each
segment. This case lacks the ‘no activity’ class, so that only video intervals showing
activities of interest are taken into account. Combining objects and context provides
the best performance, which is again superior to the one obtained by Pirsiavash and
Ramanan [23].

In order to analyze these results in more details, Fig. 7 shows the Average
Precision for each class separately. Performance is shown for several approaches,
either using each mid-level feature alone, or using early or late fusion. It is clear
from the results that several profiles appear for different kind of activities: some
activities (Watching TV, Using the computer) are better recognized from object
detection alone, while others (laundry, washing dishes, making coffee) are more
linked to places. Their fusion tend to improve the mean performance, although the
best way to do so depends on the activity category.

Overall, these results lead us to conclude that, recognizing activities in egocentric
video does not require identifying every object in a scene, but simply detect the
presence of ‘active’ objects and provide a compact representation of the object
context. This context has been implemented in this work by means of a global
classifier of the place. Future work could consider additional complementary
features.
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Fig. 7 (Top) Accuracy and (Middle) Average precision for activity recognition for various
strategies: active object alone, places alone, early fusion, late fusion of active objects and places.
(Bottom) Number of occurrences in the dataset
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3.4.3 Amount of Training Data

It is very interesting to note that the performance seems to be positively correlated
with the amount of training data available, as illustrated in Fig. 8. There is indeed
a sharp difference of average performance between the categories with a larger
amount of training data and the others. Therefore, one main bottleneck of the
recognition for this type of data remains the availability of sufficient training data, in
order for the training to be representative of the test data. Although acquiring a large
corpus of relevant data is an actual challenge when dealing with the monitoring of
patients, these results suggest that ongoing and future efforts to obtain larger amount
of training data in wearable camera setups is needed. Do they deal with control or
patient subjects or not, they will likely contribute in notable improving the quality
of the developed systems in terms of correct recognition of the activities.

3.5 Reliability of Confidence Values

Figure 9 shows the reliability plot of the main activity recognition approaches, based
on Objects and Places features. The confidence values were computed as explained
in the theoretical section.

The x-axis represents the predicted confidence in the Œ0; 1� range. All frame
based predicted confidence values are quantized into ten intervals over the Œ0; 1�

range. For each confidence interval, the value on the y-axis represents the empirical
probability that the samples that have confidence within the interval are correctly
classified. Therefore, an unperfect classifier with perfect calibration is called
reliable and should ideally produce confidence values that match the empirical
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Fig. 9 Reliability diagrams of estimated confidence values

probability: points on the .0; 0/ � .1; 1/ diagonal. Points over the diagonal show
an underestimation of the quality of the classifier; point under the diagonal are over-
confident.

Overall, for all classes, the reliability of all shown approaches follows approx-
imately the diagonal. We have also shown the reliability plots of the categories
with the three largest amounts of training data. Class 9, which has the best AP
performance overall, has a reliability that is slightly under-confident: the estimates
are actually better that predicted. Class 16 has a quite low AP performance, although
a large amount of training data is available; this is reflected in the truncated
curves, since no predictions on the test data was produced with high confidence.
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Although the plot shows a slight over-confidence, it is interesting to see that this
self-assessment of the algorithm avoids labeling samples with high probability in
error.

These results show that on average, the confidence tend to be overestimated, as
the effective accuracy for the samples belonging to each interval of confidence is
lower than the predicted confidence.

4 Conclusion

In this chapter we have shown how activity recognition in egocentric video can be
successfully addressed by the combination of two sources of information: (a) active
objects either manipulated or observed by the user provide very strong cues about
the action, and (b) context also contributes with complementary information to the
active objects, by identifying the place in which the action is being made.

For that end, an activity recognition method that models activities as sequences
of actives objects and places have been used on a challenging egocentric video
dataset showing daily living scenarios for various users. We have demonstrated
how the combination of both objects+context provides notable improvements in the
performance, and outperforms state-of-the-art methods using active+passive objects
representations.

The results also show that activity recognition in unconstrained scenarios is still a
challenging task, that requires the fusion of complementary sources of information.
Future research directions may consider the use of additional complementary
features such as motion, hand positions, presence of faces for social activities, and
continue the very important task of collecting significant amount of wearable video
data in order to improve the representativity of training datasets for the target tasks.
This is actually the case in the first prototype of Dem@care system which is under
tests with volunteers patients with dementia.
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Combining Multiple Sensors for Event
Detection of Older People

Carlos F. Crispim-Junior, Qiao Ma, Baptiste Fosty, Rim Romdhane,
Francois Bremond, and Monique Thonnat

1 Introduction

Human Behavior (or event) monitoring has experienced continuous advances since
last decade promoted by Computer Vision, Wearable and Ubiquitous Computing
fields. Examples of applications range from security field, such as video surveil-
lance, crime prevention, and older people monitoring at home, to tools to support
objective assessment of emerging symptoms of diseases (medical diagnosis), and
even as a part of human-machine interfaces for game entertainment.

Wearable and Pervasive Computing communities have proposed multimodal
event monitoring based on sensors such as, wearable inertial sensors, passive
infrared presence sensors, change of state sensors, microphones. For instance, Gao
et al. [9] and Rong and Ming [19] have demonstrated thes fusion of wearable inertial
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sensors at the waist, chest, and sides of a person body for the detection of daily living
activities, where data fusion was carried out by classification methods (e.g., Naïve
Bayes, C4.5). Although wearable inertial sensors provide a rich representation of
body dynamics, they are subjected to problems such as motion noise, inter sensor-
calibration, and in case of large scale research studies, the need of placing sensors
in a relatively similar body position among monitored people, what may introduce
noise in experimental data. Fleury et al. [7] have presented a multi-modal event
monitoring system using actimeters, microphones, PIR (Passive Infrared) presence
sensor, and door contact sensors. Data fusion is performed using a SVM classifier.
Medjahed and Boudy [14] have proposed a smart-home setting which performs
event detection relying only on ambient sensors like infrared, and physiological
sensors; all fused by a Fuzzy classifier.

Computer Vision approaches for event detection may be summarized in three
categories (adapted from [12]), classification methods, probabilistic graphical mod-
els (PGM), and semantic models; which rely on at least one of the following
data abstractions: pixel-level, feature-level, or event-level. Probabilistic Graphi-
cal Models refer to techniques such as Conditional Random Fields, Dynamic
Bayesian Networks, and Hidden Markov Models. Kitani et al. [11] have proposed
a Hidden Variable Markov Model approach for event forecasting based on people
trajectories and scene features. Examples of classification methods are Artificial
Neural Networks, Support-Vector Machines (SVM), and Nearest Neighbor. In this
context, Le et al. [13] have presented an extension of the Independent Subspace
Analysis algorithm applied for learning invariant spatio-temporal features from
unlabeled video data for event detection. Wang et al. [23] have proposed new
descriptors for dense trajectory estimation in action representation as input for non-
linear support vector machines. Although PGMs and classification methods have
considerably increased the event detection performance in benchmark data sets,
as they focus on pixel-and feature-based representations, they have limitations at
describing the scene semantics, the temporal dynamics and hierarchical structure of
complex events. Moreover, these approaches only focus on video data, ignoring
other modalities which could provide additional information in the presence of
ambiguous data.

In the recent domain of video search in internet videos, multimodal event analysis
have investigated event representations consisting of different image cues, like
motion and appearance, combined with other modalities such as audio and text,
and exploring fusion in different data abstraction levels. Jhuo et al. [10] introduced
a feature-level representation which combines audio and video data by mapping
the joint patterns among these two modalities. Myers et al. [15] have learned a set
of base classifiers, each from a single data type/source (low-level vision, motion,
audio, high-level visual concepts, or automatic speech recognition), and evaluated
their fusion using different methods at event level (late fusion scheme). They report
average output was one of the most effective fusion schemes. Similarly, Oh et al.
[17] have presented a multimodal (audio and video) system, where base classifiers
are learned from different subsets of features, and score fusion are used to combine
their output into complex events. Mid-level features, such as object detectors,
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were employed to enrich event model semantics. Even though multimedia event
analysis approaches have demonstrated significant advances by seeking to capture
the hierarchical nature of events and incorporating auxiliary sources of information,
most methods rely on learning steps involving large amounts of training data.

Semantic (or Description-based) models make use of a description language
and logical operators to build event representations incorporating knowledge of
domain experts. These languages allow to explicitly model the semantic information
and hierarchical structure of events, besides to not require as much data as PGMs
and classification methods. For instance, Zaidenberg et al. [24] have presented
a generic model-based framework for group behavior detection on surveillance
applications such as airport, subway, and shopping center.

Cao et al. [3] proposed a multimodal event detection where two context models
are defined: the human and the environment contexts. The human context (e.g.,
body posture) is obtained from data of a set of cameras, while the environment
context (semantic information about the scene) is based on accelerometer devices
attached to objects of daily living which once manipulated trigger an event, (e.g., TV
remote control or doors use). A rule-based reasoning engine is used for combining
both context types at event detection level. Although semantic models ability to
easily incorporate scene semantics, they are sensitive to noise of underlying process,
like image segmentation and people tracking in vision systems. To overcome such
limitations, probabilistic frameworks may be adopted to handle data uncertainty
as in [25] and [14]. For example, Zouba et al. [25] have evaluated a multimodal
monitoring system at the identification of activities of daily living of older people
in a model apartment. Video-camera data was used to track people over the scene
and environmental sensorS to obtain complementary data on object interaction.
Dempster–Shafer theory was employed for reasoning under imprecise data.

This paper presents a hierarchical model-based framework to multiple sensor
context. We extend the generic ontology proposed by Vu et al. [22] to describe
event models in terms of elementary (low-level) events coming from different
sensors, as a basis to infer Multimodal Complex Events. Event level fusion is
chosen as it provides a flexible way to deal with sensor heterogeneity, and has been
reported to present a higher performance than early fusion schemes based on pixel-
and feature-level representations [15, 21]. A Dempster–Shafer-based probabilistic
approach is presented to handle event conflict using an adapted combination rule.
The framework is evaluated on real multisensor recordings of participants of a
clinical protocol for Alzheimer disease study.

2 Hierarchical Model-Based Framework

The proposed framework is composed of two main components: an event ontology
and a temporal event detection algorithm [22]. The temporal algorithm is respon-
sible for event inference based on the event models defined by domain expert
and available input data. The video event ontology proposed in [22] is extended
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Fig. 1 Overall architecture of the video monitoring system (adapted from [5])

for multiple sensor scenario (then referred as Event Ontology), and the temporal
algorithm to deal with mutually exclusive conflicting events of different sensors
during people monitoring.

Figure 1 presents the architecture of the extended event detection framework,
where a wearable inertial sensor and two video-cameras are given as examples of
sensors. Sensor data is individually processed and their resulting output is taken
as input for the multisensor framework (Event Detection Module). For instance,
inertial sensor data would consist of a set of attribute-based events (e.g., for posture:
person bending, person lying down), while for video camera data it would be a set
of people detected in the scene and/or elementary events provided by vision module.
All sensors are assumed to be time-synchronized.

2.1 Event Ontology

The event models are described using a constraint-based ontology language based
on natural terminology to allow domain experts to easily add and change them. An
event model is composed of up to six parts [22]:

• Physical Objects refer to real objects involved in the recognition of the modeled
event. Examples of physical object types are: mobile objects (e.g. person herein,
or vehicle in another application), contextual objects (equipment) and contextual
zones (chair zone);

• Components refer to sub-events that the model is composed of;
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• Forbidden Components refer to events that should not occur in case of the event
model is recognized;

• Constraints are conditions that the physical objects and/or the components
should hold. These constraints could be logical, spatial and temporal;

• Alert describes the importance of a detection of the scenario model for a given
specific treatment; and

• Action in association with the Alert type describes a specific action which will
be performed when an event of the described model is detected (e.g. send a SMS
to a caregiver responsible to check a patient over a possible falling down).

Three types of Physical Objects are defined: Mobile, Person, and Contextual
Objects. Mobile class defines a set of attributes which are common to any mobile
object (e.g., height, width, position, speed). Person class extends Mobile by adding
person-related attributes like body posture, appearance, etc. Contextual Objects
refer to a priori knowledge of the scene. A priori knowledge refers to a decompo-
sition of a 3D projection of the scene floor plan into a set of spatial zones (e.g., TV
zone, Armchair Zone), and equipment, (e.g., home appliances and furniture such
as TV, armchair, and Coffee machine), which hold semantic information to the
modeled events. Constraints define conditions that physical object property(-ies)
and/or components should satisfy. They can be non-temporal, such as spatial and
appearance constraints; or they could be temporal and specify that a specific time
ordering of two event model instances should generate a third event, for example,
Person crossing from Zone1 to Zone2 is defined as Person in zone1 before Person
in zone2. Temporal constraints are expressed using Allen’s interval algebra (e.g.,
BEFORE, MEET, and AND) [2].

The ontology hierarchically categorizes models according to their complexity on
(in ascending order):

• Primitive State models an instantaneous value of a property of a physical object
(e.g., Person posture, or Person inside a semantic zone).

• Composite State refers to a composition of two or more primitive states.
• Primitive Event models a change in a value of a physical object’s property

(e.g., Person changes from Sitting to Standing posture).
• Composite Event refers to the composition of two event models which should

hold a temporal relationship (e.g., Person changes from Sitting to standing
posture before Person in Corridor Zone).

Figure 2 presents the description of Primitive State called Person sitting, which
checks whether the attribute posture of a person object assumes the value sitting.
Figure 3 presents an example of Composite Event, called Person sitting and using
Office Desk, which defines a constraint between two sub-events (components). First

Fig. 2 Person_sitting
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Fig. 3 Person_sitting_and_using_OfficeDesk

Fig. 4 Class person

Fig. 5 Person_sitting_WI

component checks whether the person position lies inside of a priori defined zone
relative to an office desk, while the second component verifies whether the person
posture is sitting (using Fig. 2 model). The constraint defines that the model will be
satisfied when both of its components happen at the same time (c1 AND c2).

2.2 Modeling Events from Different Sensors

Previous section has described how the event ontology categorizes and models
events. We have chosen to model events generated by different sensor data using
Primitive States, since they are the most basic building block of the event ontology.
Handling sensor input at an early stage of the event hierarchy avoids the propagation
of noise to high-level events, and also abstracts the derived models from the sensor
data they are conditioned on.

Figure 4 describes the class Person where an attribute is created for each posture
estimation, e.g., PostureWI for the estimation from wearable inertial sensor, and
PostureV for the estimation of the video-based algorithm.

Figure 5 illustrates an example of Primitive state using the posture estimation
from a inertial sensor. If one aims to increase system precision over recall, a
Composite Event may be devised to combine (be composed of) both posture
estimation (primitive states) and to restrict the targeted posture detection to when
all sensor estimations agree, see Fig. 6 for an example.
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Fig. 6 Person_Sitting_MS

Fig. 7 Person_sitting_and_using_OfficeDesk

Figure 7 presents the event model “Person sitting and using Office Desk” which
relies on a multisensor event for the detection of posture sitting. Using an ontology
language for event modeling on multisensor scenarios allows to decompose event
complexity and provides a flexible way to add or change sensor-based events.

The presented model examples described how to combine estimations of multiple
sensors over the same attribute of Person class. But, there is no restriction on how
event models from different sensors are combined. A complex event model may
have a person posture estimated from an inertial sensor (PostureWI) while his/her
localization is provided by a vision system.

2.3 Event Conflict Handling

To address conflicting evidence among (mutually exclusive) events generated by
different sensors, a probabilistic framework is proposed to assess event reliability
for event fusion. The conflict handling framework works as follows: firstly, event
instantaneous likelihood is computed; secondly, event temporal reliability is com-
puted from the current and close past event instantaneous likelihood (see [18]);
finally, a variant of Dempster–Shafer rule of combination is used to decide upon
event reliability which of the events is being performed.

The event conflict handling framework is performed at primitive state level to
reduce the propagation of noise from low-level components to hierarchically higher
event models, abstract high-level events from the sensor estimated events, and derive
high-level events only from consolidated information.
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2.3.1 Instantaneous Likelihood of a Primitive State

The instantaneous likelihood of Primitive States is computed based on the feature(s)
the event constraints are conditioned on. Assuming the Primitive state feature (e.g.,
height) follows a Gaussian distribution, a learning step is performed a priori to
obtain the expected feature distribution parameters (mean, �, and variance, �2)
given a primitive state and a sensor. The learning procedure is performed for each
mutually exclusive event model affected by the analyzed feature.

Learned distribution parameters are then used during event inference (detection)
to compute the instantaneous likelihood of an event given the feature value and the
sensor providing it using Eq. 1.

Pinst
�;k;i D exp.�.Height�;k;i � �2

�;i//

2�2
�;i

(1)

where,

k: video frame number (current instant), � : event model, i: sensor identifier

2.3.2 Temporal Reliability of a Primitive State

The instantaneous likelihood of the Primitive State considers the probability of a
given primitive state (e.g., sitting, standing) be recognized at the current frame.
But, noise from underlying vision algorithms can compromise the feature value
which a primitive state is based on for a short interval of time, (e.g., problems
at image segmentation can harm the height estimation of a person). To cope with
instantaneous deviations of primitive state probabilities we compute the event
temporal reliability, which considers the instantaneous likelihood of an event and
its previous values for a given time interval (time window). Equations 2 and 3
present an adapted computation of temporal reliability using a time window of fixed
size [18]. A cooling function is used to reinforce the information of near frames
and lessen the influence of farther ones. The window size parameter used in these
equations was set to match the minimum expected duration of the modeled primitive
states.

Ptemp
�;k;i D Pinst

�;k;i C MPtDk�1
tDk�w exp.�.k � t//

(2)

M D
tDk�1X
tDk�w

Œexp.�.k � t//.Ptemp
�;k;i � Pinst

�;k;i/� (3)

where,

k: video frame number (current instant), �: event model, i: sensor identifier,
w: temporal window size
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Primitive State Temporal Reliability is then considered as a belief level value on
“how strongly it is believed that the event generated by the sensor i is true at the
evaluated time instant”. From here on Primitive State Temporal Reliability will be
referred as Primitive State Reliability.

2.3.3 Primitive State Conflict Handling

Once the reliabilities of all mutually exclusive Primitive States are computed it is
then necessary to decide which events are being actually performed. To perform
such task we have adopted Dempster–Shafer Theory (DS). DS theory was proposed
by Dempster [6] and then improved by Shafer [20]. It extends the Bayesian inference
by allowing uncertainty reasoning based on incomplete information. The major
components of evidence theory are the frame of discernment (‚, Eq. 4), and the
basic probability assignment (BPA). The frame of discernment contains all possible
mutually exclusive hypotheses.

‚ D fSitting; Standing; : : :g (4)

The BPA is a function m: 2‚ ! Œ0; 1� related to a proposition satisfying
conditions (5) and (6) [1]:

m.;/ D 0 (5)X
A2‚

m.A/ D 1 (6)

where, A is any subset of the frame of discernment, and EMPTYSET refers to the
empty set. For any A 2 2‚, m(A) is considered as the subjective confidence level on
the event A. Accordingly, the whole body of evidence of one sensor is the set of all
the BPAs greater than 0 (zero) under one frame of discernment. The combination of
multiple evidences defined on the same frame of discernment is the combination of
the confidence level values based on BPAs (e.g., pre-defined by experts). Given two
sensors (1 and 2), where each sensor has its body of evidence (ms1 and ms2), these
are the corresponding BPA functions of the frame of discernment. The combination
rule of the classical DS theory can be implemented to fuse data from two sensors,
but it can lead to illogical results in the presence of highly conflicting evidence [1].
We herein adapt the combination rule proposed by Ali et al. [1], as it has been
demonstrated to provide more realistic results than the standard DS rule when
combining conflicting evidence from multiple sources. Equations 7 and 8 present
the mass function for computing Sitting (Sit.) and Standing (Sta.) primitive states,
respectively:

.ms1
O

ms2/.Sit:/ D .1 � .1 � ms1.Sit://.1 � ms2.Sit:///

.1 C .1 � ms1.Sit://.1 � ms2.Sit:///
(7)
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.ms1
O

ms2/.Sta:/ D .1 � .1 � ms1.Sta://.1 � ms2.Sta:///

.1 C .1 � ms1.Sta://.1 � ms2.Sta:///
(8)

Among a set of mutually exclusive events the framework chooses the event with
the highest probability (mass function). The combination rule can be used on an
iterative fashion to combine more than two bodies of evidence.

3 Evaluation

To evaluate the proposed framework we have used multisensor recordings from
real participants of a clinical protocol for Alzheimer disease study. This data set
is chosen due to the growing applicability of monitoring systems for older people
care, assisted living, and frailty diagnosis.

The event detection performance is evaluated in two scenarios: firstly, we
compare the crisp multisensor approach using data from an 2D-RGB camera and
a wearable inertial sensor to a mono-sensor (camera) approach. Inertial sensor
raw data is pre-processed using its (proprietary) software to generate the list of
postures performed by the participant during the experimentation. Multi-sensor
event models use wearable inertial sensor data for posture-based events and video-
based data for person localization in the scene. Second scenario evaluates the
proposed probabilistic approach for event conflict handling on events generated by
two vision modules (the 2D-RGB camera vision system and a variant of it using a
RGBD sensor). For this scenario, posture data is obtained per vision module and
then propagated for fusion in the form of events.

All sensors are assumed to be time synchronized, but no spatial correspondence is
computed among the cameras in the second scenario. Briefly, we assume the multi-
sensor system does not know the transformation function amongst the coordinate-
systems of the cameras.

3.1 Performance Evaluation

Event detection performance is measured using the indexes of sensitivity, precision,
and F-Score described in Eqs. 9, 10, and 11, respectively. System event detection is
compared to event annotation performed by domain experts.

Sensitivity D TP

TP C FN
(9)

Precision D TP

TP C FP
(10)
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where, TP: True Positive rate, FP: False Positive rate, FN: False Negative rate.

F � Score D 2 � .Sensitivity � Precision/

Sensitivity C Precision
(11)

3.2 Vision Module

The Vision Module used to test the proposed framework is an evaluation platform
locally developed that allows the testing of different algorithms for each step of
the computer vision chain (e.g., video acquisition, image segmentation, physical
objects detection, physical objects tracking, actor identification, and actor events
detection). Image segmentation is performed by an extension of the Gaussian
Mixture Model algorithm for background subtraction proposed by [16]. People
tracking is performed by an implementation of the multi-feature tracking algorithm
proposed in [4], using the following features: 2D size, 3D displacement, color
histogram, and dominant color. The vision component is responsible for detecting
and tracking mobile objects on the scene. These objects (so-called physical objects)
are classified according to a set of a priori defined classes, e.g., a person, a vehicle.
The detected physical objects are then passed to the event detection module which
assesses whether the actions/activities of these actors match the event models
defined by the domain experts.

3.3 Data Set

Participants aged more than 65 years are recruited by the Memory Center (MC)
of Nice Hospital. Inclusion criteria of the Alzheimer Disease (AD) group are:
diagnosis of AD according to NINCDS-ADRDA criteria and a Mini-Mental State
Exam (MMSE) [8] score above 15. AD participants which have significant motor
disturbances (per the Unified Parkinson’s Disease Rating Scale) are excluded. Con-
trol participants are healthy in the sense of behavioral and cognitive disturbances.
The clinical protocol asks the participants to undertake a set of physical tasks and
Instrumental Activities of Daily Living (IADL) in a Hospital observation room
furnished with home appliances. Experimental recordings use a RGB video camera
(AXIS®, Model P1346, 8 frames per second), a RGB-D camera (Kinect®sensor),
and a wearable inertial sensor (MotionPod®).

The set of monitored IADLs is composed as follows:

1. Watch TV,
2. Prepare tea/coffee,
3. Write the shopping list of the lunch ingredients,
4. Write a check to pay the electricity bill,
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Fig. 8 Participant’ activities by the point of view of different sensors: (a) RGB camera view
and actimetry provided the inertial sensor (the bottom of image a); (b) RGB-D camera view of
participant, which shows the inertial sensor worn by the participant; and (c) Drawn points on the
ground represent the trajectory information of the participant during the experimentation

5. Answer/Call someone on the Phone,
6. Read newspaper/magazine,
7. Water the plant
8. Organize the prescribed drugs inside the drug box according to the weekly intake

schedule.

Figure 8 shows the recording viewpoint of the 2D-RGB and RGB-D cameras in
Fig. 8a,b, and WI sensor at Fig. 8b.

3.4 Event Modeling

Each one of the eight focused IADL is modeled using two composite models and
three primitive states. First composite model is composed of two of the primitive
states: one for the recognition of the person position inside a contextual zone (a
priori defined), and another for his/her proximity to a static object (equipment)
located into the respective zone (also a priori defined, e.g., phone table, coffee
machine). Second composite model is composed of the first composite model to
include the recognition a given IADL, and a primitive state model related to the
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posture of the person. The primitive states for posture recognition used data from
the inertial sensor only. The activities “writing a check” and “writing a shopping
list” are not differentiated and are referred instead as “Person using Office Desk”
due to the lack of information about the object been manipulated by the patient. The
name of the activity “Organize the prescribed drugs” is shortened as “Person using
pharmacy basket”.

4 Results and Discussion

Table 1 presents the performance of the framework at recognizing the IADLs a
person is undertaking and his/her posture. Results are presented for mono- and
multisensor approaches (2D-RGB camera and wearable inertial sensor). Average
performance is presented for IADLs with and without posture sub-events. The row
“Average of IADL without Posture” refers to event models based only on the person
localization in the scene provided by the video-camera, therefore no difference is
expected between Mono- and multisensor approach in this case.

The deterministic (or crisp) modeling of multisensor events has improved
by � 19 % the precision index of IADLs involving sitting posture by the replacement
of the vision system by an inertial sensor for posture estimation. However, the
multisensor event models had a slightly lower performance on the detection of IADL
involving standing posture than the mono-sensor approach. These results point that
none of the two employed sensors can completely replace the other, and limiting the
detection performance to the quality of the individual sensors output.

The difference in performance between IADL detection with and without posture
component shows that by reducing the number of model constraints a higher
detection performance can be achieved at the expenses of less information about
how the event was performed. To tackle this problem, a probabilistic approach
should be used to combine both posture estimations and also make models more
robust to noise.

Table 2 presents the results of the proposed framework for conflict handling
on the recognition of the Person posture using events from two different video-
cameras (2D-RGB and RGB-D). The individual performance of the hierarchical
model-based framework per camera is presented for comparative purposes.

The results in Table 2 showed the conflict handling framework improves
the detection of posture-related primitive states on both posture categories.

Table 1 Comparison of
mono and multisensor
approaches

F-SCORE Mono- Multisensor

IADLs C Sitting posture 52.00 71.00

IADLs C Standing posture 73.15 71.00

Average of IADL with posture 68.00 71.00

Average of IADL without posture 81.22 81.22

N: 9; 15 min. each; Total: 64,800 frames (135 min)
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Table 2 Postures
recognition in physical tasks

Posture Sitting Standing

Sensor Precision Sensitivity Precision Sensitivity

RGB 84.29 69.41 79.82 91.58

RGB-D 100.00 36.47 86.92 97.89

Fusion 82.35 91.30 91.04 95.31

N: 10. A window of 5 s is used for temporal probability

The precision achieved at standing recognition is higher than the one achieved
by each video camera individually, demonstrating the suitability of the conflict
handling framework for the assessing of event reliability and the combination of
multiple sensor events for a more accurate detection.

5 Conclusions

We highlight as contributions of this paper a hierarchical model based framework
for multisensor combination and a probabilistic approach for event conflict handling
and fusion. The hierarchical model-based framework following a crisp combination
of events from different sensors improves the detection of people seated while
undertaking IADLs, and presents similar results to the mono-sensors approach in
the other cases. Therefore in the crisp modeling case the detection performance is
limited to the quality of the output of individual sensors. However, with the event
conflict handling approach we showed it is possible to obtain better results than
the ones individually achieved by the combined sensors by measuring the event
reliability before the fusion process. Moreover, the probabilistic approach would
also reduce the influence of errors from low-level sensor in the inference of high-
level events.

The hierarchical model based framework (event ontology + event conflicting
handling) is a hybrid approach between the hand-crafted semantic-models and the
completely learned parameters of Probabilistic Graphical Models, but requiring a
much smaller amount of training data. Future work will extend the evaluation of
the framework for a larger variety of sensors (heterogeneous and homogeneous)
and types of primitive states, and verify possible alternatives to remove the learning
step.
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The Use of Visual Feedback Techniques
in Balance Rehabilitation

Vassilia Hatzitaki

1 How Our Brain Uses Vision to Learn Novel Tasks

Vision supports achievement of a variety of goals of action, including transportation
of the whole body to a new location, as in locomotion, and movement of a
body part or limb to a new position, as in reaching and aiming. Visual feedback
based correction of such goal-directed actions is a slow process that results in
intermittencies because the processing of visual information is faster than the
accompanying motor output corrections [1, 2]. To overcome this limitation of
the on-line, closed loop processing of visual information, humans can also plan
movements on the basis of visual cues. Thus, through short-term visuo-motor
practice the motor system can learn novel visuo-motor transformations and apply
them in order to predict future actions. This is because humans can pre-program
movements based on predictable visual cues. Experience in a particular visuo-motor
coordination task leads to the storage of appropriate control parameters which are
used in programming subsequent movements, via a short-term motor memory [3].
This is the main principle visual feedback training is based on.

The coordination between vision and posture constitutes a familiar element in
our daily life activity repertoire. The precise and incessant adaptation of posture
and locomotion to visual cues is a complex task that requires the coordination of the
body’s multiple and often redundant degrees of freedom. The multiple degrees of
freedom that need to be controlled can be a burden in accomplishing any complex
visuo-motor transformation. In addition, the high mechanical resonance of the
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effectors involved in postural control imposes additional constraints in visuo-motor
adaptation. Yet, visually driven postural control is highly relevant to the performance
of daily actions that preclude the risk of falling.

2 The Design of Visual Feedback Systems

On-line visual feedback of the body’s Centre of Gravity (CoG) and Centre of
Pressure (CoP) position has powerful control mechanisms over static and dynamic
postural sway. Based on the capacity of the postural control system to make use of
the available visual information, assistive and training devices have been developed
which provide augmented feedback during performance of voluntarily controlled
postural sway actions [4]. A typical example of such a system is shown in Fig. 1.
The individual performing the exercise is standing on a force platform which records
the three components of the ground reaction force or the CoP position at a sampling
rate of at least 100 Hz. This performance signal is visually represented and fed
back to the standing subject with negligible time delay. In Fig. 1 the instantaneous
CoP displacement is indicated by the continuous black line while the subject is
instructed to voluntary shift his/her CoP over the pre-specified stationary visual
targets, indicated here by the squares. Another example of a visual feedback practice

Fig. 1 A visual display of a
visual feedback exercise
protocol. The individual
performing the exercise is
standing on a force platform
which records the CoP
position. This performance
signal is visually represented
on a computer display with
negligible time delay. The
instantaneous CoP position is
indicated by the continuous
black line while the subject is
instructed to voluntary shift
his/her CoP over the
pre-specified stationary visual
targets, indicated here by the
squares
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Fig. 2 Another example of a visual feedback practice protocol. The subject is instructed to track
with his body the red ball as precisely as possible which moves in an oscillating pattern in either the
horizontal (a) or vertical (b) direction. The yellow ball represents the instantaneous body weight
(force) distribution between two force platforms while the subject is swaying between the two
platforms (Color figure online)

protocol is illustrated in Fig. 2. Here, the subject is instructed to track with his body
the red ball as precisely as possible which moves in an oscillating pattern in either
the horizontal (Fig. 2a) or vertical (Fig. 2b) direction. The yellow ball represents
the instantaneous body weight (force) distribution between two force platforms
while the subject is swaying between the two platforms. Several commercially
available systems such as the “Nintendo Wii” balance board are also based on the
same training principle and have been extensively used in balance rehabilitation [5].
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3 Does Visuo-Motor Learning Generalize to Other Actions?

One intriguing question is how well a learned transformation acquired by practicing
a specific visuo-motor task generalizes to another task. It is generally accepted
that during visuo-motor practice, an internal representation appropriate for different
tasks and environments is acquainted. This notion however has been questioned
by research evidence showing that adaptation to prisms during a walking task
generalizes to an arm pointing or reaching task but the opposite is not true [6].
A later study indicated that a prism adaptation acquired in an arm pointing task
generalized to a lower limb pointing task but a lower limb prism adaptation did not
generalize to the arm [7]. This line of evidence from research in prism adaptation
suggests that practicing visually guided motor behavior invokes a more general,
limb-independent visuo-motor remapping, involving recalibration of higher-order
brain regions in which the cerebellum has a critical role in the brain network.
Alternatively, studies on visually guided aiming suggest that learning is specific to
the sources of afferent information available during practice and does not generalize
to other tasks [8]. Withdrawing visual feedback after practice of a manual aiming
task results in a severe decrease in aiming accuracy. This decrease in accuracy
is such that participants are often less accurate than controls who are beginning
practice of the task without visual feedback. These opposing views about the
generalization of visuo-motor practice could be due to the nature of the practiced
visuo-motor tasks. Specifically, visually guided aiming does not generalize to
another task whereas prism adaptation during walking can be transferred to another
task. Practically, this means that practicing whole body movements with use of
visual feedback results in a more generalized visuo-motor learning in contrast
to practicing visual tracking of specific limb movements (i.e. aiming, eye-hand
coordination).

Although the idea of practicing visually guided whole body movements has been
extensively used in protocols and devices of impaired balance rehabilitation, one
raising concern is the durability and transferability of practice effects. It has been
shown for example that learning a novel visually-driven ankle-hip coordination
may lead to improved control over certain task imposed ankle-hip relationships
but can also destabilize the spontaneous, pre-existing coordination patterns [9]. In
another study examining the efficacy of providing visual feedback of the centre of
gravity motion during exercise [10], it was shown that this type of practice improved
visual tracking performance but did not improve static balance control. Several
researchers have questioned the use of learning specific visuo-motor coordination
tasks through visual feedback practice because the consequences of learning do not
generalize across different types of tasks, even when similar coordination solutions
are involved. More evidence about the efficacy of visual feedback training in balance
rehabilitation is reviewed in a subsequent section where age-related interventions
are discussed.
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4 Visual Stimuli and Task Parameters That Optimize
Visuo-Motor Learning

The type of visual feedback cues provided during visuo-motor practice greatly influ-
ences the extent to which an internal representation of the visuo-motor task would
be developed and generalized to other tasks. Specifically, continuous feedback cues
allow for accurate movement production when employing on-line visual closed-
loop control without access to an internal model. This type of feedback however
does not allow the buildup of an internal visuo-motor transformation because
continuous cues increase the dependency on feedback as closed-loop corrections
permit automatic recalibration of the visuomotor mapping without access to an
internal model [11]. On the other hand, an internal model of the practiced visuo-
motor transformation is acquired only when feedback is provided as end-point
information that is only when visual feedback about the end-point movement
positions is provided.

In our laboratory, we extended and explored this hypothesis comparing the use
of continuous and end-point visual cues in postural learning [12]. Specifically,
we examined the impact of two types of visual cues, continuous and terminal,
that were provided either as target or performance feedback information (Fig. 3).
We sought to determine whether the acquisition of visually-guided postural sway
can be extended to auditory driven sway and the extent to which such a transfer is
dependent on the type of visual cues provided during practice. The results of this
study revealed that practicing with continuous visual target cues (Fig. 3b) increase
the load of on-line closed loop corrections resulting in greater accuracy at the target
peak positions of the postural sway task but at the cost of increasing movement
intermittency and variability. When visual feedback is continuously available, an
extrinsic visuo-motor transformation can generally be mastered without the need to
acquire an internal model. End-point cues on the other hand, enforce the buildup
of an internal representation of the visuo-motor transformation resulting in less
variable performance, improved coupling but serious target overshooting. The
study concluded that the amount of visual information provided to guide voluntary
postural sway has a strong influence on the relative contribution of feed forward and
feedback control processes during task performance. Therefore, practicing postural
tracking of periodic visual cues of repetitive nature enforces use of feed-forward
control and the development of an internal model. The use of periodic visual
cues in visual feedback training is critically challenged in the last section of this
chapter where directions for future research and development of visual feedback
tools are discussed. Another important finding of our study was that the differential
adaptations acquired through visuo-motor practice did not generalize in the audio-
driven postural workspace. This is because visual cues are better suited for the
perception of space whereas auditory cues are more relevant for the perception of
time [13]. It seems that differential practice does not impact the generalization of
postural learning in the audio-motor workspace.
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Several other issues need to be considered when employing visually-driven
postural learning in balance rehabilitation. Research evidence for example suggest
that the color of the feedback cues may also play a role in visuo-motor adaptation
and the acquisition of a novel visuo-motor transformation [14]. Moreover, the
capacity to use visual feedback information to control dynamic postural sway
depends on the amplitude and frequency constraints of the sway task. Specifically, a
“natural” sway frequency around 0.6 Hz permits the optimal use of visual feedback
information [15] whereas feedback is less effectively used by the central nervous
system when sway amplitude or frequency increase.

Another important question is whether visual feedback should be provided
concurrently and continuously during task performance or only at a particular time
after the end of the trial. The concurrent provision of visual feedback during the
trial evokes an automatic recalibration of the visuo-motor mapping which allows
for more accurate performance which is lost however when feedback is not available
any longer [16]. Individuals therefore may become so reliant on visual feedback that
their performance seriously deteriorates in the absence of it. Post trial feedback on
the other hand allows for the buildup of a “cognitive strategy” or internal model
that can be optimally used to perform without feedback or to adapt to a novel
environment.

The additional value of providing feedback information about sway when indi-
viduals already use visual target information to control their posture is also arguable
[17]. Individuals using visual target information were no better in controlling their
leaning posture when CoP feedback was provided in addition to visual target
information. This is because performance feedback is usually contaminated with
more stochastic variability in the signal whereas performers prefer to rely on less
variable and simpler structure information.

In summary, there are several stimuli properties and task parameters that can
influence visuo-motor learning in visual feedback training systems. There is no
doubt that more research along these lines is required to unravel the important
mechanisms underlying visuo-motor learning. Moreover, a critical issue that is
addressed in the following sections is whether and how visuo-motor learning is
constrained by aging. This is important particularly when considering that the
target end user group of visual feedback technology is the aging population and
particularly those older adults with balance impairments.

5 How Aging Affects the Ability to Learn Novel
Visuo-Motor Tasks

With increasing age, individuals prioritize the use of vision and rely heavily on
visual inputs for controlling their posture since somatosensory inputs become less
reliable due to peripheral neuromuscular degeneration [38]. Nevertheless, the ability
to use visual feedback information for controlling static or dynamic balance also
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diminishes with age. Age-induced delays in the sampling and processing of visual
information required for the on-line control of posture and locomotion might be a
contributing factor to impaired balance function and associated increased incidence
of falling [18]. These are reported in precision stepping [19] and obstacle avoidance
[20] during locomotion and have been attributed to neural degeneration of the
visual and visuo-motor pathways in the brain. In a study investigating the use of
visual feedback about CoP position to control static postural sway, only young
participants were able to decrease the amplitude and increase the frequency of their
sway based on visual feedback information [21]. Moreover, removal of the visual
feedback resulted in a ‘destabilizing’ of standing in elderly adults whereas young
individuals were able to maintain the speed and precision of dynamic sway when
visual feedback was withdrawn.

In our laboratory we have investigated the capacity of older women (>65 years
of age) to learn a novel visuo-postural coordination task [22]. Elderly women stood
on a dual force platform and were asked to shift their body weight between the
two platforms while keeping the vertical force produced by each foot within a
˙30% force boundary that was visually specified by a target sine-wave signal
(Fig. 4a, white circles inside the target sine curve indicate the % of bodyweight
applied by each foot). Practice consisted of three blocks of five trials performed in
1 day followed by a block of five trials performed 24 h later. Older women made
longer weight-shifting cycles and had lower response gain and higher within-trial
variability compared to younger women suggesting a weaker coupling between the
visual stimulus and the response force (Fig. 4b). Regardless of age however, visuo-
postural coupling improved with practice suggesting that learning of the particular
visuo-motor coordination task was apparent in both groups. Older women however
employed a different functional coordination solution in order to learn the task that
was imposed by age-specific constraints in the physiological systems supporting
postural control.

In summary, with aging humans rely more heavily on visual information for
controlling their balance despite the age induced delays in the sampling and
processing of visual information for the online control of posture and locomotion.
Visuo-motor processing delays however might be compensated by reinforcing the
natural process of sensory substitution with the provision of augmented visual
feedback.

6 Improving Balance Control in Aging Using Visual
Feedback Training

Based on the idea that older people maintain their ability to learn novel visuo-
motor transformations, visual feedback protocols and devices have been developed
promising to improve control of balance and locomotion and prevent falling due
to age degeneration or a specific pathology. Visually guided postural training with
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Fig. 4 (a) Schematic representation of the visual feedback task used by Hatzitaki and Konstadakos
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the use of enhanced visual feedback has provided alternative means of improving
balance function in healthy community-dwelling older adults, frail elderly living
in residential homes and hemiparetic stroke patients. This is because practicing
visually guided postural sway enhances the sensory-motor integration process
through a recalibration of the sensory systems contributing to postural control
[23]. Computerized biofeedback training that focuses on manipulating individual,
task, and environmental constraints concurrently can significantly improve dynamic
postural control and sensory integration in older adults with a previous history
of falls [24]. An 8-week computerized training program with a feedback fading
protocol improved reaction time in the dual-task posture paradigm which suggests
that this type of training improves the automaticity of postural control [25].
Similarly a 4-week balance training program with the use of visual feedback
improved the functional balance performance of frail elderly women [26]. The
provision of augmented visual feedback during balance training can improve stance
symmetry and postural sway control in stroke patients as well [4]. The effectiveness
of center of pressure biofeedback in reestablishing stance symmetry and stability
was compared to conventional physical therapy practices in hemiplegic patients.
Postural sway biofeedback was more effective than conventional physical therapy
practices in reducing mean lateral displacement of sway and increased loading of
the affected leg.

In a series of studies performed in our laboratory we have investigated the use
of visual feedback training as a tool for improving static and dynamic balance
in the population of healthy elderly women. We used a commercially available
visual feedback device (ERBE Balance System, Elektromedizin Gmbh, Fig. 5) that
consists of a dual force platform recording the vertical ground reaction force under
each foot (sampling rate: 100 Hz) while on-line visual feedback about each force
vector is provided by a cursor (i.e. asterisk) displayed on a computer screen located

Fig. 5 A commercially available biofeedback device consisting of a dual force platform recording
the vertical ground reaction force under each foot while on-line visual feedback about each force
vector is provided by a cursor (i.e. asterisk) displayed on a computer screen located in front of the
subject
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in front of the subject (1.5 m ahead, eye-level). The training task requires shifting
body weight between the right and left foot (for Medio-Lateral, M/L training) or
from toes to heel (for Anterior–Posterior, A/P training), while maintaining each
platform’s force vector within a visually specified sine waveform constraints. The
bandwidth of each sine waveform curve can be individually adjusted to ˙ % of
bodyweight. The duration of the training trial is specified by the number of required
weight shifting cycles. Each time either force vector exceeds the ˙ % limit in
either direction, the movement of the cursor on the screen stops and a spatial
error is recorded. Our participants practiced with this type of visual feedback for
4 weeks (3 hourly sessions per week). Visual feedback training improved static
postural control only in the group practicing in the A/P direction whereas no
adaptations were observed in the group practicing sway in the M/L direction [27].
In addition, the same visually guided training increased the limits of stability and
enhanced the use of the ankle strategy for maintaining balance during leaning and
dynamic swaying tasks [28]. More importantly, practicing visually guided weight
shifting in the M/L direction improved the postural adjustments associated with a
moving object avoidance task [29]. Specifically, as a result of practice, postural
response onset shifted closer to the time of collision with the obstacle and sway
amplitude during the avoidance decreased substantially. These observations suggest
that visually guided practice enhances older adults’ ability for on-line visuo-motor
processing when avoiding collision eliminating reliance on anticipatory-predictive
mechanisms. Contrary to static balance improvements that were apparent in the
group practicing in the A/P direction adaptations in obstacle avoidance skill were
more evident to the group practicing in the M/L direction. These findings suggest
that specifying the direction of visually guided sway seems to be critical for
optimizing the transfer of training adaptations.

In conclusion, the impact of visual feedback training on balance performance
is an issue surrounded by continuing controversy. On one hand, training-induced
improvements of both static [27] and dynamic [29] balance have been reported in
healthy and frail older adults [26]. On the other, several investigations have failed to
reveal long-term benefits on static and/or dynamic balance [30, 31] although acute
improvements of weight bearing symmetry are reported in stroke patients. More
importantly, the observed improvements, noted only in those dynamic balance tasks
that are specific to the training, give rise to the possibility of motor learning effects.
Controversies between different study results may be attributed to the diversity of
tasks employed in visual feedback training that vary in several directions (anterior,
posterior, lateral, diagonal), movement forms (weight shifting, leaning, stepping),
stance positions and support surfaces configurations as well as in the type of target
and performance cues used in the visual representations. It appears that the benefits
of visual feedback training are mainly limited to those tasks that are specific to the
training. This could be due to the direct link between visual information and specific
motor response loci developed through visually guided actions that does not permit
the generalization between vision and action found in one posture to other postures
[32]. Thus, task specificity during training could be implicated for the absence of
training effects on functional measures of static and dynamic balance performance.
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Transfer of skill learning is therefore an important issue that needs to be addressed
when considering the efficacy of visual feedback training for improving balance
function.

7 Future Research and Technology Development Directions

The regularity of visual target motions used in visual feedback training enhances
the use of predictive mechanisms in motor learning [3]. The problem though with
practicing of stereotypic and highly predictable visual cues is that this type of visual
feedback training does not enable the visuo-motor system to use its online sensory-
motor calibration and perception-action processes. As a result, practice leads to the
development of an internal motor plan of a particular visuo-motor task that does not
generalize to other types of tasks. This lack of generalization seriously limits the
number of functional coordination solutions the motor system uses in order to adapt
to a novel task or environmental condition.

A quite promising solution to the problem of task specificity is to introduce
a more variable approach in the presentation of visual cues adopting target cues
that are non periodic and therefore less predictable. The problem though with
using more variable and less predictable visual cues in visuo-motor practice is
that the human central nervous system perceives the stationary, low frequency
visual target cues whereas it is less reliant on the performance feedback signal
that has higher frequency and less stationary properties. Nevertheless, recent pilot
research evidence from our laboratory suggest that adults can couple their sway
and visual (gaze) motions much better to a chaotic (i.e. Lorenz attractor) visual
target motion (Fig. 6a) than a periodic target motion (Fig. 6b) [39]. Although this
is a surprising finding it may be explained based on the fact that the evolution of
healthy movement variability can be described in terms of deterministic processes
as well as being complex [33]. It is this optimal combination of determinism and
complexity that enables us to adapt in our environment in a stable but flexible
manner. Optimal movement variability degrades with aging and pathology (e.g.
Parkinson’s Disease) and has also been associated with a risk of falling. Since the
goal of balance rehabilitation is to restore optimal sway variability i.e. the balance
between regularity and complexity, we believe that the use of more variable and
less predictable visual cues to guide postural sway practice holds the potential
of optimizing the effects of visual feedback training. More research is required
however for indentifying the stimuli parameters that will optimize the learning
process.

A relatively recent development of visual feedback based systems is exergam-
ing. Exergaming refers to technologically advanced virtual reality systems which
combine exercise with video games. These systems offer an attractive and motivat-
ing balance training tool that has been widely used in community dwelling older
adults [34, 35]. A computer game-play system that employs user interface visual
feedback loops, so as to physically but also mentally involve the user. Researchers
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and practitioners in the field of aging have introduced elderly audiences to cognitive
training and stimulation games which are now enjoyed within the context of
computer and/or game consoles. Numerous recent studies have investigated how
exergaming can be specifically applied to the needs of seniors. The most common
platform used for balance training is the “Nintendo Wii”. Most studies that have
tested exergaming as a balance training tool in healthy elderly report positive results
with respect to improvements in balance ability after a training period, at least as
much as the conventional/traditional exercise. The greater attainment of exergames,
is the greater extend, to witch, individuals, seem to enjoy the exercise by interacting
in a virtual reality environment. The use of virtual reality in balance rehabilitation
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has the potential to offer experiences which are engaging and rewarding and more
importantly simulate real life balance challenging conditions [36]. This line of
research is certainly still growing and has been the subject of recent systematic
review [37].
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Recommending Video Content for Use
in Group-Based Reminiscence Therapy

Adam Bermingham, Niamh Caprani, Ronán Collins, Cathal Gurrin,
Kate Irving, Julia O’Rourke, Alan F. Smeaton, and Yang Yang

1 Introduction

One of the unfortunate consequences of the current trend of our ageing population
is the increase in age-related diseases and human conditions and among those one
of the most worrysome is the expected increase in prevalence of dementia. With
an ageing population, it is inevitable that there will be an increase of dementia
incidence, making it one of our the biggest, global public health challenges. Today,
there are an estimated 35.6 million people living with dementia worldwide and it is
estimated that this number will increase to 65.7 million by 2030 and 115.4 million
by 2050 [51].

Apart from the personal implications, dementia is a costly condition as it draws
on a variety of public and private, formal and informal resources to provide
appropriate care [40]. It is estimated that the total worldwide costs of dementia
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for the year 2010 were US$604 billion [51] and the cost of care increases with the
progression of the disease as a person in the late stages usually requires admission
into long-term care [25].

Dementia is an umbrella term for many different disease processes, all of
which cause some memory, behavioural andor cognitive problems. The disease
is progressive and currently incurable. There has been some small progress in
the pharmaceutical industry in finding treatments for dementia but psychosocial
interventions have been relatively under researched [4, 15]. Psychosocial interven-
tions are based on the premise of person-centred care which promotes actively
engaging the will and preference of people with dementia and promoting choice and
rights [13, 26]. In the context of communication difficulties, common in dementia,
getting to know the person, their will and preference and their valued identity is
problematic. Putting all these together, the result is that caring for people with
dementia is often complex, and costly, and we often have the situation that people
living in a nursing home or care facility, especially those who are reported to have a
dementia, have a poor quality of life.

Reminiscence therapy serves two purposes; it allows the care-giver a structured
approach to communicating with people with dementia in order to engage with them
in a meaningful manner and have insight into will, preference and identity, and it
gives the person with dementia a legitimate and safe place to express those valued
identities thus maintaining or curating them.

Reminiscence therapy (RT) has seen success in recent years as a method of
therapy for people with Alzheimer’s and other dementias. RT refers to the guided
recollection of previous life experiences or subjects of interest either in a group or
individual context. RT has been proven to have a positive effect in terms of increased
life satisfaction, decreased depression, and increased communication skills and
patient-caregiver interactions [7].

In a typical RT session, a facilitator (for example a clinician or activity
co-ordinator) uses cues to stimulate recall of memories. These cues may be objects
from a person’s past or old family photographs, for example. More recently, digital
cues have been used in the form of multimedia content.

Identifying relevant content to use in reminiscence therapy can be a time-
consuming and resource-intensive task. Traditionally, therapy facilitators have kept
either paper or mental records of a person’s life history and interests so that they
may make an informed decision about which content would likely be beneficial for
use in an RT session. RT participants are also encouraged to maintain scrapbooks
of their own past, known as lifebooks and these generally depend on loved ones
gathering such material. These methods have significant drawbacks in terms of
scalability because of the resources necessary to produce them, if such information
is available at all, and the challenges inherent in trying to re-purpose materials or
identify generalisable materials for use in a group setting.

Other factors which make identification of reminiscence materials a challenging
task include generational and cultural barriers between the facilitator and person
with dementia, acquired communication difficulties in dementia and a lack of a
collateral history to inform patient biography where such difficulties exist.
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During group or even individual RT sessions, the facilitator often needs to make
decisions quickly and monitor participants’ reactions, which limits the time they can
devote to finding new materials, say from a digital library, during the RT sessions.
A common approach therefore is to plan sessions beforehand. However, apart from
the extra time required, such a rigid approach limits flexibility in terms of adapting
when a pre-planned stimulus has proven ineffective during a session or one that
is proving upsetting, or to follow a topic thread of material which proves to be of
interest, and so sessions need to be dynamic and reactive to the circumstances of
how it is unfolding.

Thus the requirements of a system to support group RT are that it should be
efficient, accurate, personalised and provide a high degree of utility to the facilitator,
ultimately leading to successful group RT outcomes. It should also not distract
from other tasks and should seek to be relevant to all group members. Our system,
REMPAD (Reminiscence Therapy Enhanced Material Profiling in Alzheimers and
other Dementias), addresses these requirements using a novel group-recommender
approach to multimedia RT.

Many of the existing digital solutions to RT have focused on personal content to
support people with dementia. For example, Yashuda et al. [53] proposed a system
to use personalized content with predefined themes. Sarne-Flaischmann et al. [44]
concentrated on patients’ life stories as reminiscent content while Hallberg et al. [19]
developed a reminiscence support system to use lifelog entities to assist a person
with mild dementia.

The REMPAD system uses generic content rather than personal material, and
operates as shown in the following series of screenshots which are taken from a
tablet interface. Figure 1a shows the screen used to start a new session where the
facilitator can add or edit an existing participant or group.

This leads to a recommendation of two pieces of multimedia video content,
a selection of photographs from Dublin in the 1980s and a clip from a Hurling
final from 1975, shown in Fig. 1b. The facilitator can play either of these, add

Fig. 1 (a) Start screen and (b) video recommendation
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to favourites or can request the next two recommendations from the system.
Our feedback from facilitators has been that they always like to make an A-B choice
among content.

Once a video selection has been made and played on an accompanying wall-
mounted big screen, the facilitator is then asked to give feedback on the chosen
video in order to improve recommendations for the benefit of the present RT
session as well as improving the accuracy of participants’ profiles. Feedback is
done based on a group, and optionally on a per-participant basis and Fig. 2 shows
two feedback screens, Fig. 2a indicating the content as appropriate and useful and
Fig. 2b indicating the opposite.

Any given video can be marked as a favourite or “like/starred” and this can be
based on a per-group as well as a per-participant basis, as shown in Fig. 3a. If an
RT group session is starting and the group composition is new, i.e. not a regular

Fig. 2 Video feedback screen (a) indicated as not useful or inappropriate and (b) indicated as
useful

Fig. 3 (a) Reviewing videos marked as favourites and (b) forming and naming a new group of
participants
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Fig. 4 Registering a new participant, screens (a) and (b)

group arrangement then a new group can be formed and named as shown in Fig. 3b,
selecting participants from those registered and already known to REMPAD, in this
case Mary, Sheila, Tom, etc. (names anonymised).

For participants new to the system, we need to learn something about them in
order to bootstrap the recommendation process and Fig. 4a,b shows two screens
used to enter details including name, age, places where the participant has lived in
the past, a 1.5 rating for the kind of entertainment he/she likes, music preferences,
interests in different sports, etc. Thus selection of profile aspects come from various
interactions with nursing homes and facilitators and indicate the kinds of topics
which make a good basis for collaborative and group RT.

The rest of this chapter is structured as follows. In the next section we provide
some background and description of related work so that we can position our
research in the context of the fields of Reminscence Therapy and Recommender
Systems. We then elucidate the challenges around building a system which com-
bines these, and we then describe our approach to the design and development of the
REMPAD system in Sect. 4, followed by Experiments and Results and Discussion
in Sects. 5 and 6. We conclude in Sect. 7.

2 Background and Related Work

We now discuss related work in the field of recommender systems. First however,
we look more closely at reminiscence therapy, and in particular how it is suited to a
recommender systems approach.
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2.1 Reminiscence Therapy

Reminiscence Therapy (RT) is an intervention that is commonly used to address
the psychosocial problems of persons living with dementia [52]. RT involves the
discussion of past activities, events or experiences with another person or group
of people, usually with the aid of tangible prompts such as photographs, household
and other familiar items from the past, music or archive sound recordings [52]. More
recently the video sharing website YouTube has been used as a source to facilitate
access to digital RT content [39].

Reminiscence groups typically involve structured group meetings in which
participants are encouraged to talk about past events at least once a week. A group
leader or facilitator assists and guides the group members to recall previous life
experiences and facilitates the group’s affirmation of the value of these experi-
ences [9]. This activity aims to improve mood, well-being, communication and to
stimulate memory and strengthen a sense of personal identity [8, 52]. This treatment
is based on the assumption that autobiographical memory remains intact until the
later stages of dementia and may be used as a form of communication with the
person with dementia [37].

There is evidence to suggest that RT is effective in improving mood in older
people without dementia and its effects on mood, cognition and well-being in
dementia are present, but less well understood [52]. Improvements in autobiograph-
ical memory selectively in RT groups for mild-to-moderate degree dementia have
also been described [18, 36]. Despite the limited empirical study of reminiscence
undertaken, the most results indicate the positive effects of reminiscence [18, 52].

Autobiographical memory is characterized by multiple types of knowledge, and
refers to a memory system consisting of episodes recollected from an individual’s
life. This is based on a combination of episodic memories (personal experiences
and specific objects, people and events experienced at a particular time and place)
and semantic memories (general knowledge and facts about the world) [17, 50].
Flashbulb memories are a particular type of autobiographical memory of vivid mile-
marker events with associated personal and meaningful experiences [45]. They rely
on elements of personal importance, consequentiality, emotion, and surprise [16].
They may include collectively shared public events marked by their uniqueness
and emotional impact. Autobiographical memories may be accessed more easily
and with greater frequency in old age, precisely because they are more robust and
less likely to dissipate than memories of everyday commonplace experiences such
as what you had for dinner last week. Autobiographical memories include multi-
sensory information about the experiential context, including sights, sounds and
other sensory and perceptual information. A song, a scent, or simply a word can
evoke a cascade of autobiographical memories.

RT can also be conducted on a one-to-one level but is distinct from life review
therapy (LRT). LRT typically involves individual sessions in which the person is
guided chronologically through life experiences, encouraged to evaluate them, and
may produce a life story book as a result. Although the procedures are different,
both RT and LRT involve the recollection of past experiences (events, emotions and
relationships).
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Facilitated reminiscence exploits the relatively well-preserved autobiographical
memories to enhance communication opportunities for older adults who may
differ in abilities, cultural background, or life experiences [22]. In facilitating a
traditional RT group the facilitator manages the selection of topics, scheduling,
group composition and communicative interactions between and among group
participants. An understanding of the participants’ shared historical experiences is
the starting place for topic selection [22]. This is achieved by firstly, considering
the personal interests, likes and dislikes of individuals. Secondly, the flashbulb
memories shared by particular age cohorts and thirdly, universally experienced
developmental life events such as childhood, schooldays, adulthood, marriage, work
life, and retirement.

Creative therapeutic approaches are required to facilitate the socialization needs
of residents and to appeal to an increasingly culturally and linguistically diverse
population. Facilitated RT programmes therefore need to be simultaneously engag-
ing, relevant, cost effective and culturally sensitive [21]. Mismatches can arise in
age, life experience and culture between the majority of culture clinicians and older
adults from non-mainstream populations [41] or vice versa. Hence the need for
detailed group member profiling is important to enable positive and successful
reminiscence facilitation. REMPAD builds on our previous research in which
the use of video and other digital multisensory content to stimulate conversation
and social interaction was found to be a feasible in group reminiscence therapy
sessions [39].

A comprehensive approach towards the person with dementia that takes into
account their life history is essential. The person-centred approach to dementia
situates the person with dementia at the centre of all aspects of caregiving [12, 27].
The focus is on identifying and meeting the needs of the person, in contrast
to the medical model which focuses on identifying and treating symptoms. The
person-centred approach aims to enhance well-being by improving relationships
and communication between people with dementia, their families and professional
caregivers. This is achieved by taking into account the life experiences and the
likes and dislikes of each person with dementia in order to develop a greater
understanding of the individual. This in turn allows for care tailored specifically
to the individual to take place. Person-centredness can be achieved when carers and
family members focus more on the individual than on the illness. This is enabled
by knowing the person which is challenging in the context of communications
difficulties. RT allows a structured communication strategy to enable care givers
to engage with the person with dementia, to get to know them and to acknowledge
their unique identity.

To address the needs of the residential care population and their associated
activity coordinators REMPAD proposes a solution to enhance facilitator knowledge
and provide access to personalized reminiscence material for the benefit of aiding
conversation and memory recollection amongst nursing home participant users in a
group context.



222 A. Bermingham et al.

2.2 Recommender Systems

In this section we provide background and related work in the area of recommender
systems. There are broadly three categories of recommender system: those based on
user matching (collaborative), those based on learning content preferences (content-
based) and those that use a knowledge base approach (case-based reasoning). We
describe each of these in turn and how they relate to the REMPAD system.

Much work in recent years in the area of recommender systems has focussed
on user-item rating prediction through inference over large datasets. A common
approach is to make predictions of user-item ratings based on the previous ratings
for that item of similar users, known as collaborative recommendation. Perhaps
the most salient example is the Netflix prize [5] which pushed forward the state
of the art in large-scale collaborative recommendations systems. A characteristic
of collaborative recommender systems is that they rely on the availability of large
amounts of data. Also, a collaborative approach relies solely on user-item rating
information, rather than any information about the items themselves. These user
ratings may not be able to model certain aspects of the recommendation task.

A second popular category of recommendation is content-based recommenda-
tion. In content-based recommender systems, a user’s preferences are stored based
on their previous interactions or ratings of items. The system then learns from
these preferences so that they may identify new items to recommend. Content-
based recommenders rely on the system being able to explicitly model properties
of objects. The advantages of content-based systems include transparency in the
recommendation decisions and the ability to recommend new items never seen
before by the system, provided the necessary features can be extracted. A drawback
is the uncertainty when a new user uses the system and the limitations in terms of
how items can be modelled, sometimes referred to as the semantic gap. Pazzani and
Billsus provide an overview of content-based recommenders [42] and Lops et al.
provide a recent review of the state of the art [30].

A third approach to recommender systems is based on case-based reasoning
(CBR). CBR approaches are those which rely on a knowledge base representation
of known items and item context. Although CBR approaches can vary, in particular
to the extent that they implement the full CBR process, the most common CBR Rec-
ommenders use a stated preference from a user and a similarity function to match
the parameters in that preference to the item descriptors in the knowledge base [31].
This process could also involve other information relevant to the recommendation
task such as user profile, preference refinement and previous uses of the system.
A limitation of CBR systems is the need to create and maintain a knowledge base
of items and as with content-based recommenders, the semantic gap. An advantage
is the intuitiveness with which a user can express their preference and if necessary,
refine their requirements, in many ways similar to interactive search systems. CBR
systems are of particular use in e-commerce where users are looking for products to
purchase. Overviews of the adaptation of the CBR process to recommendation tasks
are provided by Bridge et al. [11] and by Smyth [47].
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For group-based RT, a collaborative approach is not feasible due to the small
size of the user group. Our system uses a hybrid approach consisting of a CBR and
a content-based recommender, supported by a traditional search feature for query
refinement, and a novelty multiplier. To mitigate the limitations of these approaches
we use the CBR approach to bootstrap the content-based approach. In order to create
our knowledge base of users and items we adapt traditional methods for profiling RT
participants and use an efficient curation and annotation process to produce low-cost
item descriptors.

Some recent works have examined the more complex task of recommending
content for groups of individuals. In groups with disparate sets of preferences,
it is not clear how to optimally recommend content for a given group context.
Popular approaches seek to minimize misery, maximize individual utility or use
an aggregated measure of group satisfaction.

McCarthy et al.’s work has tackled the group problem from a case-based
perspective using iterative interactive critiquing of cases among group members
to reach an optimal solution [33–35]. An early review of group recommenders is
provided by Jameson and Smyth, outlining the significant challenges in moving
from individual to group recommendation [24]. Another early work from O’Connor
et al. uses collaborative filtering to produce lists of movie recommendations for
groups to watch [38]. They introduce a minimum misery strategy i.e. the overall
satisfaction in a group is directly related to the satisfaction of the least happy group
member. Later we will see this is a principle we employ in REMPAD. Recently,
Masthoff has compared group recommender systems from the literature, noting the
different strategies used for aggregating individual profiles [32]. Although many
systems use relatively straightforward strategies to simulate group recommender
systems using individual recommenders, more complex approaches have been tried
to explicitly model group preferences [14]. However, perhaps due to the typical
dearth of group-level ratings, or the complexity of the task, most approaches use an
array of individual recommenders.

Although we are aware of some recent works which investigated using digital
systems for RT [3, 20, 29], to the best of our knowledge the REMPAD system is
the first system to implement an algorithm to recommend content in the context
of group RT. We take inspiration from the aforementioned CBR and content-
based approaches, but design our system with specific considerations for the RT
application domain such as minimizing interactivity and task complexity, and
maintaining tight constraints on preventing dissatisfaction among group members
and recommendation dead-ends.

Later in this chapter we describe the design, development, deployment, testing
and evaluation of the REMPAD system but first we highlight the underlying
challenges that the situation with using recommender systems in a reminiscence
therapy application, presents.
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3 REMPAD Challenges

There are a number of benefits of performing reminiscence therapy in a group
context. In particular, therapy sessions enjoy a social component as participants
can share experiences and discussion. Whereas it can be challenging to identify
suitable content in a one-on-one context, identifying suitable content for a group
of individuals is a much more difficult task for facilitators. The facilitators must
identify content which optimally benefits the group, while minimising any negative
effect. For example, a video which some group members find engaging might be
undesirable overall if this induces a negative effect in other members.

Thus there are motivations and challenges for the application of a recommenda-
tion and search approach to supporting group digital reminiscence therapy. Due to
the nature of RT, there are a number of task-specific requirements and constraints
which make it different from other group recommender systems which have been
traditionally focused on tasks in areas such as e-commerce and entertainment. The
approach we take addresses specific challenges related to RT as an application area.

Public or more generalised content are now being recognised as valuable
reminiscence prompts, from which individuals obtain personal meaning. The benefit
of this type of content for RT is that different people have their own memories asso-
ciated with the same public event, which can stimulate conversation about shared
experiences and interests, as well as personal reminiscence. André and colleagues
[1] explored the concept of workplace reminiscence by creating personally evocative
collections of content from publicly accessible media. Other studies examined the
use of interactive systems, displaying generalized content to support people with
dementia in clinical settings, such as hospitals or nursing homes. For example,
Wallace et al. [49] designed an art piece for people with dementia and hospital staff
to interact with. This consisted of a cabinet containing themed globes, which when
placed in a holder initiated videos displayed on a TV screen, which were based on
the associated theme, for example nature, holiday, or football. CIRCA, an interactive
computer system designed to facilitate conversation between people with dementia
and care staff, used a multimedia database of generic photographs, music and video
clips to support reminiscence [2]. Astell et al. maintain that generic content is more
beneficial than personal content as it promotes a failure-free activity for people with
dementia as there are no right or wrong memories in response to the stimuli.

However, what all these systems have in common is that their content is static
and requires uploading and selection by either system developers or reminiscence
facilitators. Multimedia websites potentially hold a wide range of subject matter
that can be easily accessed. The question naturally arises: can we leverage the
extensive range of online multimedia content, so that the reminiscence experience is
maximized ? We postulate that video sharing websites, in particular YouTube which
is what we use in our work, are a valuable tool in promoting interaction and social
engagement during group RT [6, 39].

In our work we have developed a multimedia system for modelling group prefer-
ences and recommendation algorithms and integrating them into an RT system based
on video content from YouTube. Our approach uses a combination of case-based
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reasoning recommendation, content-based recommendation and search to address
RT facilitators’ content needs in real time. The focus of our evaluation is to assess
the efficacy of the recommendation algorithm. Our results are based on a user trial
we conducted in residential care homes with seven user groups. We examine the
accuracy and utility of content suggested by the REMPAD system through analysis
of system usage logs as well as explicit ratings from users, comparing a number of
system configurations. We also report on usability interviews with RT facilitators
who participated in the trial.

4 Approach

In our approach we model a system for use in a care setting with a group of
people with mild-moderate dementia and an activity co-ordinator. In this section
we describe the design of the system, the data curation process, user profiling and
our approach to recommendation. There are two types of users in our system:
the activity co-ordinator, or clinician, who facilitates the session, and the therapy
participants themselves. We use item to refer to a video indexed by our system; user
to refer to a therapy participant; group to refer to a therapy group, consisting of a
set of users; and facilitator to refer to the clinician or therapist who runs the session
and physically interacts with the system.

4.1 Design of the REMPAD System

As mentioned earlier, REMPAD is a cloud-based service which is accessed through
a mobile device such as a tablet. This interface controls the application flow,
interpreting participant requirements, selecting content to display on a second larger
screen and providing online feedback to the system.

A typical session involves creating a new session and registering participants,
examining the recommended videos and selecting one to play on the shared viewing
screen and then feeding back to the system indicators of perceived user and
group satisfaction on which are based subsequent recommendations. The system
is designed to support sessions with minimal intrusion on the facilitator who must
also monitor and engage with the group participants during the sessions. Typically
a session lasts about 45 min and a group will watch several videos in a session.

Healthcare systems are characterized by complex user requirements and
information-intensive applications. Usability research has shown that a number
of potential errors can be reduced by incorporating users perspectives into the
development life cycle [23]. Thus, employing a user-centred design (UCD)
approach throughout the development cycle, may lead to high quality intelligent
healthcare systems. In order to conduct a UCD research study, we need to define
user characteristics, tasks, and workflows so that we can understand different
stakeholder needs.
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4.1.1 Participant Sample

The primary stakeholders of the REMPAD system are the facilitators who lead
group RT sessions and interact directly with the system. For this study we focused on
how the system supports these users to conduct RT sessions. The participant sample
consisted of 14 health professionals, including 7 speech and language therapists
(SLTs). All participants currently run RT sessions in hospitals, day care centres or
residential nursing homes.

The secondary stakeholders of the system are the therapy participants—people
with dementia who attend RT sessions. Although these participants do not directly
interact with the tablet PC, information is displayed to the group through the TV
monitor and information is also relayed through the facilitator. Current practice
requires the facilitator to make subjective judgments after a session regarding the
success of the material used in RT sessions to support inter-group interaction and
their communication, mood and well-being. This was the method we used to gauge
secondary stakeholder satisfaction in our field trials study.

The study was designed in three parts: (1) exploratory interview, (2) low-fidelity
prototype test, and (3) field evaluation. We implemented findings from each stage
into the system design which we then re-examined. We now discuss these methods.

4.1.2 Study 1: Exploratory Interviews

The purpose of the exploratory interviews was to understand current RT practices,
the types of technology used in these sessions if any, and the challenges that
facilitators experience during these sessions. The types of questions that the
facilitators were asked included: what types of technology do you use during a RT
session? Do you prepare material before a group session? What are the challenges
you experience? The findings were divided into four categories: current practices;
technical skills; session challenges; and technical challenges.

Facilitators spoke about their RT practices using physical and digital prompts.
Each facilitator may work with several groups, in several different locations. It was
most common for them to use paper-based objects in these sessions, such as photos,
newspaper clippings, or printed images. Physical objects were selected for their
texture and smell to stimulate memories, for example polish or lavender. The most
common method used throughout the RT sessions was to begin with general or
current themes. The conversation would then develop from these topics. After the
session, the facilitator would write up a report on what material or topics worked
well.

We learned that facilitators had different levels of technological expertise, from
novice (n D 1), average (n D 5), to above average (n D 1) skills, and some
(43 %) had little or no exposure to using tablet PCs. This poses a need for clear
and intuitive interfaces with easy-to-use interaction modalities. Facilitators reported
experiencing several challenges when using technology in the RT sessions. For
example, internet connectivity might be very good in some sections of a nursing
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home or care facility but poor in others, while some locations also have blocked
access to certain websites, including YouTube. Facilitators told us that most of their
working time is spent preparing for sessions, searching for appropriate material
based on previous discussions or group preferences. On the one hand, this meant
that the facilitators were confident that the material would stimulate conversation,
but it also meant that topics were fixed and did not allow for spontaneous deviation.
Five of the seven facilitators had used video websites (such as YouTube) during
their sessions to support spontaneous deviation. They reported difficulties finding
content about a topic before the conversation drifted onto another topic. Currently,
the practice is to prepare a number of video clips prior to the RT session to ensure
that they are of good visual and sound quality.

The facilitators also commented on the challenge of preparing for a group
RT session when they do not know the participants or groups preferences. These
challenges revolve around learning about an individual’s interests if they are unable
to suggest topics or interaction, and in a group setting it can be unhelpful to direct
attention to them by putting them on the spot. We know that the best way to present
the technology behind the proposal is through a worked example. Based on the
functional requirements provided, we created initial wireframe prototypes of the
REMPAD system, consisting of a series of 12 use cases including Start a new
session; Edit an existing group; Browse video clips; and Enter feedback (see Fig. 5).
A use case walkthrough was undertaken to familiarize participants (7 SLTs from
Study 1) with the proposed task flow and interaction paradigm of the prototype
system.

Participants expressed high enthusiasm and positive response towards the initial
prototype design believing it to be simple and straightforward, and that users with
low technology experience would feel comfortable interacting with it.

One of the crucial elements of an intelligent reminiscence system is to offer
customizable content to users. Diversity exists inside a group in areas of individual
backgrounds, interests and preferences. As one of the facilitators mentioned,
“the biggest challenge is finding relevant videos”. It is believed that automatic
recommendation would save facilitators a significant amount of time, which is
currently used planning RT sessions and would allow them to interact with the group
rather than searching for appropriate material.

Fig. 5 Example wireframe screens used in use case walkthrough method
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The presentation of the videos was also discussed with the facilitators. It was
decided that an option of two videos at a time was preferable as the facilitator could
then relay this choice to the group without overloading them. Information about the
video is also necessary so that the facilitator can have some knowledge about the
subject being discussed. Finally, facilitators emphasised the importance of having
control over topics. Maintaining the current practice of beginning a session with
general topics and moving into more specific topics, facilitators said that they would
use recommended videos for the most part, but would like to have the option to
search for a video based on how a discussion develops.

Design alternatives were displayed to participants to search for a topic, or refine
by category. We decided that the most appropriate design would be to include a
search bar, which the user could refine according to a different year or decade. The
ability to save successful video clips into a “favourites” section for future sessions
was also requested by participants.

Another challenge highlighted in building an intelligent reminiscence system is
to ensure content is of high quality. In order to maximize group reminiscence expe-
rience, it was proposed that the recommendation engine should monitor patients’
engagement levels, and adapt based on real-time user feedback. We designed the
feedback screen layout as showed in Fig. 5. After each video, the group facilitator
enters individual patient and group reactions to the presented video, so the selection
of videos is improved in future sessions. However, we were unsure whether this
function would add too much burden on the facilitator. During the discussion stage,
participants unanimously confirmed that this level of feedback was achievable and
understood and valued the benefit it would bring. The facilitators reported that they
currently use pictures and icons to rate group satisfaction and topics discussed etc.,
in order to keep track of group progress. It was suggested that an end-of-session
feedback report also be included in the system for the facilitator’s records. This
feedback was used to improve user interface design and justify design decisions,
which were then implemented into a fully functional REMPAD system.

4.2 Data Curation and Annotation

The data we use in our system is from the popular video sharing website, YouTube,
which has been previously used successfully in reminiscence therapy by some of
the authors [39]. By its nature, YouTube is suitable for use in our system. There
is an abundance of content available through standard APIs and each video is
accompanied with rich metadata. The content itself is diverse and esoteric, reflecting
the variety of uploaders and sharing habits on YouTube. This content is useful for
RT as there is often content relevant to niche subjects, people, places, events, etc.,
which may not be covered in more mainstream content sources.

Although we had intended using YouTube metadata for organising and
presenting videos in the REMPAD system, initial testing revealed that the
quality and consistency of metadata were not of sufficient standard to support
the system requirements. To address this we used a curation and annotation process.
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A project team consisting of research assistants, clinicians, and postdoctoral
researchers, curated content using a custom curation interface. This interface offers
a search functionality which uses the YouTube search API to find videos relevant
to areas of interest, times and locations which are suggested to the curator. We
provided curators with subject matter targets reflecting a broad range of media
types and content. The curator then previews videos and if happy with the content
can queue the videos for annotation.

The index used in the system contains a wide range of video content. Examples
include documentary excerpts, home videos, music recordings, interviews and
sports. Curators were advised to search for videos ideally less than 5 min and no
more than 10 min in duration so that they were appropriate for use in RT.

An important concept in RT is orientation towards people, places and times. To
offer a personalised experience, we also wish to model a user’s preferences and
interests. The metadata produced by the annotation process for a video includes title,
description, location(s), date, people, seasons/holidays as well as vectors describing
relevance to a variety of genres, media, music, interests and sports.

Initially the authors annotated 343 videos. This can be a time-intensive task,
taking approximately 3 or 4 min per video. To reduce the cost of indexing content,
we obtained a further 258 video annotations using the crowdsourcing service,
CrowdFlower.1

The crowdsourced annotations were added to the video index at approximately
the halfway stage in the trials to prevent staleness of content. In order for the system
to perform effectively, it needs to provide usable recommendations amongst the
top results (ideally top 2) or otherwise risk slowing the facilitator and disrupting
the momentum of the RT session. Even though the index we use in these trials is
relatively small, it is still a significant challenge to produce useful recommendations
at the very top of the results list. We have designed the system and processes to be
scalable as significantly expanding the user base and index is a goal of future work.

4.3 User Profiling

The user profiles are gathered through short interviews with users before their first
use of the system. This is inspired by existing practices in care settings where a
record is often made of people’s life history and interests. Similar to video metadata,
the metadata we collect for users includes date of birth, locations lived in, and
interest vectors related to genre, media, music, interests, sports, similar to the video
vectors. A key difference with users is we allow them to also express dislike using
a 5-point Likert scale whereas the equivalent for video was either categorical or on
a 3-point relevance scale: not relevant, relevant, highly relevant. In the following
section we refer to the concatenation of the genre, medium, music, interests, sports
vectors as simply the feature vector for users and items.

1http://www.crowdflower.com.

http://www.crowdflower.com
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4.4 A Recommender Model for RT

Our recommender algorithm consists of a scoring function which is used to
proactively rank items for a given recommendation context consisting of a group
of users, their previous item ratings and interactions, and optionally a search query.

We model a user u as having three features: a location, a date of birth and a
feature vector whose values are normalised to between �1 and 1.

u D< ul; ud; uf > (1)

Similarly, we model an item i as having four features: a location il, a date id,
an interest vector with values normalised between 0 and 1 if , and a textual
description it.

i D< il; id; if ; it > (2)

A search query q is given by two optional fields: a text query qt and a decade qd.

q D< qt; qd > (3)

The scoring function for an item i, given a group of users, G, and an optional search
query, q is:

S.i; G; q/ D

0
B@w1SCBR.i; G/ C w2SC.i; G/ C w3SRel.i; q/P

jD1;2;3

wj

1
CA � N (4)

where SCBR is the CBR scoring function; SC is the content-based scoring function;
SRel is the relevance function; and N is a novelty multiplier. In our system, we present
two options for SCBR. In the first, SCBRlate, we aim to aggregate individual preferences
at a late stage using a minimum misery approach.

SCBRlate.i; G/ D min
u2G

.SCBRlate.i; u// (5)

For each individual user the function uses a linear combination of three similarity
functions:

SCBRlate.i; u/ D Simdate.id; ud/ C Simloc.il; ul/ C Simfeat.if ; uf / (6)

In line with the priorities of good reminiscence content, the date similarity function
upweights items related to recent events or to events that occurred when the user
was aged below 30. We also provide a small bonus to items from before the user
was born which may be of historical or cultural interest.
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Simdate.id; ud/ D

8̂̂
ˆ̂<
ˆ̂̂̂:

1 when id � ud < 30 yrs

0:75 when now � id < 10 yrs

0:25 when id < ud

0 otherwise:

(7)

Similarly, the location similarity function upweights the best specific matches
between user and item:

Simloc.il; ul/ D

8̂
ˆ̂̂<
ˆ̂̂̂
:

1 when regions match

0:5 when countries match

0:1 when continents match

0 otherwise:

(8)

The similarity between feature vectors is given by the Cosine Similarity between
the feature vectors:

Simfeat.if ; uf / D Cosine Similarity.if; uf/ (9)

In the second of our CBR scoring functions, we aggregate preferences into a
single meta profile for the group from the outset. SCBRearly, consists of a linear
combination of similarity functions, but this time interpreted at a group level:

SCBRearly.i; G/ D Simdate.id; Gd/ C Simloc.il; Gl/ C Simfeat.if ; Gf / (10)

where Gx D fux W u 2 Gg (11)

This can be seen as treating the group as a meta-user. For date, we simply model
the date for the group as the mean point in time, given the range of dates of birth:

Simdate.id; Gd/ D Simdate.id; ud/ (12)

where ud D 1

jGdj
X

ud2Gd

ud (13)

For locations we use the best match for a common location in the group:

Simloc.il; Gl/ D max
ul2Gl

.il; ul/ (14)

where ul 2 Gl and ul is common to 2 or more members of group G.
To compare features at a group level we consider positive features and common

negative features:

Simfeat.if ; Gf / D Commonpos.if ; Gf / � Commonneg.if ; Gf / (15)
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In order to identify the common positive features we rank the features according
to the number of users in the group who have declared each feature as an interest
or strong interest and take the top m features, Fpos. Similarly, in order to identify
the common negative features we rank the features according to the aggregate
score from the users in the group, and take the top n features, Fneg. For the
negative ranking we assign 1 to a dislike and 2 to a strong dislike, thus emphasising
extreme negative preferences. We also create a set of relevant features for each
item, Frel. The commonality scores are then given by:

Commonpos.if ; Gf / D
ˇ̌
Fpos \ Frel

ˇ̌
m

(16)

Commonneg.if ; Gf / D
ˇ̌
Fneg \ Frel

ˇ̌
n

(17)

In our experiments we set m to 40 and n to 20.
SC.i; G/ is given by the output classification probability of the positive class from

a multinomial naive Bayes classifier trained on positive and negative examples for
the group G. An item i is a positive example for group G if it satisfies the following
criteria:

• There has been no negative item ratings from group G for item i.
• There has been no negative item ratings for user u for item i, u 2 G.
• There has previously been a positive item rating from group G, or from u 2 G,

for item i.

There is just a single criterion for an item to become a negative example:

• There has been negative group-level or individual feedback from Group G for
item i.

If the number of examples in the positive set is below a threshold r, we bootstrap
the process by adding the r top-ranked examples by SCBR to the positive set.
Similarly if the size of the negative set is less than r, we add r lowest-ranked
examples by SCBR to the negative set. In our experiments we set r to 5. The features
used for classification are the item feature vector if .

In a case where a user has chosen to enter a search query, the search query-item
relevance is given by:

SRel.i; q/ D w4Reltext.it; qt/ C w5Reldate.id; qd/P
jD4;5

wj
(18)

where Reltext.it; qt/ is the score given by a search over an index item text fields (title,
description, people), it, using the search platform SOLR.2 We reward queries if they
are from the same decade or a neighbouring decade as a candidate items:

2http://lucene.apache.org/solr/.

http://lucene.apache.org/solr/
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Reldate.id; ud/ D

8̂
<̂
ˆ̂:

1 when from same decade

0:5 when from neighbouring decades

0 otherwise:

(19)

We set w4 D 2 and w5 D 1, emphasising the specificity of a text query,
particularly as a common search task is known-item search, where the facilitator
is trying to find an item they are aware is in the index.

Novelty often has an important role in recommender systems [48]. In order to
prevent the results list becoming predictable and familiar, we penalise results if they
have been recently browsed or played. This novelty function has a decay so as to
allow familiar videos to move back up the results list as the time since they were
last browsed or played increases. In REMPAD there is both a requirement to show
novel results in the list and to ensure that known familiar and useful content is
re-discoverable.3

Let nb.i; G/ be the number of queries since item i was last browsed in a results
list for group G. Let np.i; G/ be the number of queries since item i was last played
in group G. We define the novelty multiplier N then to be:

N.i; G/ D w6 log.min.np.i; G/; h// C w7 log.min.np.i; G/; k//P
jD6;7

wj
(20)

We set h D 5 and k D 10 in our experiments, and upweight the importance of
playing an item over browsing, with w6 D 2 and w7 D 1.

5 Experiments

We trialled our system over a period of several weeks involving over 50 users in 7
therapy groups across 6 locations, each being a residential care home. See Table 1
for details of groups and sessions for those groups.

Our evaluation has two focuses. First we wish to ascertain the degree to which the
recommender has supported the reminiscence therapy sessions for the groups in our
study. Secondly, we wish to investigate the comparative performances of different
configurations of our algorithm.4 The four configurations we use are (i) SCBRearly

3For this reason we also provide favourites and history functions which are sometimes used.
4As this is not a controlled study, our ethical approval does not extend to using a control as one
of our experimental conditions. This has precluded us from exposing people with dementia to
potentially weak experimental conditions such as randomly selected content which might not suit
their tastes.
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Table 1 Session and video
play counts for trial groups

Sessions Videos Videos per

Group Members completed played session

A 7 4 21 5.25

B 8 9 59 6.56

C 8 9 61 6.78

D 7 6 55 9.17

E 8 11 72 6.55

F 7 5 26 5.2

G 11 10 68 6.8

Total 56 54 362 6.7

without SC, (ii) SCBRearly with SC, (iii) SCBRlate without SC, (iv) SCBRlate with SC. These
configurations were assigned to sessions for groups in a latin squares arrangement.5

In both cases, our evaluation focuses on three aspects: (i) accuracy, (ii) utility
and (iii) perceived usefulness. Unlike some recommenders, our multimedia system
is based on ranked recommendation lists, akin to a search system. For accuracy we
compare system-ranked lists to reference rank lists as rated using a given group of
annotators, using Spearman’s rank correlation coefficient, . In this approach, we
construct ideal lists for users and groups given knowledge of their item ratings. We
then use these as references with which we correlate a given ranking produced by
the system [46].

For utility we use R-Score. R is appropriate in scenarios like ours, where the user
can only use a small set of items and the user is unlikely to be exposed to the majority
of the items in the ranked list. R incorporates a half-life, ˛, which is equivalent to
approximately the rank at which the user has a 0.5 chance of browsing the item, thus
incorporating likelihood of observation of a given recommendation [10, 46]. In our
experiments we set ˛ to 5. For calculating both  and R we use user-item ratings
and group-item items and present them as mean values over a given set of ranked
lists returned by the system.

Recently there has been an emphasis on the importance of user experience
and the perceived usefulness in evaluation of recommender systems [28, 43]. To
reflect this in our evaluation we also use end-of-session group and user ratings. For
reporting these scores, we conflated any Likert or other ordinal scales to a three-
point scale: positive, neutral, negative. We then average these values assigning C1
to positive, �1 to negative, 0 to neutral, giving an average score, r, in the range
(�1,1) for a rating of feedback values.

It is worth noting that in our multimedia system, these ratings are important as
they are the clinician’s interpretation of the satisfaction of the individuals, and group,
in the therapy sessions. This is a natural extension of the facilitator’s role in terms
of monitoring, interpreting reacting to therapy participants’ reaction to stimulus.

5In practice this was difficult to maintain as users often created impromptu sessions for training
and testing purposes which were later removed from the trial data.
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6 Results and Discussion

The results overall from our trials are positive and show that the system is effectively
supporting the content discovery task for the facilitator during a group RT session.
Sixty-nine percent of queries successfully resulted in a played video. Typically,
unsuccessful queries resulted in the facilitator either refreshing to obtain a new
list of recommendations, refining the query using the search function, or playing
a previously viewed video from favourites or history. Inspection of our logs reveals
that search was only used in a minority of cases. The search query terms suggest
that the most common search need was to find a result either viewed previously or
previously browsed in a results list, a pattern sometimes called known-item search.

In 43 % of successful queries, the video chosen was on the first screen (top two
recommendations), 73 % in the first three screens (top six recommendations) and
86 % in the first five screens (top ten recommendations, see Fig. 6). Facilitators
appear to be comfortable choosing from near the top of the results list, consistent
with a high level of satisfaction and trust in the recommendations.

Looking closer at the explicit online ratings that the facilitators provide to the
system, we see they are overall very positive (see Table 2). Sixty-two percent of user-
item ratings were positive, with just 1 % negative. Similarly, 49 % of group-item
ratings were positive, with just 3 % negative. The reason the group-item ratings
were not as positive as the user-item ratings likely reflects the comparative difficulty
in recommending items for a group rather than an individual. Looking at end-of-
session feedback, we observe the same pattern.

For six of the seven groups, the user session-ratings were more positive than item-
ratings. This pattern also holds for group ratings for five of the seven groups. This is
interesting as it agrees with the intuition that the probability of overall satisfaction

Fig. 6 Cumulative rank of selected item for successful queries
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Table 2 Ratings for each group (A to G) and for total

User-session Group-session
n C1 0 �1 r n C1 0 �1 r

A 25 0.36 0.64 0.00 0.36 4 0.25 0.75 0.00 0.25

B 56 0.64 0.36 0.00 0.64 9 0.33 0.67 0.00 0.33

C 51 0.71 0.22 0.08 0.63 9 0.56 0.44 0.00 0.56

D 29 0.83 0.17 0.00 0.83 6 0.67 0.17 0.17 0.50

E 63 0.86 0.11 0.03 0.83 11 0.91 0.09 0.00 0.91

F 26 0.73 0.27 0.00 0.73 5 0.80 0.20 0.00 0.80

G 70 0.61 0.39 0.00 0.61 10 0.60 0.40 0.00 0.60

All 320 0.69 0.29 0.02 0.67 54 0.61 0.37 0.02 0.59

User-item Group-item

n C1 0 �1 r n C1 0 �1 r

A 132 0.35 0.64 0.02 0.33 59 0.34 0.66 0.00 0.34

B 348 0.57 0.41 0.02 0.55 72 0.63 0.38 0.00 0.63

C 317 0.61 0.35 0.04 0.56 55 0.55 0.45 0.00 0.55

D 255 0.70 0.29 0.01 0.69 21 0.24 0.76 0.00 0.24

E 417 0.71 0.28 0.00 0.71 61 0.33 0.52 0.15 0.18

F 128 0.77 0.23 0.00 0.77 26 0.77 0.23 0.00 0.77

G 478 0.56 0.43 0.01 0.56 68 0.57 0.41 0.01 0.56

All 2075 0.62 0.37 0.01 0.60 362 0.49 0.48 0.03 0.47

Table 3 Utility (R score) and
accuracy (Spearman’s )
scores for groups and total

R Mean 

Group User Group User Group

A 17:51 28:13 0.11 0.10

B 11:22 9:34 0.19 0.13

C 3:51 4:89 0.20 0.23

D 6:49 0:62 0.06 0.04

E 11:47 12:33 0.09 0.09

F 3:40 3:64 0.16 0.20

G 13:30 12:87 0.08 0.10

All 9:62 9:42 0.13 0.13

is higher if the user or individual is evaluating over a series of recommendations, as
they may be tolerant of some inaccuracies i.e. a user may be satisfied with a session
without necessarily giving a positive rating for each video in that session.

Unlike the ratings, R and  show no significant difference between groups and
users when it comes to either accuracy or utility (see Table 3). The R-Score for
groups does vary in some cases, showing much higher group utility than user utility
for group A and a lower group utility than user utility for group D. In the former
case, group A has by far the lowest proportion of non-neutral item ratings, so
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Table 4 Utility (R Score)
and accuracy (Spearman’s )
scores for four system
configurations

SCBR SC

Mean R 

User Group User Group

Late No 11:42 10:20 0.08 0.09

Early No 8:37 8:20 0.19 0.19

Late Yes 9:80 10:53 0.08 0.08

Early Yes 9:03 8:78 0.12 0.13

perhaps this has an effect, although how is unclear. For accuracy, we see that each of
the rank correlations are positive, although relatively weak. It should be noted that
novelty has had negative effect on both accuracy and utility as we report it here. The
novelty multiplier deliberately pushes recently seen videos far down the results list.
As we have seen, the majority of these will have had a positive rating, and R and 

will be negatively affected as a result (Table 4).
With the recommender configurations, we wish to compare the two forms of

SCBR and to look at the impact of including SC. Thus, two important questions in
our experiments are (a) does altering the method of computing SCBR have an effect?
and (b) does integrating SC into the scoring function have an effect? In Table 5 we
examine the difference in four system configuration comparisons: comparing early
aggregation CBR with late aggregation CBR (i) and (ii); and comparing CBR with
and without content-based recommendation (iii) and (iv). See Table 6 for user and
group ratings according to system configuration and Table 4 for  and R.

For the base case (i) we find SCBRearly performs better than SCBRlate for , but
lower on all other measures. Thus our method for combining profiles into a meta-
profile before employing CBR similarity functions does not perform as well as a
minimum misery late aggregation approach in terms of utility or ratings, but has a
higher accuracy. Integrating SC (ii) appears to reduce the disparity between the CBR
approaches. In this case,  is still significantly higher for SCBRearly than SCBRlate, but
the difference is smaller. We also see the gap lessen for R and ratings, particularly
user-session ratings, where SCBRearly performs significantly better, producing the
highest ratings for user-session, group-session and group-item. It would appear that
SCBRearly with SC is somewhat of a sweet spot, balancing the individual and group
preferences in SC with the meta-profile used for SCBRearly.

Adding SC to SCBRlate (iii) appears to significantly hurt performance from a user
perspective, but not for groups. This is the standout case in which we observed a
difference in how users and groups respond to different experimental conditions.

Our results show that  is at odds with some of the other measures. For example,
configurations using SCBRlate have a higher R but a lower ; adding SC to SCBRearly

dis-improves  but performance improves across other measures. This intriguing
observation suggests it is possible that switching between late aggregation and early
aggregation CBR, or indeed using a weighted combination, would enable us to tune
the system by trading accuracy for utility.

After our trials, the facilitators participated in a semi-structured interview.
Two aspects we focused on were ease of use and perceived usefulness of the
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Fig. 7 Facilitators’ responses to usability questions

recommendations (see Fig. 7). The responses were positive, with all facilitators
agreeing that the system was satisfying and useful. They were also predominantly
positive about the ease and efficiency with which they could find those items
and the usefulness of those items. Some unstructured feedback emphasised the
requirement that speed, efficiency, novelty and accuracy are important, and even
the smallest delay or frustration with the system can have a negative effect, unlike
other applications where users are perhaps more tolerant.

7 Conclusion

In this chapter we have contributed a novel approach to recommending multimedia
content for use in group RT. We provided background and related work in the fields
of RT and recommender systems, motivating the work and outlining the limitations
of existing approaches. We introduced a series of design discussions and interactions
with stakeholders in order to design the interface and functionality of REMPAD, the
system we built and tested. The recommendation method in REMPAD is based on
a hybrid system using CBR recommendation, content-based recommendation and
search to satisfy user requirements. We developed and trialled this system over a
period of several weeks in residential care homes and have reported on the efficacy
of the proposed approach in terms of accuracy, utility and perceived usefulness.

We find, in general, a higher proportion of positive item ratings for individual
users than groups, reflecting the greater difficulty in recommending for groups. We
also find that session ratings are higher both for groups and users than individual
item ratings. These observations suggest that although it is harder to recommend
for groups than individuals, recommending a set or sequence of videos (as in our
sessions) may have significant advantages over single recommendations. We see
some variance for utility across groups and in general we find accuracy and utility
to be consistent between group and user ratings.



Video Content for Reminiscence Therapy 241

Our best performing system configuration uses a combination of an early
aggregation CBR and a learning-based content method, possibly reflecting the
richest representation of user and group preferences. We also observe that a late
aggregation CBR approach with minimum misery appears to favour utility, whereas
an early aggregation CBR approach favours accuracy. This potentially gives scope
to build a system which is tunable for accuracy versus utility.

Finally in interview feedback from users we learn of a unanimous satisfaction
with the system and a reinforcement of the initial requirements for a responsive,
accurate, efficient and easy-to-use system to support facilitation of RT sessions. This
is perhaps a strong motivation to focus on a utility as evaluation measure for systems
in this area.

For the work we have done to date, the features we used are quite specific to
the RT application and somewhat heuristic and so for future work we intend to
enrich our preference representations further, in particular using text features such
as TF-IDF. We will also expand our content collection and investigate the possibility
of introducing collaborative recommendation approaches. In order to enrich our
content collection we also will explore using other sources of video and other forms
of content. It would have been interesting to compare testing of REMPAD with
existing systems currently adopted by practitioners in Reminiscence Therapy but
there simply are none to compare against.

Overall we find recommending content for use in group RT challenging task
and one that is naturally suited to a recommender systems approach. A discussion
point that naturally falls out of our work is one of the relationship between
modelling group and user preferences. There is evidently an interplay between the
two, as, although the ultimate goal is individual therapy participant satisfaction
and successful reminiscence, this may not be possible without achieving group
satisfaction. Similarly, group satisfaction is likely not attainable without individual
satisfaction. This is an important question to address and provides an interesting
avenue for future research both for group RT systems and more generally in the
area of group recommender systems.
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Using Ontologies for Managing User Profiles
in Personalised Mobile Service Delivery

Kerry-Louise Skillen, Chris Nugent, Mark Donnelly, Liming Chen,
and William Burns

1 Introduction

In recent years, user dependence and reliance on smart-phone services has signif-
icantly increased in relation to advancements in developing miniaturised tech-
nologies. Such technologies focus on the use of smart-phones, tablets or wireless
sensors, which are embedded into our surroundings and used to realise the envi-
ronments that we inhabit on a daily basis [1]. Ambient Intelligence (AmI) refers
to the vision whereby people are surrounded by an environment that is capable of
responding to the needs of the people within it, and without their knowledge of it
occurring [2]. AmI can be described as a user-centric paradigm that works invisibly
to aid a particular user. Research within AmI has expanded and aims to deliver
reliable assistance in the form of adaptive environments. Within AmI, pervasive
technology has gained significant influence over how we use smart services.
Pervasive computing systems have the goal of providing assistive technology
‘on-demand’ which is embedded seamlessly into our surroundings. Such systems
have been considered as key enablers within the field of pervasive environments
and mobile service delivery. An environment can only be considered smart if the
underlying systems are able to understand a user’s activities and behaviours and
act upon these [3]. The vision of ‘invisible’ technology has sparked the growth of
personalised context-aware services, in the form of technology that can meet user
needs at different times, based on their current surroundings [4].
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Recent research within this area has highlighted a key challenge in providing
user personalisation through context-aware services. User personalisation refers to
the approaches used to enable the delivery of customised information or assistance
to a particular user, based on their unique preferences, needs or wants over
time [5]. Providing such a service raises several difficulties. These include how
to effectively manage and provide a high quality of service, how to accurately
represent and characterise unique human traits, and how to enhance the delivery
or feedback of personalised content to the user, via the advent of smart, mobile-
based technologies [3]. One of the most important elements of any personalised
service is its ability to provide the correct information to that particular user,
and adapt itself according to the changes in human lifestyles and/or behaviours
over time. While context-awareness is an important factor in creating applications
that are adaptable, it is not sufficient in providing an accurate representation of
a user’s changing characteristics when used alone. Similarly, the increase in user
dependence on mobile-based technologies has led to an increase in the need to
provide adaptable services ‘on-demand’. Consequently, this highlights the necessity
for user personalisation, particularly for the delivery of enhanced mobile service
delivery [6, 7].

2 Context, Context-Awareness and Context Reasoning

Context and context-awareness are two key concepts within the area of AmI. Both
terms were originally introduced in 1994 by Schilit and Theimer [8]. Their work
described context in terms of a person’s location, the change in objects surrounding
them and the appearance of nearby people. Context plays an essential role in the
running and management of a successful smart environment, where contextual
information is used to aid user’s activities at the right time and the right place.
A system is perceived to be fully context-aware when it can extract, use and
interpret relevant contextual information, and then further adapt this information to
the current context of use [9]. Environments equipped with context-aware abilities
can supply a user with information concerning their surrounding environment and
this information can be used to guide technologies to adapt to changing situations.

Contextual information is a fundamental element in any pervasive computing
system, in particular within mobile-based applications. To provide the user with
relevant information at the right time, the system must have a clear understanding
of what the context is. A context-aware system can then decide when an action
is to take place based on the information it has gathered. This could be the
action of alerting a carer remotely via a mobile phone if their patient has fallen
or the provision of personalised reminders (for example, to remind a user to
make an important hospital appointment) while they are out of their home. The
success of developing an accurate context-aware system relies heavily on its ability
to reason about raw data and infer meaningful information from this data. The
imperfect characteristics of context information highlight a need for some form of
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reasoning within a context-aware, mobile system. Human errors can decrease the
accuracy of contextual information [10]. Context reasoning is a central component
and can be used as a decision-making mechanism in any context-aware system.
A key challenge exists within current research to enhance current approaches
to reasoning for the purposes of providing a better representation of a user and
their surrounding environment. Many existing research studies focus on accurately
representing different users, based on where they are at any particular time, and
delivering services to them that reflect their needs.

Mark Weiser [11] first introduced the notion of pervasive technology in the early
1990s and described the term as invisible technology and devices that are integrated
into the daily lives of users, normally without the user being aware of it happening.
The emergence and rapid development of mobile technologies and adaptable user
interfaces has sparked research into enhancing user-based applications that are
personalised to suit human behavioural changes. This increase in context-aware,
mobile-based technologies has led to an increase in user dependence upon such
technologies; which effectively fuels the requirement to develop new methods of
user personalisation to cater for the growth in demand. Consequently, this has
enabled an increase in both the demand and need for user modelling for service per-
sonalisation. With a surplus of research conducted within smart home environments,
it is evident that there is significantly less work within the area of adaptable, context-
aware assistance for users that move between different environments [3]. Related
research emphasises the development and use of smart assistance primarily within
closed-world setting (i.e. within a confined environment such as a home). People
naturally lead active lives and are always moving around, therefore changing their
surroundings. The technology should therefore move with each dynamic situation
and subsequently adapt in different places. Issues do exist in providing an accurate
representation of a user within changing situations and in handling multiple and
varying user preferences. In addition to this, challenges still exist in modelling
conflicting user needs or wants within smart environments [9]. As the contextual
data surrounding a user will change rapidly from one environment to the next, the
mobile-based services offered must adapt accordingly to the user’s time, location
and environment and provide personalised help when required.

3 Context-Aware Modelling and Management

A context-model is primarily used to define the context of a situation, store the
relevant data and manage this data in a machine-readable form [12]. It can be
described as a schema, which precisely defines the relationships between various
entities, including any entity-relationships, instances, or properties that may exist.
By modelling contextual data within a defined model, we can then perform context
reasoning on this data to check for inaccuracies and illogical occurrences (e.g., a
wine cannot be both a red wine and a white wine at the same time). The quality
of a context model relies heavily on how it can represent the information that
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it receives, therefore by creating a richer model we can enable a more accurate
service within a context-aware environment that can both be maintained and
evolve with technological advances and increased knowledge. The development of
flexible, powerful and reusable context models is still a challenge in the existing
research [12].

To successfully adapt contextual information to a context-aware system, some
form of context modelling is required. Existing approaches to context modelling dif-
fer in the method by which the context is captured, how expressive the model is and
how well they can reason about data in order to extract some meaningful information
for providing a context-aware service to a user [10]. Such approaches include the
development of key-value context models, graphical-based models, logical-based
models, object-oriented models and finally, ontological-based models [10]. While
each model has the same goal of capturing relevant contextual information, they
differ in the processes they use to capture, analyse and reason about this information
to provide context-aware services.

A key-value context model can be described as the simplest way to model any
form of context data, through the use of key-value pairs. Key-value models are
commonly used within distributed service frameworks and use attributes to describe
the capabilities of a service and these are then matched with algorithms. These
models, while easy to implement, are unable to provide a sufficient data structure,
which can be used to accurately retrieve context from an environment.

Graphical context models have commonly been used (using the Unified Mod-
elling Language) as a generic structure that can be used to model context in
environments. While these models can be used to successfully represent context,
they are not good at handling ambiguous data sets and struggle with the incomplete
data and partial validation. Object-oriented context modelling makes use of object-
oriented techniques and has the benefits of supporting reusability and inheritance.
These models are based on the use of objects and the relationships between them
and use objects to represent various context types [13]. Logic-based models can
also be described as a series of facts, expressions and rules that are used to create
individual context models within an environment.

Recent advancements have introduced the concept of ontology-based context
models [14], which make use of a series of concepts and relationships to represent
contextual information inside a data structure. They are a popular choice due to
their expressiveness and support for reasoning. Ontologies are able to successfully
specify a context model’s core concepts along with sub-concepts and facilitate both
knowledge sharing and reuse within pervasive computing applications. The use
of ontologies to model context has been increasing and solves previous problems
from other models, such as dealing with inaccurate and inconsistent data, validating
data, and can be applied to various context-aware applications and mobile-based
services [15].
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4 User Modelling and Representation

Within context-aware environments, users can differ in terms of their needs from
that environment and also behavioural patterns can change over time. As a result,
context modelling alone is insufficient for providing a personalised service for a
user; this allows the notion of ontological modelling to be explored and used to
enable adaptable service delivery and feedback.

User modelling can be described as the process of characterising users and their
needs of a specific application domain and creating a data structure; that is, a
user model, that can then capture these user characteristics and behaviours [16].
Within any mobile, context-aware system, the characteristics of a user model are
the core components that facilitate a higher quality of personalised services being
delivered to a user. A successful user modelling system must be able to handle the
ability of making inferences (or assumptions) about a user, even if the information
gathered is incomplete, inaccurate or mistaken. There have been a number of studies
based on the requirements of an efficient user modelling system [17, 18]. Such
requirements include accurate user profiles to enable precise knowledge sharing,
domain independence to facilitate cross- system capabilities, expressiveness and
extensibility of user models and enhanced privacy particularly when handling
sensitive user information among different applications. Over recent years, two
main approaches have emerged with the domain of user modelling; these can be
categorised into data-driven and knowledge-driven [14]. While both approaches are
similar in their attempt to define a user’s profile, characteristics and preferences,
and each have the goal of maximising user satisfaction, they differ in the process
that they employ to fulfil these goals.

4.1 Data-Driven User Modelling

Data-driven approaches to user modelling typically focus on the use of statistical
or probabilistic analysis to explore the various relationships between the data and
user properties [19]. These approaches are often referred to as learning-based
approaches as they use machine learning and data mining techniques to detect
relationships between the environment surrounding a user and the sensors used
to collect user and context data. Predictions from such models have been used
to adapt the behaviour of context systems. Some well-known examples of data-
driven models have included the use of Bayesian Networks or Markov Models [19].
These models make effective use of learning-based techniques to modelling by
learning user needs and highlighting relevant correlations between sensor data and
context. Predictive models such as Bayesian Networks or Decision Trees make
predictions about a user’s wants and these are then used to adapt the system
behaviour to perform actions for the user or to provide user recommendations
based on previous knowledge [20]. User profile information can be declared as
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either static or dynamic. Static information usually consists of a user’s personal
information (i.e. information that does not frequently change over time) and the
dynamic information is information that will change over time (i.e. time, location,
preferences). Static information has previously been modelled using Attribute-Value
Pairs, first introduced in [21] where attributes are shown as facts that represent the
user and the environment.

One of the key issues with modelling static information alone is its inability to
provide a precise representation of a person, ultimately due to the fact that human
behaviours and actions change over time. Data-driven approaches typically focus on
the use of static information. Due to this limitation, they are therefore not suitable
for the domain of user profile management as there is a dynamic component within
user models that needs to be tracked. While data-driven modelling approaches
are popular within the area of pervasive computing, the focus has shifted towards
the use of knowledge-based modelling approaches. This has come as a result of
the increase in the use of mobile (smart-phone) technologies. Subsequently, this
increase has defined a need for knowledge engineering and modelling due to the
complexity involved in learning and representing user needs. This is particularly
apparent in dynamic environments where users are moving from one situation to
the next and therefore their needs change accordingly.

4.2 Knowledge-Driven User Modelling

Knowledge-driven approaches develop models of users and dynamically match the
user to the closest model available. They provide a representation of users via the use
of logical rules and apply reasoning engines (used to assume new information based
on previous knowledge) for the purpose of inferring personalised services from
the surrounding situation, user profiles and sensor inputs [22]. These approaches
are based on the use of logic or ontological reasoning and are commonly referred
to as specification-based approaches to modelling. These approaches make use of
expert knowledge and reason about that knowledge with data input by various
surrounding sensors. One of the issues in knowledge-based user modelling is how to
accurately represent knowledge (i.e. how to provide an accurate profile of a person).
Knowledge representation languages have frequently been used within the area of
context-aware computing and include languages such as XML, UserML, RDF and
OWL [23]. XML has been a widely used choice of model used due to its simplicity
and reusability. UserML can be defined as a common and powerful user model
exchange language, which facilitates communication between different context-
aware applications. Nevertheless, both UserML and XML are meta-languages that
don’t formally define knowledge semantics (i.e. meaning), which can lead to
difficulties when reasoning about important user data [24]. Two more commonly
used representation languages include RDF and OWL. These languages exhibit
strength in their expressivity when representing user information.
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Data-driven approaches remain a popular choice for modelling domain knowl-
edge, as they are less labour intensive than hand-building knowledge bases. They
provide an accurate representation of user data; however, they are usually user-
specific (i.e. focus on one particular user at a time), which can cause problems when
trying to accurately model multiple users (alongside multiple, changing prefer-
ences or behaviours) within pervasive environments. Furthermore, such approaches
fail to provide a scalable solution to modelling, particularly when compared to
more user-centric knowledge-based modelling approaches that have grown signif-
icantly in recent years. Existing research highlights a key issue involving how to
effectively represent human behavioural changes via the use of knowledge-based
user modelling techniques. Further to this, data-driven approaches to modelling
tend to focus on providing a representation of the ‘average’ person, rather than
identifying the unique characteristics of different people. Consequently, this can
prove useless within the context of an adaptable, pervasive environment [25]. Due to
their powerful ability to accurately represent knowledge and make inferences based
on existing information, ontological-based approaches to modelling are steadily
becoming a popular standard within the area of context-awareness. Advantages
of this approach include the ability to reuse knowledge, share existing knowledge
among other domains and reason about data to extract meaningful information [26].
These key elements make ontologies an ideal solution for use within mobile-
based, personalised user services. In particular, ontologies are able to efficiently
deal with both contextual information and user information by dividing themselves
into upper-level and lower-level hierarchies, enabling them to be used across
different application domain [3]. On the other hand, these approaches require expert
knowledge. For example, to initially populate the ontology models with basic
information concerning a user (i.e. how to create unique user profiles). While this
is important, using ontological models to represent people could overcome one of
the existing issues of interoperability among different context-aware applications.
Interoperability is a common issue with context-aware computing applications due
to the complexity involved in developing models that can be reused across different
application platforms [15]. After a careful conceptualisation and engineering pro-
cess, ontologies are effectively able to overcome such an issue. They can be used
to enable both syntactic interoperability (i.e. to allow two or more applications to
exchange user information) and semantic interoperability [i.e. to enable applications
to exchange meaningful information) of data and information [27].

Significant effort is required in the development of any context-aware, adaptive
system. A knowledge base consisting of the system users, domain knowledge and
context must be managed and integrated seamlessly into the core of the system.
While the user is the core aspect when considering the development of a more
personalised system, the contextual information that is received must be managed,
maintained and updated over time. Similar to the idea of a database management
system, user profile or model management occurs within the management layer of
any context-aware system, as shown in Fig. 1. It is here that user profiles and models
are stored and maintained. Above this, you can expect to find an adaptation layer,
which focuses on learning user behaviours or interests, and feeds new information
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Fig. 1 A hierarchy of layers used to model users, activities and context within the context of
adaptive applications. The key emphasis here is the use of user modelling, adaptation, reasoning to
enable application personalisation

back to the management layer where existing profiles/models can be updated. By
storing the user information within this layer it is possible to reason, query and
infer new information in addition to reusing information for different application
purposes. While a typical database management system primarily contains static
information, dynamic user profile information must be maintained and updated
frequently. This architecture was conceptualised and designed for use in context-
aware applications, where user profiles are modelled and adapted over time. Further
information on this work can be found in [28].

5 Ontological User Profiling for Personalisation

Ontology-based user modelling has grown in recent years and the process involves
the construction of a number of concepts related to a particular domain (for
example, the healthcare domain, structuring patient data), along with any number
of properties or relationships that link these concepts.

Ontologies are seen as a ‘representation vocabulary’, where these user concepts
are structured in a taxonomy based on various aspects. An ontology originates from
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the meaning of ‘being’ and has been used for several years by researchers to try and
make sense of their environment and their surroundings. Typically, ontology models
are structured into a hierarchical taxonomy, where the key domain concepts within
that area are found. Ontological models can be used by logic reasoning mechanisms
to deduce high-level information from raw data and have the ability to enable the
reuse of system knowledge. This is of particular importance when modelling user
aspects that can be remembered and reused for future services. For example, for
an ontology concerning a person, some key concepts would include the person’s
personal information, their preferences or health conditions. Ontological modelling
can therefore be referred to as the process of specifying these domain concepts,
properties and the connections or relationships between these. As these concepts
are organised into a hierarchical structure in terms of the properties they share, each
concept (or class) may have one or more parent classes and thus a hierarchy of
related data is formed [14]. Both data and object properties exist within each class,
which describe features of that particular class and any restrictions or rules placed
upon them [29].

Modelling via ontologies follows a specific process, which can be deconstructed
into various key steps. This includes firstly (1) the analysis of user characteristics
and needs in context-aware environments (i.e. gathering what the user wants,
their personal attributes and behavioural characteristics), moving onto (2) the
creation of various interrelationships among the ontology concepts, namely, users,
environments and services. The next step (3) is to establish the key concepts
that can model and represent these user aspects and also declare what properties
these concepts may have. Once identified, the process would then involve (4) the
classification of such concepts and properties into a hierarchy and finally (5) the use
of ontology development tools (such as Protégé [30] to encode these user concepts
and relationships, and represent them in a formal ontology language for use in
adaptive applications.

Personalisation (particularly for smart-phone services) involves the use of sev-
eral entities. These include the users themselves, the environment in which the
user inhabits, the surrounding contextual information and the interactions/causal
relationships between these entities [3]. User profile modelling can be viewed
as a core component within personalisation for mobile-based services. A user
model is a data structure that holds the characteristic attributes of users. This data
structure is usually referred to as a model that serves as a template for creating
multiple instances of user profiles for different people. These profiles are ‘digital
representations’ of data associated with a particular person [31]. To achieve such a
service that is both context-aware and user dependent, mobile-based services need
to focus on the needs, wants and behaviours of the user and therefore consider
user expectations from the system [31]. One of the challenges for a pervasive
computing system is to decide the ‘right’ information and provide it for the ‘right’
user at the ‘right’ time in the ‘right’ way [16]. To realise such on-demand services,
it is necessary to create user profiles within the system, with one user profile
corresponding to one particular user. A user model serves as a template (or data
structure) that maintains common user properties that are considered relevant for a
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user-adaptive application, including information such as user preferences, interests
and behaviours [22]. For each individual, their user profile can be created by
instantiating a user model with the individual’s personal attributes, for example,
their preferences, capabilities and interests. The generated user profiles can be
saved and therefore form the user profile repositories. User models are commonly
referred to as ‘behaviour’ models as they monitor user actions and try to discover
various action patterns in order to learn user behaviours and use these behaviours to
personalise context-aware applications. A well-known definition of the term ‘user
model’ comes from Kobsa in [32] who defines a user model as: “A collection
of information and assumptions about individual users which are needed in the
adaptation process of systems to individual actions of users.”

Nowadays, with the rapid development of user-adaptive, mobile systems and
applications, there is a growing need to build user models that can be reused
across different application domains. An example of this is presented in [22], which
highlights an issue relating to how to improve future user model interoperability,
where user adaptive systems within an environment could further co-operate and
interact with each other. Within a typical context-aware system architecture, both
user profiles and models are managed in the management layer. In the context of
pervasive computing, user modelling is a requirement to enable the full potential of
user models for mobile-based service delivery and adaptation.

5.1 Characterising Users Within Pervasive Environments

When personalising both the user’s experience and the service that is delivered
to them, modelling their personal profiles is a necessity. Personalisation can be
presented in the form of adaptive user interfaces (particularly for mobile-based
technologies), personalisation of information retrieval or service personalisation of
content for context-aware applications.

As previously described, user profile modelling acts as a core component to
enable the personalisation of content delivery in mobile-feedback applications.
Nowadays people have busy, changing lifestyles, where they move between different
dynamic environments seamlessly. People naturally move from their home environ-
ment to their workplace for example. The technology that exists must be able to
cater for typical human behaviours, particularly in such a fast changing world. As
people perform activities in different places, their behaviours, actions and needs
also change accordingly. For example, people who are going to their workplace
will normally be focused on planning the day’s tasks, whereas people travelling on
holiday will be concerned with directions or visiting tourist attractions.

Mobile-based technologies need to cater for the changes in variable human needs
and wants, and also adapt to the changes over time. For pervasive applications
that are user and context-aware, the technology needs to ‘understand’ the user
as a whole, and delivery assistance that is tailored to both their environment
and themselves [28]. Building specific user models (containing profiles) can be
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effectively used to facilitate the personalisation of adaptable applications. Human
behaviours and concepts can be broken into various sub-levels of granularity. For
example, a person may have a health condition, which can be split into a ‘cognitive
condition’ or ‘physical condition’ which subsequently can be broken down further
into the condition type or severity. The user’s profile must model as much of that
person as possible. The user profile should cover the person, their environmental
and temporal contexts to build an extensible model of user attributes, which can be
modified over time.

Core aspects that can be modelled in the ontology include the user’s contexts,
including their preferences, needs, wants, attributes and habits. Temporal contexts
refer to user locations and time-specific activities. Modelling what activities a
person performs at what times/locations can help tailor personalised mobile-
services according to the overall context. Finally, environmental-based contexts
refer to conditions surrounding the person. The core relationships between each
of these contexts can also be modelled within the ontology, consequently building a
comprehensive abstract view of different users.

A recent research study, described in [3] focused on the use of key focus
groups and various questionnaire techniques to extract, analyse and identify a
core set of user’s attributes to enable the creation of an extensible, dynamic user
profile ontology model. This work implemented a top-down design approach to
deduce low-level user concepts from higher-level concepts. As shown in Fig. 2,
the User Profile Ontology was designed to be extensible and interoperable among
different application domains, with its particular focus on the personalised delivery
of multimedia feedback within assistive applications (discussed further in [3]).

Figure 2 presents a fragment of the User Profile Ontology, where the key User-
Profile class refers to the core concept within the model. It is within this class that all
of the information concerning a particular user is held. Such information can include
medical details, personal information, preferences, habits and characteristic traits.
By building a relationship between these concepts, the ontology can be reasoned to
infer new information, which can then be used as a basis for service personalisation.

Fig. 2 An excerpt of the relationships classes listed in the User Profile Ontology developed in [3]
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In this model, each class will contain several sub-classes, linked via properties.
For example, a user will have a Preference class. This class may have various
subclasses, which could include the PreferredMediaType and PreferredLanguage.
To link these sub-classes, the PreferredLanguage class will be associated with the
UserProfile class via an object property called hasPreferredLanguage (also linked to
the User class). By adding different levels of granularity, mobile-based services can
be personalised to suit a person’s unique needs over time.

5.2 Ontological User Models and Profiles

Currently a very active research field, user modelling can be viewed as one of
the most challenging and fundamental components to configure when creating
adaptive, context-aware applications [28]. Ontology-based modelling is increasing
in popularity, particularly within the area of mobile service personalisation. Two of
the main advantages of using such an approach include their interoperability among
different applications and ability to enable knowledge sharing and reuse [33].

Within existing literature, there are a wide variety of ontology-based user models
and approaches available used primarily for context-aware personalisation. Some
examples of the ontological models include work in [27], which presented a
generic ontology-based user modelling architecture named OntobUM and GUMO,
which was introduced by Heckmann [34]. The idea of dynamic user profiles
was researched in [35] with the development of the User Profile Ontology with
Situation-Dependent Preferences Support (UPOS). Defined within OWL, the ontol-
ogy consisted of a series of sub-profiles, which categorised aspects of the user such
as their characteristics, preferences and interests and stored them. These sub-profiles
also enable meaningful conditions to be attached to them along with an extensible
user attribute vocabulary. According to each condition, a corresponding sub-profile
is added that contains all personalisation services or actions (e.g. put the mobile-
phone profile onto silent when in a work meeting). One of the key issues with UPOS
is that it generally only refers to a single context dimension, which doesn’t take into
account if the user has multiple, varying preferences within different environments.
Within a similar area, the Unified User Context Model (UUCM) [27] presented a
cross-compatible ontology user model, but did not cover an extensible coverage of
different users within changing environments.

Work by Von Hessling [36] described a user model where semantic user profiles
were created and then used within peer-to-peer type changing environments (i.e.
the user profiles were stored within a mobile device). The profile contained simple
entities such as user characteristics and interests. An advantage of such a model
is that it is within a mobile peer-to-peer network, thus enhancing the privacy and
interoperability of the model. This is particularly useful when considering how to
model users within dynamic situations, as the model can be stored onto a smart-
phone and capture changing dynamics. Other advantages of this approach include
its ability to produce a scalable solution to user modelling as the management of
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the user profile is conducted within their own mobile devices and so no central
store is needed. One of the key challenges highlighted with this model is that user
profile information must be manually organised. Within a context-aware setting,
this should not be the case, hence a key challenge that should be considered is how
to automatically manage user profile information after it is captured and how to
routinely reason upon this to provide personalised services to a user ‘on-demand.’

6 Challenges in Mobile Service Personalisation

There are several components that are required to work together to form a context-
aware system. Firstly, the system needs to know what is happening around it
so relevant contextual information from the environment is gathered, stored and
processed. As previously discussed, context alone is not enough when trying to meet
the needs of a user within a smart environment hence some form of user modelling
and representation is required. Nevertheless, the main aim of any context-aware
system is to be adaptable and successfully modify its content to suit user needs, via
service personalisation.

There are currently several challenges that still have to be addressed when aiming
to personalise a service for different users, particularly when using mobile-based
technologies. People tend to travel from different pervasive environments, and thus
the technology must be able to adapt to these changes and present personalised
services in relation to these. In order to personalise a service, service presentation
and functionality are two core aspects that need to be adaptable to user behaviours.
Existing problems include how to enhance the methods used to analyse user
information in pervasive environments (i.e. modelling the travelling user) and how
to infer (or assume) what the user needs at any time. Challenges also exist in
maintaining an accurately personalised delivery of content in real time, and how to
make changes to content upon learning differences in user behaviours over time [3].

In the next Section, we discuss the use of a ‘Help-on-Demand’ application and
associated approaches to user modelling, with the aim of overcoming some of the
challenges associated with current work within this field.

7 ‘Help-on-Demand’ Personalisation

The work within this Section presents research that has previously been undertaken
by the authors of this paper. This includes the development of a user modelling and
personalisation approach for the personalisation of assistive services to users within
pervasive environments.

When developing a system that is personalised ‘on-demand’, there are several
core components that enable an accurate and efficient service to be delivered to the
user at any time. Previous work from [3, 28, 37] has discussed in detail the use of



258 K.-L. Skillen et al.

ontologies as a means to provide adaptable, user-based services. In particular, the
work of the authors has focused on the development of an architecture and mobile-
based service called ‘Help-on-Demand’ (HoD). Working in collaboration with the
EU-funded research project MobileSage [38] , this work has developed a novel
user ontology and personalisation mechanism that can be integrated into various
context-aware applications, for the provision of personalised media feedback via
mobile technologies. MobileSage aims to provide users (older users in particular),
with personalised assistance through the advent of mobile services. The ultimate
goal is to enhance the quality of living through the use of personalised navigation,
reminders and adaptable interfaces. The project aims to facilitate the personalisation
of context-aware services as people travel between environments.

As presented in Fig. 3, the core components that enable this level of personalised
media delivery include the User Ontology Models (including User Profiles) for
characterising different users, the Personalisation mechanisms, which contain rules
and reasoning services and the Adaptation service that can modify content and
user interface design over time. Other components include the front-end mobile
application, where the user interacts with the system and the back-end content
management system, which is responsible for storing and retrieving the correct
content to be delivered to the user.

One of the key features of this work is its interoperability among several domains.
Ontology-based models incorporate a number of generic user concepts, resulting in

Fig. 3 The service-oriented system architecture, highlighting the core components required for
the personalisation of mobile-based services in context-aware environments
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an extensible, cross-compatible structure that can be used across many application
areas. These user models can be used to personalise the healthcare information
provided to patients according to their medical records, activities and previous
diagnosis, or be tailored to provide personalised travel assistance to users as they
move between different environments, enhancing their activities of daily living. The
User Profile Ontology from [3], along with other existing models, formally defines
user concepts using semantic (meaningful) information. Another key component
from this work is the use of a personalisation mechanism via rules and reasoning.

7.1 Rule-Based Personalisation and Reasoning

From existing literature, personalisation and reasoning can be divided into several
sub-categories. Such categories include the use of user profiling for personalisation,
content filtering to include collaborative and rule-based approaches, and content
modelling, as reviewed in [39]. Figure 4 illustrates some of the key categories
associated with the personalisation of user-based services in mobile technologies.
In particular, the popularity of rule-based personalisation has grown in recent
years, and works efficiently alongside the use of ontological user modelling and
profiling. Rules make use of domain level knowledge to enable the development
of causal relationships between user profiles and service delivery (for example, the

Fig. 4 Extract of the key categories associated with the personalisation of user-based services
within pervasive environments
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delivery of personalised media content through smart-phones) [3]. Personalisation
via rules allows mobile-based systems, in particular, to specify rules based on user
profiles (developed initially within ontology models) and apply ontological ‘if-then’
statements to these profiles to extract relevant information concerning a user action
or preference. Rules effectively rely on pre-defined classes of users to determine
which content or which service is presented to a user at any time [39]. The overall
effectiveness of using a rule-based approach to personalisation relies heavily on the
accuracy of the knowledge contained within the rule base (i.e. an ontology model).

Recent research has focused on the use of semantic technologies (via ontological
modelling) to enable user representation and personalisation. Advantages of using
semantic based approaches include their interoperability, the expressive power
of ontology-models and their ability to model complex relationships in different
domains of knowledge. Semantics enable applications to infer additional knowledge
about core concept. The core underlying components within the Semantic Web
include the use of metadata, logical rules and user-ontology models of information.
Researched conducted by Razmerita in [40] has focused on the development of an
ontological framework for modelling user behaviours in pervasive environments,
in particular focusing on modelling for personalisation. As an example, we could
model a user’s preferences and infer that they have a vision problem, should they
always select a media preference of ‘Audio’ while using a smart-phone application.

The Semantic Web Rule Language (SWRL) has emerged as a core rule-based
component within ontology models. SWRL is a combination of a rule mark-up
language known as RuleML and the standard Web Ontology Language (OWL) [40].
Particularly within the field of mobile-service delivery in healthcare, rule-based
personalisation can be used to define a set of logical expressions that can then
be used to deliver personalisation feedback at any time. Rules are simply logical
statements that are constructed based on operators such as variables. Within SWRL,
the conditions that are created within statements are evaluated to be either true or
false. If all of the pre-conditions within the statement are true, it will then lead to a
consequence. The consequence would be the output. For example, the consequence
of a rule may be to change the user interface of a smartphone to have a large
font-size, should the user prefer large text (as stated in their user profile or based
on usage data over time). This process is known as a ‘cause-effect’ relationship
and is more commonly described as a rule. Ontologies make use of SWRL rules
for personalisation, where they can be exploited to derive personalised delivery of
services or content via rule-based reasoning.

An example of a SWRL rule is presented in Fig. 5, where each rule consists of a
body (an antecedent) and a head (a consequent). These rules are stored simply as a
series of OWL individuals (instances of classes) within an ontology model.

A personalised service would involve a series of logical rules, the information
provided via user profiles in ontology models and context information from the
user’s surroundings. For mobile-based services users may make requests for help
via smart-phones or tablet devices within different environments (for example, a
user may request travel help when driving, or set up personalised reminders for
taking medication at specific times or places). Alongside the rules, reasoning is a
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rule ::= ′Implies(′ { annotation } antecedent consequent ′ )′
antecedent ::= ′Antecedent(′ { atom } ′)′
consequent ::= ′Consequent(′ ( atom } ′)′

UserProfile(?up), hasHealthCondition(?up, Blind)

HelpDelivery(PlayAudio), hasMediaType(PlayAudio, Audio)

Consequent (head)

Antecedent (body)

–>

Fig. 5 An example SWRL rule, taken from the user profile ontology in [3], which shows how a
user can have a medical health condition of blindness, where media will therefore be displayed in
audio format

requirement and is used to infer information based on existing content. Reasoning
engines store the user profile information and the rules, and perform forward based
changing when a user requests help. If a user makes a request, this is sent to the
personalisation services and contextual information is captured at this point. The
reasoning engine is then used to check if any antecedent of a rule is met before firing
a particular rule. The outcome, or consequence of that rule is used to fire additional
rules, if required. Forward changing therefore makes use of user behaviours and
context information in order to provide personalised service delivery, which is
environment dependent.

8 Conclusions

Within this paper, a comprehensive review of research was undertaken, within the
areas of context modelling, user profile modeling and personalisation in context-
aware environments. In addition to this, the paper detailed the conceptualisation
and development of a novel user profile ontology model and a personalisation
component for use in assistive services. We also highlighted existing literature
that focuses on the use of semantic rules, reasoning and inference for the per-
sonalisation of user-based services. The use of HoD services via MobileSage was
discussed, highlighting their research within this domain. Following from this, the
paper described a user profile model capable of enabling the delivery of context-
aware services through personalised media feedback and context-aware assistance.
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The component and model can be adapted to numerous scenarios through the
use of personalised semantic rule-based reasoning. To demonstrate the utility
of the service, a personalised HoD service is presented through a smart-phone
application. The personalisation service has been discussed via the use of semantic
web rules, reasoning services and ontology models.

The HoD service and associated user profile model described in this paper
have been adopted by the MobileSage research project for providing personalised
assistive services to older users as they travel. Initial evaluation results indicate
that the current application, utilising the personalisation mechanism and the model
provides a quick and accurate response to the test users within the study. Future work
will aim to carry out a more comprehensive evaluation of the profile automation tool
described in this paper. Consequently research will focus on the self-management of
Semantic rules via the development of a Semantic rule creation tool for use within
ontology models. The research will also focus on how to maintain identity integrity
through the adaptation of user models.
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Monitoring and Coaching the Use of Home
Medical Devices

Yang Cai, Yi Yang, Alexander Hauptmann, and Howard Wactlar

1 Introduction

Home medical devices (e.g. infusion pumps, inhaler, nebulizers, etc.) which are
used by patients at home on their own, are becoming more and more prevalent,
due to their cost-saving advantages. However, non-professional users, especially for
elderly people with cognitive decline, may sometimes wrongly operate a medical
device (e.g. not following required operating procedures). More seriously, the
device-use error can lead to fatal results. For example, according to [13], during
2005–2010, 710 deaths linked to the use of one kind of home medical devices,
the infusion pumps, which intravenously deliver life-critical drugs, food and other
solutions to patients. Therefore, it’s critical to have some external mechanisms to
supervise patient’s use of these devices and keep the use-error from happening.
One straightforward solution to this problem would be let a professional person
play the supervisor’s role. However, because it contradicts to the main objective of
home medical devices, i.e. reducing the cost, this solution is obviously infeasible.
Instead of using “expensive” human’s supervision, in this paper, we propose a
cognitive assistive system whose objective is to automatically monitor the use of
home medical devices.

The cognitive assistive system has two-fold functionalities: perception and
recognition. On one hand, the system should be able to perceive user’s operations.
Since various advanced sensors been developed in the past decades, we are able to
perceive user’s operations from many different aspects. For example, the Kinect1

1http://en.wikipedia.org/wiki/Kinect.
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that was invented recently can provide us not only the RGB information but also
the depth that cannot be captured by traditional cameras. On the other hand,
another important requirement for building a successful cognitive assistive system
is to be able to recognize the operations so that use-errors can be identified [9].
However, unlike the well-developed perception module, it is still unknown whether
the current techniques are mature enough to fulfill this requirement. Even though
many techniques have been proposed to recognize human actions [1, 6, 15, 16, 20],
none of them has been applied to recognize operations involved in using home
medical devices and therefore, we are not sure if they are adequate in such scenario.

Since the lack of corresponding database is the main reason causing the situation,
we construct a database (called PUMP) which was specially designed for studying
the use of home medical devices and present it in this paper. Particularly, we take the
example of patients using an infusion pump as a typical type of home medical device
operation for collecting this database. An infusion pump is a device that infuses
fluids, medication or nutrients into a patient’s blood stream, generally intravenously.
Because they connect directly into a person’s circulatory system, infusion pumps
are a source of major patient safety concerns. Because of this significant impact,
we used an infusion pump as the sample device. To collect the data we first define
an operation protocol for correct use of an infusion pump [7]. Then, each user was
asked to simulate the use of infusion pump for several times. Their operations were
recorded by three Kinect cameras from different views as shown in Fig. 1. Seventeen
volunteers participated in data collection and 68 multi-view operation sequences
were generated respectively. The operation sequences were then manually annotated
by locating the temporal intervals of all operations in each sequence. The database
will be released to public for research purpose.

Fig. 1 Examples of data recorded in PUMP database. The first row is the RGB data while the
second row is the corresponding depth data. All user operations were captured by three Kinect
cameras from different views
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Fig. 2 Comparison between four actions and corresponding extracted MoSIFT features [4]. Only
features in green box are relevant to actions by definition. (a) is “running” from [11], (b) is
“jumping” from [3], (c) is “hula hoop” from [18] and (d) is “turning a device on” recorded by
ourself (Color figure online)

After building the database, we then evaluate the recognition performance of the
existing approaches on the database. Even though using state-of-the-art approach
which demonstrates near perfect performance in recognizing general human actions,
we observe significant performance drop when applying it to recognize device oper-
ations. A subtle and overlooked unique characteristic of actions involved in using
devices restrains the performance of the existing action recognition algorithms.

The uniqueness is illustrated in Fig. 2. It shows four actions and the correspond-
ing extracted MoSIFT features [4]. The regions that are relevant to the target actions
are indicated by green boxes. Figure 2a–c show the actions of “running”, “jumping”
and “hula hoop” selected from three popular action recognition datasets [3, 11, 18].
For all three cases, most feature points in the whole frame are inside the green box.
Because the “noise” points outside the box are relatively few, it is safe to use all
features in the whole frame to model an action. However, as shown in Fig. 2d, for
the action “turning a device on”, a typical action in using a home medical device,
only a very small part of the features lies in the green box compared to all the
features extracted from the whole frame. In this case, it is no longer reasonable to use
all the features to represent actions, since the representation will be contaminated
by substantial amount of essentially random noise. Such differences in feature
distributions can be attributed to the fact that the relevant motion of the action in
Fig. 2d is non-dominant and with a relatively small area compared to co-occurring
non-relevant motion in the frame. We call this type of actions as tiny actions. Most
of device operations are tiny actions, because we usually operate a device only with
a body part, such as hand or foot, instead of the whole body.

To recognize tiny actions, it’s critical to focus on the local area where the
target action happens, namely the region of interest (ROI). Therefore, in the second
part of this paper, we introduce a simple but effective approach to estimating
ROI for recognizing tiny actions. Specifically, the method learns the ROI for an
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action by analyzing the correlation between the action and the sub-regions of
the frame. The estimated ROI is then used as a filter for building more accurate
action representations. The experiments show performance improvements over the
traditional methods in terms of recognition precision. Note that, the proposed ROI
estimation method can be used as a preprocessing step before applying any number
of existing methods in the literature of action recognition.

The paper is organized as follows. We first give a review of the related works in
Sect. 2 and then introduce the PUMP database in Sect. 3. In Sect. 4, we describe the
ROI estimation method for recognizing tiny actions, followed by the experiments on
the PUMP database in Sect. 5. We conclude our work and discuss the future work
at Sect. 7.

2 Related Works

2.1 Existing Action Databases

We give a review of current existing action databases and compare them to our
proposed one using three taxonomies: (1) RGB videos or RGB+Depth videos,
(2) single camera or multiple cameras and (3) significant action or tiny action.

2.1.1 RGB Videos Versus RGB+Depth Videos

The videos of most current databases are RGB videos captured by traditional cam-
eras, such as UCF50 [18], Hollywood2 [12], HMDB [10], KTH [21], Weizmann [3],
UT-Interaction [19] and IXMAS [24]. Thanks to the greater availability of
RGBCDepth cameras (e.g. Kinect), recently a few 3D databases which contain
RGBCDepth videos have been proposed. For example, the MSR3D [23]. Compared
to traditional RGB videos, the RGBCDepth videos preserve the additional depth
information which could be useful for action analysis. PUMP is a RGBCDepth
database.

2.1.2 Single Camera Versus Multiple Cameras

The single camera database refers to those recording actions only use one cam-
era each time, while each action in multi-camera databases was simultaneously
recorded by multiple cameras with overlapped views. Again, most of current
databases are single camera ones (e.g. UCF50, Hollywood2, HMDB, KTH, Weiz-
mann, UT-Interaction and MSR3D). There are only a few multi-camera action
databases have been published, such as IXMAS where each action was captured
by five cameras from different views. Since we use three cameras in PUMP, it is
therefore a multi-camera database.
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2.1.3 Significant Actions Versus Tiny Actions

We classify actions into two types in terms of their motion strength and relative
area compared to whole motion region. The motion of significant actions is strong
and dominant one compared to other co-occurred motion in a frame. In contrast,
tiny actions’ motion is weak, non-dominant and with relative small area. By this
definition, the actions in KTH, Weizmann, UT-Interaction, MSR3D and IXMAS
are mainly significant actions. For UCF50, Hollywood2 and HMDB, they contain
videos with both significant actions and tiny actions. As shown in Fig. 4, in PUMP
database, all actions are about hands operations, whose movement are weak and
only taking a small area compared to co-occurred motion on body, head and etc.
Therefore, they are all tiny actions.

2.2 Recognizing Human-Object Interaction

Accurately speaking, the action recognized in cognitive assistive system can be
further categorized as human-object interaction which is an important group of
actions recognition problems [1]. As [1] indicated, existing methods for recognizing
interactions between human and object can generally be classified into two classes
by judging if recognition of objects and actions are independently or collaboratively.
For methods falling into first categories, objects recognition serves the following
action recognition. For example, objects are usually recognized first and then actions
are recognized by analyzing the object’s motion. As for methods in second class,
object and action are recognized in a collaborate fashion and the recognition of
objects and actions serve each other. This work falls into the first category. However,
different from previous works, we novelly use the object (device) as a cue for
estimating the ROI.

2.3 Detecting Salient Region

Similar to ROI detection, salient region detection also finds a sub-region in an
image or video that is considered to be salient. However, despite the similarity,
their difference also worths noting. The saliency of a region is defined by its visual
uniqueness, unpredictability, rarity and is caused by variations in image attributes,
such as color, gradient, edges, and boundaries [5]. In other words, the saliency
detection is not task-dependent by relies on the above rules. However, the ROI
detection in visual-based coaching system is task-dependent. For example, the
region including device operations may not be salient, due to the weak motion, but
is of interest. Due to this difference, existing approaches for salient region detection
cannot be directly applied to solve our problem.



270 Y. Cai et al.

3 PUMP Database

3.1 Data Collection Methodologies

We selected the Abbot Laboratories Infusion Pump (AIM Plus Ambulatory Infusion
Manager) as an example of home medical devices for research. With the help of a
medical devices expert, we first defined an operation protocol for correct use of
infusion pump, as shown in Table 1. Then, as illustrated in Fig. 3, we set up a
“workplace” for data recording. Specifically, we used three Kinect cameras to record
user’s operation from three views: front, side, above. Before each time of recording,
an infusion pump with off-state, two refilled syringes and a box of alcohol pads were
prepared on the table.

Each user was asked to perform the operation following certain procedures
for several times. In each time, they followed either the exact same procedures
as described in Table 1 (correct operation protocol) or the predefined wrong
procedures (to simulate the use-errors). Table 2 listed four types of predefined wrong
procedures. They were different from the correct operation protocol by including
steps disordering and steps missing. During the data recording, there were videos
where users unintentionally deviated from the operation protocol they were asked
to follow. Since these videos in fact reflected the use error that user made in real-
life, we kept them in our database and provided additional error descriptions if the
errors they made not belonged to any of the four predefined errors (Due to the
limited space, we didn’t include the descriptions in our paper but kept them as an
independent file in the database).

Table 1 The proposed
operation protocol for correct
use of infusion pump

1 Turn the pump on

2–5 Press buttons to set up infusion program

6 Uncap pump tube end

7 Clean pump tube end using alcohol pad

8 Open arm port

9 Clean arm port using alcohol pad

10 Flush arm port using syringe

11 Connect arm port and pump tube end

12 Press “START” button to start infusion

13 Press “STOP” button after infusion

14 Disconnect arm port and pump tube end

15 Clean pump tube end using alcohol pad

16 Cap pump tube end

17 Clean arm port using alcohol pad

18 Flush arm port using syringe

19 Clean arm port using alcohol pad

20 Cap arm port

21 Turn the pump off
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Fig. 3 An illustration of data collection setting for PUMP database [8]

Table 2 The four types of
predefined wrong operation
protocols

W1 Switch step 6 and 7:

Disorder flushing using syringe with cleaning arm port

W2 Remove step 4 and 6:

Forget cleaning arm port and pump tube end

W3 Remove step 13 and 17:

Forget cap arm port and pump tube end

W4 Remove step 9 and 10:

Forget press buttons to start and stop infusion

Note that it only listed the differences between the correct
protocol and wrong one and non-mentioned parts were same as
correct protocol

Since some different steps in operation protocol were in fact the same actions, we
therefore categorized them into one action class. We further combined the classes
with same actions but operating different devices into one class, which finally leaded
to seven action classes. We listed the aggregated classes in Table 3 and gave the
snapshots of corresponding actions in Fig. 4.
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Table 3 The action
categories generalized from
operation protocol for PUMP
database

1 Turn the pump on/off

2 Press buttons

3 Uncap tube end/arm port

4 Cap tube end/arm port

5 Clean tube end/arm port

6 Flush using syringe

7 Connect/disconnect

Fig. 4 An illustration of seven action classes generalized from operation protocol of PUMP
database. (a) Turn the pump on/off. (b) Press buttons. (c) Uncap tube end/arm port. (d) Cap tube
end/arm port. (e) Clean tube end/arm port. (f) Flush using syringe. (g) Connect/disconnect tube
end and arm port
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Table 4 The inventory of
PUMP database

Video type OpenNI RGB Depth

View count 3

Participant count 17

Operation sequences 68

File count 204

File format ONI AVI AVI

Frame rate �20 20 20

Resolution 640 � 480

Average duration (m) 4.31

Total duration (h) 14.64

Disk storage (GB) 157 21 27

Note that due to the Kinect hardware issue, the
frame rate of OpenNI videos was not constant but
with little variation

Based on the generalized action categories, we manually annotated all sequences
by locating the temporal intervals of all actions in each sequence.

3.2 Database Statistics and Recording Details

There were 17 volunteers participating in the data recording. Each user was asked
to operate the infusion pump for four times with different appearances. Specifically,
two times were correct operations while the others two came from the wrong
operations. We finally constructed a database containing 68 operation sequences
where each sequence had three synchronized RGBCDepth videos recorded from
different views.

We adopted OpenNI2 for Kinect recording and stored the raw data in ONI file
format. To facilitate the use of this database, we also provided calibrated RGB
videos and depth videos extracted from raw OpenNI data in our database. In Table 4,
we show detail statistics of the PUMP database. The average video duration was
4.31 in and the total video duration was 14.64 h.

4 ROI Estimation for Recognizing Tiny Actions

4.1 Notations

Let .x; y; z/ be the coordinates of the corner index of a cuboid region, Aj be an
action of class j, M be the number of action classes. Let TAj.x; y; z/ be a density
map that describes the probability for a region at .x; y; z/ belonging to the ROI of Aj.
Specifically, we call TAj.x; y; z/ as the ROI template.

2http://openni.org/.

http://openni.org/
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4.2 Action-Region Correlation Estimation

Noticing the ROI for an action can be interpreted as regions that have strong
correlation with the action, we estimate the correlation between an action Aj and
each region at .x; y; z/ in the “3D” frame recorded by Kinect cameras.

To represent each region, we generate sliding windows starting from the origin
of “3D” frame and calculate the bag-of-words (BoW) [22] representation for each
cuboid window. To reduce the computation cost in following steps, we then apply
the principal component analysis (PCA) on the BoW of each window and only keep
the dimensions corresponding to the top K largest eigenvalues. The fisher score [2]
is used to estimate the correlations between each region and an action.

Let D
.x;y;z/;Aj

b and D
.x;y;z/;Aj
w be action class Aj’s between class distance and within

class distance [2] respectively for all regions at .x; y; z/ among all training data.

Then, D
.x;y;z/;Aj

b and D
.x;y;z/;Aj
w are defined as:

D
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where ı.z/ is an indicator function that outputs 1 if z is true and 0 otherwise, B.x;y;z/
k

is a set of BoWs of Ak at region .x; y; z/, �.x;y;z/ is the mean of BoWs at region
.x; y; z/ for all action classes and �

.x;y;z/
ı.kDj/ is the mean of BoWs at region .x; y; z/ for

action class Aj or action classes other than Aj(depending on if k D j). Then the fisher
score F.x;y;z/;Aj for an action class Aj and a region at .x; y; z/ is simply:

F.x;y;z/;Aj D D
.x;y;z/;Aj

b

D
.x;y;z/;Aj
w

:

If one region .x; y; z/ is highly correlated to action Aj, it will then have relatively

small within class distance D
.x;y;z/;Aj
w and large between class distance D

.x;y;z/;Aj

b ,
which gives large fisher score F.x;y;z/;Aj . Therefore, fisher score can be an indicator
of correlation between an action and regions.

By normalizing the fisher score at different regions, we get the representation of
the ROI template TAj.x; y; z/:

TAj.x; y; z/ D F.x;y;z/;AjP
x;y;z F.x;y;z/;Aj

:
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4.3 ROI Adaption and Noise Filtering

For a given input video sequence, we simply attach the ROI template TAj .x; y; z/ to
each frame of the video sequence. Then, all feature points with ROI score lower than
threshold � are removed. In this way, we model the action only based on features
in ROI.

5 Experiments

5.1 Experimental Setting

The total 68 videos are divided into two-fold and we in turn use one fold as training
and the other one as testing data. For each video, we extract the MoSIFT [4] as
low-level features and encode them into visual words [22] using a codebook with
vocabulary size of 1,000. Then three different methods are used for generating
the action representations (see Sect. 5.2 for details). SVM classifier with RBF
kernel is adopted for action classification and two-fold cross validation is used
for classification model training. Specifically, the training and testing is done
independently for each view. To evaluate the effectiveness of different methods,
the mean average precision (MAP) [17] which is the average precision (AP) over all
actions is computed.

5.2 Action Representation Methods

The bag-of-words model (BoW) is adopted for action representation. Each high
dimensional local feature point (e.g. MoSIFT) is first mapped to the closest cluster
center using the pre-trained codebook and then the cluster’s id is assigned to the
feature as “visual word”. After that, a pooling step is applied to calculate the
statistics of all the visual words in the video segment and represent it as vector with
same dimension of the codebook. This vector representation is called the BoW of the
video segment. In this paper, we experiment with three different pooling methods
for action representation as introduced below.

5.2.1 Whole Frame Based Pooling (WF-BoW)

Most of existing BoW-based action recognition approaches [4, 21] use this pooling
method. Namely, all visual words in the whole frame are aggregated together first
and the frequency for each visual word is calculated then. Finally, the normalized
frequency histogram is used as the final representation.
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5.2.2 Depth-Layered Multi-Channel Based Pooling (DLMC-BoW)

Since the videos are recorded by Kinect camera, then each feature point extracted
from the key frame has not only the x and y coordinates but also the depth z
coordinate. Based on this observation, in [14], z axis is first divided into several
depth-layered channels, and then features within different channels are pooled
independently, resulting in a multiple depth channel histogram representation. In
our implementation, we uniformly divide the depth space into five channels.

5.2.3 ROI Based Pooling (ROI-BoW)

In order to estimate the ROI, 200 � 200 � 100 pixels (in the order of x, y and z axis)
sliding cuboid windows with moving step of 40 pixels are generated and represented
as BoW by aggregating all visual words inside the cuboid window. We then apply
the PCA on the BoW of each window and only keep the dimensions corresponding
to the top 100 largest eigenvalues. After that, the ROI template is calculated using
the method described in Sect. 4.2. Note that, all these process can be done off-line.
At online testing stage, all visual words with ROI score lower than 0.5 are filtered
out and the final BoW representation is built only based on the left visual words
belonging to the ROI.

5.3 Experimental Results and Analysis

5.3.1 ROI Visualizations

To qualitatively evaluate the proposed ROI estimation method, in Fig. 5, we
visualize estimated ROIs for each action of all three views using density map where
higher intensity means high probability of belonging to be the ROI. Because the
cameras are put at different positions, the ROI for the same action but different

Fig. 5 The visualizations of estimated ROI for each action. Each row corresponds to one of the
three views. The action examples of different views can be found in Fig. 3
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views can be different. Comparing the action examples shown in Fig. 3 and the
corresponding ROIs in Fig. 5, we can find the estimated ROIs make sense intuitively.
For example, for the “front” view, the ROI is in the middle for action “press
buttons” while is on the right for action “Flush using syringe”. This is because
the “pressing buttons” always happen in the middle of the frame while for “flush
using syringe” users always need to take out the syringe from syringe bag which
is placed on the right side of the frame. Also, we can observe some of actions’
ROI are dense and sharp (e.g. “Connect/disconnect” in side view) while others are
relative sparse and soft (e.g. “Cap tube end/arm port” in front view). This difference
can be attributed to the different motion patterns of different actions. For example,
“Connect/disconnect” concentrates in a narrow area but the motion of other actions
like “Cap tube end/arm port” distributes in relatively larger areas.

5.3.2 Action Recognition Performance

In Table 5, we summarize the experimental results of three action representation
methods. For each method, the first three columns correspond to the performance on
three different views while the last column is the fusion results given by manually
selecting the best performance among the three views. The fusion results can be
interpreted as the best performance that the cognitive assistive system achieves using
that method. Comparing the average fusion results of three action representation
methods, we can see that the ROI-BoW achieves the best performance and improves
the MAP for 3.33 % compared with WF-BoW. DLMC-BoW has almost the same
performance as WF-BoW.

If we further compare three methods’ performance on each single view, we
observe a different performance changing pattern. For the “front” and “side” views,
both ROI-BoW and DLMC-BoW show significant improvements over the WF-
BoW. Specifically, on average, DLMC-BoW improves for 4.42 and 10.20 % while
ROI-BoW improves for 8.84 and 19.28 % on those two views. However, for the
“above” view, both ROI-BoW and DLMC-BoW don’t show improvement but in fact
slightly decrease the performance compared to WF-BoW. The reason causing the
inconsistent performance changing pattern on different views is illustrated in Fig. 6.
It visualizes of extracted MoSIFT features in example frames with the same time
stamp but different views for action “Flush using syringe”. Again, we use green
boxes to indicate the regions that are relevant to the target action. We can see that for
“front” and “side” views, only a very small part of the features lies in the green box
compared to all the features extracted from the whole frame, while most features
are inside the green box for the “above” view. Therefore, due to the difference
in camera positions, actions recorded by “front” and “side” cameras are always
the most typical tiny actions. Because both DLMC-BoW and ROI-BoW can be
interpreted as feature location based visual word weighting methods (DLMC-BoW
does it implicitly by using SVM to weight features at different depth differently
while ROI-BoW does it explicitly by hard weighting features inside ROI 1 and
outside 0), they are most effective when actions are typical tiny actions.
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Fig. 6 The visualization of extracted MoSIFT features in frames with the same time stamp but of
different views

However, even though ROI-BoW improves the performance significantly, if
looking into the absolute performance of each action, we realize only actions “Turn
the pump on/off”, “Press buttons”, “Clean tube end/arm port” and “Flush using
syringe” achieve reasonable high average precision while the performance of left
three actions is still low. To build an applicable cognitive assistive system, we have
to accurately recognize all the actions. Therefore, it still requires special effort to
further boost the performance of the difficult actions.

6 An Interaction Model for Coaching Use of Home
Medical Devices

Separate from the detection problem is the interaction model for dealing with the
user. The detection module, as described in the above sections, handles the analysis
of the camera feeds and reports whether or not a step has been detected as correctly
performed, and with what level of confidence. This is reported to an interaction
module. The interaction module will have prior knowledge what the typical average
confidence of the detection for the particular step is, what the acceptable sequences
of steps are, and what the importance is for each step based on the scale which we
will describe later. The user may also interact with the system to go through the
instructions by using a mouse.

6.1 Importance Levels

We assign four different levels of importance to each step in the procedure. The
interaction module functions differently for each step, depending on the level of
importance of that step. An harmless or obvious step would be one where is
unnecessary to warn the user if not performed, such as turning the system on. This
would be categorized as level 0 importance. A very important step would be placed
at Level 3 importance, which would require the system to make it hard for a user
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Table 6 Example of warnings and reminders at different levels of error importance and
confidence

Importance

Confidence Level 0 Level 1 Level 2 Level 3

High No action, Audio-visual Flashing audio- Red, flashing visual

green correction visual correction correction with loud audio

light information information and pop-up warning

Moderate Yellow Visual reminder Flashing audio- Red, flashing visual

light with soft visual reminder reminder with soft audio

audio with soft audio and pop-up warning

Low Yellow Visual Flashing visual Red, flashing visual

light reminder reminder with reminder with soft audio

only beep and pop-up warning

to ignore the error warnings issued by the system, e.g. by combining loud, flashing
audio-visual notification. Table 6 shows the different actions by the system given
their importance levels.

6.2 Event Detection Certainty

One of the ways to prevent user frustration with system miss-recognitions is to have
the system communicate what the certainty of its detection is, with appropriately
adapted feedback. The quickest way for a user to begin doubting and ultimately
ignoring the system, is to report an event as detected or not detected when (to
the user) it is clearly the opposite. To combat this, the system incorporates an
algorithm to decide whether an action is detected as incorrect or not detected. The
warning for a user error with a high enough confidence rating will be shown to
the user. Furthermore, the system adapts the presentation of the message to convey
the confidence level.

• Generally, moderate to high confidence detection of a correct step is only
indicated with a green light, without otherwise disrupting the user.

• Less confident detections of the correct step might be indicated in yellow.
• Moderate to high confidence detection of an incorrect action triggers a strong

warning
• Low confidence detection of an incorrect action would trigger a suggestion or

reminder, without commitment by the system that an actual error was made.
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6.3 Warning Levels

Instead of confusing the user with percentages of confidence in the event detection,
warnings will be presented appropriately to denote both error severity and confi-
dence levels. This will prevent the system from making blatant statements that might
contradict reality such as noting an event as not detected when to the user it clearly
happened. These confidence and severity appropriate warnings allow the system to
function usefully if it occasional events are misclassified.

7 Conclusion and Future Work

In this paper, we proposed a cognitive assistive system to monitor the use of home
medical device. To build such a system, accurately recognition of user actions is one
of the most essential problems. However, since few research has been done in this
specific direction, it is still unknown if current techniques are adequate to solve the
problem. In order to facilitate the research in this area, we made three contributions
in this paper. First of all, we constructed a database where users were asked to
simulate the use of infusion pump following predefined procedures. The operations
were recorded by three Kinect cameras from different views. All the data was
manually labeled for experimental purpose. Secondly, we performed a formal
evaluation of some existing approaches on the proposed database. Because we
realized current methods can hardly deal with tiny actions involved in using home
medical devices, we made our third contribution by introducing an ROI estimation
method and applying the ROI for building more accurate action representations.
The experiments show significant performance improvements over the traditional
methods by using the proposed methods.

Finally, we outline an interaction model how to handle different levels of errors
recognized with varying certainty and appropriately provide feedback to the user
reflecting the severity/importance of the mistake as well as the confidence of the
system in the correctness of the recognition.

Currently, we treat all the actions in operating home medical devices as indepen-
dent ones and recognize them separatively. However, it obvious they are mutually
related because they are operations in a procedure. Therefore, in the future, we
will focus on leveraging the inner relations between actions to further improve the
recognition performance.
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