Stephen T. Sonis Editor

Genomics,
Personalized
Medicine and
Oral Disease

@ Springer



Genomics, Personalized Medicine and Oral
Disease



Stephen T. Sonis
Editor

Genomics, Personalized
Medicine and Oral Disease

@ Springer



Editor

Stephen T. Sonis

Brigham and Women’s Hospital
Boston, Massachusetts

USA

and

Biomodels, LLC
Watertown, Massachusetts
USA

ISBN 978-3-319-17941-4 ISBN 978-3-319-17942-1 (eBook)
DOI 10.1007/978-3-319-17942-1

Library of Congress Control Number: 2015947129

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2015

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illulstrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, express or implied, with respect to the material contained herein or for any errors
or omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer SciencetBusiness Media
(Www.springer.com)



This book is dedicated to the memory of
Dr. Marco Ramoni, my friend, teacher and
collaborator.



Preface

Clinical applications of genomics and personalized medicine have transitioned
from being on a theoretical wish list to becoming a transformational driver of medi-
cal practice. In the mere decade since the completion of the Human Genome Proj-
ect, commercially available genetic tests now predict the behavior of certain breast
cancers, help establish effective doses of Coumadin, determine the toxic potential
of certain cancer drugs, or identify patients at risk for periodontitis. Many more
clinical applications of genomics are in the pipeline which will have impact as diag-
nostics, risk predictors, or treatment determinants. Furthermore, gene-based therapy
is maturing.

The mouth and its related structures represent a unique part of the human body.
It is the only site in which two hard tissues (teeth and bone), different types of
epithelium, and glandular tissue dynamically interact in an environment consist-
ing of a myriad of microorganisms that is constantly bathed in a heterogeneous
salivary fluid comprised of immunoglobulins, enzymes, and buffering agents. The
opportunities for genes to influence the behavior of cells, saliva composition, and
microorganisms are remarkable. Furthermore, the heterogeneity of its composition
predisposes the mouth to a wide range of infectious, neoplastic and autoimmune
diseases which range broadly in their frequency, severity and impact. And the mu-
cosa and bone are frequent targets of toxicities of a range of therapeutic modalities.
Genes govern the risk, course or response of almost every one of these conditions,
whether their etiology is natural or iatrogenic.

The objective of this book is to catalyze the application of genomics to the di-
agnosis and treatment of oral diseases by comprehensively presenting focused dis-
cussions on the current state of knowledge. The first section of the book provides
basic information about genetics, genomics, and personalized medicine and the
informatical methods available to apply and organize genetic data so that it has
clinical relevance. Recognizing the genetic robustness of the oral cavity, the intro-
ductory section also includes chapters on the oral microbiome and host genomics
and response to infectious agents. The next two sections contain chapters which
describe the genomics of specific oral diseases and conditions, including the ge-
netic basis for mechanism and risk of treatment toxicities associated with cancer
therapy and bisphosphonates. Four chapters focus on gene-based therapies and the
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viii Preface

pharmacogenomics applied to oral disease. The book concludes with a provocative
summary which describes a comprehensive vision of the melding of genomics to
personalized medicine and the potential actionable outcomes that will likely affect
clinical practice in the upcoming years.

Despite the biological complexities of many oral diseases, their heterogeneous
etiology, and the opportunity for the genome to impact their risk, course and re-
sponse to therapy, there is no comprehensive (or even incremental) discussion of the
topic among the many fine texts on genomics and personalized medicine. It is my
hope that this book will fill that void.

Stephen T. Sonis, DMD, DMSc
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Fundamentals of Genetics and Genomics

Stephen T. Sonis

Introduction

When we think about genetics, we typically think of patterns of inheritance that af-
fect us and our environment. Will our kids have blue eyes or brown? Is there a risk
of a particular disease in our family? Can I eat a gluten-dense pizza with impunity?
Rarely do most of us give much thought to the biological processes that control the
variables that impact phenotypes. But as more and more has been learned about
biology, and especially human molecular biology, it has become clear that almost
every physiologic function and risk of pathology, whether organic or behavioral is,
at least in part, genetically controlled. Genetics studies the individual genes, while
genomics is more dynamic in that it looks at the interaction between genes and
genes and the environment.

Historically, the diagnosis and treatment of diseases has been based on the belief
that if we effectively address the normal distribution of disease risk, diagnosis and
response to treatment, we’re effectively addressing the proper clinical problem. But
is this true? Probably not. What if you developed a drug that was incredibly effec-
tive for a deadly disease, but only for those individuals who had a specific gene to
metabolize the agent? And what if that gene was only present in 15 % of the popula-
tion? If you designed a classic clinical trial in which you tested your drug against a
placebo and only 15 % of the study population responded, the test might be deemed
a failure.

Gregor Mendel, that famous Austrian Monk with the peas, published his Laws
of Inheritance at around the time of the American Civil War. But it wasn’t until
1902 that an English physician, Archibald Garrod, made a connection between ge-
netic traits and disease risk when he noted familial patterns of an obscure condition
called alkaptonuria. And while DNA was described in 1869, it wasn’t until the early
1950’s that its role in mediating heredity and its structure were noted. Since then
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2 S. T. Sonis

major advances in cell and molecular biology, genetics and genomics have estab-
lished, not only the biological importance of the genome in affecting disease risk,
but also have provided major opportunities for the translation of genomic informa-
tion into clinically meaningful and actionable information. Genes have now been
associated with cancer and heart disease risk and also with how patients respond
to certain drugs, both therapeutically and in terms of toxicity or adverse reactions.

Recognizing the clinical potential of genomics, in 1990 the Office of Health and
Environmental Research of the U.S. Department of Energy set about establishing
the Human Genome Project. As described in a monograph on the topic by Palladino
[15], the HGP had eight objectives of which the first four were probably the most
directly relevant to clinical genomics:

» Create genetic and physical maps of human chromosomes.

 Identify the entire set of genes in the DNA of human cells.

* Determine the nucleotide sequence of DNA base pairs that comprise the human
genome.

* And analyze genetics variations among humans, including the identification of
single nucleotide polymorphisms (SNPs).

The objective of this book is to take a look at the most current information around
genetics as it relates to oral diseases and to understand how all of this sophisticated
science can be used in a way that ultimately is translatable to patients.

The Fundamentals: Chromosomes, DNA
and Genes (Figure 1)

The genetic epicenter of the cell is its nucleus. In humans (not all animals have the
same number of chromosomes) the nucleus contains 23 pairs of chromosomes of
which 22 pairs are similar looking and called autosomes. The remaining pair are the
sex-determining X and Y chromosomes (Fig. 2). Chromosome numbering reflects
size—one is the largest. If the number of chromosomes is abnormal because of a
consequence of faulty division, the result is an anomaly, often reflected as a defect
at birth. Probably the most common example is Down syndrome in which there are
3, rather than a pair of chromosome 21.

The most significant structural component of chromosomes is DNA (deoxyribo-
nucleic acid). Each chromosome contains a coiled strand of DNA which is wound
around an alkaline protein core of histones. The unit of DNA and histone forms a
fiber which is termed chromatin. One complete copy of a chromosome pair is des-
ignated as the chromatid and is joined to the other copy by the centromere.

If there is one molecule that is ubiquitously associated with genetics, it would
have to be DNA. The story behind the discovery of DNA, the realization of its role
in genetics and its structure and mechanism of action is among one of the most
compelling in the history of science and was comprehensively reviewed by Petter
Portin [16].
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Fig. 1 The basics. The nucleus contains 23 pairs of chromosomes which contain strands of DNA
wrapped around a histone core. DNA is composed of opposing strands (a double helix) joined
together by base pairs (adenine [A], guanine [G], cytosine [C], and thymine [T]. Base pairs always
join in a specific way: A-T or G-C. Each base is joined to a sugar phosphate backbone which
together (base, deoxyribose sugar, and a phosphate group) define a nucleotide. Courtesy: National
Human Genome Research Institute

Although it could be said that the DNA story culminated with the Nobel Prize
winning description of its structure by Watson and Crick in 1953 [21], at least half
a dozen other events were critical to its understanding [17]. At about the same time
that Mendel was working out his Laws of Inheritance, Freidrich Miescher (1869)
identified DNA from the nuclei of human white blood cells obtained from pus
which he called nuclein. Shortly thereafter, the botanist Edward Zacharias made the
link between nucleic acids and chromosomes. A critical discovery which localized
genes in nuclear chromosomes was made in the early 1900°s by Boveri and Sutton.
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The completion of the chain linking chromosomes, genes and DNA occurred while
World War II was raging. In 1944, in studies using pneumococcus, Oswald Avery,
Collin MacLeod and Maclyn McCarty working at the Rockefeller Institute con-
cluded that DNA was the carrier code and responsible for hereditary characteris-
tics. Shortly thereafter, Edwin Chargaff successfully established the proportions of
DNA’s nucleic acids (Chargaft’s rule) in which the amounts of adenine and thymine
were equal to each other as was the case with guanine and cytosine.

In 1953, Watson and Crick described the double-helical structure of DNA to
which we refer today (Fig. 3). Two strands DNA are composed of three fundamental
building blocks: a sugar-phosphate “backbone” for each strand (the sugar is deoxy-
ribose) bound together by reciprocal bases of adenine and thymine or guanine and
cytosine. The combination of phosphate-sugar and a base is termed a nucleotide.
The units of either A-T or G-C are called base pairs.

Genes are strung out long the length of each chromosome. Each gene is com-
prised of varying numbers of base pairs (see Table 1), but doing the math it’s clear
that there are many more base pairs than there are genes. In addition, the functional
part of a gene, that is that part of a gene that is actually responsible for coding pro-
teins represents under 10 % of the base pairs in the gene. The non-coding portion of
DNA was referred to a “junk DNA”, but recent studies have demonstrated that junk
DNA plays a role in a variety of functions having clinical significance including
disease and toxicity risk [3].
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Fig. 3 Putting faces with names. Gregor Mendel, an Augustinian friar, is considered to be the
father of modern genetics for his studies on inheritance at about the time of the American Civil
War. Soon after (1869) Friedrich Miescher isolated nucleic acid from the nuclei of leukocytes. It
wasn’t until 1944 that Oswald Avery noted that genes were composed on DNA. In a little over 9
years, Watson and Crick, aided by information from the chemist and crystallographer, Rosalind
Franklin, described the structure of DNA

Mutations and Variations in Genes

From a clinical standpoint, mutations and variations in genes play a big role in
determining patients’ risk of disease, how they respond to treatment or whether
they’re at high risk for certain drug toxicities or reactions. The fact that genes can
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Table 1 The numbers game [15]

Number of human chromosomes 22 pairs + 2 sex chromosomes
Number of human genes About 25, 000

Number of base pairs in human cells About 3 billion

Number of base pairs in a gene (average) 3000 (largest 2,400,000)
Number of single nucleotide polymorphisms (human) About 10 million

Frequency of SNPs Once in every 300 base pairs
Number of genes on each chromosome Varies by chromosome

change over time (maybe an extended period or acutely) in response to the environ-
ment in its broadest sense ultimately can influence phenotype. Changes in genes
are called mutations and, by definition, a mutation is an alteration of the nucleotide
sequence of a gene. Importantly, not all mutations result in disease, risk of disease
or bad outcomes. The clinical importance of mutations varies. While all mutations
are the consequence of nucleotide changes in sequence of a gene, some are subtle
so show up infrequently and others are dramatic. Mutations which impact protein
production in some way probably have the most impact clinically.

Mutations can be classified in a number of ways. Some describe their impact,
while others are more descriptive relative to DNA morphology. Not all mutations are
the same and not all have the same consequences. One way of classifying mutations is
based on their impact on protein function. In this scheme, there are four possibilities:

1. Among the most common mutations are those associated with loss of function.

Patients who have genetically-controlled enzymatic failures are representative of
this category. One example are patients who don’t have the enzyme to metabo-
lize cancer chemotherapy drugs like methotrexate or 5-fluorouracil [6, 5, 18].
These type of drugs are toxic in their own right. You can imagine what happens
when they’re administered and continue to build up and stick around because
the patient can’t eliminate them. The levels of toxicity that affect patients in this
category, like oral mucositis is horrific.
Another example of diseases associated with this type of mutation are the dis-
eases associated with inborn errors in metabolism [4]. A classic example of such
a condition is phenylketonuria (PKU). Kids with PKU lack the enzyme phe-
nylalanine hydroxylase which is critical to breaking down phenylalanine, a key
component of proteins. As a result, if a child eats foods containing protein, phe-
nylalanine accumulates and results in a range of symptoms and problems.

2. The opposite type of mutation may also occur in which there is a gain in function.
As noted earlier, patients with Down syndrome have 3, not 2, #21 chromosomes.

3. Novel property mutations are those in which a specific gene change results in
a clinical condition. Sickle cell anemia presents a good example [7, 13]. Sickle
cell anemia is the most common blood disease in the United States and it affects
thousands of patients worldwide. Due to a mutation of a single nucleotide (see
SNPs below) the production of normal hemoglobin production does not occur
and patients with the condition produce hemoglobin S.

4. Inappropriate gene expression characterized many of the genes identified with
malignancies.
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Mutations are also classified by changes that occur in placement or sequences of
DNA within a chromosome, both within genes and non-gene-bearing parts of a
chromosome as well. These types of mutations or variations in sequences are very
common. The most common variations that occur happen at the level of a single
base pair and involve a simple switch say, for example, for A-T to C-G [20]. Such
changes, when they occur in at least 1 % of the population, are termed single nucleo-
tide polymorphisms or SNPs (when you speak about them they’re referred to as
“snips”). There are over 10 million SNPs in the human genome; they occur about
once in every 300 base-pairs.

For the purposes of the subject of this book, SNPs become valuable when they
are linked to disease or toxicity risk. As you’ll see in subsequent chapters, technol-
ogy has evolved that allows investigators to detect SNPs in patients and to try to
associate them with phenotypes. Since SNPs are sourced from DNA, they are very
stable and present in all cells. Consequently, from a practical standpoint it is easy
to collect DNA—blood, scraping cells from the cheek, saliva are all good sources
of DNA [19].

Another type of mutation or variation is a consequence of structural differences
in the sequence of base pairs in the genome. Stretches of DNA larger than 1000
base pairs (1 kb) that are different than the number of copies found in the normal
population are referred to as copy number variants or CNVs [9]. CNVs can occur
when there are deletions or additions to sections of a chromosome. The clinical
significance of CNV relative to disease risk and treatment response is the subject
of active investigations, but it is not hard to imagine how modifying sections of a
chromosome might have an impact. So far, certain CNVs have been linked to risk
of certain cancers, infectious diseases [10].

Epigenetics

In our discussion of mutations, we’ve learned that changes in DNA structure pro-
vide mechanisms that potentially impact the risk and course of a disease or dis-
ease response to treatment. There is an alternative way that gene expression can be
modified that is totally independent of alterations in DNA structure—epigenetics.
In particular, epigenetic pathways offer a conduit for the interaction and effect of
environmental factors on host response and disease susceptibility.

Like mutations, epigenetic changes can affect gene expression (most often si-
lencing gene expression) and protein transcription. But unlike heritable mutations,
epigenetic modifications of gene expression provide a mechanism whereby envi-
ronmental factors can influence phenotype. Epigenetic modifications result from
four primary mechanisms which impact remodeling of chromatin:

*  DNA methylation results from the addition of a methyl group in a specific site on
DNA

» Histone modifications occur to the core structure of DNA (see structure of DNA
above)
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* Nucleosome positioning changes
* Non-coding RNA

As described above, DNA is wrapped around a histone core. Epigenetically driven
acetylation or methylation modifies cellular responses by altering the production of
transcription factors and subsequent gene expression [12]. The clinical importance
of epigenetic changes is potentially significant [2] as abnormal epigenetic patterns
can be identified in a range of diseases from asthma and chronic obstructive pulmo-
nary disease to cancers. It seems likely that epigenetics may have an important in a
number of oral diseases including periodontal disease and oral cancer.

Personalized Medicine

The concept of personalized or individualized medicine is not new [8, 11]. Clini-
cians (and patients) have long recognized that a ‘one shoe fits all” approach to treat-
ment is unrealistic. And yet clinical trial outcomes and many practice guidelines are
designed around data based on analysis of a mean response to treatment in which
a population of patients, defined by study inclusion criteria, is expected to react to
treatment in the same way. As accumulating data confirms, such an approach is bio-
logically naive. With the coalescing advances in science and technology, we are fast
approaching a point at which identification of risk and best treatment at the patient
level is both clinically and economically feasible.

For all stakeholders—patients, clinicians, and payers—the advantages to
individualizing treatment are significant and include determination of disease
risk, assessment of a patient’s likelihood to respond (or not respond) to a specif-
ic medication [1], and an appraisal of the probability of toxicities associated with
treatment choices. An accurate probabilistic determination of these elements would
enable a hierarchical guide to intervention and would be especially valuable when
best therapy was based on preventive strategies.

Let’s take a look at a non-oral very hypothetical example. Statins are used very
broadly to reduce the risk of hyperlipidemia and consequent cardiac disease. And
yet we know that not all patients are at equivalent risk of atherosclerotic heart dis-
ease and not all patients respond in the same way to equivalent doses of statins. Fur-
thermore, it is also clear that statin use is not risk free. Occasionally some patients
develop rhabdomyolysis, others liver damage. And, in 2010, $ 19 billion was spent
on statins in the U.S. and not all statins are the same cost.

With an ideal individualized approach, patients would be screened for risk of
atherosclerotic heart disease, response to each of the statin options, and for risk of
statin-related toxicity. If a patient was found to be at risk for AHD, a list of statins
would be produced with the top option being the agent with most likelihood of
efficacy, lowest risk of toxicity and best price.

How would this approach apply to oral disease? This book is full of examples,
but let’s focus on one that is very real and very current. Palifermin is a growth
factor that is approved for the prevention of oral mucositis (severe mouth sores)
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induced by chemotherapy administered prior to a hematopoietic stem cell trans-
plant. In order for palifermin to be effective, it has to be given intravenously long
before there are any visible changes in a patient’s mouth or before the patient is
symptomatic [ 14]. Of patients receiving this type of chemotherapy, about 40 % will
develop mucositis, but 60 % escape this terrible complication. The 6 dose course of
palifermin costs about § 10,000. In the absence of a way to predict which patients
will develop mucositis, the oncologist has two choices: treat all patients knowing
that 6 out of 10 will receive the growth factor unnecessarily or don’t treat any. But
if there was a way to predict mucositis risk, the clinician could selectively treat only
those patients who were likely to benefit. Aside from the clinical benefit of prevent-
ing mucositis in appropriate patients, targeting treatment would also save $ 60.000
spent on palifermin for those patients who didn’t need it.

The actual translation of theoretical genomics to the clinic is now a reality. There
are tests to assess the risk of diseases which are being actively marketed, including
one for periodontal disease, and others to predict response to treatment and guide
care. The field is expanding at a rapid rate; its impact will be felt throughout medi-
cine. Oral diseases are among the most common maladies affecting humans. As
described in the following chapters, personalized medicine and genomics will play
a significant role in the future diagnosis and management of oral disease.
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Background on Genomic-Based Technologies

Genomic-based results can provide a powerful snapshot of an individual’s state of
health and disease and lead the way for diagnostic solutions in the field of personal-
ized oral medicine. Identifying specific nucleic acids in either biological fluids or
tissue samples from patients with a particular disease state can reflect both acute
and chronic changes in diseased cells and tissue throughout the body and poten-
tially inform downstream treatment decisions. The recent refinement of existing
and current advancement of genomics-based technologies have allowed one to get
a snapshot of a person’s disease risks and status as revealed through DNA sequenc-
ing, DNA structural and gene expression analyses.

Genomic efforts over the past decade have identified an increasingly complex
list of potential genomic-based biomarkers using large-scale approaches as illus-
trated in Table 1. The need for novel genomics-based diagnostic methods that are
capable of measuring multiple analytes simultaneously are becoming critically
important. Unlike in the past, these tests can be performed quickly at a relatively
low cost, providing robust means of complementing current clinical best practices
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Table 1 Genomic-based biomarker types and corresponding methodology for biomarker dis-
covery and validation. Genomic-based biomarker types include: (1) chromosomal translocations
that are chromosomal rearrangements, involving the transfer of chromosomal segment to another
chromosome or different region of the same chromosome; (2) DNA amplification, is the increased
copy number of a chromosomal segment; (3) mutation that denotes a single nucleotide (point
mutation) substitution, deletion and/or insertion; (4) epigenetics, which involves the control of
genes without affecting their sequences (for example, DNA methylation leads to gene inactivation
or gene silencing); and (5) gene expression denotes the steady state number (qualitative or quanti-
tative) of genes in its transcript form at the time of the assay

Types of genomic- Methodological approach | Application (biomarker | Clinical
based biomarkers discovery or validation) |application
Chromosomal Karyotyping A% Yes
translocations FISH A4 Yes
QRT-PCR \% Yes
CGH BD In development
SOMA BD In development
DNA amplification FISH v Yes
aCGH BD In development
CNV-Seq BD In development
Digital karyotyping BD In development
(BAC)-end Seq BD In development
Mutation QRT-PCR A% In development
NGS BD In development
High resolution melt BD In development
Transcriptome-Seq BD In development
Epigenetics Bisulfite sequencing BD In development
Bisulfite pyrosequencing | BD In development
ChIP-Seq BD In development
ChIP-chip BD In development
Differential methylation BD In development
hybridization
SMRT BD In development
Gene Expression Microarray BD Yes
QRT-PCR A% Yes
RNA-seq BD In development
Digital PCR \ Yes
NGS BD/V In development

Validation V, Biomarker discovery BD

in patient care and promises to play an important role in furthering personalized/
precision medicine. To highlight the clinical utility of genomic-based studies, we
will discuss the evolution of a large-scale breast cancer study that demonstrates
the process from an exploratory phase to eventually, a commercially available di-
agnostic assay/test. Over the past decade, breast cancer research microarray stud-
ies have simultaneously assayed the expression profile of thousands of genes that
have led to the classification and risk stratification based on molecular subtypes
that include luminal A, luminal B, normal-like, HER2 and basal subtypes [1-3].
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Table 2 List of a few FDA cleared genomic-based assays/tests utilizing different genomic-based
technology types. To date, there are over 200 human and microbial genomic-based assay/tests
available. (For complete list, see http://www.fda.gov/medicaldevices/productsandmedicalproce-

dures/invitrodiagnostics/ucm330711.htm)

Genomic-based | Disease Assay/test name Company References
technology type
Cytogenetics Chromosomal Affymetrix cyto- Affymetrix inc. [78-80]
(Array-based) | abnormality Scan® Dx assay (Santa Clara, CA)
Hybridization Breast cancer Prosigna™ breast NanoString tech- [81]
cancer prognostic nologies (Seattle,
gene signature array | WA)
Microarray Occult primary | Tissue of origin Response genetics [35, 37, 82]
cancer (Los Angeles, CA)
Breast cancer MammaPrint® Agendia Inc. (Irvine, | [83-85]
CA)
Heart transplant | Allomap® molecu- | CareDx (Brisbane, | [86—88]
monitoring lar expression test CA)
QRT-PCR Prostate cancer | Progensa™ PCA3 GenProbe Inc. (San | [89]
assay Diego, CA)
Coagulation Factor V leiden kit | Roche diagnostics [90, 91]
factors Corp. (Nutley, NJ)
Drug metaboliz- | eSensor® warfarin | GenMark diagnos- | [92]
ing enzyme— sensitivity saliva test | tics (Carlsbad, CA)
warfarin
Sequencing Cystic fibrosis MiSeqDx cystic Illumina, inc. (San [93]
fibrosis clinical Diego, CA)
sequencing assay

These large-scale studies have provided pivotal information in which the final list
of informative candidate biomarkers were narrowed down to a panel of a dozen to
several dozen biomarker genes. The next phase is the development and commercial-
ization of molecular assay/tests that contain these gene content that improve breast
cancer risk stratification and support optimized treatment selection. As a result of
these studies, through vigorous periods of biological validation, molecular diag-
nostic tests are now commercially available that include the OncotypeDx® assay
(Genomic Health, Inc., Redwood City, CA, USA) and FDA-approved MammaP-
rint® (Agendia, The Netherlands) (Table 2), amongst others. The OncotypeDx®
assay for example, uses quantitative reverse transcription polymerase chain reaction
(QRT-PCR) to measure 16 cancer-related and 5 normalization gene transcripts from
formalin-fixed paraffin-embedded (FFPE) tissue samples. This assay quantifies the
likelihood of breast cancer recurrence in women with newly diagnosed early stage
breast cancer [4, 5], and it can also be used to identify estrogen receptor (ER)-
positive patients whose prognosis with hormonal therapy is favorable enough to
waive adjuvant chemotherapy. The MammaPrint® on the other hand, measures a
70-gene panel from fresh frozen tissue samples to calculate a risk score for de-
veloping metastasis [6—8]. Other assays are available for use with fresh frozen or
FFPE samples such as the Rotterdam Signature (Veridex Corp., Warren, NJ) [9], the
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Mammostrat® test (Applied Genomics, Huntsville, AL) [10], and the Breast Cancer
Recurrence assay (AviaraDX, San Diego, CA) [11].

Another important area in which genomic-based technologies have played a role
is drug development. The identification of specific genetic alterations that can be
targeted by specific drugs has become increasingly important in the current envi-
ronment of personalized medicine in reference to therapies and biomarker-driven
patient stratification. For example, this has led to regulatory approval for several
successful anti-tumor drugs for specific mutation classes, where the U.S. Food and
Drug Administration (FDA) approved “companion diagnostics” that use QRT-PCR-
based assays to detect specific BRAF V600 mutations for which the drugs would
be effective for patients with advanced stages of melanoma. These companion diag-
nostic assays proved to be a key factor for the approval and reimbursement policy of
the following drugs; Vemurafenib, Dabrafenib, and Trametinib. Mutated BRAF has
shown to be responsible for constitutive activation of the MAPK pathway and has
been found in approximately 50 % of melanoma cases. The drugs have significant
anti-tumor activity but should be avoided in non-mutant patients due to the lack
of efficacy. Unfortunately, the response is invariably followed by development of
rapid tumor resistance, due to evolution or selection of mutations that either create
alternative survival pathways or reactivate MAPK signaling [12]. It is clear cancer
treatment, which harbors multiple or sequential mutations resulting in simultaneous
activation of several pathways, will benefit from advanced molecular diagnostics
and longitudinal therapeutic monitoring. This demand exists for patient stratifica-
tion and selection in clinical trials and also for the downstream implementation of
appropriate reimbursement rules for drugs and coupled tests in health care systems.

The above examples in the diagnostics and drug development has been made
possible due to the technological advances in accuracy, sensitivity, specificity, rap-
id turnaround time, and streamlined workflow of analytic techniques such as mi-
croarrays, QRT-PCR, digital PCR (dPCR) and next generation sequencing (NGS)
methods that have taken center stage as they transition into the clinical space, as
indicated by growing number of FDA-approved in vitro diagnostics (IVD) based
on genetic technologies. Examples of these tests are shown in Table 2. This is also
attributable to the tremendous progress that has been achieved over the last 20 years
in upstream sample preparation methods using nucleic acids (DNA, RNA, miRNA)
for downstream genomics-based technologies.

For example, DNA sequencing has evolved from manual sequencing (based on
the Sanger sequencing method) to NGS that provides detailed information related
to the genome, transcriptome and epigenome. The enhanced NGS method allows
sequencing of few hundred base pairs/day to where an individual’s entire genome
can be sequenced within a week for a cost of about $ 1000. This increased scal-
ability allows evaluation of a patient’s DNA not only for tumor-related mutations
but would simultaneously assess the patient’s drug response, susceptibility to side
effects arising from therapy, and so forth. Furthermore, features have been incorpo-
rated into DNA sequencing to assess DNA structure (i.e. DNA methylation analy-
sis) that would provide, not only the patient’s allelic factors, but DNA structural
features that would affect the disease and treatment outcome.
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Although NGS field is evolving, other complementary genomic-based technolo-
gies have also seen significant progress that may alter future clinical applications.
Oral and oropharyngeal cancer diagnostics, for example, can be tested for the pres-
ence of HPV as a prognostic tool for managing the disease. The virus is currently
detected by either immunohistochemistry for HPV pl16 or by in sifu hybridization
for HPV DNA. Implementing genetic assays using QRT-PCR, one can obtain a
more robust (increased sensitivity and timeliness) results for managing such can-
cers. Similarly, comparative genomic hybridization (CGH) may be used to detect
DNA translocations, gene duplications and/or insertions and deletions that may be
associated with different diseases. In fact, one can envision monitoring systemic
diseases by way of salivary diagnostics, which can be implemented using any of the
commonly accepted and evolving genomic-based technologies. The adaptation of
novel genomic-based technologies for clinical use can be seen by the growing num-
ber of genomic-based tests cleared by the FDA for commercialization (http:/www.
fda.gov/MedicalDevices/ProductsandMedicalProcedures/InVitroDiagnostics/
ucm330711.htm). Recently there have been great advances utilizing genomic mate-
rial in prenatal medicine exemplified by companies, such as, Sequenom (San Diego,
CA) and oncology studies by companies such as Sysmex Inostics (Baltimore, MD)
and TrovaGene (San Diego, CA) [13, 14]. Together, these genomic-based technol-
ogies have the potential to discover and utilize current and new biomarkers for
clinical use (Table 1). This chapter will focus on an update of current and emerging
downstream analytical genomic-based technologies as related to molecular diag-
nostics that are currently available, how such technologies are being utilized and
what emerging technologies are awaiting entry into this robust and exciting field.

Genomic Isolation Methods

Many reliable nucleic acid extraction methods are streamlined, reliable and repro-
ducible so that all downstream studies utilizing genomic-based technologies are
more standardized and efficient. We will keep this section brief as is not the scope
of this chapter; however the way in which nucleic acids are collected for evaluation
is a critical step that should not be overlooked. As with all assays, the quality of
the sample being analyzed plays a vital role in the quality of the downstream data.
This is of particular importance when processing clinical samples: for example,
RNA degradation due to its inherent structural weakness as well as the abundance
of RNases that are found in biological systems. Sample preparation is a process
that can be simplified by parsing into several steps: sample procurement, sample
preservation and handling, nucleic acid isolation, library preparation for sequencing
and sample processing. Certain aspects of the process can also be automated using
robotics.

When collecting oral samples such as buccal cells, saliva or a tissue biopsy, the
oral micro-environment is rich in enzymes that are capable of digesting nucleic
acids, so implementing good laboratory practices (standardized operating protocols
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Table 3 Commercially available nucleic isolation methods for saliva samples. Isolation of nucleic
acids from saliva can be very challenging, there are a commercially available kits for research use
only and available for diagnostics (FDA cleared) purposes. Methods for (a) DNA isolation and (b)

RNA isolation from saliva are listed

Salivary col- Trade name Company Saliva Yield Ref.
lection method volume
(DNA)
(a) Salivary oral DNA sample preparation methods
Cotton Swab Buccal Amp™ Epicentre® (an |n/a 1-7 ng [94, 95]
(manual) Illumina com-
pany) (madison,
WI)
Cotton swab Salivette® Sarstedt Inc. 0.1-2.0ml |6 png [77,96,97]
(chewable) with or without | (niimbrecht
citric acid (fda | Germany)
approved for
cortisol testing)
Saliva (with pres- | OrageneDx® DNA Genotek 2.0 ml ~50 pg [98-100]
ervation reagent) | (FDA cleared) Inc. (kanata,
ontario, canada)
Buccal swab NucleoMag® 96 | Macherey-nagel |n/a 0.4 pg/pl [101]
(magnet beads) | Trace inc. (diiren,
Germany)
(b) Salivary oral RNA sample preparation methods
Saliva (with OrageneRNA® | DNA Genotek 2.0 ml 10-50 pg | [102]
RNA preserva- Inc. (Kanata,
tion reagent) Ontario, Canada)
RNAProtect® Qiagen GmbH | Scalable [103-105]
(Hilden,
Germany)
Saliva QIAZol® Qiagen GmbH | 200 pul 0.89-7.1 ng | [106]
(Phenol-Chloro- (Hilden,
form) Germany)
Trizol® Life technolo- Scalable [107]
gies (carlsbad,
CA)

for sample preparation) are needed when processing these sample types. Numerous
methods and kits are available for nucleic acid isolation that include organic extrac-
tion (phenol:chloroform), spin columns, and magnetic beads (Tables 3a, b). Mag-
netic beads are especially useful in processing multiple samples due to the ease with
which the beads can be incorporated into an automated system. As such, automated
workstations using magnetic beads (Table 4) are able to minimize human error,
improve consistency, and reliability. As technologies have improved from isolation
of nucleic acids and downstream analytics, saliva has been targeted for diagnostics
[15], prognostics [16] as well as biomarker discovery [15, 17, 18] due to the non-
invasive and unpretentious nature of its collection. The ability to use saliva for diag-
nostic purposes has been greatly enhanced by various reagents/buffers that permits
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Table 4 Nucleic acid sample preparation automation that complements downstream genomic-
based technologies. Automation helps streamline sample processing in a high-throughput manner,
thus allowing one analyze many samples in a short period of time. Quality of results are dependent

on following standardized protocols

Automated work Company Samples/ Time/Run(minutes) | Ref.

stations Run(maximum)

MagNA pure Roche diagnostics | 96 20-45 [108, 109]

compact (Nutley, NJ)

JANUS® Perkin elmer 96 120 [110]
(Waltham, MA)

SPRI-TE nucleic | Beckman coulter 10 N/A [111]

acid extractor (Indianapolis, IN)

NucliSENS® bioMerieux Inc. 24 40-60 [112, 113]

easyMAG® (Durham, NC)

EZ1 Advanced XL | Qiagen (Hilden, 14 20 [114]
Germany)

QuickGene 810 Autogen Inc. 8 10 [115]
(Holliston, MA)

for the preservation of nucleic acid found in the saliva such as OrageneDx®, which
recently received FDA clearance for IVD use in the United States.

As for downstream NGS applications, library preparation is required from the
DNA or the RNA (isolated from the samples) in order to provide sufficient amount
of template for sequencing reactions. DNA fragmentation is often accomplished me-
chanically, for example hydrodynamic shearing and sonication or enzymatically by
endonuclease digestion [19] while RNA fragmentation, in addition to mechanical
and enzymatic approaches, can also be achieved chemically [19, 20]. With NGS se-
quencing, generating relatively uniform-sized fragments with numerous overlapping
DNA reads assures the highest quality of data [21]. However, much sequencing bias
has been observed with NGS [22-25], due, in some part to the fragmentation method
used [26-28]. For instance, though mechanical fragmentation is often used to gener-
ate DNA library for NGS, similar DNA fragmentation bias was observed between
sonication, nebulization and ultrasound methods due to the physiochemical nature of
the DNA structure [28]. Upon fragmentation, DNA fragments are repaired to gener-
ate blunt ends, phosphorylated and ligated to platform-specific sequencing adaptor
(usually barcoded). If small amount of nucleic acid was used to generate the library,
optional amplification can be achieved using PCR [29], though low starting material
may prevent detection of low copy transcripts [30, 31]. Considering the time and ef-
fort required to perform and analyze NGS data, assessing the quality and quantity of
the library is highly desirable, which can be accomplished using traditional nucleic
acid methods such as spectrophotometry, agarose and poly-acrylamide gel electro-
phoresis. Absolute quantification can also be performed using digital PCR (dPCR).

The FDA has been active in developing standards for isolation of genetic material
as seen in their RNA sample preparation SOP (http://www.fda.gov/downloads/Sci-
enceResearch/BioinformaticsTools/MicroarrayQualityControlProject/UCM126818.
pdf) and assessing sample processing overview SOP (http://www.fda.gov/down-
loads/ScienceResearch/BioinformaticsTools/MicroarrayQualityControlProject/
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UCM126825.pdf). Incorporating established standardized methods to ensure high
quality would be advisable for obtaining consistent, clinically relevant data.

Genomics-Based Analytical Methods

Microarrays

Microarrays provide an unprecedented opportunity for comprehensive concurrent
analysis of thousands of genes, DNA molecules or nucleic acids. Various methods
such as optical, electrical, nanowire-based, magnetic, piezoelectric and mechani-
cal transducers have been developed. The term “microarray” refers to the orderly
arrangement, “array” of the probes of interest in a grid format used at the “micro”
scale. The genomics context for the term “microarray” often refers to a device/
platform where single-stranded DNA oligonucleotides (short sequences of nucleo-
tides) or “oligos™ are affixed to a solid surface. As many have experienced or read,
a microarray is a platform for analyzing multiple genes simultaneously. As with
DNA sequencing, microarray comes in many “shapes and sizes”. Generally, nucleic
acids are captured onto a platform (whether glass surface, beads, micro- and nano-
wells) and its presence is detected by several means, including hybridization to a
set of characterized oligonucleotides, PCR amplification or even by semi-conductor
approach. Furthermore, high-throughput microarrays have been incorporated into
areas as gene expression profiling to slicing/fusion analyses, tiling/full genome
coverage, DNA/RNA-protein interactions and comparative genomic hybridization
(CGH). A more comprehensive overview of microarrays can be found in a recent
publication by Trachtenberg et al. [32].

Microarrays have come a long way in reference to being a platform that can be
utilized in the clinical setting. Kuo et al. was the first group to report a large-scale
comprehensive cross-platform comparison of DNA microarrays [33]. Their results
demonstrated that greater inter-platform consistency was observed in highly ex-
pressing genes than in low expressing genes [33]. When the same microarray exper-
iments were performed in different laboratories, there was greater inter-laboratory
variability than intra-laboratory variability, demonstrating users also play a role in
generating different gene expression measurements [33]. The results suggested that
there are many platforms available that provide good quality data, especially on
highly expressed genes, and that, among these platforms, there is generally good
agreement. These results were confirmed by another large-scale initiative called the
MicroArray Quality Control (MAQC) project [34], spearheaded by the FDA.

After vigorous community criticism and evaluation, the FDA has cleared com-
mercialization of some microarray platforms for clinical use. For example, Monzon
et al. developed an Affymetrix GeneChip® test (Santa Clara, CA) for identifying
the source of occult primary tumors [35] that can identify metastatic tumors found
away from its tissue origin, thereby enabling diagnostics and targeted therapeutics



Current and Evolving Technologies 19

for metastatic tumors (of previously unknown origin). In a multicenter validation
study, the assay demonstrated high sensitivity (88 %) and specificity (99 %) in de-
termining the source of the occult primary tumor [36]. The FDA approved the test,
marketed under the trademark Response Dx: Tissue of Origin™ (Response Genet-
ics, Los Angeles, CA) is cleared for both fresh frozen and paraffin-embedded tissue
samples. Since commercialization, the test has proven to be effective for detecting
metastatic cancers of the head and neck squamous carcinoma [37] and gynecologi-
cal cancers [38], among others. Similar tests are demonstrating very encouraging
results in providing better treatment and outcome for patients [39].

ORT-PCR

Traditional methods for nucleic acid quantification like Southern and Northern blots
or traditional PCR are generally not accurate and have low sensitivity. In contrast,
QRT-PCR platforms provide a robust means of quickly quantifying genes of interest
and requires very small amounts of starting material. QRT-PCR is a widely adapted
method for rapid quantification of known genomic content, mRNAs and miRNAs,
in contrast to standard PCR, where the amplified product from designed primers
specific to the gene of miRNA of interest is quantitated during the PCR reactions by
a dye. In essence, this is achieved by fluorophores that fluoresces either by binding
DNA (SYBR Green) or are released by Taq DNA polymerase exonuclease activity
(probe-based including TagMan® (Life Technologies, Carlsbad, CA) and locked
nucleic acid (LNA™) (Exiqon, Vedbaek Denmark). The reactions are conducted
using any of the numerous commercially available QRT-PCR platforms such as
those from ViiA™ 7 system (Life Technologies, Carlsbad, CA), 480 LightCycler®
(Roche Applied Sciences, Indianapolis, IN) to CFX96 Touch™ (Bio-Rad Labora-
tories, Hercules, CA) platform that are versatile such that you can mix and match
reagents and primers from a variety of vendors to conduct both traditional SYBR
green and probe-based assays.

Furthermore, with the flexibility of QRT-PCR, gene-specific DNA mutational
analysis can be conducted. For example, Factor V Leiden Kit (Roche Diagnostics
Corporation, Indianapolis, IN) is a FDA-cleared QRT-PCR assay on the LightCy-
cler 1.2 (Roche Applied Sciences, Indianapolis, IN) platform that tests for the com-
mon point mutant variant of Factor V (http://www.accessdata.fda.gov/scripts/cdrh/
cfdocs/cfPMN/pmn.cfm?ID=K033607) (Table 2).

Digital PCR

Digital PCR (dPCR) is a novel method for precise quantification of nucleic ac-
ids that uses similar assay reagents as those used in QRT-PCR measurements, but
counts the total number of individual target molecules in a digital format [40, 41].
It is gaining acceptance in the field due to its superior sensitivity and precision
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providing absolute quantification of the low abundance RNA biomarkers. Recently
a number of manufacturers have commercialized dPCR platforms using various ap-
proaches, all with the goal of providing improvements to legacy QRT-PCR methods
[42-45].

Currently, there are three dPCR approaches: fluidic circuits, BEAMing and drop-
lets. The three platforms differ in how the transcripts are partitioned. The integrated
fluidic circuit platform for dPCR is commercialized by Fluidigm’s BioMark™ HD
(Fluidigm, South San Francisco, CA) system that utilizes a fluidic circuit model
[46], where the sample is partitioned into hundreds of reaction panels (or circuits)
consisting of nano-liter reaction volumes. Fluidigm’s Digital Arrays are able to si-
multaneous process 48 and 96 samples simultaneously. The technology is flexible
enough to accommodate, in addition to gene expression analysis [47, 48], SNP ge-
notyping [49] and copy number variation analysis [50-52]. BEAMing digital PCR
was developed in the laboratory of Dr. Vogelstein and is commercialized by Sys-
mex Inostics. BEAMing (beads, emulsion, amplification and magnetics) consists
of beads coated with forward primers for the transcript of interest. Emulsion PCR
is performed such that single transcript initiates PCR on a single bead. As the PCR
cycles, newly formed DNA, in turn, are captured by another primer on the same
bead, whereby localizing PCR amplification of a single template to a single bead.
The PCR products are labeled and the beads are analyzed using flow cytometry
[53, 54]. This technique has also been used to detect and quantify mutant DNAs in
circulating tumor cells [55, 56] in addition to tumors [57, 58]. The third approach is
droplet digital PCR (ddPCR) that involves partitioning the PCR reaction into tiny
droplets where PCR occurs. Current systems are able to partition the PCR master-
mix into 20,000 x 1.0 nl reactions by QX200™ Droplet Digital™ PCR system (Bio-
Rad Laboratories, Hercules, CA) or millions of 1.0 pl reactions by the RainDrop®
digital PCR system (RainDance Technologies, Billerica, MA) [59]. Using ddPCR,
researchers are able to detect mutations at levels as low as 1:100,000 (mutant to
wild type ratio) [60].

Next Generation Sequencing

NGS has already had a revolutionary impact on all fields of biology, and gives sci-
entists the ability to economically and rapidly determine exact sequences of DNA
and RNA molecules at the scale of the organism (such as an individual’s entire
genomic sequence), a single cell from an organism (such as a normal or cancerous
liver cell), or even single DNA or RNA molecules (such as circulating DNA and
RNA fragments in blood plasma). The NGS term is interchangeable with “high-
throughput sequencing”, “massively parallel sequencing”, and “deep sequencing”
that describe a rapid, inexpensive way to generate mega- and/or giga-base sequence
reads with each run. Some of these methods are further evolution of the traditional
Sanger sequencing methods, whereas others bring novel approaches to determin-
ing nucleic acid sequences. In contrast to other genomic-based platforms, NGS
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technologies provide an unprecedented opportunity to sequence thousands of genes
concurrently to identify clinically relevant miRNAs [61] and genetic alterations
including mutations [62]. This capability is being used to not only identify patho-
logical mutations in the genes of individuals with inherited disorders (in which the
DNA does not change much over the lifetime of the individual) but is also being
used to rapidly and urgently identify important mutations in primary and metastatic
tumors [63, 64].

In the 10 years since the first human genome was sequenced, there has been a
million-fold drop in the cost of genome sequencing and 1000-fold increase in speed
(10 years for the first genome to less than a week today). Different approaches have
emerged to take advantage of this revolutionary technology platform. For instance,
in a gene discovery mode, where it is unclear which genetic alterations are respon-
sible for a given disease, it may be beneficial to sequence the entire genome of an
individual or sets of individuals with the same disease. Alternatively, at the clinical
end of the spectrum where it is clear that mutations in certain genes (such as cancer
oncogenes) will cause disease, NGS technology may be used at lower cost and/or
time to sequence specific limited sets of known genes to look for mutations in only
these disease-specific subsets of genes in the human genome and may represent a
more practical approach in a clinical setting. These are known as “Targeted NGS
panels”. In the following section, we will describe briefly the different NGS plat-
forms that are currently commercially available.

NGS Platforms

Prior to the development of NGS, DNA sequencing was performed, predominantly,
using the Sanger sequencing method, otherwise known as the “chain-termination
method [65, 66]. DNA sequencing by the chain-termination method is achieved
by performing four separate reactions in parallel with each reaction consisting of a
nucleotide analog that inhibits DNA polymerase. The DNA fragments generated in
each reaction is resolved adjacent to each other on a slab gel. As the fragments in
each reaction are terminated due to an incorporated nucleotide analog, the identity
of the last nucleotide in each fragment is known. By resolving them adjacent to
each other, the positions of the nucleotides are identified with respect to each other.
Initially, de novo synthesized DNA containing the inhibitory analog (at the 3’ ends)
was resolved in parallel using slab gel acrylamide electrophoresis. In the hands of
trained personnel, the method is robust, providing accurate DNA sequences. How-
ever, typical sequencing (from sample prep to sequence deduction) required several
days (including 12—16 h for resolving the DNA strands by electrophoresis) and the
sequences generated are relatively short (<1000 bases). Manual DNA sequencing
gave way to automated sequencing, commercialized by Applied Biosystems, now
part of Thermo Fisher Scientific. Coupling the nucleotide analogs to various fluo-
rescent dyes allowed for a single reaction that was then resolved by capillary elec-
trophoresis with each dye (detected using a laser sensor) representing the terminal
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ends of de novo synthesized DNA strands [67, 68]. Though capillary electrophore-
sis allowed for a faster, user-friendly method for sequencing DNA, it took numerous
collaborators over 13 years and billions of dollars to sequence 3.3 billion bases of
the human genome (http://www.genome.gov/10001772#al-2). Table 5 summarizes
an evolution of different sequencing technologies and their technical differences
and similarities.

Pyrosequencing

Pyrosequencing is based on a method developed by Pal Nyren’s group [69]. The
method relies on pyrophosphates (PPi) that are released when nucleotides are incor-
porated during DNA synthesis [70]. Released PPi are detected indirectly as sulfu-
rylase combines PPi with adenosine 5’-phosphosulfate to produce ATP. ATP is then
used by luciferase to emit light that is captured by luminometer or CCD camera.
In pyrosequencing, the sequence identity is captured by simply passing specific
nucleotides through the reaction. Light is generated with each nucleotide that passes
through the reaction and is a positive identifier of the sequence. The intensity of the
light generated is directly proportional to the amount of PPi released. Therefore,
two identical nucleotides adjacent to each other would emit twice as much light
as a single nucleotide. In practice, as seen implemented by the 454 sequencing
platform (Roche Applied Sciences, Indianapolis, IN), each DNA clone is captured
on a single bead. Each bead is captured in a pico-titer plate where each well only
accommodates a single bead. The plate is harnessed in a microfluidic chip to allow
for uniform chemistry and individual nucleotides are passed through the chip with
successive washes. Using this approach, a single run can generate approximately
1,000,000 reads in 23 h with average read length of ~700 bps. The 454 platform
has been discontinued as of late 2013 and will stop their technical support as of
mid-2016.

Sequencing by Synthesis

Sequencing by Synthesis (SBS) is a method that combines the DNA cluster tech-
nology developed Pascal Mayer and Laurent Farinelli together with a reversible
dye-terminator chemistry originally conceptualized by Shankar Balasubramanian
and David Klenerman [71]. The chemistry takes advantage of reversible DNA poly-
merase inhibitor nucleotides developed by the scientists at Solexa, now Illumina
(Illumina, San Diego, CA). The DNA polymerase stalls after incorporating a single
nucleotide that is coupled to a nucleotide-specific dye that acts to inhibit DNA poly-
merase. The DNA polymerase resumes the next nucleotide incorporation upon re-
versing the inhibition through cleavage of stereo-inhibitor, in this case, a dye. The
dye is detected, thereby identifying the incorporated nucleotide. The chemistry was
made “high-throughput” by combining with the DNA cluster technology. The DNA
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fragments are immobilized to a primer attached to a solid surface and clonally am-
plified, thereby creating a “DNA cluster” or a spot on a glass surface. The amplified
DNA then serves as template for the step-wise DNA polymerase activity.

Sequencing by Ligation

The SOLID system from Applied Biosystems (Life Technologies, Carlsbad, CA),
now part of Thermo Fisher Scientific’s NGS portfolio, uses the ligation method for
sequencing. The system was first developed in George Church’s laboratory [72].
The key to sequencing by ligation involves the generation of DNA library using
Mmel restriction digest to generate paired “genomic” tags of 17-18 bps each. The
unique tags are flanked by three adaptors that are used as a template for the an-
chor primers, required during sequencing. The DNA library amplification, similar
to pyrosequencing, is performed on beads in an emulsion PCR reaction, with each
bead representing a single DNA clone. The capture beads are used to isolate the
clonal beads. The resulting beads with clonally amplified DNA fragments (tags)
are spread on a solid surface where the sequencing is performed. Unlike other se-
quencing strategies, sequencing by ligation does not require DNA polymerase dur-
ing sequencing, instead, a ligase that ligates the incoming nonamer to the anchor
primer. The sequencing cycle then proceeds as follows: (1) hybridization of anchor
primer; (2) ligation of degenerate nonamers (4 unique nonamers with fluorescent
dye representing each); (3) four color imaging for sequence identification; and (4)
stripping (denaturing) anchor primer:nonamer complex from the DNA template.
The specificity and identity of the DNA sequence is determined as the nonamers are
identical except for the single base (at the same parallel position). By cycling with
nonamers with unique identifiers at various positions, the sequence of the template
is identified. The resulting sequence has 99.99 % accuracy and able to generate
gigabytes of sequence in a single run.

Ion Semiconductor

The two by products of nucleotide incorporation during DNA synthesis are PPi
and hydrogen ions. As discussed above, pyrosequencing uses PPi detection for se-
quencing DNA. Ton Torrent (Life Technologies, Carlsbad, CA), also part of Thermo
Fisher Scientific’s NGS portfolio, on the other hand, developed a highly sensitive
method of measuring H+ ions generated during DNA synthesis. As with pyrose-
quencing, single clonal beads are captured in each micro-volume wells and cycles
of single nucleotides are passed through the device. Unlike pyrosequencing, a semi-
conductor layer under each well measures and converts the pH change to voltage
when H+ ions are released [73].
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“Third-Generation” Sequencing

Though NGS technologies have been in the market for a relatively short time, “third
generation” sequencing technology has already been introduced to the public. Be-
low we describe two of the most commonly used platforms.

Single-Molecule Real-Time

Single-Molecule Real-Time (SMRT) DNA sequencing technology (Pacific Biosci-
ences, Menlo Park, CA) determines and captures the sequencing activity of the DNA
polymerase to provide the sequence identity. In short, DNA polymerase:template
complex is captured in a nano-photonic visualization chamber, coined zero-mode
waveguide chamber. As each nucleotide is added to the new strand, a fluorophore
that is coupled to each nucleotide is released, allowing photo-detection of the incor-
porated nucleotide in real time. The technology builds on the zero-mode waveguides
first developed by Levene et al. [74]. They demonstrated that for single molecule
visualization of an enzyme like DNA polymerase, the detection volume must be
considerably small. In part, this allows for the micro-molar ligand concentration, as
require for physiological enzymatic activity due to ligand diffusion to the enzyme.
Additionally, the reduced volume is necessary so the released fluorophore may
diffuse rapidly away from the enzyme. By capturing the DNA polymerase:DNA
template complex to the bottom of a transparent chamber and allowing light to
penetrate through the bottom 20—30 nm of the chamber, the resulting setup provides
real time capture of enzymatic activity with very little noise [75]. By tagging the
nucleotides with fluorophores that are cleaved when the nucleotide is incorporated,
the sequence identity is revealed. The SMRT® technology to date has the longest
read length (thousands of bps) compared to any current NGS technology.

Nanopore DNA Sequencing

Nanopore DNA sequencing is based on a nanopore biosensor technology, as de-
vised by Kasianowicz et al. for nucleic acid sequencing [76]. In their work, Ka-
sianowicz demonstrated how single stranded nucleic acids were able to traverse
through ion channels embedded in a lipid bilayer. As a result of their work, Oxford
Nanopore Technologies (Oxford, UK) was able to harness the concept and develop
a new DNA sequencing platforms (GridlONTM and MinlONTM). The technol-
ogy, as hypothesized by Kasianowicz et al., allows single stranded nucleic acid to
traverse through an ion channel under a current. An unoccupied ion channel allows
the current to flow through and a sensor coupled to the channel measures the cur-
rent as nucleic acids traverse through (and inhibit the current in) the nanopore, with
each nucleic acid blockage of the pore providing a unique “ion current signature,”
thereby providing real-time sequence reads that is limited only by the structure and
length of the DNA.
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Sequencing NGS Methods in Development

The future of sequencing looks even brighter. Current and new technologies such
as tunnel-current based single molecule DNA sequencing, advanced hybridization
technologies, integrating mass spectrometry and incorporating microfluidics to
Sanger sequencing methods are all examples of what to expect in the future of DNA
sequencing. Of course, as we see above, combining different strategies will expand
the use of these advanced NGS technologies to beyond the scope of simple DNA
sequencing.

NGS in the Clinic

In the new era of personalized/precision medicine, as discussed above, targeted
NGS can detect heterogeneous gene mutations and interrogate relevant gene con-
tent with greater sensitivity to detect rare mutations in cell populations compared
to whole genome sequencing and has proven to be a very useful tool in cancer
diagnostics and drug development. To date, several NGS methods have been uti-
lized for oncology, including RNA-Seq, whole genome sequencing, whole exome
sequencing and targeted resequencing. Commercial targeted NGS cancer panels
from Illumina, RainDance Technologies and Thermo Fisher Scientific require ge-
nomic DNA (gDNA) input of 10250 ng and a practical turnaround time rang-
ing from days to weeks. Of note, the United Kingdom has recently launched the
AmpliSeqTM (Life Technologies, Carlsbad, CA) 46-gene sequencing tissue-based
diagnostic test in their National Health Services [77] and several ongoing clinical
trials are employing the AmpliSeqTM cancer panel for patient stratification in the
move towards more personalized cancer care. Also, recently the FDA has cleared
the use of MiSeqDx Cystic Fibrosis Clinical Sequencing Assay (Illumina, San Di-
ego, CA) utilizing Illumina’s HiSeq NGS platform as an IVD. It is the first NGS
platform to receive FDA clearance and is used to sequence the cystic fibrosis con-
ductance transmembrane regulator (CFTR) -coding and -noncoding regions of the
chromosome. With growing number of studies showing the benefit of using muta-
tional analysis as a prognostic test, it is likely that we will see more NGS assays
becoming clinically available.

Conclusion

Human disease is poised to enter a new era of personalized health care, where
diagnostic biomarkers act as a central hub in disease prevention, detection, and
monitoring of therapeutic response. Nucleic acids can provide biomarkers for a
variety of diseases in a non-invasive manner. Nucleic acid-based analytical meth-
ods have been rapidly evolving as demonstrated by the recent emergence of dPCR
and NGS technologies. However, a critical problem has been poor reproducibility
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and the lack of standard isolation methods, standard biomarkers, or standard assay
methods. Such improvements and engagement of the biotechnology and diagnostics
industries will significantly reduce costs while increasing consistency and avail-
ability. Thus, we believe the evolution of these genomic-based technologies hold
great promise as a new approach to biomarker discovery and precision medical
diagnostics. Technology advancement is key to its clinical acceptance, and will rely
upon emerging nucleic acid detection technologies (dPCR, NGS or both) as they
co-evolve in the clinical space. Successful clinical application of genomic-based di-
agnostic assays will also require a close collaboration between industry, academia,
regulatory agencies and access to patient samples.
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Concepts and Advances in Microbiome and Metagenomics

The collective microbial load of a human being is estimated to quantitatively exceed
the total volume of human cells in that individual by an order of magnitude [95].
Collectively microbial genomic material (or metagenome) is estimated to include
>19,000 microbial phylotypes [48]. The number of species in the oral cavity varies
by site, with over 16,000 species identified in subgingival plaque alone [40]. This
bacterial load expands the genomic content of any given human by approximately
100 fold and adds systemic attributes that were not genetically endowed by the hu-
man genome [102]. By discerning and adapting relational balances through immune
mechanisms with resident microbial communities in the context of shifting environ-
mental dynamics, the host establishes an equilibrium which promotes health.

The study of human microbiome over the last few years has opened up new hori-
zons to query, understand and explain the complex interactions between human host
and the microbial life it harbors, and how these interactions may keep one relatively
healthy or contribute to diseases. Newer ‘omic’ technologies such as metagenom-
ics, (meta)/transcriptomics, proteomics, and metabolomics are providing insights
into the highly interdependent metabolic networks that exist between humans and
their microbial constituents. In the past decade, application of ‘omic’ technologies
has facilitated investigation and characterization of microbial capacity to adapt to
focal environments that exist throughout the body. With the advent of deep sequenc-
ing technology, an important thrust in metagenomic research has been to explore
whether a ‘core’ microbiome associated with health can be defined broadly for hu-
man oral microbiome. Challenges associated with addressing definition of a ‘core’
are addressed in this chapter in Sect. 1.3.

Emerging insights into microbiome structure and function facilitated by the
availability of multifaceted metagenomic technologies are affecting paradigm shifts
and new insight into the role of the oral cavity in overall health, including which
organisms are implicated in health and disease. Importantly, these culture-indepen-
dent technologies have revealed the presence of a subpopulation of microorgan-
isms, constituting ~50% of the oral taxa associated with periodontal disease and
endodontic periodontitis, which are uncultivatable and which were first identified
via metagenomic study. (reviewed by [69, 89] Certain members of uncultivatable
bacterial phyla are now being associated with periodontal disease and cariogenesis,
but virtually nothing is known about these organisms or their relative contribu-
tion to oral or systemic disease, or how to create in vitro environmental constructs
to support their growth and characterization. Based on presentations at the 2014
American Association for Dental Research (AADR) meeting in Charlotte NC, some
laboratories are reporting success in defining and systematically creating supportive
environments to culture representative organisms from phyla that are associated
with disease based on metagenomic data. The extent to which currently uncultivat-
able organisms contribute to oral health and disease (or interact with traditional
periodontal or cariogenic pathogens or oncogenesis) is presently unknown, but
may become more apparent as microbiota associated with health and various dis-
case states are further delineated using ‘omic’ approaches. Thus, these organisms
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represent virtually uncharted territory based on current understanding of oral and
systemic health and disease, but have broadened the landscape of organisms with
pathogenic potential while introducing new challenges with respect to clinical man-
agement of their presence in the context of oral disease.

Recent evidence further suggests that there is a network between the oral micro-
biomes and other distant microbiomes within the host. This networking may impact
constituent population profiles within these disparate microbiomes. In the context
of some disease states, immune deficiencies or dysfunction of the host may further
amplify dysbiosis (microbial imbalance) and establish disease chronicity or ad-
vancement. Moreover, emerging evidence suggests that the physiological environ-
ment created in the context of some diseases and its impact on immune status of the
affected individual may strongly modulate the composition of the oral microbiome.
Thus, the oral microbiome in the presence of other underlying pathological states
(e.g. Crohn’s disease [23] and Type 2 diabetes mellitus [ 13, 83, 105] may be distinct
from the microbiome discerned in disease-free subjects. The scenarios in these two
disease states are discussed in detail later in this chapter in Sect. 2.0.

Recent reports have recognized a potential role for host-microbial interactions in
the oral cavity in the evolution of drug resistance mechanisms. Approximately 3 %
of genes identified in microbiomes derived from dental plaque are associated with
antibiotic resistance [81, 98] A recent study of dental plaque derived from skeletons
excavated from a medieval monastic site dating back to ca. 950—-1200CE, demon-
strated genetically-encoded, broad-spectrum antibiotic resistance predating the era
of therapeutic antibiotics. Detected resistance genes included broad spectrum ef-
flux pumps, genes encoding resistance to aminoglycosides, bacitracin, bacteriocins
and macrolides, plasmid-encoded transposons for efflux pump genes, including one
with high homology to CTn5 of Clostridium difficile [93]. Employing shotgun and
targeted DNA sequencing, the investigators successfully characterized the micro-
biome of calculus from these ancient individuals. This proteomic study revealed
evidence of: (1) bacterial carriage of virulence factors including those facilitating
hemagglutination, adhesion and tissue invasion and transmission elements includ-
ing plasmids, transposons and phages which support mechanisms for horizontal
gene transfer; (2) enrichment for human proteins associated with innate immune
responses, inflammation and mechanisms of host defense, secreted proteins of neu-
trophilic origin deposited at the junctions of the epithelial pocket to kill bacteria har-
boring in the plaque otherwise protected from phagocytosis, salivary proteins and
immunoglobulin heavy and light chains; (3) morphological evidence of bone and
attachment loss providing evidence of periodontal disease. Interestingly, ancient
and modern root morphologies were structurally distinct, both functionally and in
composition, with the former exhibiting high collagen content. Nine bacterial phyla
dominated the medieval dental calculus, and reflect phyla represented in studies
performed within the past decade. At the species level, organisms associated with
periodontal disease (PD), cariogenesis, upper respiratory infection and endocarditis
were also prominent in the ancient calculus [93].
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Another important emerging paradigm shift recognizes that the ‘oral microbi-
ome’ actually represents distinct microbiomes defined by the surface with which
they are associated. Studies sampling microbiomes from different surfaces in the
oral cavity report different constituent communities and variable quantitative rep-
resentation across the distinct microbiomes. Thus, microbiome characterization
from saliva, tongue cultures, dental plaque, endodontic samples collected from
root canals, tonsils or cheek swabs show variability in their microbial composition,
contributing considerable challenge to establishing a definition of a healthy ‘core’
microbiome in association with the oral cavity. These differences are presumably
due to differences in availability of oxygen and nutrients, and protective proper-
ties of saliva, among others, in different parts of oral environment. Complicating
this even more, approaches to sampling have also yielded different constituency
profiles depending on the depth of penetration of the periodontal pocket during
sample collection [28]. Progress in definition of the healthy oral ‘core’ microbiome
is discussed further in Sect. 1.3.

Metagenomic studies exploring dynamic aspects of the microbiome associated
with aging have recently been undertaken, largely in the context of cariogenic sus-
ceptibility with advancing age, and are reviewed in Sect. 1.4.2. These studies have
shown that shifts in microbiota occur across the human lifespan.

Quantitative Approaches to Microbiome Analysis

Overview of Technologies Applied to Metagenomic Microbiome Research

Traditional technologies used to characterize microbial pathogens associated with
PD have included culture and microscopy techniques, enzyme or immunoassays,
PCR and DNA-DNA hybridization. Whereas culture and microscopy techniques
provided insights into microbiota present in the oral cavity under conditions of
health and disease and supported accurate identification of cultivatable organisms,
including evidence of antimicrobial resistance, these techniques focused only on
detection and quantitation of a core subset of microbes traditionally associated with
oral diseases that can be cultivated. Application of PCR technology and checker-
board DNA-DNA hybridization technology has facilitated detection and quantita-
tion to organisms undetected by other technologies.

Analysis of the full spectrum of constituent microorganisms comprising micro-
biomes has only become possible with the advent of high throughput metagenomic
approaches and these have radically redefined the role of microorganisms in oral
and systemic disease pathogenesis. Indeed, advances in sequencing technologies
to study metagenome, bioinformatics tools to analyze microbiome, delineation of
host genetic variation and its impact on microbial pathogenesis has generated a new
study domain coined ‘Infectogenomics’ by Kellam and Weiss [49] that facilitates
exploration of the host-pathogen interaction at a metagenomic level. Such studies
are shifting paradigms defining dynamic relationships between the host, and the mi-
crobial inhabitants that establish and occupy environmental niches in the host in the
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context of constantly shifting environmental dynamics. Further, the emerging deep
sequencing technologies have expanded ‘omic’ study to encompass meta-genomic,
-transcriptomic, -proteomic, and -metabolomic investigation of microbial commu-
nities. ‘Omic’ studies are providing new insight into the dynamics of microbial
interaction with the host and environment, how these interactions may contribute
to shifts in the community composition, disease emergence and progression. These
technologies have contributed to new global perspectives on the functional impor-
tance of microbiomes in maintenance of health and potential for contribution to
specific disease processes. Their advantages over traditional approaches include:
(1) rapid or high throughput capacity for many technologies with availability of an-
notated resources to support interpretation, (2) capacity to study of organisms that
cannot be cultivated, (3) capacity for deep sequencing, analysis of metabolic dy-
namics and functional characteristics, (4) support for definition of potential patho-
genic mechanisms, and (5) broadened perspective into impact of global community
dynamics as opposed to characterization of only those few constituent members tra-
ditionally linked with oral and/or systemic disease. ‘Omic’ technologies currently
employed to study microbiomes are discussed briefly below.

16S rRNA gene based sequencing technology supports screening and classifica-
tion of microbiota through detection of the unique genetic configurations of the
resident microorganisms in the hypervariable regions of prokaryotic16S ribosomal
RNA (RNA). This approach focuses on aligning DNA primers with highly con-
served ribosomal RNA sequences common to bacterial species, PCR amplification
and sequencing to support examination of known variable regions that allow dis-
crimination of the microorganism and evolutionary changes that may have occurred
over time. Thus, 16S rRNA sequencing is a cost effective approach for detailed char-
acterization of microbial diversity associated with microbiomes. Some limitations
associated with this approach include PCR bias and sensitivity to contamination.

Another sequencing approach is pyrosequencing, which involves synthetic
sequencing and relies on detection of pyrophosphate signal released prior to in-
corporation of the subsequent nucleotide onto a single stranded template. Deter-
mination of which of four possible nucleotide is incorporated is dictated by the
relative intensity of signal released as the preceding nucleotide in the sequence is
degraded. Limitations associated with pyrosequencing are that this method does not
produce full length 16S sequences but instead produces relatively short sequence
stretches ranging between 300 to 500 nucleotides which may make alignment for
genome assembly challenging. Advantages of the technique are that it is less prone
to bias because no cloning is involved and further, it is more nimble at highlighting
biodiversity.

Custom array-based approaches which selectively target the most prevalent spe-
cies in the oral cavity based on Sanger sequence data are a more targeted alternative
to genomic analysis. An example includes the Human Oral Microbe Identification
Microarray (HOMIM) hybridization assay, which surveys 300 of the most prevalent
oral species and has been extensively validated. The technology supporting the ar-
ray is the 16S rRNA approach. One limitation of this approach is that the assay is
constrained to detecting only constituents that correspond to the preselected primers
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included in the array. On comparison with 16SrTRNA pyrosequencing with HOMIM
high concordance was demonstrated. Pyrosequencing was superior in detecting less
common genera whose contribution was deemed minor. HOMIM was reported to
be an acceptable array approach for developing broad-scope microbiome profiling
and may be a cost effective alternative screening tool for personalized medicine
approaches [1]. A more comprehensive review and comparative analysis of these
technologies is presented by Ahn et al. [2].

Transcriptomic Approaches

Metatranscriptomic approaches could be used to determine the metabolic environ-
ment associated with oral microbiota in the context of health and disease. For exam-
ple, a recent study by Jorth et al. [43] demonstrated that despite variability in com-
position of microbiota across the spectrum of periodontal health and disease, com-
parison of gene expression of 16,000 genes in periodontal microbial communities
consistently correlated with differences in metabolic patterns that associated with,
and were shared by, patients based on absence or presence of periodontal disease.

Similarly, one can study the transcriptome of oral tissues in response to changing
microbiota from diseased and healthy states. These comparisons will help to iden-
tify the role of regulatory molecules, especially those contributing to inflammatory
processes. A few studies have focused on transcriptomic analysis of whole genome
expression data in the context of oral disease to assist with accurate phenotypic clas-
sification of disease subtypes. For example, a study by Kebschull et al. [47], used
the whole genome expression data from gingival tissues to help with differentiation
of patients into chronic and aggressive PD phenotypes. These investigators were
able to distinguish several distinct gene expression signatures that differentiated
between phenotypes. The authors posited that transcriptomics may represent a new
approach to aid in disease classification, thus reducing ‘noise’ associated with mis-
classification errors in designing case control studies. Further, Mans et al. [60] have
shown that transcriptomic study of epithelial cells subjected to single and complex
microbial exposures provided a better understanding of how bacterial-bacterial in-
teractions and bacterial-host interactions modulate the overall host response.

Transcriptomic analysis could be potentially used in the evaluation of gene ex-
pression patterns in saliva for creation of diagnostic tools. An example of this ap-
plication includes use of mRNA or miRNA expression arrays to define signatures
associated with oral cancer detection followed by quantitative polymerase chain
reaction to validate genes whose signals denoted a differential expression pattern.
In a study of oral squamous cell carcinoma, Li et al. [57] successfully defined tran-
scriptomic signatures of /L8, IL1B, DUSP1, HA3, OAZ1, S200P and SAT as poten-
tially diagnostic RNA biomarkers.

Proteomics

Proteomic analysis involves protein isolation, digestion and separation utilizing
protein identification technology (such as MudPIT , which involves using micro
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elution of proteins separated on cationic exchange columns) followed by mass spec-
trometric analysis of separated proteins and quantitation using quantitative PCR ap-
proaches [51]. Proteomic approaches are particularly useful to the analysis of pro-
teins produced by the host or microbes in the context of host-microbial interaction
and creation of environments conducive to microbial establishment and survival.
For example, high throughput quantitative proteomic analysis can help to define
proteins associated with bacterial adaptation and survival and virulence factor pro-
duction during shifts in environmental conditions that support pathogenesis.

The utility of this approach is illustrated in a study by Klein et al. [51] who
studied the protein profiles of S. mutans during attachment and establishment of
pro-cariogenic biofilms in a mixed-species in-vitro model simulating colonization
patterns and an environmental milieu associated with cariogenesis in vivo. Based on
protein expression patterns, the investigators discerned a role for S. mutans genes
critical to establishment of a pro-cariogenic biofilm including: gt/B, gtfC dexA, fif,
gbpB, manL, glgP, atpD, fabM, groES, and nox. These genes play central roles in
adaptation of S. mutans to an increasingly stressful and acidic environment estab-
lished by other co-habitating microbes, increased metabolic capacity for glycogen
storage polymers and lipoteichic acid, and capacity for glucan synthesis, remodeling
and binding. Other biofilm model systems are defined in more detail in Sect. 1.2.5.

Metabolomics

Metabolomic analysis involves metabolite identification by application of ultra-
high performance liquid chromatographic separation of metabolites with a basic
pH followed by tandem mass spectrometry (UHPLC/MS/MS) and UHPLC/MS/
MS adapted for metabolites with an acidic pH followed by gas chromatography/
mass spectrometry [7]. For example, a study which applied metabolomic analysis
to saliva collected from subjects with PD revealed high levels of macromolecular
degradation commensurate with bacterial metabolic activity, compared to saliva of
healthy subjects. The investigators noted that increased enzymatic breakdown of
lipids, proteins and polysaccharides by bacteria in subjects with PD generated a
favorable environmental energy balance in which oral pathogens could thrive and
exacerbate pathogenic processes [7].

In vitro Models Supporting ‘Omic’ Analysis

In vitro biofilm model systems mimic early oral biofilm development in vitro. An
artificial environment is created that reproduces in vivo environmental conditions
to enrich for microorganisms which then establish the biofilm on scaffold. Several
approaches have been employed (reviewed by Edlund et al. [24]), including:

1. chemostats which recreate the environmental conditions thereby permitting
observation of dynamics of microbial community formation and responsive
shifts associated with environmental perturbations, such as pH shifts, changes in
relative O, content, iron or nutrient availability, and others ([54] review);
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2. constant depth film fermenters, which reproduce the nutrient milieu that attracts
specific subsets of microorganism with capacity to thrive under the given condi-
tions and exist symbiotically with other microorganisms within the simulated
environment; [50]

3. saliva conditioned flow cells, which expose microbial communities to host
factors found in saliva which bathes microbiomes in the oral cavity and artifi-
cial mouths which simulate conditions in the oral cavity to the greatest extent
possible; [27]

4. dental plaque microcosm model: an ‘artificial mouth’ plaque culture system in
which bacteria are cultured in the presence of ‘plaque enriched’ saliva collected
from saliva of donors who have abstained from any oral hygiene for 24 h [96].

In vitro simulation has exhibited capacity to establish stable oral biofilms which
accurately reflect taxonomic carriage and proportions detected in vivo. Biofilms
incorporating one hundred operational taxonomic units (OTUs), reflecting 60-80 %
of the OTU contained in the original inoculum, have been achieved. Notably, un-
cultivated human oral taxa are constituents of these in vitro biofilms, accounting for
approximately 33 % of the 16S rRNA genetic diversity detected in these simulated
biofilms [24]. This technology holds great promise from a personalized medicine
perspective because it facilitates creation of a biofilm from pooled saliva to which
biofilms from individuals can be compared to establish the degree of individual
variance from the composite biofilm [24]. Further, environmental analysis can sup-
port proteomic and metabolomic characterization. Environmental simulation may
also hold promise for characterizing microbial response on exposure to antimicro-
bial compounds in the context of defining evolving mechanisms of drug resistance.
An example of application of this technology can be found in a recent study by
Langfeldt [56] who collected samples from membrane filters supported by splints
placed adjacent to teeth and sutured to the human gingiva for 14 days. Microbial con-
tent on the filter was examined by metagenomic analysis longitudinally over 14 days.
The authors reported highly variable colonization profiles over time representing
up to 8 phyla. The authors identified three distinctive patterns of microbial cluster-
ing based on relative abundance of dominant species including a Prevotella cluster,
a Proteobacteria cluster and a Streptococcus cluster. Multivariate analysis demon-
strated a strong correlation for mutual exclusion between the Prevotella and Strepto-
coccus cluster. The investigators postulated that disease susceptibility risk was likely
associated with both disease cluster prevalence and host inflammatory status [56].

Progress in Defining a ‘Healthy’ or ‘Core’ Oral Microbiome

In response to the NIH Core database initiative, definition of a ‘core microbiome’
was attempted for 18 microbiomes in over 240 individuals by analyzing 16S rRNA
sequences amplified for V1-3 and V3-5 from among 12 hypervariable regions which
support organism classification, followed by pyrosequencing approaches which
yield functional insight. Reports by the Human Microbiome Project Consortium
and several of its members concluded that definition of such a core was confounded
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by high rates of inter individual variability in abundance and diversity of micro-
bial constituents across the microbiomes [32, 39, 40]. The oral microbiome, recon-
structed based on sample collection from oral sites/samples including: gums, cheek,
tongue, throat and saliva, exhibited the greatest number of ‘core’ operational taxo-
nomic units (OTUs), (defined as OTUs having shared representation across 95 %
of individuals tested) [40]. These investigators further reported that although broad
representation was noted across oral sites at the genus level, selective site-specificity
prevailed at the sub-genus levels. Finally, quantitative differences by orders of mag-
nitude were prevalent across individuals for OTUs commonly represented across all
individuals. By contrast, a study by Zaura et al. [103] that undertook metagenomic
microbiome characterization of three unrelated individuals after sampling various
oral niches, reported that despite diversity across individuals, a discernable pattern
existed that suggested that the majority of the OTUs represented a shared ‘core’ of
organisms common to all individuals tested. Further, principal component analysis
allowed differentiation of the oral niche from which OTUs originated. Predominant
taxa were members of Firmicutes, Proteobacteria, Actinobacteria and Bacteroide-
tes, with 75 % of OTUs and 65 % of unique sequences common to 2 to 3 of the oral
sub-microbiomes. By applying taxonomic ‘binning’ and cluster analysis, Alcaraz et
al. [4] similarly analyzed bacterial diversity in the context of a ‘healthy core phe-
notype’ following metagenomic analysis of plaque from patients with and without
dental caries. These investigators delineated a pattern which discerned a ‘core’ of
genera that distinguished healthy individuals from those with caries. Notably, a shift
in diversity in association with disease phenotypes has been a recurrent observation
across metagenomic studies.

Evidence suggests that microbes grow in an organized manner in micro-environ-
mental strata that are defined by physiological conditions that dictate which organ-
isms can survive within a given strata based on intrinsic properties. These properties
include tolerance for acidic environments, tolerance to varying amount of O,, and
relative abundance of nutrients required by the individual organism, capacity for
symbiotic interaction or host evasion, among other factors. Within a site-specific
microbiome, core organisms have the capacity to create environments that either
selectively promote, or exclude, survival of specific types of organisms within a
given strata. For example, constituency of the subgingival pocket microbiome may
be dynamic and is defined by different organisms within each strata as one proceeds
from the juncture of the periodontal pocket at the gum line and proceeds downward
towards the root and the apical surface [19]. External factors posited to contrib-
ute to high inter-individual microbiome diversity include diet, exposures in early
childhood, host genetics, comorbid presence, and the host’s immune and systemic
inflammatory response status.

Whereas constituent carriage of microorganisms varied across individuals,
metagenomic carriage of metabolic pathways based on metabolomic investigations
appear to remain stable across all microbiomes despite the variability in microbi-
ome community constituency [39]. ‘Core’ pathways identified consistently across
the microbiomes included ribosomal and translational capacity, nucleotide charg-
ing, ATP synthesis and glycolysis.
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Progress in Microbiome Characterization in Disease States

Periodontal Disease and Endodontic Periodontal Disease

An ever-increasing number of studies published over the past several years have
presented outcomes of metagenomic analyses of the oral microbiome in context
of periodontal disease. Representative studies supporting key observations are
presented here. Predominant phyla reported with good consistency across vari-
ous metagenomic approaches to define oral microbiota in gingival plaque include
the following phyla: Firmicutes, Spirochaetes, Bacteroidetes, Proteobacteria, Ac-
tinobacteria, and Fusobacteria [1]. Recent studies have focused on defining ‘PD
signatures’ through analysis of differences in microbial representation and relative
abundance when compared to healthy controls. Notably, discernment of PD sig-
natures has produced variable results [33, 59]. For example, the aforementioned
study by Liu et al. [59] did not report differences in phyla representation in the
PD and healthy individuals, but did detect differences at the genus level as fol-
lows: Prevotella and TM7 represented the most predominant genera present in PD
samples with low representation of Fusobacterium and Porphyromonas, whereas
Streptococcus and Actinomyces were dominant in healthy individuals. By contrast,
Griffen et al. [33] also defined distinctive profiles in health and PD but their study
differed with respect to predominant phyla reported (which included Spirochactes,
Synergistetes and Bacteroidetes in PD and Proteobacteria in healthy controls). At a
genus level, they defined prevalent PD-associated profiles to include: Fusobacte-
rium, Treponema, Prevotella, Leptotrichea, Porphyromonas, Filofactor and Syner-
gistes while predominant profiles in health included Streptococcus, Acinetobacter,
Moraxcella, Haemophlus, Granicatella, and Actinomyces. Diaz [19] posited that
differences in reported representation of microbiota in health and disease are po-
tentially attributable to discrepant PCR amplification using variable primer sets.
Additionally, as reported by Griffen et al. [33], variable results were demonstrated
based on (1) selection of hypervariable region target for 16s rRNA amplification,
and (2) pocket depth at which samples were collected.

Six studies to date have applied metagenomic analysis to endodontic infection
generally in the context of primary infection of root canals. Prominent phyla de-
tected included Bacteriodetes, Firmicutes, Porphyromonas and Selemonas and Pro-
teobacteria [37, 38, 58, 66, 70, 79]. Hong et al. [37] applied metagenomic analysis
to characterize microbiota associated with primary versus persistent endodontic in-
fection. No differences were noted either in bacterial diversity or relative abundance
of microbiota, with Bacteriodetes representing the predominant phyla detected in
their study.

A recent study by Carneiro et al. [12], employed application of stable comple-
mentary isotope-labeling to achieve quantitation of gingival crevicular fluid (GCF)
proteins following their separation by SDS PAGE gels. Protein content was then an-
alyzed by mass spectrometry in order to achieve quantitative definition of the (GCF)
proteome in PD compared to that of subjects with no PD. Employing this proteomic
approach, the investigators detected significantly elevated levels of 50 host proteins
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and 16 microbial proteins in CGF from subjects with PD not previously reported.
Among these, were proteins of high relevance to PD including host proteins associ-
ated with inflammation, innate and adaptive immune response, defensins, cytokine
regulatory proteins, matrix components, and proteinases, among others. Bacterial
proteins from the microbiota included virulence factor-associated proteins such
as ATP- dependent DNA helicase 2 subunit, cadhedrin 6, chromodomain-helicase
DNA binding protein 7, Complement C2, C region of the Ig alpha 2 chain, latent
transforming growth factor beta binding protein 3, mucin 19, membrane-associated
phosphotydinositol transfer protein 1, multidrug resistant protein 3 and P. gingivalis
virulence factor OMPSS5. In addition, 13 proteins found only in GCF obtained from
healthy periodontal sites, were identified. Such approaches hold promise for identi-
fication of distinctive biomarkers that might have clinical application in assessment
of PD status since they closely reflect underlying pathological processes paralleling
disease activity and components reflecting host-pathogen interactions.

Cariogenesis

Metagenomic study attempting delineation of signature microbiomes in associa-
tion with cariogenic phenotypes has been relatively successful. However, several
studies have reported variable constituency of the ‘caries-associated’ microbiome
depending on severity of caries status and which clinical samples were analyzed
[31, 42, 100]. Notably, microbiome constituency remains dynamic across the hu-
man lifespan, responding to external stimuli such as diet, host genetics and immune
status. For example, Cephas et al. [ 15] undertook a comparative metagenomic study
of salivary samples collected from edentulous infants and their mothers or primary
care givers. The number of OTUs in the adult saliva approached nearly double the
number OTUs present in infant saliva and represented a total of 397 genera and
1033 species across all individuals. The adult saliva exhibited high diversity and
differed from infant saliva by 28 genera with 27/28 exhibiting higher prevalence.
Streptococcus was the predominant genera in infants (62 % in infants vs. 20% in
adults). Predominant genera common to both infants and adults included Veillonel-
la, Neisseria, Haemophilus, Rothia, and Fusobacterium. Genera predominant only
in infants included Gemella, Granulicatella and Leptotrichia, whereas Treponema,
Oribacterium and Actinomyces were predominant only in adults. Notably, predomi-
nant genera in adults not found in infants have been associated with PD.

Carcinogenesis

Based on epidemiological studies which have reported high prevalence of PD in
subjects in the context of various cancers, contribution of the chronic infectious and
consequent hyperinflammatory processes have been posited to contribute to creation
of a physiological state that increases risk for carcinogenesis [2]. Evidence is found
in a study by Michaud et al. [62] that modeled cancer risk in subjects with and
without PD. Following adjustment for other risk factors including smoking and diet,
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patients with a history of PD were projected to be at increased risk for cancer com-
pared to those with no PD. Analysis of strength of the evidence to date undertaken by
Fitzpatrick and Katz [26] concluded that a preponderance of studies supported high-
er risk for oral, esophageal, gastric and pancreatic cancer in individuals impacted by
PD. In contrast, studies defining links between PD and lung, prostate and hemato-
logical cancers association to date report equivocal results or remain understudied.
Whereas pathophysiological factors linking PD and cancer may vary with can-
cers, some common themes are noteworthy. A review by Pendyala et al. [67] in-
dicted multifaceted inflammatory processes as strong contributors to pathological
processes that impact both PD and cancer, identifying specific mediators common
to both PD and cancer. Mediators of inflammatory processes include cytokines,
chemokines, acute phase proteins, innate immune signaling molecules and reac-
tive oxygen and nitrogen species with potential to damage cellular DNA. Notably,
pathogens associated with carcinogenesis may thrive in subgingival pockets in the
microbiome environment favoring PD. For example, presence of Helicobacter py-
lori, implicated in gastric and pancreatic cancers, was identified as a constituent of
the subgingival biofilm microbiota co-aggregated with Fusobacterium species [67].

Oral Cancer

Symptomology associated with oral cancers such as gingival squamous cell carci-
noma closely parallels key features of severe PD. Fitzpatrick and Katz (2010) [26]
reviewed studies examining oral criteria measured in the oral cavity associated with
development of various cancers. Tooth loss and/or PD were recurrent risk factors
for carcinogenesis.

A study by Bebek et al. [8] demonstrated hypermethylation of four genes associ-
ated with head and neck squamous cell carcinoma in tumors. Notably, the aberrant
methylation of MDRI was associated with an altered microbiome signature, spe-
cifically when compared to normal mucosa, in which prominence of two species,
(Enterobacteriaceae and Tenericutes), significantly correlated with focal nodal me-
tastases. Similarly, a study by Pushalkar et al [68] which conducted clonal analysis
in tumor and normal tissue demonstrated distinctive oral microbiota in each tissue
type, lending further support to the premise that changes in the host at the level of
the mucosa were associated with shifts in microbial community. High levels of copy
number variation (CNV) and changes in differential gene expression patterns in
gingival buccal cancers have been described by Ambatipudi et al. [5]. Further stud-
ies are warranted to define whether epigenetic changes causing shifts in host genetic
expression are associated with development of signature patterns of microbiota in
the context of oral cancers.

A preliminary study by Xu et al. [99] examined the oral microbiome in the context
of cancer treatment in a small number of subjects. Chemoradiation treatment in pa-
tients with nasopharyngeal cancer of the oral-esophygeal epithelial lining is associat-
ed with significant side effects including oral mucositis, gingivitis, oral candidiasis,
cellulitis and ‘radiation caries’. To better understand how microbiota are impacted by
chemoradiation in the context of this cancer, Xu et al. [99] conducted metagenomic
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analyses of samples collected at baseline (pre-treatment), and at two time points post
treatment (month 7 and 12) and compared microbiome profiles to those of healthy
controls. Although the diversity indices did not differ across samples, relative abun-
dance of microbiota in patients receiving chemotherapy at baseline showed statisti-
cally significant differences compared to controls and post treatment time points.
Notably, changes among treated patients were highly heterogeneous, underlining
the need for a personalized approach in treatment planning. Whereas all 13 phyla
most frequently encountered in the oral cavity were detected including Firmicutes,
Bacteroidetes, Actinobacteria, Proteobacteria, Fusobacteria, Spirochaetes and from
the TM7 phyla of uncultivated organisms, levels of Firmicutes were depleted in can-
cer patients, whereas Proteobacteria were enriched. Whereas infectious side effects
did not occur in their study subjects, further investigation is warranted to determine
whether specific discernable shifts in relative representation and abundance of mi-
crobiota are associated with establishment of post treatment oral infections.

‘Infectogenomics’: Relationship between Host Genetic
Factors and Oral Microbiota

Shifts in microbiome community structure that are conducive to pathological de-
velopment may be driven by some combination of environmental stimuli, micro-
bial constitution and host immune dysfunction. In examining evidence supporting
a role for periodontal infectogenomics, Nibali et al. [64] have provided examples
of genetic factors that impacted on the relative capacity for pathogenic invasion,
proliferation and clearance. Immune dysfunction may have genetic underpinnings
at the level of the host or may be induced through stimuli such as microbial encoun-
ters. Potential manifestations of immunologically-mediated pathology stimulated
by microbial processes or inappropriate host response may include induction of
chronic inflammatory states driven by the chemokine network with local or sys-
temic impact, induction of autoimmunity, potentially driven by collateral damage
to host tissue or aberrant immunological tolerance, or breakdowns in innate im-
mune signaling at the level of the oral cavity resulting in inappropriate or ineffective
stimulation of immunological response pathways of the adaptive immune system.
Igari et al. [41] posited that inflammatory mediator production stimulated by PD
enter the blood stream and induce a systemic inflammatory state that may exacer-
bate other comorbid conditions sensitive to inflammatory stimuli and deregulate
other biological processes (e.g., induction of preterm labor). The magnitude of this
inflammatory response is a function of both host factors and microbial stimulus.
Further, it is well documented that oral microbes do not remain sequestered in the
mouth but gain systemic access by a variety of mechanisms [35, 41]. Further, Han
and Wang [35] noted that systemic extravasation is largely limited to subspecies of
bacteria supported by evolutionary acquisition of virulence factors which support
survival in the hostile extra- oral environment facilitated to some extent, by host
factors. An example of this is the capacity of some pathogens to be transported and
released intact from phagocytic cells.
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Several recent studies have examined microbiomes in the context of host diseas-
es and report altered microbiome structures and dysbiosis. Whether the dysbiosis is
a function of immunological dysfunction or arises in response to local changes in
the microenvironment due to the underlying disease state remains to be elucidated.
Two examples follow:

Inflammatory Bowel Disease (IBD) Recent studies have examined the genetic basis
of immune dysfunction present in the context of inflammatory bowel disease. In
depth genetic analysis by Jostins et al. [44] defined 163 susceptibility loci in asso-
ciation with (IBD), most common to both Crohn’s disease and ulcerative colitis that
contribute to disease emergence. The potential causal genes all impact on the host
capacity to respond to infectious processes associated with IBD, in particular, at the
level of mucosal immune responses to microbes localized at the level of the epi-
thelial cell surfaces of luminal surfaces along the GI tract. Among genes exhibiting
high Bonferroni-significant selection were genes impacting on cytokine production
including IL17 that plays a central role both in defense against infectious processes
as well as autoimmunity. The most significant signal was noted for NOD2 that
occurs in a cluster of candidate genes associated with capacity of the host to respond
to mycobacterial infection. IBD is in some cases, associated with oral manifesta-
tions. An interesting study by Docktor et al. [23] explored compositional diversity
of the oral microbiome in the context of inflammatory bowel diseases including
Crohn’s disease (CD) and ulcerative colitis (UC). Applying the 16S rRNA Human
Oral Microbe Identification Microarray (HOMIM) technology to tongue and buccal
samples, these investigators demonstrated a loss in microbial diversity with statisti-
cally significant decrease in level of signal associated with two phyla, Fusobacteria
and Firmicutes, in subjects with CD compared to healthy controls and patients with
UC. Notably, loss of Fusobacteria and Firmicutes has also been reported at the
level of the intestinal microbiome [90]. By contrast, an increased quantitative sig-
nal was associated with Spirochaete, Synergistetes and Bacterodetes phyla in oral
microbiome samples collected from the CD patients. Docktor et al postulated that
dysbiosis, prominently associated with a loss in bacterial diversity, correlated with
loss of important commensal organisms that promote a healthy local environment
and permitted the establishment of pathogenic organisms in a less functional micro-
biome. The authors posited that the aberrant immune response in cases of CD that
are associated with pathological manifestations in the oral mucosa in some patients,
may impact on microbiome profiles found in the intestinal tract of these patients. In
the context of CD, aberrant immunological response has been implicated and mani-
fests through stimulation of enhanced cytokine production at the level of the oral
epithelial lining. Detection of high titers of antibodies specific to Saccharomyces
cerevisiae has been reported (Docktor et al. [23]).

Type 2 diabetes mellitus (T2DM) The bidirectional exacerbative impact of peri-
odontal disease and poor glycemic control in the context of T2DM has been recog-
nized [61, 85]. Further, non-surgical periodontal treatment contributes to improved
glycemic control in patients with T2DM([53]; systematic review/meta analysis by
Corbella et al. [ 16]), allegedly by attenuation of host hyper-inflammatory responses
in the context of PD [55].
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Three independent studies published in 2013 utilized different approaches to ex-
plore the subgingival plaque in the context of T2DM. Castrillon et al.[ 14] conducted
a PCR-based examination of relative prevalence of traditional periodontal patho-
gens A. actinomycetemcomitans (green complex) and the three ‘red complex’ peri-
odontal pathogens, P. gingivalis, T. forsythia and T. denticola, in subgingival plaque
of patients with T1 or T2DM and non-diabetic subjects with and without periodonti-
tis. The authors postulated that subgingival microbiota differed with diabetic status.
All four pathogens were found at higher frequency in patients with periodontitis
without T2DM compared to non-diabetic periodontally healthy subjects. High prev-
alence of A. actinomycetemcomitans was noted among patients with T2DM com-
pared to non- diabetic patients with periodontal disease and low prevalence in the
absence of periodontal disease. Patients with diabetes also exhibited higher levels
of attachment loss. Conversely, non-diabetic patients with periodontitis displayed
higher frequency of P. gingivalis.

An independent report by Casarin et al. [13] examined subgingival microbiome
diversity among uncontrolled diabetic subjects and non-diabetic subjects, where
both groups presented with severe, generalized chronic periodontitis and no dia-
betes. These investigators reported significant differences in distribution of con-
stituent members within their microbiomes. Whereas non-diabetic subjects exhib-
ited higher prevalence of Porphyromonas, Filfactor, Eubacterium, Syergistetes,
Tannerella and Treponema genera, diabetic patients exhibited increased levels of
the following genera: TM7, Aggregatibacter, Neisserian, Gemella, Eikenella, Sele-
nomonas, Actinomyces, Capnacytophaga, Fusobacterium, Veillonella and Strepto-
coccus. At a species level, F. nucleotum, V. parvula, V. dispar and E. corrodens,
were encountered at significantly higher frequency in diabetic patients compared
to non-diabetic subjects. Notably, 7M7 genus clones which represent a class of
non-cultivable bacteria, were detected exclusively in diabetic subjects in this study.
These authors similarly reported higher prevalence of P. gingivalis and T. forrsythia
in non-diabetic patients, as reported by Castrillon et al. [14].

The third study by Zhou et al. [105] compared subgingival microbiomes of peri-
odontally healthy subjects with, and without, DM and subjects with T2DM with,
and without, periodontal disease. These investigators posited that T2DM contrib-
utes to an altered subgingival plaque composition both in the absence or presence
of periodontal disease. The investigators reported that sequences represented or-
ganisms from 16 phyla, 27 classes, 48 orders, and 85 families, 126 genera, and
1141 species. Further, these investigators defined 3 prominent genera associated
with health: Prevotella, Pseudomonas and Tannerella. Nine species level opera-
tional taxonomic units (OTUs) distinguished diabetic from non-diabetic subjects
in the absence of periodontal disease while 6 OTUs differed significantly between
diabetics and non-diabetics with T2DM. The results of this study differed from
the other two studies in that these investigators reported P. gingivalis, Treponemia
medium, Tanneralla forsythia, Synergistacease, Porpyromonas endodontailis and
Filifactor alocis in the context of patients with diabetes and periodontitis, while
A. actinomycetemcomitans was not reported as a significant organism in any of
the groups. Selenomonas was associated with periodontitis on diabetes negative
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background in contrast to the report by Castrillon et al. [14]. PD- associated OTUs
found in both diabetes positive and negative subjects included 7. denticola, and P.
intermedia. Variability of these outcomes could stem from a variety of factors. The
individuals in the latter study differed by race from the those in the former study
and differences could reflect inter-individual variability, small numbers of subjects
included in study groups, sampling technique, analysis platform, glycemic control
among diabetic subjects, location of the teeth chosen for sample collection, among
others. Data from these three studies further reinforces that there are formidable
challenges to defining core microbiome associated with health including a high de-
gree of inter-individual variation associated with the composition of flora defining
the microbiome constituents. Importantly however, all of these studies underline
dynamic shifts in microbiome patterns across the T2DM disease trajectory.

T2DM increases in prevalence with advancing age. This phenomenon has been
attributed to distinctive epigenetic changes (changes in methylation patterns) to a
risk gene. In the context of T2DM, two independent studies reported definition of
hypomethylation of the F7O gene in subjects who developed T2DM over the course
of their lifetime compared to non-diabetic population controls, and further it was
demonstrated that epigenetic changes at this locus were causal. [10, 85]. Thus, host
genetics simultaneously contribute to establishment of T2DM and mediate shifts
in microbiota constituency towards organisms with capacity to thrive deep in peri-
odontal pockets in a hyperglycemic environment.

Characterization of Genetics Supporting Disease Emergence

Genetics and Periodontal Disease (PD)

The induction of PD has been viewed from both the perspective of a largely patho-
gen-driven infectious process and from the vantage of heightened host susceptibility
due to compromised immune and inflammatory responses. Traditional approaches
have focused largely on genetic polymorphisms with potential functional relevance
such as single nucleotide polymorphisms (SNPs) occurring in genes associated with
immune response or chemokines regulating inflammatory processes, which may
affect host capacity to effectively interact with microbial presence. Meta analyses
of conventional candidate-driven approaches have reported strongest support for
candidate single nucleotide polymorphisms (SNPs) summarized in Table 1.

The availability of metagenomic technology such as genome wide association
study (GWAS) of PD in the context of the oral microbiome has permitted a shift to
studies supporting hypothesis generation which may be missed by the former ap-
proach [88]. To date, 4 GWAS studies have permitted validity testing of previously
proposed candidate SNPs while further exploring other potential genetic underpin-
nings of PD which may have remained unexplored to date because functional rel-
evance was unknown or unrecognized [22, 73, 78, 84]. Interestingly, while strong
putative association has been associated with several SNPs, none have achieved the
genome wide significance threshhold of p<5x 1078,



The Oral Microbiome and Its Relationship to Genomics and Oral Disease

51

Table 1 Validated and putative candidate genes associated with PD or PD and coronary heart

disease(CHD)
Candidate gene/ | Methodological | Relevant function Impact Reference
region approach
IL1A Candidate Proinflammatory Chronic PD [46, 65, 73]
approach cytokine
IL1B Candidate Proinflammatory Chronic PD [46, 65, 73]
approach cytokine
Fc-gamma-RIIB | Candidate Fc gamma receptor | Aggressive & | [20, 82]
NAI/NA2 approach Chronic PD
IL10? Candidate Cytokine: immune Aggressive & | [3, 73, 104]
approach/GWAS/ | response regulation | Chronic PD
candidate Chronic PD
(meta analysis) Aggressive PD
GWAS
ANRIL?* GWAS Anti sense RNA Aggressive PD | [71, 25,73, 76]
GWAS regulator; VAMP3 Aggressive PD
Meta analysis regulator; cardiolipin | Aggressive PD
inducer CHD
CAMPTAI* DNA-DNA Calmodulin-binding | Non-PD [11,21]
checkerboard transcription activa- | CHD
titration tor 1: increased
Genomic expres- | PD pathogen
sion Arrays colonization
cox2 GWAS Cyclooxegenase Aggressive PD | [36, 71, 97]
Candidate 2 Inflammatory Chronic PD
approach mediator Protective
Candidate
approach
ERC2 & gene GWAS Chronic PD [22, 84]
region GWAS Chronic PD
9p21.3* GWAS Aggressive PD | [25, 71, 75]

Meta analysis
GWAS

CHD
Aggressive PD
and CHD

Additional putative candidates not validated (p value <5 x 10°)

Divaris et al.
[21,22]

KVNKI1, PKN2, FXOB38, UHRF2, TBCIDI1, CLIC5, CSMD3, FOS, ODZ2,
GRIDI, KIAA1715 IL33, RUNX2, TRPSI, NIN, NPY, NCR2,CELF2, region
between WNTS5A and ERC2, region between EMR and VAV

Teumer et al. [84]

EPHA3, RAB6C, C90rf150, IOSECI1, ERC2, CAMK4, MFSDI, LBP, ETS2,

and FAM1804

Schaffer et al.
[78]

LAMA2, HAS2, CDH2, ESR1, OSBPL10, HSP90OAB2P and GVINP1
pseudogene regions, region near SEL1 and FHOD?3, region between SOS2

and NIN

Bolded genes/regions show have been validated in another study
3 Have been validated in both heart disease and PD.

GWAS studies have also been conducted in larger populations to identify poten-
tial genome wide association.
Table 1 shows genes which exhibit strong p values in these studies although
genome-wide significance was not achieved. Notably putative candidate gene status
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was noted in more than one study (either by GWAS analysis or candidate SNP
approach) for genes listed. Further, many mutations occurred within regulatory/
intronic regions (Vaithilingam et al. [88]).

An interesting study by Ernst el al. [25] validated association of 4 SNPs occur-
ring within 9p21.3 in subjects with generalized aggressive PD. This finding was
particularly significant since this region has demonstrated strong putative associa-
tion with coronary heart disease in previous GWAS studies [25, 71]. Further puta-
tive associations reported between chronic PD and coronary artery disease (CAD)
include ANRIL 25, 71, 73], IL10 [3, 73, 104] and CAMPTAI [21].

In a follow-up study, Divaris et al. [22] reported on a meta-analysis of data de-
rived from GWAS performed in two separate cohorts examining genetic association
in the context of chronic periodontitis. Validated and additional putative candidate
genes/regions are reported in Table 1. An increase in estimated heritable variance
associated with severe chronic PD (present in 17 % of their study population) from
18 to 52 % was reported with smoking as an interactive variable.

The GWAS study by Teumer et al. [84] similarly focused on chronic periodon-
titis in two separate populations. Putative SNPs with the strongest association re-
ported in their study are summarized in Table 1. Following data modeling (which
included imputation of HapMap, autosomal and X-chromosomal genotypes, and
indels), these investigators reported that cumulative interactive effects of all com-
mon SNPs on mean attachment loss contributed 23 % of the estimated variance, and
could explain 34 %, if subjects > 60 years of age were excluded.

The latest GWAS study by Shaffer et al.[78] reported that their study validated
other candidate loci for PD previously associated in candidate approaches includ-
ing: LAMA2, HAS2, CDH2, ESR1, and a genomic region on chromosome 14q21-22
between SOS2 and NIN. The study further nominated new candidates including
OSBPL10, alipid receptor that has shown association with hyperlipidemia, two loci
near pseudogenes HSP 904AB2P and GVINPI and two additional loci near SEL/L
and FHOD3 [78].

Interestingly, among the four GWAS studies to date, only few common risk
alleles have been observed across more than one GWAS study or replicate risk
alleles reported in previous studies (e.g. /L10). Inability to observe genome-wide
significance may be associated with factors such as heterogeneity among popu-
lations, sample size, and variability in inter-individual variability in microbiome
constituency across the spectrum of PD.

Is there Genetic Predisposition Supporting Cariogenesis?

Applying a heritability analysis approach, 740 multigenerational families were gen-
otyped for 72 ancestry informative SNPs [91]. Family members were classified into
the following phenotypes following oral examination: (1) no decay, (2) ‘white spots’
(pre decay state), (3) fillings, (4) missing due to cavitation, (5) hypoplasticity, (6)
localization of the decay and (7) missing due to non caries-related variables. Strong
heritability patterns that attributed between 54—70 and 35-60% of variability to
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a genetic component for primary and permanent dentition, respectively, were ob-
served.

Studies defining caries-associated candidate genes have identified some genetic
predisposition due to SNPs in genes relating to tooth structure, the innate immune
response and taste receptor genes which may predispose to diets that promote car-
iogenesis. Putative genetic associations to cariogenesis are summarized in Table 2.

Two GWAS studies exploring genetic underpinnings in cariology have been
reported. Schaffer et al. (2011) [77] explored heritability factors contributing to
cariogenesis risk in primary teeth in children. Although putative SNPs did not
achieve GWAS significance, strong association was nonetheless observed for loci
at or near genes with plausible functional roles that could contribute to caries risk
(see Table 2). Other SNPs showed variable association depending on adequacy of
fluoride treatment (see Table 2). A second GWAS study carried out [92] in 5 distinct
adult cohorts, advanced several putative genes as candidates contributing to caries
risk including genomic loci in the vicinity of genes with plausible functional roles
in caries development (shown in Table 2). In 2011, Shaffer et al. [77] defined a
secondary caries phenotype characterized by caries specifically affecting maxillary
incisors. Notably, in a murine model, ISL/ was specifically associated with incisor
development. The relationship between this mutation and incisor caries remains to
be explored. Whereas these mutations showed strong associations (p value <1077),
none achieved genome-wide significance. Future meta-analysis and testing for
genetic and genetic/environmental factor interactions will further increase under-
standing of the genetic mechanisms interacting with the oral microbiomes.

Employing the HuMiChip 1.0, a geochip designed to measure metabolism of
microbiota, Yang et al. [101], demonstrated a functional gene structure that differ-
entiated individuals with caries from individuals without caries. These investigators
observed a higher level of conservation of non-core genes in healthy individuals
compared to caries-active individuals who exhibited a loss of genetic diversity in
three distinct metabolic pathways thus creating a ‘cariogenic signature’ detectable
in saliva. They proposed that, when applied as a screening tool, this functional mi-
croarray exhibited greater sensitivity to detect caries-active individuals than any
other biomarker currently available. Biomarkers associated with the caries-active
phenotype included altered levels of diaminopimelate epimerase, (functions in the
amino acid synthesis pathway and is critical to bacterial cell wall biosynthesis), pre-
phenate dehydrogenase (oxidative decarboxylation and is critical to tyrosine syn-
thesis, N-acetlymuramoyl-L-alanine amidase (glycan synthesis/metabolism critical
to cell wall autolysis). Study outcomes await replication in larger populations.

Advances in Proteomics in Assessing the Microbiome in Health
and Disease States

Determination of disease presence in the oral cavity is largely dependent on clini-
cal examination in the absence of other available diagnostic tools. Among ‘omic’
studies, genomics has been predominantly applied to microbiome analysis with the
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Table 2 Putative candidate genes associated with cariogenesis

Candidate | Approach | Relevant function Impact Reference
gene/region
AMELX Candidate | Encodes amelogenin p values for TT genotype | [45]*
approach subject (fluoride vs non
fluoride) for Amelix SNPs:
rs17878486: 0.003
1rs5933871: 0.001
1rs5934997: 0.000
TUFT1 Candidate | Encodes tuftelin significant interaction [807]*
approach between S. mutans and
tuftelin. (r square = 0.268)
CD14 Candidate | Microbial pattern CD14-260 TT genotype in | [17]*
approach | recognition children with caries protec-
tive against abscess/fistula
p=0.005
TAS2R38 Candidate | Taste receptor CA and CAT haplotype [94]*
approach for TAS238 is associated
with caries risk in primary
dentition (p = 0.03 and
0.02, respectively)
RPS6KA2 GWAS Kinase; inflammatory Permanent dentition caries | [92]
mediator gene regulation
PTK2B GWAS Kinase; inflammatory Permanent dentition caries | [92]
mediator gene regulation
RHOU GWAS In WNT signaling cascade: | Permanent dentition caries |[92]
(tooth development)
FZDI GWAS In WNT signaling cascade: | Permanent dentition caries | [92]
(tooth development)
TLR2 GWAS Immune response to oral | Permanent dentition caries | [92]
pathogens
ADMTS3 GWAS Tooth development Permanent dentition caries | [92]
ISL1 GWAS Incisor development Permanent dentition caries | [92]
ACTN2 GWAS Regulation of tooth enamel | Primary dentition caries [77]
formation
MTR GWAS Methionine and homocys- | Primary dentition caries [77]
teine production
EDARADD | GWAS Tooth development Primary dentition caries [77]
MPPED? GWAS Expressed in epithelial Primary dentition caries [77]
cells during microbial
challenge
LPO GWAS Encodes salivary enzymes | Primary dentition caries [77]
TFIP11 GWAS Enamel synthesis Caries, low fluoride [77]
EPHA7 GWAS Tooth development Caries, adequate fluoride | [77]
ZMPSTE24 | GWAS Mandibular development | Caries, adequate fluoride | [77]
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expectation that these approaches would define clear definitions of community pro-
files associated with health and disease states, with mixed success. Instead, what
has emerged in many studies are similar profiles exhibiting subtle shifts in relative
representation, generally with modest changes in diversity or relative abundance.
Further, the choice of sample analyzed has presented researchers with varied pro-
files in the same disease state. To complicate matters further, these studies have
revealed that approximately 50 % of the microbiome constituents have never been
cultured and their contribution to oral health and disease remains unexplored and
begs the question of whether major pathogens responsible for PD remain to be
defined.

As illustrated by the study of Yang et al. [101] discussed in the preceding sec-
tion, multidimensional approaches to include proteomic and/or metabolomics in-
vestigation are just beginning to provide increased granularity and perspective into
the complex nuances of host-microbe and inter-microbe interaction and the conse-
quences of these interactions systemically and locally within the microbiome. How-
ever, such complementary multi-omic approaches to microbiome analyses are just
beginning to gain traction and a recent meta-analysis identified only a dozen studies
that had applied proteomic approaches to characterizing periodontitis and only one
metabolomic study at the time of publication (Trinidade F et al. [86]). Advances in
proteomic technology are likely to advance microbiome analysis from this perspec-
tive. Examples include: (1) Protein topography and Migration Analysis Platform
(PROTOMAPO which merges application of shotgun proteomics to proteins sepa-
rated by SDS-PAGE and (2) Matrix assisted laser desorption/ionization (MALDI)
which can be applied to rapid protein detection in mixtures [34]. These authors
review a list of some periodontal proteins characterized by application of structural
proteomic study, interactive proteomic study or functional proteomic study in the
context of PD or clinical treatment of PD. Potentially some of these may represent
candidates for incorporation into panels for use as clinical screening tools designed
to have high sensitivity and specificity for evaluating PD disease status.

Three recent proteomic studies of PD that illustrate potential of proteomic approach
include a study by Tsuchida et al. [87], who described a tandem mass tags approach to
accomplish quantitative proteomic analysis to discover potential proteomic biomark-
ers associated with PD in gingival crevicular fluid. Of 619 proteins, the investigators
reported that metalloproteinase 9 (MMP9) and neutrophil gelatinase-associated lipo-
calin (LCN2) levels were higher in patients with PD compared to healthy subjects.
Both of these proteins have previously been implicated in progression of PD. A study
by Ngo et al. [63] subjected GCF to MALDI-TOF mass spectrometry analysis and
demonstrated that GCF mass spectra data could be modeled to predict attachment
loss at a site with 97 % specificity. Further, a study by Carneiro et al. [12] applied sta-
ble isotope-labeled ICAT and mTRAQ in mass spectroscopy studies to examine the
GCF proteome in subjects with and without PD and the results were validated using
ELISA. The investigators found 180 proteins common to both healthy subjects and
those with PD, and 26 and 32 proteins present only in healthy subjects or those with
PD, respectively. Other proteins quantified for the first time in GCF associated with
PD included host and bacterial proteins and virulence factor OMP85. These authors
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reported largely novel host (7=50)- or microbial pathogen- associated (n=16) pro-
teins present in significantly elevated levels over those measured in healthy subjects
and predict that some of these have applicability to the clinical setting.

Implications for Diagnostic and Therapeutic Approaches

Perturbations in the microbiome or changes in the host interaction with the mi-
crobial load may shift the balances within microbiomes and the global ecosystem
from one supporting health to one supporting disease. These shifts underscore the
necessity for a personalized approach to diagnosis and clinical management due
to dynamic relationships between the host and its microbiome which has shown
substantial inter-individual variability both in the state of homeostasis or dysbio-
sis as determined by host factors. However, ‘omic’ studies are just beginning to
provide insights into patterns associated with health and disease. Definitions of
heritability will help identify genes vested in health maintenance or emergence of
disease. Functional analysis of these genes will provide clues to translational prod-
ucts and metabolic pathways they impact. Once patterns associated with health and
disease are defined, the potential to harness this knowledge to screen individuals
for profiles associated with healthy states or detect subtle perturbations that may
portend risk for disease emergence, offer the potential for personalizing approaches
for maintaining oral health, evaluating disease risk, or detecting disease emergence
[52]. This approach may inform development of interventions tailored specifically
to individual treatment to restore a healthy equilibrium. For example, research is
pointing to a profile of core microorganisms associated with oral health that deter
establishment of cariogenic bacterial strains. Core commensal strains may prove
useful as ‘probiotics’ to maintain a healthy balance in the oral cavity, thus discour-
aging establishment of microbiota with cariogenic potential [9].

Further, studies suggest that presence and number of risk factors for periodontitis
and tooth loss are directly correlated with number of annual visits to the dentist for
prophylactic treatment. For example, the Michigan Personalized Prevention Study
by Giannobile et al. [29] demonstrated significantly higher rates of tooth loss in
patients with one or more of the following risk factors: smoking, diabetes, and pres-
ence of a specified pattern of IL-1 SNPs as determined by genetic testing, if they
visited the dentist for prophylaxis once yearly compared to twice yearly compared
to low risk patients whose rate was the same whether they were seen once or twice
annually. In a follow-up editorial, Giannobile et al. [30] challenge the paradigm of
twice annual visits suggesting that this should be personalized to patients depend-
ing on risk, suggesting that one visit annually may be sufficient for low risk patients
whereas high risk patients with multiple risk factors may require more than 2 pro-
phylactic visits annually to maintain periodontal health. Based on increasing infor-
mation with respect to maintenance of health and risk emerging from microbiomic
study, these authors advocate application of the new knowledge to risk stratification
and an approach to patient care with embraces ‘the four P’s: prediction, prevention,
personalization and participatory health care on the part of the patient.
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Whereas there is much heterogeneity in the interaction between the host and
associated microbiomes across individuals, and the enormous complexity in the in-
teractions between the host, microbiota, and environment, it becomes highly critical
to carefully standardize and define approaches that analyze these complex relation-
ships in order to create capacity to clearly discern any global patterns through meta-
analysis of metadata generated by these approaches without factoring in additional
confounding contributed by experimental artifact. Historically, lack of consensus on
standardized definitions of periodontal disease or definition of chronic periodontitis
have contributed significant heterogeneity to study data creating serious challenges
in comparing and testing validity of data over time. ‘Omic’ approaches show prom-
ise for more accurate classification of disease phenotypes [47]. With metagenomic
approaches to oral microbiome analysis still burgeoning, critical analysis of cur-
rently available data and how these could inform standardization of metagenomic
and future ‘omic’ approaches while reducing technology-associated confounding,
could immensely accelerate progress in this emerging discipline in the future and
potentially reduce the number of conflicting reports. A critical editorial by Schaefer
et al. [74] highlights important considerations that provide a good starting point for
planning and advancing future initiatives.

Metagenomic and other ‘Omic’ Resources

Finally, a summary of important resources that have been developed over the past
decade to facilitate ‘omic’ study of the host-microbiota interaction are important
to cite. Quantum leaps in advancing understanding of species diversity and com-
position within disparate microbiome environments in the human body have been
facilitated by the National Institutes of Health’s (NIH) sponsorship of three impor-
tant initiatives and have generated several invaluable resources which have rapidly
advanced this field of study. These include the:

Human Microbiome Project (HMP)

Launched in 2008, HMP has enabled characterization of various microbiomes
throughout the body at the sequence level with the objective of defining and com-
piling reference genomes of species represented within these local microbial com-
munities. http://commonfund.nih.gov/hmp/index.

Human Oral Microbiome Database (HOMD:
http://www.homd.org/)

Curated by Dewhirst et al. [ 18], this singularly important resource represents a com-
pilation of prokaryotic species associated with the oral cavity with capacity to link
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sequence data to phenotypic, phylogenetic, clinical and other available data charac-
terized for each organism. This resource contains over 600 validated taxa of which
only ~25% are named, 8% have been cultivated but remain unnamed and 68 %
represent uncultivated phylotypes about which little is known.

Core Human Oral Microbiome Database (CORE: http://
microbiome.osu.edu) and other 16s rRNA gene reference
resources

CORE is a database which stores phylogenetically-curated 16S rDNA sequences as-
sociated with the oral microbiome. Comprehensive representation of the oral micro-
biome was achieved by alignment of 668 full length 16S sequences [32]. The Core
database represents the most accurate and validated curation to date and consists
of a compilation of 1043 sequences representing 152 genus level and 636 species
level OTUs detected in the oral cavity. Average genus and species-level divergence
reported within OTUs is 7.3 % (SD 5.5 %) and 1.3% (SD 0.8 %), respectively [32].
Because of the extremely diverse number of taxa found in the oral cavity, this re-
source was designed as an aid in achievement of taxonomic assignment and as a
framework to study community divergence utilizing the highly detailed phyloge-
netic tree. An example of an oral genus-level phylogenetic tree configured based
on CORE database data, shown in Fig. 1, (from [32]). Performance of the Oral
CORE database for identification of clinical sequences exceeded that of GenBank,
16s TRNA gene reference resource, HOMD and RDP (http://rdp.cme.msu.edu/).
(Griffen et al. [32] [39, 40]). An additional available 16s rRNA gene reference re-
source is Silva (http://www.arb-silva.de) [2].

OralCard

OralCard represents comprehensively curated published data on the oral proteome
inclusive of both human and microbial data. This resource is accessible at http:/
bioinformatics.ua.pt/oralcard [6].

Key Terminology

Cariogenesis: the process leading to cavitation of tooth enamel (i.e. forma-
tion of dental caries)

Core Microbiome: composition of the microbiome associated with the
state of health

Genomics: the study of genes and their function

Gingivitis: a mild self-limited infection of the gums of lower severity than
periodontal disease
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Metabolomics: the study of products arising from metabolic processes

Metamicrobiome-the collective communities of microorganisms orga-
nized into environmental niches throughout the body. The term microbiome
is often used interchangeably with microbiota

Omics-technology applied to the study of the various molecules of human
or microbial origin in the body classified by function

Periodontal disease: an infectious process of the gums exacerbated by
host inflammatory responses which with increasing severity leads to bleed-
ing and painful gums, attachment loss, bone loss, and eventually, tooth loss.
This condition generally requires professional intervention and careful oral
hygiene to limit progression or recurrence

Proteomics: the study of protein products of genes

Transcriptomics: the study of RNA molecules, including mRNA, rRNA,
tRNA, and other non-coding RNA produced
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Herpes simplex virus type 1 (HSV-1) is a human pathogen that causes one of the
most wide-spread infections of orofacial skin and mucous membranes. It infects
most individuals in early life, the primary infection often lacking clinical manifes-
tations. However, after viral replication at the entry site, HSV-1 is transported by
sensory neuron fibers to cell bodies in central ganglia, where the virus establishes
life-long latency. Reactivation of quiescent virus results in recurrent disease, most
often at the site of primary infection.

In the United States, the overall age-adjusted HSV-1 seroprevalence was esti-
mated at 60%, [1, 2] but only about half of individuals experience clinically rel-
evant herpetic infection [3, 4]. Furthermore, the recurrence frequency varies largely
among the symptomatic individuals, ranging from few episodes in a lifetime to
more than one monthly flare/outbreak. Susceptibility to clinically manifest reactiva-
tion of dormant HSV-1 has been shown to depend on the virus itself, environmental
factors and host genetics.

The Virus

HSV-1 (or Human herpesvirus 1; family: Herpesviridae; subfamily: Alphaherpes-
virinae; genus: Simplexvirus) is a large (150-200 nm), spherical, enveloped virus,
comprising four major structures: the core containing viral DNA, an icosahedral
capsid, the tegument and the envelope. The large HSV-1 genome (~ 150,000 base
pairs of double stranded DNA) includes more than eighty genes organized into a
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long (L) and a short (S) region, each containing a unique region (U; and Uy, respec-
tively) flanked by inverted repeat sequences. Compared to RNA viruses, the HSV-1
genome is fairly stable; however, differences in virulence and pathogenesis have
been observed between different strains [5].

HSV-1 productive infection follows a stepwise sequence, starting with virus en-
try into the host cell, followed by viral gene expression and DNA replication, and
ending with virion assembly and exit. Interactions of HSV-1 envelope glycoproteins
B (gB), gC, gD and the gH/gL complex with host cell surface molecules allow virus
attachment, its fusion with the plasmatic membrane, and, eventually, nucleocapsid
and tegument proteins passage to cytoplasm. Virus entry stage ends with nucleocap-
sid delivery to the nucleus, where gene transcription begins. This latter process also
follows a chronological sequence where three major gene groups are distinguished:
immediate early (IE), early and late genes. IE genes are transcribed without prior
HSV-1 protein synthesis because their promoters recruit the host cell transcriptional
machinery. IE-gene encoded proteins promote the transcription of early genes and
a subset of late genes, which guide synthesis of virus DNA and structural proteins
in the productive stage of the infection. HSV-1 DNA synthesis generates numerous
progeny genomes in each infected cell; when viral nucleocapsids are assembled,
they are loaded with viral DNA and exit host nucleus to cytoplasm. Finally, virions
egress the infected cell, either after its lysis or taking advantage of cellular secretory
mechanisms [6].

Pathogenesis and Clinical Course

The mainstay of all members of Herperviridae family is their capacity to establish
latent, lifetime infection. Additionally, Alphaherpesviruses are able to invade and
replicate in the Central Nervous System (CNS), the site of HSV latency. HSV-1
transmission from one host to another requires direct contact of damaged skin or
mucosae of an individual with HSV-1 virions shed by another one. When the virus
surpasses anatomical barriers of a susceptible subject, it replicates at the site of
inoculation. It follows the virus (or capsid fragments) uptake into the sensory nerve
fibers in the epithelium and transport to the neuronal body, where, after further viral
replication, latency establishes. This initial stage of infection is usually asymptom-
atic and self-limiting, although in exceptional cases it can evolve in life-threatening
herpetic encephalitis, sepsis-like syndrome, eczema herpeticum, a serious compli-
cation of atopic dermatitis, or Herpes simplex keratitis, a major cause of blindness
in developed countries [7-12].

Unlike other chronic infections, the virus does not replicate during latency, when
only very limited viral gene transcription is detected. Certain signals (e.g., UV-light
exposure, fever, stress), through as yet incompletely understood mechanisms, can
cause viral reactivation, followed by transport from neuronal bodies to periphery.
Reactivation is characterized by either asymptomatic virion excretion or clinically
relevant manifestations lasting for about 1 week, with keratinocyte damage present-
ing as typical vesicular lesions and subsequent ulcers, which can undergo secondary
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bacterial infection. Reactivations occur at variable intervals, and most often affect
the perioral area. Less frequently found than herpes labialis is the occurrence of gin-
givostomatitis (difficult to distinguish clinically from aphtas of other aetiologies),
which usually affects the tongue, gingival, buccal or palate mucosae [13]. Outside
the oral area, potential sites of cutaneous recurrent herpetic lesions include, with
variable (albeit lower) frequency, face, ears, neck, trunk or limbs (including the rare
herpetic paronychia) [13]. Genital and ocular herpetic lesions are more common,
but still far less frequent than herpes labialis [1, 12]. Erythema multiforme, which
may affect the oral cavity, is also a rare complication of herpetic infections [14].

Host Immune Response to HSV-1 and Virus Evasion
from Host Immunosurveillance

Innate Cytokine Response to Virus Molecular Patterns

Virus survival inside host cells implies the development of a large array of strate-
gies to overcome the host blocking its replication. To this end, HSV-1 selectively
degrades or inhibits the proper function of host proteins and limits their synthesis
(reviewed in [15]). In primary infection, when HSV-1 replicates prior to maturation
of host adaptive immunity, evasion from innate immunity should be crucial for its
survival. Later on, additional strategies to overcome both innate and acquired host
immune responses facilitate virus latency and reactivation.

As outlined previously, the first step in HSV-1 life cycle is entry into host cells,
taking advantage of intrinsic cellular mechanisms. Conversely, the trigger for an
immune response to any pathogen is its recognition by host immune cells. To this
end, host pattern recognition receptors (PRRs) recognize pathogen constitutive
and conserved molecular motifs termed Pathogen-associated molecular patterns
(PAMPs). HSV-1 glycoproteins, DNA and RNA are all PAMPs that can be sensed
by host PRRs, mainly Toll-like receptors (TLRs) and cytosolic DNA and RNA sen-
sors. These PRRs are expressed in epithelial and fibroblast cells at the site of pri-
mary infection and also in different innate immune cell types.

PRR-dependent pathways (and also PRR-independent ones, see following sec-
tion) converge to trigger proinflammatory cytokine responses, particularly interfer-
on (IFN) production. Of the three types of IFN, types I and III (IFN-o/p and IFN-A,
respectively) are produced within the first hours after infection by a large array of
cellular types, whereas type II (i.e. IFN-y) is secreted in a subsequent step of the im-
mune response, mainly upon NK- and T-lymphocyte sensing of infected cells [16].
IFNs, largely considered a first line defence against virus and, probably, the most
critical for innate response, inhibit viral replication and control the transcription
of several host genes, leading to global repression of protein synthesis in infected
cells. Furthermore, they constitute potent stress signals that enhance antigen presen-
tation, shaping acquired immune response to HSV-1 infection [17].
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Type I IFN induction requires the activation of several transcription factors,
including interferon regulatory factor (IRF)-3 and nuclear factor-kB (NF-kB). An
additional autocrine feedback enhancing mechanism is initiated in epithelial and
fibroblast cells through IFN receptors, triggering a phosphorylation cascade of Ja-
nus kinases (Jak) and signal transducer of activated transcription (Stat) molecules,
which eventually leads to the transcription of [FN-stimulated genes and subsequent
anti-viral responses (reviewed in [18]).

Considering the importance of these early host defence mechanisms, it is not
surprising that several HSV-1 encoded proteins alter TLR-dependent and -indepen-
dent IFN-mediated antiviral pathways at different levels. For instance, ICP34.5 and
USl11-encoded proteins interfere with host cell response to double stranded (ds)
RNA (a marker of virus infection), consequently preventing both infected cell death
and NF-«B activation [19-23]; UL41 RNase and IE protein ICP27 reduce Jakl,
Statl and Stat2 supplies, hence limiting the signalling through type I IFN recep-
tors [24-26]; and ICPO blocks both TLR-triggered activation of NF-kB and IRF
signalling, thus limiting the ensuing production of type I IFN and its downstream
outcomes [21, 27-30].

Cellular Immunity

Cytotoxic cells, including CD8 +T lymphocytes (CTL) and natural killer (NK)
cells, are the main effectors of cellular immunity to viral infection. NK cells can rec-
ognize and kill infected cells without prior sensitization, and they also secrete sol-
uble factors, notably IFN-y and TNF-a, potent anti-viral effectors and immune cell
activators. NK-cell activation depends on the balance of signals elicited by activat-
ing and inhibitory receptors [31-33]. NK cells, besides recognizing PAMPs, sense
pathogen- or stress-induced molecules of infected cells through specific activating
receptors (e.g. Natural Cytotoxicity Receptors and NKG2D, which recognises some
polymorphic ligands) [34-36]. Furthermore, they are strongly stimulated upon rec-
ognition of immune complexes and antibody-coated cells through receptors for the
Fc of IgG (FcyR), like CD16 [37]. Also essential for NK cell regulation and surveil-
lance of infection is, as explained in more detail in Diversity of NK-cell receptors,
recognition through inhibitory receptors of self Major Histocompatibility Complex
class I molecules (MHC, called HLA in humans). Supporting a crucial role for
NK cells in control of HSV-1 infection are several primary immunodeficiencies
affecting either the number or the function of this lymphocyte subset, whereby the
clinical picture is dominated by recurrent herpetic infections (reviewed in [38, 397).

In addition to the evolutionarily ancient pathogen recognition by germ-line encod-
ed PRRs and other stress signal receptors on innate cells, adaptive immune lympho-
cytes use clonotypic receptors to recognize and activate in response to either complete
viral antigens (B cells) or (T-cells) pathogen-derived peptides on the surface of anti-
gen presenting cells (APC). Although acquired immunity requires longer periods of
time to mature, it confers highly-specific, long-lasting protection against pathogens.
HSV-1 activates APCs (essentially dendritic cells, DCs) at the infection site, either
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directly or through type I IFN release by infected cells. DCs then carry viral antigens
to draining lymph nodes, where acquired immune responses are primed [17, 40].

In lymph nodes, antigen-specific CD8+ T lymphocytes recognize viral pep-
tides crosspresented by DCs on HLA class I molecules. After clonal expansion and
maturation, these T lymphocytes specifically recognize and kill infected cells, and
secrete [FNy, thus controlling both the virus clearance at the infection sites and re-
activation from latency [41-43]. Differentiation of antigen-specific CTLs and gen-
eration of memory CD8+ T lymphocytes require functional CD4+ T helper cells,
which, in turn, depend on antigen presentation and co-stimulation by DCs [43—45].
CD4+ helper and regulatory T lymphocytes are also critical to promote and control,
through cell-cell interaction and cytokine secretion, efficacious humoral and in-
flammatory responses to infection. Effective antigen-specific humoral and cellular
antiviral responses thus relay on viral peptide presentation to T-lymphocytes of the
CDS8 and CD4 subsets by HLA molecules, which belong to two classes.

HLA class I molecules, expressed on the surface of nearly all nucleated human
cells, specialize in presentation to CD8 " T-lymphocytes of peptides derived from
proteins synthesized by the cell expressing the HLA molecule (i.e. this reflects the
cell health state). In contrast, HL A class Il molecules, whose expression is restricted
to, roughly, professional APCs (e.g. Langerhans and other DCs) and B-lympho-
cytes, can additionally present peptides derived from proteins taken from the extra-
cellular medium (e.g. endocytosed virions and dead cells); i.e., through HLA class
I molecules, APCs show CD4 + T-lymphocytes the antigens they have encountered
in their environment.

Classical HLA class I proteins (HLA-A, -B and -C) are membrane-bound het-
erodimers composed of a highly polymorphic a-chain, non-covalently associated
with the smaller B,-microglobulin, which form a binding grove that harbours pep-
tides of 8—11 amino acids in length for T-cell receptor recognition. Roughly similar
structures are seen in HLA-class I molecules (DR, DQ and DP), albeit each of these
is composed of alpha and beta-chains of comparable size, and they present peptides
of greater and more variable length. Complex intracellular structures generate and
transport peptides of appropriate length to HLA class I and class II molecules [46].

Consistently with the key role of antigen presentation in the response to HSV-1,
the virus has evolved several mechanisms to circumvent T cell recognition of in-
fected cells. For instance, viral protein ICP47, encoded by the immediate-early gene
US12, efficiently binds the human transporter for antigenic peptides (TAP), hence
interfering with delivery of virus peptides to HLA class I molecules [47]. Other
levels of antigen presentation targeted by HSV-1 include the blockage of DC matu-
ration [48] and ICPO-mediated down-modulation of CD83, an adhesion molecule
involved in T-cell/DC interaction [49, 50]. Furthermore, viral protein ICP22 inhibits
CD4+ T lymphocyte activation by B-cells [51]. Additionally, by a yet unknown
mechanism, HSV-1 down-regulates CD1 proteins (a family of HLA-like lipid-an-
tigen-presenting molecules), hence subverting CD1-restricted T cells response to
infection [52, 53]. Though CDI proteins have not yet formally been involved in
HSV-1-antigen presentation, murine CD1-restricted T cells (also called NKT cells)
are somehow involved in the control of HSV-1 infection [54].
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Humoral Immunity

Antibody response is a hallmark of adaptive immunity. Following a primary IgM
response, CD4+ T cells promote further maturation of the humoral response, and the
generation of HSV-1 antigen-specific plasma cells and B memory cells. This results in
a secondary response of circulating specific antibodies of higher affinity, primarily of
the IgG isotype, which act as effectors of the acquired immune response during HSV-
1 reactivations. In addition to direct virus neutralization, antibodies are also required
for classical pathway of complement-mediated cell lysis and for antibody-dependent
cellular cytotoxicity (ADCC) through FcyR, as detailed in Diversity of cellular recep-
tors for immunoglobulin G. It is therefore not unexpected that HSV-1 glycoproteins
gE and gl have evolved to form a decoy FcyR domain expressed on both the viral
envelope and the infected cell membrane [55]. The decoy FcyR may compete with
functional FcyR of effector immune cells, and partially protect the infected cells from
ADCC; in addition, it generates an antibody bipolar bridging effect (the antibody
uselessly binding to the infected cell through both the antigen-binding site and the
Fc). Bipolar bridging, besides hindering ADCC, blocks C1q binding, thus inhibiting
immunocomplex recognition and complement classical pathway activation [56, 57].
Furthermore, viral glycoprotein C targets C3b, blocking both C3 and C5 convertases
assembly and anaphylatoxin release, hence inhibiting all pathways of complement
activation [58—60]. Of note, perhaps due in part to subversion mechanisms, symptom-
atic reactivations of HSV-1 (and other herpesviruses) take place almost invariably in
presence of specific antibodies, showing ineffectiveness of humoral response alone to
eradicate the virus or completely block its replication.

Genetics, Genomics and Susceptibility to HSV-1 Infection

Lessons from Mouse Experimental HSV-1 Infection

Differences between individuals in susceptibility to particular infections, and in
their response to these, have been observed since centuries ago. It followed the
observation that these inter-individual variations in susceptibility to disease depend
on both the infectious agent and the host. The study of infectious disease under
complex genetic control in humans is complicated by a variety of aspects includ-
ing population heterogeneity, environmental factors, low or incomplete penetrance,
and phenotypic differences among infected individuals. Furthermore, genetic fac-
tors contributing to pathogen susceptibility most often act at different stages of
the infection process. Mouse models using both reverse- and forward-genetics ap-
proaches have been of great help for geneticists searching for disease susceptibility
loci. In the case of HSV-1 infection, mice are not natural hosts, and reactivation
from latency is less frequent in them than in humans, thus limiting the utility of
murine models for studying this phenomenon. However, progress has been made
in studying mouse susceptibility to HSV-1 primary infection, the establishment
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of latency and pathogenesis. Alike other infectious diseases, mouse models con-
firmed that virus-specific factors including virus strain, the site of inoculation and
the amount of viral inoculum influence the infection outcome. Furthermore, initial
forward genetics studies found that natural resistance to HSV-1 primary infection
is also mouse strain-dependent [61]; differences manifested as reduced pathogenic-
ity and increased survival, determined by a delay in HSV-1 spreading to CNS and
latency establishment, processes dependent on type I IFN production and NK cell
activation [62—66]. Several susceptibility loci on mouse chromosome 6 were sub-
sequently found responsible for these differences [63, 64, 67]. Additionally, a very
recent study has extended knowledge on genetic factors influencing disease severity
by identifying a locus on mouse chromosome 16 which modifies both susceptibility
to die of herpetic encephalitis and the severity of ocular disease [68]. Indeed, pre-
disposition to develop severe keratitis is another example where mouse models can
be of great help. Early studies identified a region around immunoglobulin heavy-
chain locus (IGH) on mouse chromosome 12 involved in keratitis development
[69], which has been confirmed in two more recent studies [68, 70]. Additional
susceptibility loci for herpetic keratitis were also identified on chromosomes 4, 5,
13, and 14 [70]. However, while these approaches are promising, they have so far
identified no susceptibility gene.

Reverse genetics allows direct studying of specific genes involved in resistance
to infection through manipulation of mouse genome. Mouse knock-outs for several
genes implicated in innate and adaptive immunity elucidated most of the known
host defence mechanisms against HSV-1 infection, including the crucial role of
interferons in the control of primary HSV-1 infection [71-73], opening the way
towards defining the first genetic cause of human susceptibility to devastating, pri-
mary HSV-1 infection: Herpes Simplex Encephalitis (HSE).

TLR-IFN Pathways and Herpes Simplex Encephalitis

As outlined above, IFNs are key players in limiting HSV-1 infection in both mice
and humans, and PRR recognition of pathogen structures is an important trigger of
IFN production. Since PRR discovery in the early nineties, an increasing number
of HSV-1-derived structures have been found to activate these receptors. Thereby,
cell surface-expressed TLR2 recognizes both HSV-1 gB and the gH/gL. complex
[74, 75]. Furthermore, endosomal TLR3 and TLRO trigger cellular activation in
response to HSV-1 dsRNA intermediates and unmethylated DNA containing CpG
motifs, respectively [76—78]. TLR7 and TLRS sense virus-derived single-stranded
RNA, but they have not yet been implicated in HSV-1 recognition. Additionally,
RIG-1 (retinoic acid-inducible gene 1) and MDA-5 (melanoma differentiation fac-
tor 5) sense cytosolic HSV-1 RNA [79, 80]. Finally, a growing number of new cy-
tosolic DNA sensors are being reported to recognize intracellular HSV-1 structures
(reviewed in [81, 82]). However, more research is warranted to provide an integrat-
ing model linking all these findings.
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Parallel to advance in PRR characterization, great progress has been made in
identifying single-gene inborn defects causing, or predisposing to, herpetic enceph-
alitis. Investigations with both murine models and human patients have contributed
to defining genetic defects related to type I IFN as primary immunodeficiencies
capable of causing HSE. The first report on genetic mutations causing isolated,
childhood HSE described two unrelated patients with impaired type I and III IFN
production and different autosomal recessive mutations in the gene coding for the
endoplasmic reticulum protein UNC93B1, implicated in the TLR3, TLR7 and TLR9
traffic [83—85]. This was soon followed by descriptions of another three unrelated
patients with autosomal dominant [86] and recessive mutations in the 7LR3 gene
[77], and pediatric patients with history of HSE and mutations affecting several
proteins downstream the TLR3-IFN pathway (namely TRAF3, TRIF/TICAM1 and
TBK1) [87-89]. While these studies provide strong evidence that human TLR3 is
involved in host defence against HSV-1 primary infection in the CNS, the immu-
nological alterations responsible for many other patients experiencing HSE remain
to be established.

Besides immune alterations predisposing exclusively to HSE, a minority of pa-
tients with other primary immunodeficiencies affecting the IFN activation pathway
also develop HSE, among other recurrent infections caused by different pathogens.
Such is the case with NEMO and STAT1 mutations, which affect NF-«B activation,
and response to type I IFNs, respectively. Also affecting the latter pathway, the only
TYK?2 mutation described to date did not associate with HSE, but with HSV-1 cuta-
neous infection (reviewed in [90, 91]).

Interestingly, only a minority of pediatric patients and relatives with an identified
genetic defect causing HSE suffered episodes of herpes labialis [86]. Furthermore,
very few experienced HSE recurrences [7, 92], arguing against a crucial role of the
TLR3 pathway in immunity to HSV-1 outside CNS and in latter stages of infection
(i.e. latency control and reactivations). A single study reported that a leucine-412 to
phenylalanine TLR3 polymorphism associates with a reduced NK-cell responsive-
ness through TLR3 activation, and with susceptibility to frequent recurrences of
herpes labialis [93]. However, only thirty-seven individuals were studied and the
statistical analysis was not standard, since chromosomes, instead of individuals,
were apparently counted, therefore these results need confirmation in larger series.
Likewise, no consensus about the involvement of TRL3 polymorphism in HSV-2
infection has so far been reached [94, 95].

HLA Polymorphism

As detailed in Cellular immunity, host ability to mount adequate cellular and hu-
moral adaptive responses to viral infection depends completely on the capacity of
CDS8 and CD4 T-lymphocytes to detect virus peptides presented by HLA class I and
class II molecules, respectively. Although HLA molecules can present a wide array
of peptides with different sequences, each individual HLA molecule has a defined
preference for peptides with certain sequence motifs, imposed by the biochemical
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features of the peptide-binding groove. Furthermore, HLA molecules are the most
polymorphic in the human proteome, and their polymorphic residues concentrate
around the peptide-binding grove, this way providing a variety of alleles capable of
binding very diverse sets of microbial peptides. In human communities, balancing
selection has favoured heterozygosis through persistence of multiple alleles at each
HLA locus, thus providing nearly infinite opportunities for antigen recognition. In
turn, the genomes of many pathogens evolve under the pressure of the immune re-
sponse, to avoid encoding the sequence motifs better presented by the more preva-
lent HLA alleles.

HLA molecules, because of their extreme polymorphism and their central role in
the control of the adaptive and the NK-cell-mediated immune responses, are good
candidates to influence the course of HSV-1 infection. The HLA locus on chromo-
some 6 is in fact more frequently associated with protection or susceptibility to
disease and variation in the immune response than any other region in the human
genome. During the last 40 years, several studies evaluated contribution of HLA
allotypes to the clinical course of HSV-1 infection. Though results were hardly re-
producible in different populations, these studies deserve attention ([96] and refer-
ences 1627 therein). Low reproducibility of results obtained by each study could
reflect varying selection pressures exerted by the pathogen strains, and their balance
with the effects of other diseases affecting different populations, besides the diverse
HLA allelic and haplotypic backgrounds of these. In addition, or alternatively, study
design could have biased the results of at least some of them; possible confound-
ing factors include the number and selection of the studied individuals (e.g. use
of asymptomatically HSV-1 infected negative controls); the HLA typing methods
(reliable genotyping methods were implemented only in the last two decades); and,
ultimately, the information available on HLA diversity at the moment of the results
divulgation. Our group addressed recently those issues in a new study of HLA poly-
morphism, using DNA typing methods for all assessed loci (including HLA-C and
DRBI1, whose serological typing was very imprecise), and well characterized nega-
tive controls. This study identified some new potential associations and its results
were partially consistent with some of the previously proposed ones [96].

The general picture that emerges from studies on association of HLA with HSV-
1 infection is that class II polymorphism appears not to influence substantially the
course of the infection; whilst different HLA-A, -B and -C allele groups may associ-
ate with risk (e.g. A19-associated alleles, and the C*15-B*51 haplotype) or protec-
tion (e.g., B¥18 and B*35) from symptomatic infection, even though none stands
out clearly as a strong predictor of its clinical course. The most obvious reason for
an HLA allele to be protective would be its capacity to bind immunodominant vi-
rus peptides with high affinity. However, polymorphism also determines additional
functional variability that influences the capacity of an HLA molecule to present
efficaciously virus antigens, such as its expression levels [97]; its speed of assem-
bly (from protein synthesis to migration to the surface of a fully folded, peptide-
loaded molecule) [98]; or the degree of dependency of its expression on a fully
functional peptide-loading complex (targeted by HSV-1 and other herpesviruses).
Another manner in which HLA diversity could influence immunity to pathogens is,
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as discussed in the following section, through the role of HLA class I molecules, as
cell health markers, in the regulation of NK cells.

Diversity of NK-cell Receptors for HLA Class 1

Human NK cells use several families of surface receptors to survey abnormal ex-
pression of HLA class I molecules. Two such families recognize conserved or little
polymorphic HLA-sequence motifs: heterodimers of CD94 and either NKG2A (in-
hibitory) or NKG2C (activating) recognize the scarcely polymorphic HLA-E mol-
ecule; and the B1 member of the Leukocyte Immunoglobulin-Like Receptor family
(i.e. LILRBI), which is expressed by NK and T cell subsets among other leukocyte
lineages, interacts with sequences conserved in HLA-A, -B, -C, and -G). A third
family, Killer-cell Ig-like Receptors (KIR), has expanded and diversified during
human evolution to encode a repertoire of approximately fifteen inhibitory and ac-
tivating KIR that recognize specifically subsets of HLA molecules [99]. This en-
ables NK-cell precursors to differentiate into clones expressing diverse KIR, which
monitor separately the expression of the different HLA class I molecules. Such
NK-cell clone repertoires are believed to have evolved for counteracting pathogens
that tamper selectively with HLA expression—i.e., which subvert expression of the
HLA molecules that present efficaciously their antigens, whilst respecting others.
In support of this view is the fact that convergent evolution has generated in rodents
and other mammals an analog repertoire made up of Ly49 receptors, which pertain
to a protein superfamily totally unrelated with human KIR [100]. Of note, one such
receptor, mouse Ly49H, turned out to correspond to the Cmv1 locus of resistance
to murine cytomegalovirus and recognize a decoy, MHC-like, viral molecule [101,
102].

The members of the KIR family diverge in several structural and functional as-
pects, including expression frequency and levels, and capacity to bind polymor-
phic distinct sets of HLA ligands with variable avidity, and to transmit inhibitory
signals with variable strength. Furthermore, KIRs are enormously diverse, owing
to conspicuous copy-number variation, allelic polymorphism, existence of several
chimeric recombinant genes with mixed features, and highly variable haplotypic
combinations of K/R genes and alleles [99, 103, 104]. The combination of func-
tional diversity and genetic polymorphism makes humans to possess repertoires of
NK cells differently calibrated to sense pathologic variations in HLA expression.
This has prompted much interest on KIR as potential susceptibility/resistance genes
in infection and other human health conditions. Well studied is the influence of KIR
and HLA diversities on HIV infection, in which delayed or accelerated progress of
the disease associates with combined presence in the genome of genes encoding
certain polymorphic KIR of inhibitory or activating function, and HLA-B ligand
molecules bearing specific sequence motifs recognised by those KIR [105].

In HSV-1 infection, we reported that presence in the genome of the KIR2DL2
gene, which encodes an inhibitory receptor for multiple HLA-C molecules, together
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with asparagine in residue 80 of the HLA-C a-chain (present in most KIR2DL.2
ligands) associated with symptomatic HSV-1 infection and with recurrent reactiva-
tions [96]. Because KIR2DL2 recognizes HLA-C ligands with higher affinity than
its KIR2DL3 allotype, we speculate that its association with a poorer course of the
infection could be due with this molecule being a poorer sensor (precisely for its
higher affinity) of viral subversion of HLA-C expression. Or that, in the absence of
HLA-C downregulation, its inhibitory KIR2DL2 receptor sets too high a threshold
for NK activation in response to other stimuli triggered by HSV-1-infected cells.
Nevertheless, we can not formally exclude that association of KIR2DL2 with her-
petic disease could be related to its nearly complete linkage disequilibrium with the
neighbor KIR2DS2 gene, which encodes an activating homolog receptor; contro-
versial is, however, whether this homologue also recognizes HLA-C alleles over-
represented among clinically infected individuals [106, 107].

In contrast with KIR receptors, the CD94/NKG2 family of C-type lectin-like re-
ceptors encoded in the NK complex (NKC) on chromosome 12 is largely conserved
[108]. However, CNV of the gene coding for the activating receptor NKG2C affects
about one third of the population, and ~4 % of individuals lack the gene altogether
[96, 109, 110]. NKG2C is expressed at high levels on subsets of cytotoxic cells (NK
cells and CTL). Such subsets are found in only a fraction of individuals infected by
cytomegalovirus (human herpesvirus 5), and they can help control the infection.
Zygosity for NKG2C modulates the expression and function of the receptor [111],
but we did not find any relation between NKG2C deletion and the clinical course of
the herpetic infection [96].

LILRBI, a receptor for multiple HLA class I molecules, also recognizes with
even higher affinity an HLA-decoy molecule of human cytomegalovirus [112, 113],
and it is encoded by a polymorphic gene [114]. Other members of the LILR family
(encoded close to K/R genes on chromosome 19) are expressed mainly in myelo-
monocytic cells and display allelic polymorphism and, in some cases, CNV [115].
Their possible implication in HSV-1 infection is unexplored.

Diversity of Cellular Receptors for Inmunoglobulin G

A family of receptors for the Fc fraction of IgG (FcyR) links humoral and cellu-
lar immune responses, and confers high specificity to innate and acquired cellular
responses against invading pathogens. Because virtually every lineage of effector
leukocytes expresses one or more FcyR, the effects of the interactions of these with
antigen-antibody immune complexes are vast and pleiotropic, including ADCC,
phagocytosis, cytokine production, B cell homeostasis, immunocomplex clearance
and antigen presentation [116].

FcyRs belong to the immunoglobulin superfamily and in humans they are
subdivided in three types that diverge in structure, affinity for IgG and expres-
sion pattern—high-affinity FcyRI (or CD64); low-affinity FcyRII (or CD32,
including three structurally related receptors: CD32A, CD32B and CD32C); and
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intermediate-affinity FcyRIII (or CD16, comprising CD16A and CD16B). CD32B
is the single inhibitory receptor of the family. The complexity of the FcyR family is
paralleled by IgG Fc diversity, and the different IgG subclasses (and allotypes) bind
with variable avidity to each FcyR [117].

Genetic polymorphism in the FCGR locus on the long arm of chromosome 1 fur-
ther increases the intricate tuning of immune responses mediated by these receptors.
Relevant for HSV-1 infection is the functional dimorphism in FCGR3A4 (coding
for activating CD16A), because it is the most widely FcyR expressed on NK cells,
triggering potent activating signals upon antibody-coated target-cell recognition. A
valine for phenylalanine change at position 158 of CD16A increases the receptor
affinity for IgG1 and IgG3, thereby potentially modulating the intensity of NK-cell
mediated ADCC against HSV-1 infected cells [118-120].

We have recently reported that the valine-158 allotype of CD16A (of higher af-
finity for IgQG) is underrepresented among individuals susceptible to develop clini-
cally relevant HSV-1 reactivations, the dose of allele CD16A-158V correlating
significantly with the probability of symptom-free infection [96]. Apparent protec-
tion from recurrences could be directly related to enhanced ADCC against HSV-1
infected cells in NK cells expressing CD16A-158V. Increased CD16A-IgG avidity
might also surpass the viral FcR decoy subversion mechanism.

Likewise, genetic polymorphisms determine expression of activating CD32C (a
non-functioning gene in most humans) or inhibitory CD32B on NK cells (normally
restricted to B lymphocytes and myeloid cells) in a minority of individuals. Those
polymorphisms could potentially impact on cellular response against IgG-coated
infected cells [121-123]. Additional CD32B functional polymorphisms have been
described and they might also influence NK-cell mediated ADCC [124, 125]. Fur-
ther studies should elucidate the complex interplay between viral and host FcyR,
and IgG polymorphism, and its contribution to the immune response against HSV-1
infection.

Genome-Wide Association Studies, Cold Sore Susceptibility Gene 1
and Apolipoprotein E—A Connection with Alzheimer Disease?

Exploring human susceptibility to HSV-1 was initially restricted to candidate-gene
studies (where the genes-to-analyze are selected based on their believed mechanis-
tic relevance to the disease pathogenesis) and, more recently, was approached using
whole-genome scans.

A single, family-based, genome-wide association study (GWAS) has so far tried
to identify candidate genes responsible for the differences in the frequency of her-
pes labialis (4). This study identified a susceptibility region for HSV-1 recurrence
on chromosome 21, where six different genes mapped. Subsequent studies found
open reading frame 91 of chromosome 21 the locus of interest, and proposed for
it the name ‘cold sore susceptibility gene 1’ (CSSG-1) [126]. Five CSSG-1 geno-
types were defined, and they associated with mean cold sore annual frequencies
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ranging 1.16-2.03. CSSG-1 codes for an intracytoplasmatic protein of yet unknown
function, thus more research is needed before this finding can be understood and
translated to clinical practice. Furthermore, considering the sample size of this first
GWAS (431 individuals from 39 families) and that it failed to detect any of the can-
didate genes previously identified in other studies, its results warrant confirmation.
Interestingly, mouse chromosome 16 has recently been shown to bear a susceptibil-
ity locus for HSE and herpetic keratitis severity, which maps close to (but is differ-
ent from) a murine homologue of the human CSSG-1 gene [68]. The meaning of this
co-incidence is unknown.

Also of possible interest is the fact that CSSG-/ is a neighbour to several genes
involved in susceptibility to Alzheimer disease (AD), including that encoding
amyloid-§ precursor protein (APP), and that this is but one of several connections
between AD and HSV-1 infection [127, 128]. The most widely accepted risk factor
for non-familial Alzheimer disease, allele €4 of apolipoprotein E (ApoE), has also
been related to increased HSV-1 neuroinvasiveness, frequently recurrent herpes la-
bialis [127, 129], and other viral infection outcomes, including hepatitis C and hu-
man immunodeficiency viruses [130-132]. ApoE, critical for triglyceride-rich lipo-
protein catabolism and a major component of very-low density lipoproteins [133],
facilitates lipid-antigen presentation by CD1 molecules [134], and its variations
could skew CD1 repertoire. Given that several RNA viruses depend on ApoE for
cell-to-cell passage [135—138], and that gB of HSV-1 has also been shown to bind
ApoE [139], it is also tempting to speculate that a similar mechanism might contrib-
ute to HSV-1 infectivity. As HSV-1 has been directly implicated in the pathogenesis
of AD, assessment of epistatic interactions between APOE and CSSGI may shed
light on the genic risk of both AD and HSV-1 infection, and on the relationships
between the two diseases.

Perspectives

There is ample evidence that genomic diversity, besides environmental factors,
plays a crucial role in the final outcome of many virus-host interactions, which
manifests as resistance or susceptibility to disease; and that much of that diversity
pertains to immune response genes. The extremely variable control of HSV-1 by
different humans has intrigued physicians and scientists since decades ago, but it
remains only partially explained. Advances in genomics have greatly modified our
understanding of host genetics contribution to the course of many infectious dis-
eases. Genomic studies on HSV-1 infection are lagged in this regard, and further
research is needed to confirm the only candidate gene identified in the single GWAS
performed so far, and to understand the mechanism by which it modifies suscepti-
bility to the disease.

Although GWAS represent a valuable tool for identifying disease-associated
candidate genes, most available methods only spot single nucleotide polymor-
phisms of clear Mendelian inheritance; in other words, they are not well suited for
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studying more complex forms of variation, including deletions, insertions, frame-
shifts, copy-number variation (CNV), and rare allelic variants. Furthermore, some
very polymorphic families of highly homologous immune-response genes (e.g. the
genes encoding HLA, immunoglobulins, FcyR and KIR), are poorly or not at all
represented among the genetic tags of many GWAS platforms, and demand other
methodological approaches. Also of note, protein expression levels do not neces-
sarily mirror genetic variation, genomic complexity extending beyond nucleotide
sequence variation; examples of these are regulation of gene expression through
epigenetic mechanisms (inheritable covalent modifications of the chromatin that
regulate tightly its function) and non-coding-RNAs, issues equally not covered
by GWAS. Nevertheless the rapid expansion, development and refinement of ge-
nomic tools (e.g., the human genome and HapMap projects, massive sequencing
techniques) and genome-wide genotyping platforms available at affordable prices,
provide valuable opportunities for disease-association studies that might soon shed
new light on susceptibility to HSV-1.

Hypothesis-driven research on HSV-1 infection has identified critical elements
that help the immune system fight the virus (Figs. 1, 2). Experimental mouse infec-
tion and mutations that lead to human herpetic encephalitis illustrate the crucial role
of interferons and sensors of innate immunity that trigger their production, therefore
genetic variations affecting these pathways might in the future be found relevant
also for common forms of HSV-1 infection. Consistent and plausible are as well
data supporting the essential contribution of cytotoxic lymphocytes of the NK and
T-CD8 subsets to immunity against HSV-1. Polymorphic molecules that regulate
these cells (e.g. NK-cell receptors, FcyR and HLA molecules) are therefore relevant
candidates to become HSV-1 disease markers. Further research should clarify the
precise role of KIR in this context, and the contribution of their genetic diversity to
the risk of clinical HSV-1 reactivations. New approaches should also confirm the
tantalizing evidence of HLA class I polymorphism as a determinant of HSV-1 in-
fection outcome, such as typing of HLA alleles at high resolution and evaluation of
patients complete HLA genotypes (instead of frequencies of individual HLA alleles
in a population), along with in-silico tools [140] that enable prediction of T-cell
epitopes presented by different HLA alleles from a given pathogen antigen.

Immunoglobulin genes, one example of polymorphic genes relevant for infec-
tious diseases for which there are no available tags included in GWAS platforms,
have also been hypothesised to contribute to variability in the response to HSV-1
[141]. Human immunoglobulin allotypes, determined by polymorphic residues on
the heavy or light chains, may influence FcyR-binding affinity. Moreover, the HSV-
1 FeyR decoy discriminates between two major IgG1 allotypes [142]. Further sup-
porting the interest of investigations of these genes in human HSV-1 infection are
the susceptibility marker identified close to mouse immunoglobulin heavy-chain
genes locus, and our own finding of a FcyR dimorphism being associated with
lack of symptomatic infection [69, 96]. Single-gene candidate approaches should
clarify the possible involvement of immunoglobulin-gene diversity (either by itself
or through epistatic interactions with other immunogenetic polymorphisms) in the
cellular response against HSV-1 infection and its clinical course.
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Fig. 1 Scheme of the immune response to HSV-1 infection. Only some of the relevant involved
molecules are represented. Elements are not shown to scale. S.m.: stress- or virus-induced self
molecule; see text for other abbreviations
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Fig.2 Chromosomal localization of genes relevant for host response against HSV-1 infection. See
text for abbreviations

Although out of the scope of a chapter on host genetics, but in connection with
both genomic approaches and environmental factors, exploration of the virus
polymorphism deserves greater attention. Application of novel genomic methods
is warranted to shed light on the hypothesis of whether, and to which extent, ge-
netic diversity of different HSV-1 strains is responsible for clinical variability of
the herpetic infection; in other words, which specific HSV-1 genes or polymorphic
variants of them increase the virus pathogenicity.
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A substantial part of the resources of a human immune system is devoted to con-
trol the latent and very prevalent infections by different herpesviruses, which can
shape profoundly the receptor repertoire of different lymphocyte lineages. A largely
unexplored field is how the imprint exerted by one virus conditions the response
to a different one, and to which extent this is influenced by the host genomics.
As hinted in Diversity of NK-cell receptors, human cytomegalovirus shapes the
NK-cell repertoire by inducing, in some individuals, a variable expansion of cells
expressing a defined profile of activating and inhibitory receptors [143]. The extent
of this expansion is possibly modulated by unknown genetic determinants, and it is
likely that the expanded population might modify qualitative or quantitatively the
NK-cell response to other viruses, like HSV-1.

Genetic susceptibility to infection has classically assumed to fall into one of two
categories. On one hand, primary immunodeficiencies in which a known or putative
mutation of a single gene with Mendelian inheritance causes frequent or severe in-
fections by different pathogens, many of them exotic or opportunistic, but also ones
prevalent in healthy subjects. On the other hand, susceptibility to common patho-
gens in otherwise healthy immunocompetent subjects is generally assumed to be
governed by common polymorphisms of multiple genes, whose interactions would
calibrate the degree of resistance to the infection. However, a third paradigm has
been recognised in recent years, as increasing numbers of newly characterized non-
conventional primary immunodeficiencies, caused by a monogenic mutation, con-
fer susceptibility to severe infection by a specific, sometimes common, pathogen,
such as pneumococcus, mycobacteria, Epstein-Barr virus or, notably, HSV-1. In
fact, this novel model of immunodeficiency has been built on disclosure of several
inborn defects predisposing to herpetic encephalitis, caused by isolated mutations
in the TLR/IFN pathways, as described above [144]. Therefore, although it cannot
be formally excluded that variations of a predominant gene might be responsible for
common forms of herpetic infection, the different forms of predisposition to HSV-1
infection appear to fit into all three models of genetic susceptibility.

Likewise, different forms of susceptibility to Epstein-Barr virus (human herpes-
virus 4, which latently infects most individuals but triggers infectious mononucleo-
sis in a minority of them) can also fall into these three models of predisposition
[145-147], as might be the case with other chronic infections affecting the perioral
area, for which strategies of research on HSV-1 infection could be a model. Under-
standing the molecular basis for differences in predisposition to infectious diseases
should provide useful insight into their pathogenesis and eventually improve their
control.
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Developmental Anomalies — Clefts

Elizabeth J. Leslie and Mary L. Marazita

List of Abbreviations

CL= Cleft lip

CLP= Cleft lip plus cleft palate

CL/P= Cleft lip with or without cleft palate
Cp= Cleft palate

GWAS = Genome-wide association study
OFC = Orofacial cleft

Introduction

Congenital developmental anomalies present both opportunities and challenges for
personalized medicine. Since such anomalies develop before birth, prevention (one
of the major goals of personalized medicine) is less pertinent. Instead, other op-
portunities are likely to be more attainable, for example, the use of personalized
medicine approaches to improve treatment, prognosis, long-term outcomes, and
prevention of associated health complications. There are a large number of congen-
tial anomalies that involve the oral, facial, and craniofacial complex. Here we will
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focus on orofacial clefts (OFCs), the most common of those anomalies, as a model
for other congenital anomalies with respect to personalized medicine.

OFCs comprise any cleft, i.e. break or gap, in orofacial structures including the
lips, palate, eyes, ears, nose, cheeks and forehead with about 15 different types ob-
served and annotated [142]) . Aside from cleft lip (CL) and cleft palate (CP) most
OFCs are extremely rare. Cleft lip (CL) and cleft palate (CP) are among the most
common birth defects in all populations worldwide [106, 107] , with population and
ethnic differences in birth prevalence. Interest in the etiology of these birth defects
goes back centuries as does formal scientific interest [17, 35, 91, 145]. There is now
general consensus that CL, CP and CL with or without CP (CL/P) represent com-
plex human traits with both environmental and genetic components contributing
to susceptibility. OFC represents a major success story in the genetics of complex
human traits in that about 18 genes have been discovered for CL/P at genome-wide
significance levels, that can account for about 55% of the heritability of the trait,
and many of which now have substantial replication and even functional verifica-
tion in some cases.

In this chapter, we will focus on CL/P, the most common OFC and thus a priority
for personalized medicine. We will review development of the orofacial complex,
CL and CP epidemiology and co-morbidities, specific clinical and sub-clinical phe-
notypes, and genetic studies. All of these areas are necessary components of the
foundational knowledge required to realize the promise of personalized medicine.

Orofacial Development

Development of the lip and palate requires growth and fusion of multiple embryon-
ic structures, and coordination of a complex series of events including cell growth,
migration, differentiation, and apoptosis. Disruptions of development at any stage
of the process can result in OFCs at birth, i.e., there can be defects in the many
steps requiring fusion, or there can be disruption of timing and/or positioning of
the processes and/or palatal shelves (e.g. in Robin sequence in which micrognathia
prevents the tongue from dropping). There is excellent video of facial development
available at http://www.youtube.com/watch?v=wFY KPFS3LA.

Normal development of the lip and palate occurs very early in embryogenesis.
The lip forms first and is complete by week 6, followed by the palate which is com-
plete around week 12 [62, 143]. By the fourth week of embryonic development, a
variety of tissues are in place: the frontonasal prominence, paired maxillary pro-
cesses, and paired mandibular processes surround the oral cavity. By the fifth week,
the nasal pits have fused to form the paired medial and lateral nasal processes. By
the end of the sixth week of normal development, the lip is formed, i.e. the medial
nasal processes have merged with the maxillary processes to form the upper lip and
primary palate. During the sixth-seventh weeks, there are bilateral outgrowths from
the maxillary processes which grow down on either side of the tongue to become
the palatal shelves. The palatal shelves initially grow vertically along the sides of
the developing tongue but later elevate into a horizontal position as the tongue flat-
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tens (reviewed by [50]). Continued growth leads to the palatal shelves meeting at
the midline followed by fusion along the medial edge epithelia. Successful fusion
of the secondary palate results in complete separation of the nasal and oral cavities.

Orofacial Cleft Epidemiology and Co-Morbidities

Epidemiology

The epidemiology of OFC has a number of striking features. There are both eth-
nic and gender differences in the birth prevalence of CL/P. Native Americans and
Asians have the highest rates (close to 2/1000 live births), Caucasians intermediate
(about 1/1000) and African-derived populations the lowest rates (about 1/2500) [26,
30, 106, 107]. There is a 2:1 male:female ratio for CL/P, but an approximate 1:2
male:female ratio for CP. Furthermore, OFC can be unilateral or bilateral; interest-
ingly the majority (about 2/3) of unilateral clefts are on the left side.

About 70-80% of CL/P and 50 % of CP [66]) are considered “nonsyndromic”,
i.e. isolated anomalies with no other apparent cognitive or structural abnormalities.
The “nonsyndromic” designation is therefore arbitrary and to some extent reflects
our current lack of certainty about OFC etiologies [67] . Many of the genetic vari-
ants or mutations causing syndromic forms of OFC have been identified (see Online
Inheritance in Man database at www.ncbi.nlm.nih.gov/omim, and Box 1 in Dixon
et al. [38]).

Epidemiological data support a role for environmental risk factors in the devel-
opment of orofacial clefts. Maternal smoking has been consistently associated with
an increased risk of clefting, with a population-attributable risk estimated as high
as 20% and an odds-ratio of 1.3 for CLP [137]. While alcohol is an established te-
ratogen [167], evidence supporting a role for maternal alcohol use increasing OFC
risk has been inconsistent [109]. However, some support for maternal alcohol con-
sumption comes from an association between clefting and genetic variants in the
alcohol dehydrogenase gene ADHIC [70]. Moreover, a recent study demonstrated
that the combination of ADHC variants with reduced enzymatic activity and heavy
maternal alcohol use increased the risk for orofacial clefts [18]. However, a role
for alcohol may be confounded by other risk factors such as nutrition, smoking, or
stress that can be associated with alcohol consumption in some contexts.

Nutrition during pregnancy has been suggested as another contributing factor
based on observational and interventional studies using folate supplements as a pre-
ventive measure [ 159]. The beneficial effect of folate use, however, remains contro-
versial and has not been consistently replicated [159, 168] . Other nutrients, includ-
ing cholesterol [124], zinc [108], and general multivitamin use [63] have also been
studied, but need to be expanded to larger populations. Finally, other exposures to
teratogens and environmental toxins have also been associated with increased risk
of clefting [1] such as retinoic acid, valproic acid, and phenytoin. A more com-
prehensive review of environmental risk factors for orofacial clefts is provided by
[128] and [150].
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Interest in the causes of OFC goes back thousands of years and continues to the
present. Historically there have been a number of folklore explanations of how OFC
arises, and how to prevent occurrence during pregnancy; some of which survive
to the present day [33]. Although such folkloric explanations have since been dis-
counted, it is notable that many cultures also felt that OFC is familial, e.g. “in the
blood” [25, 33], which we still agree with today. The first published observational
study of OFC inheritance was in 1757 [145] of a family with several affected mem-
bers. 100 years later Darwin [35] cited a paper by Sproule [140], mentioning “the
transmission during a century of hare-lip with a cleft-palate” in his discussion of
variation in plants and animals. Additional pre-1900 publications and OFC pedi-
grees were summarized by Rischbieth [99, 131].

Today we consider OFC to be heterogeneous, with single genes of major effect
potentially modified by polygenic background and environmental/behavioral factors.
Statistical segregation analyses of OFCs in a number of ethnicities bear out this consen-
sus for US and European Caucasians (e.g. [59, 92]), Asian and mixed Asian (e.g. [29,
93]), and others (see review in [90]) Also consistent with these results were analyses
based on evaluations of recurrence risk in OFC families that in the aggregate estimated
that from two to fifteen genes of major effect are likely to be involved in OFC [27, 136]

Co-Morbidities

Affected individuals initially face difficulties feeding and also experience speech,
hearing, and dental problems. Although clefts can be surgically repaired, patients
often undergo multiple craniofacial and dental surgeries, as well as speech and hear-
ing therapy. Surgical repair of CL is done around 2-3 months of age, with CP clo-
sure from 6—12 months (see www.acpa-cpf.org/team care/ for more details) The
complications of OFCs in early life are particularly devastating in developing coun-
tries where access to medical care may be limited [160]. In developed countries,
routine surgical treatment, with ongoing orthodontia, speech and other therapies, is
very successful in ameliorating OFC anomalies but there is still a significant finan-
cial burden for individuals with OFC, their families, and society [10, 158].

Despite medical interventions where available, individuals affected with an OFC
can experience lifelong psychosocial effects from the malformation. In fact, indi-
viduals born with a cleft have increased incidence of mental health problems and
higher mortality rates at all stages of life [28, 158]. OFC is also associated with a
higher risk of various cancer types, including breast, brain, and colon cancers, in the
individual with a cleft as well as their family members [12, 37, 100, 170].

Orofacial Cleft Phenotypes

Accurate phenotyping is essential for successful studies of etiology, and is particu-
larly important for human genetic studies and for applications of etiologic research
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to personalized medicine. Along with the explosion of research tools developed
during the Human Genome Project [76] there has also been an increase in bionin-
formatic tools and resources related to phenotyping. Examples include the Phenom-
icDB [54, 55], the GEN2PHEN project [ 157], the PhenX toolkit [58], and FaceBase
[60] which is specific to OFC and other craniofacial anomalies.

OFCs are a heterogeneous group of disorders with a wide range of expression
and severity, affecting the structure of the face and oral cavity. There are three gen-
eral categories of phenotypes that are felt to represent the range of expression in
individuals with OFC and their families: the clinically relevant birth defects (CL,
CP, see Fig. 1), microforms (see Fig. 2) and subclinical phenotypic features (see
Fig. 3). The clinically relevant phenotypes include those that affect the lip only (CL,
Fig. 1a, b), those affecting the palate alone (CP, Fig. 1c), and those affecting the lip
plus palate (CLP, Fig. 1d). Further, CL and CLP share a defect of the primary pal-
ate, motivating the inclusion of CL and CLP into a common group—cleft lip with
or without cleft palate (CL/P) [44, 46]. However, note that epidemiological [51] and

Fig. 1 Examples of overt types of OFC. Photographs courtesy of M. Ford, Children’s Hospital
of Pittsburgh Cleft Craniofacial Center. a Unilateral incomplete cleft lip. b Bilateral incomplete
cleft lip. ¢ Right unilateral complete cleft lip plus cleft palate. d Cleft of the hard and soft palates
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Fig. 2 Microform lip and palate defects Photographs courtesy of M. Ford, Children’s Hospital of
Pittsburgh Cleft Craniofacial Center. a Microform lip defect: Leff unilateral notch and groove. b
Microform lip defect: Left unilateral notch, groove, and slumped nares. ¢ Microform palate defect:
Bifid Uvula. d Microform palate defedt: Submucous cleft palate

biological [85, 127] data suggest that CL and CLP may have separate genetic etiolo-
gies. Nonetheless, common pathways may underlie the etiologies of each group, as
occasionally both CL/P and CP are present within the same pedigree. Such families
are said to exhibit mixed clefting, and are most commonly noted in syndromic forms
of OFC [128]. There are also very mild expressions of CL and CP known as mi-
croforms (Fig. 2), for example congenital notches or grooves in the lip (Fig. 2a, b),
bifid uvula (Fig. 2¢), and submucous CP (Fig. 2d).

In addition to the overt clinical phenotypic spectrum, and visible microforms,
there is increasing research on sub-clinical phenotypic features, i.e. features within
the range of normal variability that are seen at increased frequency in individuals



Developmental Anomalies — Clefts 97

ANTERIOR

Philtrum

Connective Tissue

Orbiculoris oris muscle

Dentition

a b

POSTERIOR

Fig. 3 Examples of sub-clinical phenotypes. a Normal Orbicularis oris muscle visualized via
high-resolution ultrasound in a cross-section through the upper lip. Note the wide, uniform appear-
ance of the muscle and contrast to the breaks seen in Fig. 3b. b Oribicularis oris muscle with sub-
clinical (i.e. not externally visible) defects that appear as breaks in the muscle. This image shows
bilateral breaks (circled) which notably are located where overt clefts of the lip would be

with OFC or their relatives, versus controls with no family history of OFC[161]. The
earliest studies were on features related to laterality, such as handedness (Rintala,
1985#84; [163], while more recent studies have implicated a range of sub-clinical
phenotypes such as orbicularis oris muscle (OO) defects (see Fig. 3a, b; [34, 97,
111, 135]), dental anomalies [4, 151], lip dermatoglyphics [112], facial measure-
ments [101, 161, 162, 165, 166], brain variants on MRI [118—-121].

Such sub-clinical features could represent the mildest physical expression of
OFC risk genes (e.g. OO defects, Fig. 3), and/or pleiotropic effects of the risk genes
(e.g. lip dermatoglyphics). Further, these features may clarify the lack of typical
Mendelian patterns seen in OFC families, “missing” heritability from GWAS stud-
ies [89], and OFC discordance in MZ twins. Interestingly, a recent study of Danish
twins found essentially identical recurrence risks for offspring of either the affected
or unaffected twin in discordant MZ pairs [51, 53]. Furthermore, examination of
such phenotypes are beginning to blur the historical distinction between CL/P and
CP in some cases, e.g. in a small study there was a significant proportion of CP
cases with OO defects [164].

Orofacial Cleft Genetics

Lessons Learned from Genetic Studies of Syndromic Orofacial Clefts

Orofacial clefts are designated as syndromic based on the presence of additional
physical or cognitive abnormalities. There are at least 275 described orofacial cleft-
ing syndromes (http://www.ncbi.nlm.nih.gov/OMIM) that are caused by mutation
of a single genetic locus, chromosomal abnormalities, or teratogens. Most cleft-
ing syndromes are rare, affecting only one in several hundred thousand live births.
Approximately 75 % of the described syndromes have a known genetic cause (sum-
marized in Table 1). With advances in genomic technologies, identification of genes
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Table 1 Summary of syndromic forms of OFC
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Gene Syndrome(s) Cleft type observed | Reference
BCOR Oculofaciocardiodental CP [113]
CDH1 Familial gastric cancer and CLP CL/P [47]
CHD7 CHARGE CP [152]
CHRNG Lethal and Escobar multiple pterygium | CP [105]
COLI11Al, Stickler type 2 CP [139]
COLI11A42
COL2A41 Stickler type 1 CP [139]
DHODH Miller CP [1]
FGFRI1 Hartsfield, Kallmann CL/P [39, 138]
FGFR2 Apert, Crouzon CP [129, 169]
FLNA Otopalatodigital types 1 and 2 CP [132]
FOXE1 Bamforth-Lazarus CP [5]
GLI2 Holoprosencephaly CL/P [134]
GLI3 Oro-facial-digital CL/P [65]
GRHL3 Van der Woude CL/P [123]
IRF6 Popliteal pterygium, Van der Woude CL/P [73]
KDMG6A4 Kabuki CL/P [78]
KMT2D (MLL2) | Kabuki CL/P [114]
MIDI Opitz G/BBB CL/P [126]
MSX1 Tooth agenesis with or without cleft CL/P [146]
NIPBL Cornelia de Lange CP [74, 144]
OFDI1 Oro-facial-digital type 1 CL/P [42]
PHFS8 Siderius X-linked mental retardation | CL/P [77]
PTCHI Gorlin CL/P [57, 64]
PVRLI CLP ectodermal dysplasia CL/P [141]
RIPK4 Bartsocas-Papas CL/P [71,103]
SATB2 Isolated cleft palate CP [43]
SF3B4 Nager CP [11,32]
SHH Holoprosencephaly CL/P [133]
SIX3 Holoprosencephaly CL/P [154]
SOX9 Campomelic dysplasia, Pierre Robin | CP [9, 45, 153]
sequence
TBX1 DiGeorge CP [122]
TBX22 X-linked cleft palate and ankyloglossia | CP [19]
TCOF1 Treacher Collins CP [56]
TFAP24 Branchio-oculo-facial CL/P [102]
TGFBRI, Loeys-Dietz CP [84]
TGFBR2
TGIF Holoprosencephaly CL/P [49]
TP63 Ankyloblepharon-ectodermal dyspla- | CL/P [24, 98]
sia-clefting, Ectrodactyly-ectodermal
dysplasia-clefting
TWISTI Saethre-Chotzen CP [41, 61]
WNT3 Tetra-amelia with CLP CL/P [116]
CL cleft lip
CP cleft palate

CL/P cleft lip with or without cleft palate
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causing these syndromes has been very successful [38] and has been further facili-
tated by advances in sequencing technology. For example, whole exome sequencing
has recently identified the genes causing Kabuki syndrome [114], Miller syndrome
[115], Bartsocas-Papas syndrome [71, 103], and Van der Woude syndrome [123] .

Van der Woude syndrome (VWS; MIM #119300) is the most common orofacial
clefting syndrome. With a prevalence of 1/34,000 live births [20], it accounts for
approximately 2% of all CL/P cases. Individuals with VWS have at least one of
the following three anomalies: congenital, typically bilateral, paramedian lower-lip
pits or mounds with a sinus tract leading from a mucous gland of the lip; cleft lip
(CL); or cleft palate (CP) [147]. VWS and its allelic disorder, popliteal pterygium
syndrome (PPS; MIM #119500), are caused by mutations is the transcription factor,
Interferon Regulatory Factor 6 (IRF6) [73]. To date, several hundred mutations in
IRF6 have been reported to cause these disorders; mutations are found throughout
the gene but are enriched in the DNA-binding domain [36, 82].

Mutations in /RF6 are only present in 65—75% of all cases of VWS. Prior to
the identification of /RF'6 as the gene for VWS, [72] described a Finnish family
in which ten family members were affected with CP and one had CLP. Of these
eleven individuals, one had lip pits and two others had a “wave-like” lower lip. The
phenotypes in this family are reminiscent of VWS, but linkage to /RF6 at 1q32-q41
was excluded (multipoint LOD scores <—13.0 for markers across this region). The
locus was subsequently mapped to a 30-cM region on 1p32—p36 [72] . In 2014,
Peyrard-Janvid and colleagues [123] performed exome sequencing on this family
and identified a heterozygous pathogenic variant in the gene Grainy-head like three
(GRHL3). A cohort of 44 additional individuals with clinical features of VWS who
lacked a pathogenic variant in /RF6 was sequenced, which identified pathogenic
variants in seven of these families. The authors concluded that pathogenic vari-
ants in GRHL3 appear to account for approximately 5% of all cases of VWS. In
these eight VWS families with GRHL3 mutations, the full range of VWS-associated
orofacial clefts and lip pits was observed. However, the affected individuals were
significantly more likely to have cleft palate, less likely to have cleft lip, and less
likely to have lip pits.

VWS and PPS are especially interesting as there are few single gene disorders
or syndromes in which family members have CL/P or CP. This type of “mixed”
clefting can also occur with mutation of MSX1/ [146], TP63, and FGFRI, and can
be seen in individuals with 22q11.2 deletion syndrome, fetal alcohol syndrome,
Kabuki syndrome and CHARGE syndrome.

Lessons Learned from Genetic Studies of Nonsyndromic Orofacial Clefts

Orofacial Cleft Candidate Gene Studies Early molecular genetics advances and
the development of improved genetic markers (e.g. restriction fragment length
polymorphisms and microsatellites) were important for genetic studies of OFCs,
allowing for family studies of candidate genes and for genome scans. Prior studies
of candidate genes for OFC and other traits were done with non-DNA based genetic
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markers, such as HLA or the ABO blood group, and employed statistical methods
such as association analysis in case/control series or linkage analysis in multiplex
families or affected relative pairs.

The first published OFC association studies examined HLA alleles [16, 155]
based on the observed susceptibility to cortisone-induced CP in some mouse strains
that was associated primarily with genotypes at the H2 locus [15]. Although several
studies were performed in multiple populations, no overall positive associations
were found between HLA and CL/P or CP. The first publication reporting a positive
association with OFC was a population-based study examining CL/P and a Taql
restriction site polymorphism in the transforming growth factor alpha locus (TGFA,
[3]). Linkage approaches were also applied in tests for candidate genes, first to
HLA (again with no positive results for either CP or CL/P [148]). The first positive
linkage finding with OFC was with #7134 on chromosome 6p [40], which utilized
a subset of the multiplex Danish families first documented by Fogh-Andersen in
1942 [44].

Throughout the 1970’s, 1980’s, and 1990°s, there were many other candidate
gene studies (see reviews of those studies [70, 109]). Many genes or regions had
positive results in one or more of the early studies, however few have been con-
sistently positive across all studies, primarily due to lack of adequate sample size.
In addition to TGFA and F134, at least one positive linkage or association with
OFC was reported during this time period for the following genes/regions: Inter-
feron regulatory factor 6 (IRF6, chromosome 1q32.3—q41), homeobox 7 (MSXI,
chromosome 4p16), anonymous markers on 4q31, transforming growth factor beta-
3 (TGFB3; 14q24), retinoic acid receptor alpha (RARA; 17q21), proto-oncogene
BCL3 plus nearby anonymous markers (19q13).

In addition to these candidate gene linkage and association studies, the candidate
gene investigations that drove many early studies searching for the genetic etiology
of OFCs often included resequencing to identify coding mutations causing OFCs.
Genes sequenced in this approach included BMP4, FGF10, FGF8, FGFRI, FGFR2,
FGFR3, FOXEL, GLI2,JAG2, LHX8, MSX1, MSX2, NUDT6, PAX9, PTCHI1, PVR,
PVRLI, PVRL2, RYK, SATB2, SKI, SPRY2, TBX10, TGFB3, and TP63 [38, 68].
Although many rare, coding variants have been reported, the majority of these vari-
ants are likely to be rare polymorphisms [80]. Candidate gene resequencing efforts
suggest that rare variants in MSX/ and members of the FGF signaling pathway,
as well as de novo variants in FGF8 and TP63, contribute risk to OFCs [79, 130].
Recently, there has been a resurgence of candidate gene resequencing studies fol-
lowing the genome-wide studies described below. In these studies, one or more
genes in the regions of association are sequenced to provide some evidence that
those genes are causal for OFCs. Briefly, these studies have provided evidence for
GREM1 [2], MAFB [6], and ARHGAP29 [81], and have examined PAX7 [21], VAXI
[110], ABCA4 [6] and NOG [2].

Orofacial Cleft Genome-Wide Linkage Studies The first genome-wide linkage
scans for CL/P were in English affected affected sib pairs [125] and then in mul-
tiplex Chinese families [94]. Multiple other genome-wide linkage scans were per-
formed, each noting a number of positive signals; however, due to limited sample
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size few individual study results reached the standard levels of genome-wide sig-
nificance (LOD scores >3.2 [75] for the typical 400 microsatellite-marker panel).
It was not until a consortium of research groups pooled their studies that the first
genome-wide significant results for CL/P were obtained for regions on 1q32, 2p,
3q27-28, 9921, 14q21-24 and 16q24 [95, 96] Follow-up fine mapping of these
regions showed significant results for SNPs in /RF6, previously associated in candi-
date gene studies [127] and later also identified by genome-wide association studies
[6, 14, 88], and in FOXE1, which was later confirmed and strengthened with the
results in other populations [83, 86, 104, 117, 149].

Orofacial Cleft Genome-Wide Association Studies (GWAS) GWAS are com-
monly used for studying common, complex traits and disorders. Most of the studied
disorders have adult onset, making OFC one of the few congenital/developmental
anomalies to have been studied using the GWAS method. To date there have been
four independent GWAS for CL/P [6, 14, 48, 88], one for CP [7] , one in consan-
guineous CL/P families [23], and a meta-analysis of the two largest CL/P studies
[85]. These GWAS have been extremely successful in that they identified multiple
genome-wide significant associations with CL/P, and for CP identified potential
gene-environment interactions (Table 2).

The first two successful OFC GWAS [14, 48] used Caucasian CL/P cases and
controls and identified a novel region on chromosome 8q24 with extremely strong
evidence of association. In addition, the Birnbaum study confirmed an association
with IRF6 (1q32.3—q41; which had prior positive candidate gene [13, 69, 127] and
linkage analysis [96] results). A third study, with an increased sample size and rep-
lication populations [88] confirmed 8q24 and /RF6, and identified two additional
loci: 17922 near NOG and 10q25.3 near VAX].

8924 and IRF6 were also confirmed by a nuclear-trio based GWAS of Cauca-
sians and Asians [6] that was part of the trans-NIH GENEVA study [31]. In the
latter study, there were marked differences in the strength of association seen in
the Caucasian and Asian trios, apparently due to lower minor allele frequencies
in Asians. Notably the statistical evidence for /RF'6 variants was strongest in the
Asians, while 8q24 was strongest in the Caucasians. The GENEVA study also iden-
tified at least two novel loci (on 1p22 in the ABCA4 gene and 20q12 near MAFB)
reaching genome-wide significance, with stronger signals in the Asians compared
to the Caucasians.

A meta-analysis, combining the GENEVA study and the Mangold et al. studies
identified several additional risk loci [85]—three loci in Caucasians (2p21, 13q31,
and 15q22) and three in Asians (1p36, 3p11, and 8q21). Based on previous evidence
that CL and CLP could have distinct genetic etiologies [52, 127], Mangold et al.
also performed separate analyses for CL and CLP. This analysis provided an impor-
tant advance in our understanding of CL vs. CLP as it demonstrated that the 13q31
locus was exclusively associated with NSCLP. It has been estimated that the CL/P
GWAS loci contribute to about 55 % of the overall population attributable risk for
CL/P. Unlike many other common complex human traits studied by GWAS [89],
the results from CL/P GWAS are potentially capable of explaining a substantial por-
tion of the variation in CL/P.
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Table 2 Summary of genomic regions with strong statistical support from genomic-wide linkage
and association studies

Associated locus | Candidate gene in | Lowest reported | Associated References for
region p-value phenotype genome-wide
(association) significance
1p36.13 PAX7 7.0%107%meta) | CL/P [85]
1p22 ARHGAP29 3.1x 10" '*(meta) | CL/P [6, 87]
1q32.2 IRF6 9.1x10715 CL/P [6, 14, 88, 96]
2p13 TGFA 3.25 (HLOD) CL/P [96]
2p21 THADA 1.1x10 %(meta) | CL/P [85]
3pll EPHA3 3.9%10 8(meta) | CL/P [85]
3ql2 COL8AI/FILIPIL | 4.49 %103 CL/P [8]
3q27-28 P63 4.13 (HLOD) CL/P [96]
8q21.3 DCAF4L2 1.9% 10 3%(meta) | CL/P [8]
8q22.3 BAALC 2.0x1077 CP with [7]
multivitamins
8q24 Gene Desert 5.1x 10 *(meta) | CL/P [6, 13, 48, 88]
9q22.2 GADD45G 3.0%x10°3 CL/P [8]
9g22.33 FOXEI 2.0x107° CL/P and CP [86, 96]
9q31.1 SMC2 1.53x10°8 CP with maternal |[7]
alcohol
10925.3 VAX1 4.0x10° 1 CL/P [6, 88, 22]
12q14 TBK1 7.86x1078 CP with maternal |[7]
smoking
13gq31.2 SPRY?2 9x10 "(meta) | CLP [85]
14q21-24 PAX9, TGFB3, 4.18 (HLOD) CL/P [96]
BMP4
15q13.3 GREM1 1x10°¢ CL/P [88]
1522 TPM1 8x1077 CL/P [85]
16q24 CRIPSLD2 3.56 (HLOD) CL/P [87]
17p13.1 NTNI1 6.0x107° CL/P [85]
17922 NOG 1.1x 10" %(meta) |CL/P [88]
18922 ZNF236 6.75x1078 CP with maternal |[7]
smoking
20q12 MAFB 1.6x10° 1 CL/P [6]

As with other etiological investigations of OFC, there has been a dearth of
GWAS of CP. In the European CL/P GWAS [14, 88], the replication panel of SNPs
for four most significant loci was also tested in CP trios and showed no statistically
significant results, implying little or no overlap in the findings for CL/P versus CP.
The first GWAS of CP was performed in 2011 [7] and found no genome-wide sig-
nificant signals. Using gene by environment models incorporating three common
exposures during pregnancy: maternal smoking, alcohol consumption, and multivi-
tamin supplementation, several significant results were obtained including MLLT3
and SMC?2 (chromosome 9) with alcohol consumption, 7TBK (chromosome 12) and
ZNF236 (chromosome 18) with maternal smoking, and BAALC (chromosome 8)
with multivitamin supplementation [7].
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Orofacial Clefts and Other Developmental Anomalies:
Future Directions and Challenges for Personalized Medicine

As we have reviewed, there has been substantial progress in understanding the etiol-
ogy of OFCs, and therefore the field is poised to consider opportunities for person-
alized medicine applications.

OFC has been a major success in applying genome-wide approaches to a com-
mon, complex disorder, given that there are multiple genome-wide significant re-
gions identified (Table 2). Of the significant regions, four (/[RF6 on 1q32-41, 8q24,
17922, and 10g25.3) have been estimated to account for almost 55% of the varia-
tion in CL/P, representing one of the highest proportions achieved for any common,
complex disorder. In addition to progress in understanding the genetics of OFCs,
there has also been substantial progress is understanding the range of phenotypic
expression that can now be correlated with specific genetic signals. Given the wide
range of overt and sub-clinical phenotypes that are now known to aggregate in OFC
families, phenotyping is predicted to be key in future studies to understand the ex-
pression of OFC risk genes, and to move to personalized applications.

The challenge is to continue to move from the essentially population-based sta-
tistical genetic and phenotypic results to truly understanding the etiology of OFC
in specific individuals and their families. The positive genome-wide results need
further study in order to identify the functional variants (both common and rare) in
OFC risk genes and/or their regulatory regions. Sequencing projects are now under-
way to begin to identify additional variants in the genome-wide significant regions.
With the wealth of data that the sequencing and genotyping projects will bring, it
will be imperative to maximize the analysis of the data by pathway analyses and
other methods to detect interactions (GxG and GxXE) and more complex interplay
between etiologic variants, the environment, and phenotypes. Enhanced inclusion
of phenotyping will be important in understanding the function of risk variants and
pathways that are identified.

Successful completion of variant identification is likely to lead to new ways to
designate phenotype patterns in terms of the responsible risk gene. Using /RF6 as
an example, mutations in the gene cause VWS, common polymorphic variants are
associated with nonsyndromic CL/P (particularly CL alone), and rare variants are
currently under scrutiny. Perhaps lip pits and sub-clinical lip pits (i.e. lip derma-
toglyphic patterns) will become the defining feature of the presence of /RF6 risk
variants, and greatly enhance our ability to estimate specific recurrence risks. Fur-
ther, understanding variants can also lead to treatment and personalized medicine
implications.

Other opportunities include extending OFC studies to additional clinical pheno-
types and ethnicities, to bring personalized medicine approaches to as many indi-
viduals and families touched by OFC as possible. There has been substantial prog-
ress in identifying risk genes for CL/P; similar approaches should be extended to
isoloated CP as well, requiring a concerted effort to identify substantial numbers of
nonsyndromic CP individuals and families. Progress to date has been concentrated
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in studies of Caucasian and Asian OFC families; it will be important to broaden
studies to other ethnicities, especially to African-derived populations in order to
better understand the notable ethnic differences in birth prevalence. There are two
studies that have tested the loci significant in Caucasians and Asians, with no sig-
nificant findings to date [21, 156].

As additional progress is made, OFC categorizations should be re-visited to de-
velop a less arbitrary classification than non-syndromic versus syndromic, in favor
of a gene-and/or phenotype- centric system. Animal models will continue to be key
in expression and functional studies following statistically successful human stud-
ies; genomics resources such as FaceBase [60] hope to provide improved integra-
tion of animal model and human genetic results for OFC.

In conclusion, OFCs and other congenital developmental anomalies present
multiple challenges and opportunities for application of a personalized medicine
approach. Recent genetic and phenotypic studies provide necessary preliminary
knowledge, but require substantial investment in additional research to move to
such a paradigm.
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