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for the Dow-Jones Time Series
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Abstract In this paper, type-1 and type-2 fuzzy inferences systems are used to
obtain the type-1 or type-2 fuzzy weights in the connections between the layers of a
neural network. We use two type-1 or type-2 fuzzy systems that work in the
backpropagation learning method with the type-1 or type-2 fuzzy weight adjust-
ment. The mathematical analysis of the proposed learning method architecture and
the adaptation of type-1 or type-2 fuzzy weights are presented. The proposed
method is based on recent methods that handle weight adaptation and especially
fuzzy weights. In this work neural networks with type-1 fuzzy weights or type-2
fuzzy weights are presented. The proposed approach is applied to the case of Dow-
Jones time series prediction for evaluating its efficiency.

1 Introduction

Neural networks have been applied in several areas of research, like in the time
series prediction area, which is the study case for this paper, the study case is
applied for the Dow-Jones time series.

The approach presented in this paper works with type-1 and type-2 fuzzy
weights in the neurons of the hidden and output layers of the neural network used
for prediction of the Dow-Jones time series. These type-1 and interval type-2 fuzzy
weights are updated using the backpropagation learning algorithm. We used two
type-1 inference systems and two type-2 inference systems with Gaussian mem-
bership functions for fuzzy weight adjustment.
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The proposed approach is applied to time series prediction for the Dow-Jones
time series. The objective is obtaining the minimal prediction error for the data of
the time series.

We used a supervised neural network, because this type of network is the most
commonly used in the area of time series prediction.

The weights of a neural network are an important part in the training phase,
because these affect the performance of the learning process of the neural network.

This paper is focused in the managing of weights, because on the practice of
neural networks, when performing the training of neural networks for the same
problem is initialized with different weights or the adjustment are in a different way
each time it is executed, but at the final is possible to reach a similar result.

The next section presents a background about modifications of the backpropa-
gation algorithm and different management strategies of weights in neural networks,
and basic concepts of neural networks. Section 3 explains the proposed method and
the problem description. Section 4 describes the neural network with type-1 fuzzy
weights proposed in this paper. Section 5 describes the neural network with type-2
fuzzy weights proposed in this paper. Section 6 presents the simulation results for
the proposed method. Finally, in Sect. 7 some conclusions are presented.

2 Background and Basic Concepts

In this section a brief review of basic concepts is presented.

2.1 Neural Network

An artificial neural network (ANN) is a distributed computing scheme based on the
structure of the nervous system of humans. The architecture of a neural network is
formed by connecting multiple elementary processors, this being an adaptive sys-
tem that has an algorithm to adjust their weights (free parameters) to achieve the
performance requirements of the problem based on representative samples [8, 26].

The most important property of artificial neural networks is their ability to learn
from a training set of patterns, i.e. they are able to find a model that fits the data
[9, 34].

The artificial neuron consists of several parts (see Fig. 1). On one side are the
inputs, weights, the summation, and finally the transfer function. The input values
are multiplied by the weights and added: ) x;w;;. This function is completed with
the addition of a threshold amount i. This threshold has the same effect as an input
with value —1. It serves so that the sum can be shifted left or right of the origin.
After addition, we have the ffunction applied to the sum, resulting in the final value
of the output, also called y; [28], obtaining the following equation:
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Fig. 1 Schematics of an modular artificial neural network

Yi = f<ixiwij> (1)

where f may be a nonlinear function with binary output *1, a linear function
f(z) = z, or as sigmoid logistic function:

flz) = : )

2.2 Overview of Related Works

The backpropagation algorithm and its variations are the most useful basic training
methods in the area of neural networks. However, these algorithms are usually too
slow for practical applications.

When applying the basic backpropagation algorithm to practical problems, the
training time can be very high. In the literature we can find that several methods
have been proposed to accelerate the convergence of the algorithm [2, 18, 28, 37].

There exists many works about adjustment or managing of weights but only the
most important and relevant for this research will be mentioned here [4, 10, 31, 36]:

Momentum method—Rumelhart, Hinton and Williams suggested adding in the
increased weights expression a momentum term f, to filter the oscillations that can
be formed a higher learning rate that lead to great change in the weights [19, 32].

Adaptive learning rate—focuses on improving the performance of the algorithm
by allowing the learning rate changes during the training process (increase or
decrease) [19].

Conjugate Gradient algorithm—A search of weight adjustment along conjugate
directions. Versions of conjugate gradient algorithm differ in the way in which a
constant Bk is calculated.

Fletcher-Reeves update [12].
Polak-Ribiere updated [12].
Powell-Beale Restart [3, 33].
Scaled Conjugate Gradient [29].
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Kamarthi and Pittner [24], focused in obtaining a weight prediction of the
network at a future epoch using extrapolation.

Ishibuchi et al. [21], proposed a fuzzy network, where the weights are given as
trapezoidal fuzzy numbers, denoted as four trapezoidal fuzzy numbers for the four
parameters of trapezoidal membership functions.

Ishibuchi et al. [22], proposed a fuzzy neural network architecture with sym-
metrical fuzzy triangular numbers for the fuzzy weights and biases, denoted by the
lower, middle and upper limit of the fuzzy triangular numbers.

Feuring [11], based on the work by Ishibuchi, where triangular fuzzy weights are
used, developed a learning algorithm in which the backpropagation algorithm is
used to compute the new lower and upper limits of weights. The modal value of the
new fuzzy weight is calculated as the average of the new computed limits.

Castro et al. [6], use interval type-2 fuzzy neurons for the antecedents and
interval of type-1 fuzzy neurons for the consequents of the rules. This approach
handles the weights as numerical values to determine the input of the fuzzy
zneurons, as the scalar product of the weights for the input vector.

Gaxiola et al. [13-17], proposed at neural network with type-2 fuzzy weights
using triangular membership functions.

In addition, recent works on type-2 fuzzy logic have been developed in time
series prediction, like that of Castro et al. [6], and other researchers [1, 7].

3 Proposed Method and Problem Description

The objective of this work is to use type-1 and interval type-2 fuzzy sets to gen-
eralize the backpropagation algorithm to allow the neural network to handle data
with uncertainty. The Dow-Jones time series is utilized for testing the proposed
approach.

The updating of the weights will be done differently to the traditional updating of
the weights performed with the backpropagation algorithm (Fig. 2).

*
. m Output

W
Neuron

X; Weights
Inputs

Fig. 2 Scheme of current management of numerical weights (type-0) for the inputs of each neuron
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Fig. 3 Schematics of each Type-1Fuzzy Internal Operation for
neuron with the proposed Weights Type-1Fuzzy Weights
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Adaptation of Type-1 l"uzzy Weights based
on the Backpropagation Algorithm

The proposed method performs the updating of the weights working with
interval type-2 fuzzy weights. This method uses two type-1 and two type-2 infer-
ence systems with Gaussian membership functions for obtaining the type-1 and
interval type-2 fuzzy weights using in the neural network, and obtaining the outputs
taking into account the possible change in the way we work internally in the
neuron, and the adaptation of the weights given in this way (Figs. 3 and 4) [30].

We developed a method for adjusting weights to achieve the desired result,
searching for the optimal way to work with type-1 fuzzy weights or type-2 fuzzy
weights [23].

We used the sigmoid activation function for the hidden neurons and the linear
activation function for the output neurons, and we utilized this activation functions
because these functions have obtained good results in similar approaches.

Fig. 4 Schematics of each Type-2 Fuzzy Internal Operation for
neuron with the proposed Weights Type-2 Fuzzy Weights
management of weights using |

interval type-2 fuzzy sets | ]

Xn/

|
Inputs

Adaptation of Type-2 Fuzzy Weights based
on the Backpropagation Algorithm
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4 Neural Network Architecture with Type-1 Fuzzy Weights

The proposed neural network architecture with type-1 fuzzy weights (see Fig. 5) is
described as follows:

Layer O Inputs.
X = [x1,%2, .., %] (3)

Layer 1 type-1 fuzzy weights for the hidden layer.

wij (4)

Layer 2 Equations of the calculations in the hidden neurons using type-1 fuzzy
weights.

Net = ZX,‘WZ' (5)
i=1

Layer 3 Equations of the calculations in the outputs neurons using type-1 fuzzy
weights.

Out = Z ViWi (6)
i=1

Layer 4 Obtain the output of the neural network.

We considered a neural network architecture with 1 neuron in the output layer
and 30 neurons in the hidden layer.

This neural network uses two type-1 fuzzy inference systems, one in the con-
nections between the input neurons and the hidden neurons, and the other in the
connections between the hidden neurons and the output neuron. In the hidden layer
and output layer of the network we are updating the weights using the two type-1
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| &
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F‘ha:se 0 Phase 1Phase 2 Ph;se 3 Phase 4

Fig. 5 Proposed neural network architecture with type-1 fuzzy weights
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Type—1_ Fuzzy Weights
Current Weight Hidden Hidden Layer

A A (Mamdani)

New Weight Hidden

Change Weight Hidden

Fig. 6 Structure of the two type-1 fuzzy inference systems that are used to obtain the type-1 fuzzy
weights in the hidden and output layer

fuzzy inference system that obtains the new weights in each epoch of the network
on base at the backpropagation algorithm.

The two type-2 fuzzy inference systems have the same structure and consist of
two inputs (the current weight in the actual epoch and the change of the weight for
the next epoch) and one output (the new weight for the next epoch) (see Fig. 6).

We used two Gaussian membership functions with their corresponding range for
delimiting the inputs and outputs of the two type-1 fuzzy inference systems (see
Figs. 7 and 8).

We obtain the two type-1 fuzzy inference systems empirically.

The two type-1 fuzzy inference systems used the same six rules, the four
combinations of the two Gaussian membership function and two rules added for
null change of the weight (see Fig. 9).

5 Neural Network Architecture with Type-2 Fuzzy Weights

The proposed neural network architecture with interval type-2 fuzzy weights
(see Fig. 10) is described as follows:

Layer O Inputs.
X = [x1,%2, ..., %] (7)

Layer 1 Interval type-2 fuzzy weights for the connection between the input and
the hidden layer of the neural network.
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Fig. 7 Inputs (a current weight and b change of weight) and output (¢ new weight) of the type-1
fuzzy inference systems that are used to obtain the type-1 fuzzy weights in the hidden layer

Wi = [wij?wij} (8)

where w;; are the weights of the consequents of each rule of the type-2
fuzzy system with inputs (current type-2 fuzzy weight, change of
weight) and output (new fuzzy weight).

Layer 2 Equations of the calculations in the hidden neurons using interval type-2
fuzzy weights.

n
Net = Z xifvij (9)
i=1

Layer 3 Equations of the calculations in the output neurons using interval type-2
fuzzy weights.

Out =~ yiw; (10)
i=1

Layer 4 Obtain a single output of the neural network.

We applied the same neural network architecture used in the type-1 fuzzy
weights for the type-2 fuzzy weights (see Fig. 6).
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Fig. 8 Inputs (a current weight and b change of weight) and output (c new weight) of the type-1
fuzzy inference systems that are used to obtain the type-1 fuzzy weights in the output layer

(Current_Weightis lower) and (Change_Weightis lower) then (New_Weightis lower)
(Current_Weightis lower) and (Change_Weightis upper) then (New_Weightis lower)
(Current_Weightis upper) and (Change_Weightis lower) then (New_Weightis upper)
(Current_Weightis upper) and (Change_Weightis upper) then (New_Weightis upper)
(Current_Weightis lower) then (New_Weightis lower)

(Current_Weightis upper) then (New_Weightis upper)

kL=

—

Fig. 9 Rules of the type-1 fuzzy inference system used in the hidden and output layer for the
neural network with type-1 fuzzy weights

We used two type-2 fuzzy inference systems to obtain the type-2 fuzzy weights
and work in the same way like with the type-1 fuzzy weights.

The structure and rules (see Fig. 9) of the two type-2 fuzzy inference systems are
the same of the type-1 fuzzy inference systems, the difference is in the memberships
functions, Gaussian membership functions for type-2 [5, 20, 27, 35].

We used two Gaussian membership functions with their corresponding range for
delimiting the inputs and outputs of the two type-2 fuzzy inference systems
(see Figs. 11 and 12).



82 F. Gaxiola et al.

r
'ﬂll'f |I |'|" 'll e s
||| J|| \ I|| |||| | w w

1 Value

Dow Jones

Jo L e
i | S —a’l
Phase 1Phase 2 Phase 4

Phase 3

Y
Phase 0

Fig. 10 Proposed neural network architecture with interval type-2 fuzzy weights
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Fig. 11 Inputs (a current weight and b change of weight) and output (¢ new weight) of the type-2
fuzzy inference systems that are used to obtain the type-2 fuzzy weights in the hidden layer

We obtain the type-2 fuzzy inference systems incrementing and decrementing 20
percent the values of the centers of the Gaussian membership functions and the
same standard deviation of the type-1 Gaussians membership functions, we use this
method to obtain the footprint of uncertainty (FOU) for the type-2 fuzzy inference
systems used in the neural network with type-2 fuzzy weights.
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Fig. 12 Inputs (a current weight and b change of weight) and output (¢ new weight) of the type-2
fuzzy inference system that are used to obtain the type-2 fuzzy weights in the output layer

6 Simulation Results

We performed experiments in time-series prediction, specifically for the Dow-Jones
time series.

We presented the obtained results of the experiments performed with the neural
network with type-1 fuzzy weights (NNT1FW) and the neural network with type-1
fuzzy weights (NNT1FW), these results are achieved without optimizing of the
neural network and the type-1 fuzzy systems, which means that all parameters of
the neural network and the range and values of the membership functions of the
type-1 fuzzy systems are established empirically. The average error was obtained of
30 experiments.

In Table 1, we present the prediction error obtained with the results achieved as
output of NNTIFW. The best prediction error is of 0.0097 and the average pre-
diction error is of 0.0201.

In Fig. 13 we show prediction data with type-1 fuzzy weights against the test
data of the Dow-Jones time series

In Table 2, we present the prediction error obtained with the results achieved as
output of NNT2FW. The best prediction error is of 0.0080 and the average pre-
diction error is of 0.0104.

In Fig. 14 we show the prediction data with type-2 fuzzy weights against the test
data of the Dow-Jones time series.
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Fig. 13 Plot of the prediction data with NNT1FW against the test data of the Dow-Jones time

series

7 Conclusions

In this paper, we proposed a new learning method that updates weights (type-1 or
type-2 fuzzy weights) in each connection between the neurons of the layers of
neural network using a type-1 or type-2 fuzzy inference system with Gaussians
membership functions applied to the Dow-Jones time series.

Additionally, the neurons work internally with the type-1 or type-2 fuzzy
weights and therefore, obtaining results at the output of each neuron of the neural
network. The modifications performed in the neural network, that allows working
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Fig. 14 Plot of the prediction data with NNT2FW against the test data of the Dow-Jones time
series

with type-1 or type-2 fuzzy weights, provide the neural network with greater
robustness and less susceptibility at the noise in the data of the time series.

The prediction error of 0.0080 of the neural network with type-2 fuzzy weights
for the Dow-Jones time series is better than the prediction error of 0.0097 of the
neural network with type-1 fuzzy weights (as shown in Tables 1 and 2).

This result is good considering that the used parameters for the neural networks
at the moment are determined in an empirical way.
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