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Abstract Fuzzy clustering algorithms are able to find the centroids and partition
matrices, but are predominantly numerical, although each cluster prototype can be
considered as a granule of information it continues to be a numeric value, in order
to give a similar representation structure data. Granular theory and clustering
algorithms can be combined to achieve this goal, resulting in granular prototypes
and granular matrices of belonging and a more reflective data structure.

1 Introduction

Fuzzy Clustering algorithms [2, 5, 10–12, 14] are popular and widely used in
different areas of research like pattern recognition [2], data mining [6], classification
[8], image segmentation [16, 18], data analysis and modeling [3] among others,
obtaining good results in these implementations. The popularity of this kind of
algorithms is due to the fact that allow a datum to belong to different data clusters
into a given data set, the main objective of the fuzzy clustering algorithms are find
interesting patterns or group of data that share similar characteristics into a given
data set.

In a general point of view the process of clustering is considered as a granular
information process [4, 15], but the information granule is represented by proto-
types (centers of clusters) and partition matrices (matrices of belonging) which are
represented by numerical values. Due to this the data structure is not too reflective.
In order to make the data structure more reflective, improvements of clustering
algorithms like the FCM [2] and PCM [10, 11] in combination with Interval Type-2
Fuzzy logic techniques [9, 13] and of this combination arise the IT2FCM [7, 17]
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and IT2PCM [19] algorithms, that are capable to create high order granules, due to
that algorithms found upper and lower bounds of the interval to prototypes and
partition matrices into a given data set.

In [1, 4, 15] a proposal of how to make Granular Clustering using the FCM
algorithm is presented, and a way to create granular prototypes and granular par-
tition matrices. Based on this work we present a new proposal of a granular fuzzy
C-means algorithm.

This work is organized as follows. In Sect. 2 we show a brief overview of the
Fuzzy C-Means algorithm, Sect. 3 described a new proposal of a Granular Fuzzy
C-Means Algorithm presented in this paper, Sect. 4 shows the plots of the granular
prototype and results with benchmark datasets, Sect. 5 contains the conclusions
obtained during the elaboration of this work.

2 Fuzzy C-Means Algorithm

The FCM algorithm is a clustering unsupervised method widely used in data
clustering, image segmentation, pattern recognition, etc.; this algorithm creates soft
partitions where a datum can belong to different clusters with a different mem-
bership degree to each cluster of the dataset. This clustering method is an iterative
algorithm, which uses the necessary condition to achieve the minimization of the
objective function Jm represented by the following equation [2, 12]:

JmðU;V ;XÞ ¼
Xc
i¼1

Xn
k¼1

liðxkÞm � d2ik ð1Þ

where the variables in (1) represent the following:

n the total number of patterns in a given data set
c is the number of clusters, which can be found from 2 to n − 1
X are data characteristics, where X = {x1, x2,…, xn} � Rs

V are the centers of the clusters, where V = {v1, v2,…, vn} � Rs

U=µij is a fuzzy partition matrix, which contains the membership degree of each
dataset xj to each cluster vi

d2ik is the Euclidean distance between each data xk of the dataset and the centers
vi of clusters

m is the weighting exponent

The corresponding centers of the clusters and membership degrees for each
respective data to solve the optimization problem with the constraints in (1) are
given by Eqs. (2) and (3), which provide an iterative procedure. The aim is to
improve a sequence of fuzzy clusters until no further improvement in (1) can be
performed [2, 12].
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vi ¼
Pn

k¼1 liðxkÞm � xkPn
k¼1 liðxkÞm

ð2Þ

liðxkÞ ¼
Xc
j¼1

dik
djk

� � 2
m�1

 !�1

ð3Þ

Equations (2) and (3) are an iterative optimization procedure. The aim is to
improve a sequence of fuzzy clusters until no further improvement in Jm;gðU;V ;XÞ
can be made. The Fuzzy C-Means algorithm consists of the following steps [2, 5,
12]:

1. Given a pre-selected number of clusters c and a chosen value for m, initialize the
fuzzy partition matrix µij of xj belonging to cluster i such that:

Xc
i¼1

lij ¼ 1 ð4Þ

2. Calculate the center of the fuzzy clusters, vj for i = 1, 2,…, c using Eq. (2).
3. Use Eq. (3) to update the fuzzy membership µij.
4. If the improvement in JmðU;V ;XÞ is less than a certain threshold (ε), then stop,

otherwise go to step 2.

The FCM clustering is completed through a sequence of iterations, where we can
start from a certain randomly initiated centroids of clusters or a certain randomly
partition matrix, and iterate over the formulas (2) and (3) given above.

3 Proposal of Granular Fuzzy C-Means Algorithms

From a general point of view, fuzzy clustering is about forming information
granules and revealing the structure in data. Fuzzy clusters are information granules
capturing the data. Observing fuzzy clustering from a different point of view this
kind of algorithms are providers of a certain granulation-degranulation mechanism.

Considering that clustering has been realized previously, we can express it in
terms of cluster leading to a granular description of x to any datum x into a given
dataset, the granular description mentioned above typically in fuzzy clustering
algorithms is done by computing the membership degrees of x to the cluster pro-
totypes found by the fuzzy clustering algorithm, and this process is considering a
granulation phase. The degranulation is about data reconstruction on basis of the
granular or internal representation (Fig. 1).

In the FCM algorithm the granulation-degranulation mechanisms can be
described in the two phases mentioned below:
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1. Granulation of the data x is made in terms of membership grades of the con-
structed information granules, the membership grades are computed by Eq. (3).

2. Degranulation provides a reconstruction of data in terms of the prototypes and
membership grades computed by (2) and (3) respectively. Formally, the
reconstruction of data is determined by solving the following optimization
problem, with the minimization of the reconstruction error

Xc
i¼1

liðxjÞ � ðvi � x̂jÞ2 ð5Þ

As a result, the equation of minimization error shown below is obtained:

x̂j ¼
Pc

i¼1 liðxjÞm � viPc
i¼1 liðxjÞm

ð6Þ

The reconstruction error becomes a function that takes into account the proto-
types of the clusters and the matrices of belonging; Eq. (6) is very similar to Eq. (2)
for prototype computing, observing this we can say that the reconstruction error is
by finding x in Eq. (2) to compute the reconstruction error.

Based in the granulation-degranulation mechanism of the FCM algorithm, we
propose a new Granular Fuzzy C-Means algorithm, which is different to that
mentioned in [1, 4, 15]. This new proposal, like all algorithms that use granular
computing is performed in two phases. The first phase is the granulation is a regular
process of the FCM algorithm to obtain the membership degrees and prototypes of
data, which are numerical values, to make this to granular membership degrees and
granular prototypes. Now we proceed with the second phase, where the recon-
struction error is computed with Eq. (6) and used to create two new data sets using
the following equations:

xþj ¼ xj þ xj � x̂j
�� ��� � ð7Þ

x�j ¼ xj � xj � x̂j
�� ��� � ð8Þ

Fig. 1 Representation of the granulation-degranulation mechanisms
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Equations (7) and (8) basically compute the upper and lower bound of the data in
agreement with the reconstruction error, with the new data set created using
addition and subtraction to original data, the difference between original data and
reconstructed data. In Fig. 2 we can observe the distribution of the data set created
with Eqs. (7) and (8).

We can obtain a granular prototype and granular membership degrees by making
the grouping of the data set created with Eqs. (7) and (8) using the FCM algorithm,
in Fig. 3 we can observe the process of the granular fuzzy C-means algorithm
proposed and Fig. 4 show the block diagram of the FCM algorithm.

As we may observe in Fig. 3 the process of creating granular prototypes and
granular membership degrees is performed by the execution of FCM algorithms
over the data set created by Eqs. (7) and (8), this is due to the fact that the data
created are affected by reconstruction error and make a upper and lower bound of
data. In the next section we show the granular prototype found by the proposed
Granular Fuzzy C-Means algorithm over some benchmark data sets.

Fig. 2 Data distribution of
the Iris flower data set and
data distribution of the data
set created by Eqs. (7) and (8)
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4 Simulation

In order to observe, if the proposal is capable to create a granular prototype, we
realized the clustering of benchmark datasets, and the benchmark dataset used to
perform these tests are the following:

• Wine
• WDBC
• Iris Flower

Wine data set is composed by 3 classes, with 178 instances in total and 13
attributes the number of instances per class show below:

• Class 1: 59 instances
• Class 2: 71 instances
• Class 3: 48 instances

WDBC data set is composed by 2 classes, with 569 instances in total and 32
attributes, the number of instances per class show below:

Fig. 3 Blocks diagram of the
proposed granular fuzzy
c-means algorithm
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• Class 1 (benign): 357 instances
• Class 2 (malignant): 212 instances

Iris Flower data set is composed by 3 classes, with 150 instances in total and 4
attributes the number of instances per class show below:

• Class 1 (Setosa): 50 instances
• Class 2 (Versicolour): 50 instances
• Class 3 (Virginica): 50 instances

Figures 5, 7 and 9 show the prototypes found by the FCM algorithm over the
Wine, WDBC, and Iris Flower data sets respectively, and these prototypes are

Fig. 4 Blocks diagram of the
original fuzzy c-means
algorithm

Fig. 5 Prototype found by
the FCM algorithm in the
Wine dataset
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represented by a numerical value and as can we see that prototype found represent
the data structure but this representation is not reflective. Figures 6, 8 and 10 show
the granular prototypes found by a GFCM (Granular Fuzzy C-Means) algorithm
proposed over Wine, WDBC, and Iris Flower data sets respectively, in these figures
we can observe that the representation of the data structure is more reflective.

Fig. 6 Granular prototype
found by the GFCM
algorithm in the Wine data set

Fig. 7 Prototype found by
the FCM algorithm in the
WDBC dataset
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5 Conclusions

Granular theory is very general and there is no a specific way of implementing this
theory with clustering algorithms.

In this work a method is presented to apply the granular theory to the Fuzzy c-
Means algorithm, making a granular fuzzy c-means algorithm capable of create
granular prototypes and granular matrices of belonging instead of numerical pro-
totypes and numerical matrices of belonging making more reflective the data
structure.

Figures 6, 8 and 10 show the granular prototypes found by the proposed GFCM
(Granular Fuzzy C-Means) algorithm applied to the Wine, WDBC, and Iris Flower
data sets respectively that represent the data structure of the each dataset mentioned

Fig. 8 Granular prototype
found by the GFCM
algorithm in the WDBC data
set

Fig. 9 Prototype found by
the FCM algorithm in the Iris
flower dataset
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above. In these figures we can observe that the representation of the data structure is
more reflective in comparison with the data structure found by the FCM algorithm
for the same datasets.
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