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Abstract  In recent years, a digital video stabilization improving the results 
of hand-held shooting or shooting from mobile platforms is the most popular 
approach. In this chapter, the task of digital video stabilization in static scenes is 
investigated. The unwanted motion caused by camera jitters or vibrations ought to 
be separated from the objects motion in a scene. Our contribution connects with 
the development of deblurring method to find and improve the blurred frames, 
which have strong negative influence on the following processing results. The 
use of fuzzy Takagi-Sugeno-Kang model for detection the best local and global 
motion vectors is the novelty of our approach. The quality of test videos stabi-
lization was estimated by Peak Signal to Noise Ratio (PSNR) and Interframe 
Transformation Fidelity (ITF) metrics. Experimental data confirmed that the ITF 
average estimations increase up on 3–4  dB or 15–20  % relative to the original 
video sequences.

Keywords  Digital video stabilization  ·  Deblurring  ·  Motion estimation  ·  
Fuzzy logic  ·  Scene alignment

5.1 � Introduction

The unintentional video camera motion during hand-held shooting or shooting 
by cameras, which are maintained on the unstable platforms, decreases a quality 
of video sequence that has a negative effect on the following frames processing.  
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The use of stabilized techniques is widely spread in video surveillance [1] and 
video encoding [2]. Methods of videos stabilization are classified as mechani-
cal, optical, electronic, and digital. The mechanical stabilization systems included 
gyroscopes, accelerometers, etc., and were used on the early stage of video cam-
eras development [3]. The optical stabilization systems use prisms or lens of mov-
ing assembly for tuning of light length way through camera lens systems. Such 
technical realization is not suitable for small sizes mobile cameras. The electronic 
stabilization systems detect the camera jitters through their sensors, when the light 
hits in Charge-Coupled Device (CCD). It has the advantage against the optical sta-
bilization by reducing of lens complexity and price.

The Digital Video Stabilization (DVS) approach is achieved by the synthesis of 
a new imagery based on removal of unintentional motions between key frames and 
the reconstruction of frame boundaries after frame stabilization. The DVS based 
on the algorithmic improvement became the most appropriative decision in mod-
ern compact video devices. However, the DVS algorithms ought to be robust to 
different scene contents, moving objects, and luminance changing. The complexity 
of this task connects with separation of the objects motion from camera jitters in 
static scenes.

Our contribution connects with the improvement of some blurred frames 
in original video sequence, the development of DVS method based on the 
Takagi-Sugeno-Kang (TSK) model for improvement of motion vectors clustering, 
and the application of scene alignment procedure into static scenes.

The chapter has been structured as follows. In Sect. 5.2, a brief description of 
the existing approaches for digital video stabilization previously in static scenes 
is provided. Method for automatic blurred image detection and compensation is 
discussed in Sect. 5.3. Section 5.4 describes the proposed method of videos stabili-
zation based on Block-Matching Algorithm (BMA) using the fuzzy logic approach 
in the selected image area. Experimental numerical results of the proposed 
approach are presented in Sect. 5.5. Conclusions and future research are drawn in 
Sect. 5.6.

5.2 � Related Work

Video stabilization includes three main stages: motion estimation, motion smooth-
ness, and frame correction. Approaches of motion estimation are directed on reduc-
tion of computational cost using fast BMA [4], limited pre-determined regions [5], 
or feature tracking [6]. Tanakian et  al. [4] proposed the integrated system of video 
stabilizer and video encoder based on the BMA for the Local Motion Vectors (LMVs) 
detection, histogram analysis for Global Motion Vector (GMV) building, and Smooth 
Motion Vector (SMV) calculation for intentional motion correction. Tanakian 
et  al. suggested a low pass filtering to remove a high frequency component of the 
intentional motion. Equation  5.1 approximates the SMVs using a first-order auto 
regression function, where α is a smoothing factor, 0 ≤ α ≤ 1; n is a frame number.
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Also Tanakian et al. proposed the rule to chose α value (α = 0.1 or α = 0.95) in 
dependence of the SMVs and the GMVs magnitudes in previous frames. After fol-
lowing researches, a fuzzy system for tuning of smoothing factor α was suggested 
according to noise and the possible camera motion acceleration [5]. Triangular and 
trapezoidal membership functions were used for adaptive filtering of horizontal 
and vertical motion components between (n – 3), (n – 2), (n – 1), and n frames.

Another approach was applied by Acharjee and Chaudhuri in [7] as a Three 
Step Search BMA, which provides the fuzzy membership values. The fuzzy mem-
bership value is calculated for each macro block according to its intensity char-
acteristics (lighter or darker) previously in edges of an image. Such restrictions 
reduce the computational cost of full Three Step Search BMA, while the PSNR 
values are almost saved. In research [8], a fuzzy logic model to evaluate a quality 
of matching between a pair of Scale-Invariant Feature Transform (SIFT) descrip-
tors was proposed. A fuzzy logic model used two error measures (Euclidean dis-
tance between expected and real points and angle between two local motion 
vectors) as inputs and the single quality index in the range [0, 1] as output. A final 
decision of a quality of points’ matching was estimated using a Sugeno model [9].

A fuzzy Kalman compensation of the GMV in the log-polar plane was pro-
posed in research [10]. Due to special features of the log-polar plane, the GMV 
was calculated as the average value of the four LMVs. Then the GMV displace-
ments were imported into the fuzzy Kalman system. The fuzzy system was tested 
with several types of Membership Functions (MFs) and different aggregation and 
defuzzification methods. Some original approaches may be found in the researches 
dedicating to video stabilization by use a principal component analysis [11], an 
independent component analysis [12], a probabilistic global motion estimation 
based on Laplacian two-bit plane matching [13], wavelet transformations [14], the 
calculation of statistical functions, mean and variance of pixels in each block of 
the BMA [15], etc.

The blurred frames have negative influence on stabilization of video sequence. 
The reasonable approach connects with removal such blurred frames before the 
application of stabilization algorithms [16]. The different deblurring methods are 
mentioned below:

•	 Deblurring methods for a single image reconstruction are applied usually the 
uniform deblurring core [17, 18]. Such methods cannot be applied directly for 
frames from video sequence in spatio-temporal domain. In recent years, 3D 
deblurring core was proposed to describe a spatio-changing core for a frame 
[19]. Gupta et al. [20] proposed to present the camera motion using motion den-
sity functions. Such methods are not reliable for real noisy and/or compressed 
video sequences with multiple moving objects in a scene.

•	 Deblurring methods for several images reconstruction are based on different 
approaches such as the numerical method for calculation of a blurring model 
[21], the use of the point spread function to restore the original images with 

(5.1)|SMVn| = α |SMVn−1| + (1− α) |GMVn|
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minimal energy [22], or the interpolation method in order to increase the 
sharpness all frames including the deblurred frames [23].

•	 Methods based on selection of “suitable” images guess the overlapping of 
several good input images in order to receive the best single image. However, 
the superposition of real frames is not a trivial task because of blurring and 
luminance differences of selected frames.

Consider the proposed deblurring method as a crucial issue of pre-processing in 
the DVS task.

5.3 � Method of Frame Deblurring

The proposed method applies the anisotropic Gauss filter with adaptive automatic 
selection of region sizes and includes the following steps:

1.	 The automatic estimation of blurred frames based on gradient information.
2.	 The detection of textured and smoothness regions in a frame.
3.	 The analysis of edge information by use a Sobel filter.
4.	 The application of anisotropic Gauss filter with automatic mask selection in 

textured regions.
5.	 The application of unsharp mask in smoothness region.
6.	 The synthesis of result frame.

Let us notice that a blurring happens not always, but during high jitters, fast 
motion objects, or continuous camera exposition. Therefore, not all frames are 
blurred, and it is required to detect, which frames are blurred into the analyzed 
part of video sequence.

Introduce a measure of sharp estimation based on gradient information into full 
frame and pre-determined blurring threshold value T. A blurring degree in current 
frame is estimated by Eq. 5.2, where T is a blurring threshold value, 0 ≤ T ≤ 1, gn 
is a gradient function of frame, Ii,j is value of intensity function of frame in a pixel 
with coordinates (i, j), N and M are the frame sizes, K is a number of previous key 
frame.

Examples of detected frames with high and low blurring degree are situated in 
Fig. 5.1.
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For video sequence “Sam_1.avi”, the plots of blurring degree for frames 1–265 
are situated in Fig.  5.2. The maximum values mean the availability of blurred 
frames. This scene contains fast motion and significant jutting.

For detection of textured and smoothness regions in a frame, the frame differ-
ences are estimated in a slicing window 5 × 5 pixels by Eq. 5.3, where βL(x, y) is 
a blurring degree into pixel with coordinates (x, y).

(a) (b)

(d)(c)

Fig. 5.1   Video sequence “Sam_1.avi”: a frame 59 with high sharp, b frame 68 with low sharp,  
c the increased fragment of frame 59, d the increased fragment of frame 68
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Fig. 5.2   A blurring estimation of video sequence “Sam_1.avi”
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According to the received values βL(x, y), the binary map Bm(x, y) is calculated 
in order to estimate the textured and smoothness regions into a frame by Eq. 5.4, 
where Tfl is an automatic chosen threshold value in dependence of total gn value 
provided by Eq. 5.2.

The analysis of edge information can be realized by Sobel filter or other fil-
ters for edge estimations. If a density of edges is high into a unit region, then this 
region is considered as a textured region. In such case, the anisotropic Gauss filter 
is applied. The core of this filter is adaptively tuned for pixel closed to an edge, 
pixel near the edge, and pixel far from an edge. This procedure is required in order 
to exclude the sharp edge pixels from such processing. The parameters of aniso-
tropic Gauss filter are calculated with different scaling along axes OX and OY by 
Eq. 5.5, where σx and σy are standard deviations chosen in dependence of remote 
pixel (x, y) from an edge.

For smoothness regions, the unsharp mask, which is based on the subtraction 
the blurred frame from the original frame, is used. The sizes of unsharp mask 
are changed dynamically in dependence on analyzed region sizes in a frame.  
A synthesis of the deblurred frame is realized by considering the edge, improved 
textured, and improved smoothness information.

A method of frame deblurring was developed under the assumption that a num-
ber of blurred frames into the analyzed part of video sequence is not large, one or 
two from 25–30 frames. Therefore, a computational cost of this procedure is not 
high. However, the influence on the final stabilization result is positive.

5.4 � Fuzzy-Based Video Stabilization Method

The proposed video stabilization method involves three main stages: the LMVs 
estimation, the GMVs smoothness, and the frames correction. The LMVs detec-
tion with following improvement by the TSK model is discussed in Sect.  5.4.1. 
Section  5.4.2 provides the smoothness GMVs building. In Sect.  5.4.3, the static 
scene alignment is considered.
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5.4.1 � Estimation of Local Motion Vectors

For the LMVs estimations, many approaches with various computational costs 
can be applied. The experiments show that the BMA provides fast motion esti-
mations with appropriate accuracy in static scene. First, the current frame is 
divided in the non-crossed blocks with similar sizes (usually 16  ×  16 pixels), 
which are defined by the intensity function It(x, y), where (x, y) are coordinates, 
t is a discrete time moment. Second, for each block in small neighborhoods 
−Sx < dx < +Sx and −Sy < dy < +Sy, the most similar block into the following 
frame It+1

(

x + dx, y+ dy
)

 is searched. The similarity is determined by a minimi-
zation of the error functional e according to the used metric. Usually three met-
rics are applied such as a Sum of Absolute Differences (SAD), a Sum of Squared 
Differences (SSD), and a Mean of Squared Differences (MSD) (Eq. 5.6), where 
dx and dy are the block displacement in directions OX and OY, respectively, n is a 
number of analyzed surrounding blocks.

Vector V(dx, dy), for which the error functional e (eSAD(dx, dy), eSSD(dx, dy), or 
eMSD(dx, dy)) has the minimum value, is considered as the displacement vector for 
the selected block. The basic BMA referred as Full Search (FS) has a disadvan-
tage of high computer cost. Some modifications of the FS exist such as Three-Step 
Search (TSS), Four-Step Search (FSS), Conjugate Direction Search (CDS), Dynamic 
Window Search (DSW), Cross-Search Algorithm (CSA), Two-Dimensional 
Logarithmic Search (TDLS), etc.

After the LMVs building, it is needed to determine, which LMVs describe an 
unwanted camera motion and which LMVs concern to objects’ motion in a scene. 
The proposed model is based on triangular, trapezoidal, and S-shape member-
ships in terms of fuzzy logic to partitioning the LMVs. The views of member-
ships are presented in Fig. 5.3, where parameters a and b of S-shape membership 
are fitted empirically. The recommendations based on the experimental results 
are the following: to use a = 0.5 and b = 1.5 for non-noisy videos and a = 0.75 
and b =  1.75 for noisy videos. The inputs of fuzzy logic model have two error 
measures:

•	 The Euclidean distance between the expected and the real point estimated in one 
of the SAD, the SSD, or the MSD metrics (magnitude of vectors) E′ = (e1, e2, 
…, ei, … en).

(5.6)
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•	 The angle between two local motion vectors C′ = (c1, c2, …, ci, … cn), where 
i = 1 … n.

Equation  5.7 provides the error deviations di
e and di

c similar to research [6], 
where ME and MC are the median values of E′ and C′ sets, respectively.

Values of error deviations di
e and di

c are mapped into three different classes of 
accuracy: high, medium, and low. The lower values of error deviations are mapped 
to the best classes, and otherwise. If membership functions are overlapped, then 
more good definition from the input fuzzy sets is chosen.

The output of fuzzy logic model indicates a final reliability of matching qual-
ity using the TSK model [9]. Such zero-order fuzzy model infers the quality index 
(a value in the range [0, 1]). The quality of the points’ matching is classified into 
four categories: excellent, good, medium, and bad. Each of these four classes is 
mapped into a set of constant values 1.0, 0.75, 0.5, 0.0, respectively. Views of tri-
angular, trapezoidal, and S-shape memberships are situated in Fig. 5.3.

The recommended S-shape functions are situated in Fig. 5.4.
The output of fuzzy logic model indicates a final reliability of estimations for a 

quality of the matching using the TSK model. The quality index is a value in the 
range [0, 1]. It shows a quality of LMVs, which are clustered into four classes: 
excellent, good, medium, and bad. The “IF-THEN” fuzzy rules defined for two 
inputs (error deviations di

e and di
c) are the following:

(5.7)dei = ei
/

ME dci = ci
/

MC
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Fig. 5.3   View of memberships in fuzzy logic model: a triangular, b trapezoidal, c S-shape
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•	 IF (both inputs = “high”) THEN (quality = “excellent”).
•	 IF (one input = “high” AND other input = “medium”) THEN (quality = “good”).
•	 IF (both inputs = “medium”) THEN (quality = “medium”).
•	 IF (at least one input = “low”) THEN (quality = “bad”).

Each of these four classes is mapped into a set of the constant values (1.0, 0.75, 
0.5, 0.0) [9]. During our experiments, the results for noisy video sequences were 
received with a set of the constant values (1.0, 0.85, 0.65, 0.0). The TSK mod-
els for non-noisy and noisy video sequences with the sets of constant values (1.0, 
0.75, 0.5, 0.0) and (1.0, 0.85, 0.65, 0.0) are show in Fig. 5.5 [24]. The TSK model 
permits to discriminate the LMVs with excellent and good quality and detect the 
best LMVs (with excellent and good values of indexes) in order to improve a final 
result.

Our following researches permitted to speed the LMVs calculation for both 
types of video sequences in the static scenes. Introduce an initial procedure, which 
will put an invisible grid on each frame adaptively to the frame sizes with 30–50 
cells.

The sizes of such grid are less in order to reject the boundary areas of frame, 
which are more stressed to artifacts of instability. For five first frames in a scene, 
the LMVs estimations and their improvements by the TSK model are calculated 
for all cells of a grid. For each cell, the information of reliable LMVs is accu-
mulated under the condition, that 4–16 reliable LMVs are determined into a cell. 
According to a scene background, such several cells can be selected for follow-
ing analysis. Therefore, the LMVs of unwanted motion are calculated only in the 
selected cells that permits to avoid the challenges of luminance changing or mov-
ing foreground objects and reduce the number of analyzing cells in 1.5–3 times. 
Figure 5.6 provides such adaptive and fast technique for frame number 140 from 
video sequence “lf_juggle.avi”.

The TSK model discriminates the excellent and good results well. The selec-
tion of the best points with excellent and good values of indexes improves the final 
results.
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5.4.2 � Smoothness of GMVs Building

The global motion caused by camera movement is estimated for each frame by 
use a clustering model. The LMVs of background are very similar on magnitudes 
and directions but essentially different from objects’ motion in foreground. The 
following procedure classifies the motion field into two clusters: the background 
and the foreground motions:

Step 1.	 The histogram H is built, which includes only valid LMVs.
Step 2.	 The LMVs are clustered by a similar magnitudes criterion.
Step 3.	� The LMV with a maximum magnitude from background motion cluster 

is chosen as GMV.

The example of a histogram with valid LMVs is presented in Fig. 5.7.
Any GMV includes two major components: the real motion (for example, a 

panning) and the unwanted motion. Usually the unwanted motion corresponds to 
high frequency component. Therefore, a low-frequency filtering can remove the 
unwanted motion. The model proposed in research [4] forms the SMV calculat-
ing by Eq. 5.1. The low-pass filter of the first order needs in low computational 

Fig.  5.6   The adaptive technique for LMVs estimation in a static scene, video sequence  
‘lf_juggle.avi’: a the original frame 140; b all calculated LMVs; c the reliable LMVs in the 
whole frame based on TSK model; d the reliable LMVs in the selected cells of imposed grid
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resources and may be used in a real-time application. To improve these results, a 
similar fuzzy logic model from Sect. 5.4.1 was used for clustering the intentional 
and the non-intentional GMVs. The adapting tuning procedure of a smoothing fac-
tor α based on analysis of previous 25 frames was proposed. First, Eq. 5.8 calcu-
lates a Global Difference GDiff, where |GMVi| is the magnitude of global motion 
vector in a frame i, k > 25.

Second, α value is chosen by Eq. 5.9, where αmax = 0.95 and αmin = 0.5 are 
maximum and minimum empirical values.

In any case, the result from Eq. 5.9 is rounded to αmax.

5.4.3 � Static Scene Alignment

For each frame after the smooth factor α calculation, the module of smooth motion 
vector SMVn using Eq. 5.1 is determined. The module of an Undesirable Motion 
Vector (UMV) UMVn is calculated by Eq. 5.10.

In the development of a scene alignment, the direction of SMVn is normalized 
up to 8 directions with interval of 45°. For restoration of current frame, pixels are 
shifted on a value of an Accumulated Motion Vector (AMV) AMVn of unwanted 
motion by Eq.  5.11, where m is the number of a current key frame in video 
sequence.

(5.8)GDiffk =

k
∑

i=k−25

||GMVi| − |GMVi−1||

(5.9)αk =

{

GDiffk
|GMVmax|

×
αmax
αmin

if GDiffk < |GMVmax|

αmax if GDiffk ≥ |GMVmax|

(5.10)|UMVn| = |GMVn| − |SMVn|

Fig. 5.7   Example of a 
histogram with valid LMVs

-8
-4

0
4

8
0 

50

100

150

200

-8
-5

-2
1

47

Vectors Projection 
on OY axis

Number of 
Vectors

Vectors Projection 
on OX axis



74 M. Favorskaya and V. Buryachenko

The stabilized location of frame is determined from previous frames beginning 
from the current key frame.

5.5 � Experimental Results

Six video sequences received by the static camera shooting were used during 
experiments. The titles, URL, and snapshots of these investigated video sequences 
are presented in Table  5.1. All experiments were executed by the own designed 
software tool “DVS Analyzer”, v. 2.04. The software tool “DVS Analyzer” has 
two modes: the pseudo real-time stabilization of video sequences, which are 
broadcasted from the surveillance cameras (the simplified processing), and the 
unreal-time stabilization of available video sequences (the intelligent processing).

The architecture of the software tool includes the extended set of program mod-
ules, which can be developed independently each from others. The Pre-processing 
Module, the Motion Estimation Module, the Motion Compensation Module, the 
Motion Inpainting Module, the Module of Quality Estimation, the Core Module, 
and the Interface Module are the main components of the software tool “DVS 
Analyzer”. The software tool “DVS Analyzer”, v. 2.04 was designed in the Rapid 
Application Development Embracadero RAD Studio 2010. Some external soft-
ware tools were used such as the libraries “Video For Windows” for initial pro-
cessing and “AlphaControls 2010 v7.3” for enhanced user interface, and a video 
codec “K-Lite Codec Pack”, v. 8.0.

The experimental graphics for motion estimation and compensation of video 
sequences situated in Table 5.1 are represented in Fig. 5.8. The experimental plots 
for stabilization quality of these video sequences are represented in Fig. 5.9.

As it is shown from Fig.  5.9, the PSNR estimations of the stabilized video 
sequences are always higher than the PSNR estimations of the original video 
sequences.

The objective estimation of video stabilization quality was calculated by 
the PSNR metric between current frame Icur and key frame Ikey expressed in 
Eqs. 5.12–5.13, where MSE is a mean-square interframe error, Imax is a maximum 
of pixel intensity, m and n are sizes of frame.

(5.11)AMVn =

n
∑

i=m

|UMVi|

(5.12)MSE =
1

m× n

m
∑

y=1

n
∑

x=1

(

Icur(x, y)− Ikey(x, y)
)2

(5.13)PSNR = 10 log10

(

I2max

MSE

)
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The PSNR metric is useful for estimations between adjacent frames. A quality 
of the ITF metric provides the objective estimation in whole video sequence. The 
ITF of stabilized video sequence is higher than the ITF of original video sequence. 
This parameter is calculated by Eq. 5.14, where Nfr is a frame number in video 
sequence.
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Fig.  5.8   Plots of motion estimation and compensation results in static scenes:  
a “SANY0025_xvid.avi”, b “lf_juggle.avi”, c “akiyo.avi”, d “EllenPage_Juggling.avi”, 
e “Butovo_synthetic.avi”, f “road_cars_krasnoyarsk.avi”
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(5.14)ITF =
1

Nfr

Nfr
∑
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Table  5.2 contains the ITF estimations for video sequences: original, without 
and with TSK model application.

As it seems from Table  5.2, the video stabilization results are different for 
various video sequences because of varied foreground and background content, 
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moving objects, a luminance, a noise, and the shooting condition. The use of the 
TSK model provides the increment of ITF estimations up on 3–4 dB or 15–20 %.

The stabilization and temporal results of video sequences from Table  5.1 by 
existing software tools such as “Deshaker”, “WarpStabilizer”, “Video Stabilization 
with Robust L1 Optimal Camera Paths”, and our “DVS Analyzer” are located in 
Table 5.3.

The ITF estimations of the proposed software tool “DVS Analyzer” provides 
better results (at average 1–3 dB or 5–15 %) with the lower processing time rela-
tively the existing software tools.

5.6 � Conclusion

The proposed approach for video stabilization of static scenes includes the auto-
matic detection and improvement of blurred frames as well as the LMVs and 
GMVs estimations using the TSK model in order to separate a camera motion 
from a motion of moving objects and provide a scene alignment. The develop-
ment of deblurring method with applied fuzzy logic rules for better motion estima-
tions is discussed in this chapter. All methods and algorithms were realized by the 

Table 5.2   ITF estimations for static scenes

Video sequence ITF estimations, dB

Original Without TSK model With TSK model

“SANY0025_xvid.avi” 20.5389 21.09076 23.79189

“lf_juggle.avi” 24.30286 24.37177 28.06012

“akiyo.avi” 35.92952 39.14661 39.53257

“EllenPage_Juggling.avi” 24.65855 25.23049 28.58255

“Butovo_synthetic.avi” 22.26415 27.19789 27.20789

“road_cars_krasnoyarsk.avi” 22.70482 22.80707 25.91258

Table 5.3   Comparison of stabilization algorithms for static scenes

Video sequence Algorithm

Deshaker Warp stabilizer Video stabilization 
with robust L1  
optimal camera paths

DVS analyzer

ITF, dB Time, s ITF, dB Time, s ITF, dB Time, s ITF, dB Time, s

“SANY0025 
xvid.avi”

23.53 1.33 22.7 1.87 22.74 1.34 23.79 0.17

“lf_juggle.avi” 26.65 1.22 24.41 1.64 26.15 1.18 28.06 0.15

“EllenPage_ 
Juggling.avi”

25.61 3.53 26.68 4.53 27.33 3.17 28.58 3.54

“road_cars_ 
krasnoyarsk.avi”

22.31 1.45 21.48 2.15 25.2 1.29 25.91 0.24
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designed software tool “DVS Analyzer”, v. 2.04. During experiments, the PSNR 
and the ITF estimations were received for six video sequences with static camera 
shooting. The ITF estimations increase up on 3–4 dB or 15–20 % relative to the 
original video sequences.

The development of advanced motion inpainting methods and algorithms for the 
DVS task and also fast realization of algorithms without essential accuracy fall for 
pseudo real-time application are the subjects of interest in future researches.
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