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“So lasting they are, the rivers!” Only think.
Sources somewhere in the mountains pulsate
and springs seep from a rock, join in a
stream, in the current of a river, and the river
flows through centuries, millennia. Tribes,
nations pass, and the river is still there, and
yet it is not, for water does not stay the same,
only the place and the name persist, as a
metaphor for a permanent form and changing
matter…

From “Rivers” by Czesław Miłosz,
Polish poet who was awarded the 1980

Nobel Prize in Literature (translated from
Polish by the Poet and Robert Hass)



Preface

Rivers as we know them are the most interesting creatures on Earth—they are wild
and independent, they are friendly and dangerous, and they are fearsome and fragile
all at the same time. For us they are charming when working with them as scientists.

In simple terms, rivers are bodies of water with current moving in one general
direction. They can vary in size, with smaller versions of rivers being referred to as
streams, creeks, creaks, brooks, licks, torrents, gills, flows, burns, or runs. Life on
Earth would be very different without rivers. In addition to the life-giving water of
rivers, fluvial processes physically transform landscapes. Among all the various
land-forming agents, the work of running water is the most ubiquitous. Nearly,
every part of the Earth has seen the imprint of fluvial processes at sometime in its
geologic past.

It is more the rule than the exception that scientists examine separately either the
physical aspects of river systems or its environmental or ecological components.
Also, the tradition of writing books on particular aspects of river systems has
developed, and therefore, we have an abundance of literature items devoted to
sediment transport, water quality problems, and open-channel hydraulics separately.
This volume is deliberately interdisciplinary because the issues addressed do not fit
into one discipline. The focus of this book is on physical, fluvial, and environmental
linkages in river ecosystems, and there is a systematic treatment of the mechanisms
behind these linkages. Thus, this book should be very important for professionals
from a practical point of view. The research questions posed in this book are
analyzed through an interdisciplinary, international, and often case-study approach.
The essential feature of this volume is to mobilize a wider range of considerations
and sources of information than those used in conventional approaches. Our con-
tributors are world-renowned experts representing as many as 28 research institu-
tions from 15 countries, namely Austria, Canada, Germany, Finland, France, India,
Italy, the Netherlands, Norway, Poland, Portugal, Spain, Switzerland, the UK, and
the USA. We mention here only the authors of the book chapters, but when the
reviewers (from 10 countries) are added to this list, we may claim that we practically
cover the expertise in the field from every corner of the globe.
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The idea of writing this book originated from discussions with a number of
colleagues from all over the world who all complained about the lack of such a
state-of-the-art report from which one can learn about various aspects to more fully
understand rivers. We believe that the reader of this book will get to know and gain
more understanding about the physical phenomena that we deal with in rivers and
will see how those phenomena influence fluvial and environmental processes. We
want this volume to serve as a practical guide for specialists and students to better
understand rivers and have the wealth of knowledge at their fingertips. We will be
happy if this single text serves pure scientists, field engineers, researchers, and
designers.

It is fair to say that study of the dynamics of rivers has revolutionized in the past
few decades, largely through the development of new techniques for measuring
turbulent flow and bed morphology in both natural conditions and experimental
flumes as well as the development of computational methods. We hope this volume
well represents the current state of knowledge. Bertrand Russell in his “A history of
Western philosophy” said “Science may set limits to knowledge but should not set
limits to imagination.” Understanding river systems requires such imagination—
they are extremely complex, cause and effect closely interact, and most of the river
processes are nonlinear by nature. The consecutive chapters are based on the
progress made by river research worldwide.

The first eleven chapters of the book are related to basic physical processes that
occur in rivers. The first one prepared by John Fenton is a kind of an introduction to
the entire volume; he mainly concentrates on the basics of modeling river flows.
Since all river flows are turbulent in nature, the paper of Franca and Brocchini
covers the subject of river turbulence from theoretical and experimental viewpoints.
The paper of Ferraro and Dey continues this subject but with the emphasis put on
formation mechanisms of bedforms and their stability. Another aspect of riverbed
changes, namely the characteristics of scouring downstream of low-head hydraulic
structures, is given by Pagliara and Palermo. Since some environmental flows can
be considered as shallow, the chapter by Uijtewaal discusses the basic physics and
ways of modeling of such flows. Three consecutive chapters deal with modeling
issues, namely with the problem of one- to three-dimensional flows in rivers
(Gąsiorowski et al., Moussa and Cheviron, and Oertel). The next two chapters deal
with laboratory experiments; the one of Bung concerns capacities and limits of
hydraulic modeling, whereas the chapter by Kozioł and Kubrak covers the turbu-
lence structure in compound channels. The last chapter in this part Physical
Processes deals with an important issue of uncertainties that are an integral part of
modeling and is written by Warmink and Booij. Church opens the second part
Fluvial Processes with his in-depth discussion of the problems of morphodynamics
and morphology of rivers. The principles of sediment transport are given by
Ferreira and Hassan. Da Silva provides a review of the present understanding of the
kinematics of meandering flow, and its relationship to bed deformation as well as
downstream migration and lateral expansion of meander loops. Braiding, as a
separate fluvial process, is covered by Surian. Bialik deals with another scale of the
process, and he touches the topic of solid particle motion in open channels. The last
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chapter in this part of the book, provided by Velasco and Ubeda, concerns a
completely different topic, namely the problem of soil erosion in watersheds after
forest fires. The final part Environmental Processes starts with the discussion by
Hilderbrand and Utz on the notions of ecological thresholds and resilience that help
us understand how lotic ecosystems change. In the next chapter, Gibbins provides
an insight about how physical and biological processes are coupled, particularly
how flowing water influences benthic organisms. Radecki-Pawlik shows in what
way bankfull and dominant discharges influence environmental processes in river
channels. The chapter by Aberle and Järvelä concentrates on hydrodynamic pro-
cesses that govern flow patterns in vegetated channels, while the next three chapters
are devoted to the transport of various kinds of pollutants in rivers. Manson and
Wallis discuss the problem of stream metabolism; Zaramella et al. focus on pol-
lutant transport and retention processes induced by the transient storage in the dead
zones by the riverbed topography and vegetation and by evapotranspiration; and
Kalinowska and Rowiński concentrate on the fate of heated water in rivers.

We are very thankful and give our appreciation to those authors who contributed
to this volume. We are also grateful to those colleagues who provided constructive
reviews of the papers. We are indebted to Anna Dziembowska, Ewelina Brulińska,
and Karolina Branicka for spending much time ensuring this book is both profes-
sionally produced and published. Finally, we are thankful to our mother institutions:
Institute of Geophysics of the Polish Academy of Sciences in Warsaw and
Agricultural University in Cracow, for the support of this important work.

Paweł Rowiński
Artur Radecki-Pawlik
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Chapter 1
Basic Physical Processes in Rivers

John D. Fenton

Abstract A “one-and-a-half”-dimensional model of a river is developed. It is
actually one-dimensional but allows for horizontal curvature using natural curvi-
linear co-ordinates. The governing long wave equations can be developed with very
few limiting approximations, especially using momentum rather than energy. The
curvature is then shown to be rarely important and is subsequently ignored. Wave
periods, imposed by boundary conditions, are asserted to be fundamental. Long
waves have speeds and propagation properties that depend on period, and there is
no such thing as a single long wave speed. Examination of dimensionless equations
and solution of linearised equations using wave period shows a novel interpretation
of terms in the momentum equation: the “kinematic” approximation and wave are
misnomers: the approximation lies not in the neglect of inertial terms but is actually
a very long period one. The outstanding problem of river modelling, however, is
that of resistance to the flow. A large data set from stream-gauging is considered
and it is shown that the state of the bed, namely the arrangement of bed grains by
previous flows, is more important than actual grain size. A formula for resistance is
proposed which contains a parameter representing bed state. As that state is usually
changing with flow, one can not be sure what the resistance actually will be. This
uncertainty may have important implications for modelling. The momentum prin-
ciple is then applied also to obstacles such as bridge piers, and a simple approxi-
mation gives greater understanding and a practical method for incorporation in river
models. Finally, river junctions are considered, and the momentum approach with
the very long period approximation shows that they can be modelled simply.
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1.1 Introduction

We follow an approach guided by William of Ockham, a mediaeval British monk
and philosopher, who developed the principle known as Ockham’s Razor. This
states that if one can explain a phenomenon without assuming something, there is
no ground for assuming it, i.e. that one should always opt for an explanation in
terms of the fewest possible number of causes, factors, or variables. This was
paraphrased by Albert Einstein as:

Make things as simple as possible, but not simpler.

Unfortunately we live in a world where complexity is honoured more than
simplicity, and the process of peer review for scientific publications contributes to
that. The process of modelling, which is what we are doing, also seems to have an
in-built one-way filter. One produces a simple model, and if required, it is refined. It
is rare for the process to go in the other direction. An aspect of our culture of
complexity is that it leads to centralisation and homogenisation and further domi-
nance by the dominant. It is difficult to start competing with all the resources at the
disposal of those who have already succeeded. Our scientific world seems to reflect
some of the problems of our economic world in the allocation of resources. Maybe
we need a culture of Appropriate Technology also in our research, where small,
appropriate, and simple would be honoured more than it is.

The word “basic” in the title of this chapter has two contradictory dictionary
definitions. One is “to do with the essence, fundamental, or basic truths, concerned
with fundamental scientific principles”. The second is “constituting or serving as
the basis or starting point—a basic set of tools”. Concerning the first definition,
there are many books and scientific papers concerned with all aspects of the fun-
damentals of river mechanics, including the subsequent chapters in this book,
especially those in Part 1—Physical Processes. A single general chapter such as
this cannot hope to deal with details in such depth. Instead, it will follow the spirit
of the second definition, and describe the simplest approaches and theories—and try
to justify their study as providing useful understanding and results. Rather than a
review, we will try to present several unusual, possibly unexpected, relatively
simple results that might challenge the canonical view, or at least put it in a new
light.

One thing that such an approach can do is to develop understanding. We note the
comment of Birta and Arbez (2013, p 37):

The reader is cautioned not to dismiss the issue with the simplistic and naive assertion that
the goal is to solve the problem!

A similar more exaggerated view is the opening statement by Hamming (1973)
in his book on numerical methods:

The Purpose of Computing is Insight, not Numbers.
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We cannot completely agree with that statement, but we can view it as a
reminder. It is hoped that the presentation here will indeed provide insight.
However, the simple theories can also be used to provide numbers, useful numbers,
and more quickly because of simplicity. Moreover, those numbers will be
approximate, and therefore possibly more useful. This is often forgotten in com-
puting in river engineering. The equations that are used may be more-or-less
accurate, but often the parameters, inputs, and the modelling of processes such as
resistance, are poorly known at best. Accordingly, the results of computations may
not be very accurate, but will represent a solution whose accuracy is in accordance
with that of the problem that was posed. Too much importance is attached to the use
of sophisticated—and expensive—software, when often a simple and conceptual
model that reveals the real nature of the problem is adequate. The dominance in
hydraulics of large software houses has meant that yet another pre-computer
Cottage-Industry has fallen victim to our more modern Industrial Revolution:
people in every water office and university once could understood and solve
problems, now they are often little more than software operators.

A full model of a river would be three-dimensional and would use the funda-
mental equations of fluid mechanics, the Navier-Stokes equations in three dimen-
sions, complete with boundary conditions over the irregular boundary, were we able
to specify that. Of course, such a model would provide us with little understanding
—and very few general answers, such as the all-important question of resistance to
motion in a stream. More realistically, we could obtain a numerical solution for an
idealised geometry, such as a flow in a smooth rectangular channel around circular
arcs, giving results for the primary and secondary flows and wall stresses. Or, in a
more general approach we could study the Reynolds-averaged Navier-Stokes
equations and obtain theoretical deductions from the nature of terms in the equa-
tions. Whereas the equations of fluid mechanics can help with understanding of
river processes, none has yet been able to help us when it comes to calculating the
resistance to flow in a natural stream. Or in telling us how a flood wave propagates.

We could relax our approach and use a two-dimensional depth-averaged phys-
ical and numerical model, applied to rectangular and compound channels with
circular arc bends. Or we could even add a mobile bed plus bed transport equation.
Our data needs are now much less, however, now we have to use several
assumptions and approximations—a bed resistance formula, an assumed longitu-
dinal velocity profile, an assumed variation of a Boussinesq eddy viscosity coef-
ficient, and an assumed formula for the transverse velocity at the free surface. And
so we may also obtain good agreement with experiment for longitudinal velocity,
passive scalar concentration, and mobile bed changes. Importantly, however, in
addition to the assumptions, we have still had to measure and calibrate the
approximations used.

In this work we are more concerned with the mechanics of a whole stream, or
reach of a stream. We are going to make a simple one-dimensional model, such that
we cannot predict velocity distributions, either longitudinal or secondary, and we
cannot predict the differential movement of sediment across the section. Although
our model will be formally one-dimensional, we will not use the traditional
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approximation of one dimensional modelling, that all streams are straight. Instead,
we will use a curvilinear co-ordinate system in which we incorporate the effects of
stream curvature in the horizontal plane, giving a “one-and-a-half-dimensional
model”. With this model we will be able to describe the nature of the movement of
waves and disturbances in the river and to incorporate the effects of obstacles and
river junctions and to show what the important quantities are. We will also be able
to show where approximations can be made.

Two of the aims of the paper will be seen to have been realised in a negative
sense: we show that stream curvature has very little effect on flow and wave
propagation, and can usually be ignored. And, we show that the resistance of the
bed in a natural stream cannot be predicted accurately at any moment in time,
because the arrangement of bed particles is usually important but unknown. We
can, however, put bounds on the resistance—and possibly be grateful that the
ephemeral nature of the problem tells us that we do not have to model it accurately.

1.2 Momentum and Energy in River Mechanics

Traditionally in open channel hydraulics there has been some confusion between
energy and momentum, which has been spelt out by Liggett (1993), who also noted
that the Bernoulli equation is a result of conservation of momentum. Fenton (2010)
derived the unsteady long wave equations using both momentum and energy. The
momentum approach requires only the mechanism of resistance at the boundary.
The energy equation requires more coefficients to approximate integrals, as well as
ideally requiring the approximation of different forms of energy dissipation in
boundary layers, shear layers, separation zones, vortices, and subsequent turbulent
decay in the wake.

In spite of the simplicity of momentum, it seems that energy is still widely
believed to be an important governing principle in open channel hydraulics. There
might be a simple reason for this—that resistance even in momentum formulations is
often written in terms of a single dimensionless symbol such as Sf , which in itself is
not wrong, but what is wrong is that it is described as being the slope of a line
representing the total head at a section, the energy grade line. In a momentum
equation it comes from the resistance force on the perimeter, and the symbol Sf is
simply the ratio of resistance force to gravitational force. The difference is important
in understanding, if only to remind one that we are using momentum, and not energy.

The belief in energy is also bound up with the widespread use of an unneces-
sarily complicated numerical method for the solution of steady gradually-varied
flow problems. The so called “Standard step method” inflicted on students has a
simplistic energy derivation but requires the complicated numerical solution of a
transcendental equation at each step by iterative means (e.g. Chow 1959,
Sect. 10.4). It is much easier, especially for teaching purposes, to take the more
general gradually-varied flow equation, a differential equation obtained using
momentum, and to use any simple explicit numerical method to solve it. Generally,
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it is neither necessary nor desirable to use the concept of energy gradient in open
channel hydraulics.

Another physical problem better described by momentum is that of any obstacle
in a channel such as a bridge pier. The object causes momentum loss to that flow,
which takes place immediately at the front, even if it is then gradually diffused
through the flow. The force, and hence the momentum loss to the flow, can be
simply approximated using a drag force formula, or measured experimentally. In
comparison, there are almost no energy losses at the front face of an obstacle, but
because of the sudden local diversion of the flow, as the water flows downstream,
interacting flows and turbulent flow processes cause energy losses for some dis-
tance, difficult to quantify or measure. For these reasons, momentum is to be
preferred in analysing the effects of bridge piers and debris in a channel, and for the
design of stilling basins with baffle blocks.

Another application where momentum can be used to give a rather simpler
description is in the description of river junctions, where momentum is conserved
but energy dissipated due to interacting flows.

Each of the above-mentioned problems will be described and analysed below
using momentum.

1.3 The One-Dimensional Long Wave Equations
for Straight and Curved Channels

In view of our appeal to Ockham’s razor above, the modelling of a river or canal by
one-dimensional means seems appropriate. It can be done with surprisingly few
limiting assumptions or approximations, and can tell us much about wave propa-
gation, both theoretically for the purpose of understanding, and practically, for the
purpose of generating numerical approximations. We now describe this.

If a reader were not interested in the details of the derivation, they could skip to
Sect. 1.3.4.

1.3.1 Mass and Momentum Conservation Equations

The use of the Reynolds Transport Theorem for an arbitrarily moving and
deformable control volume enables us to obtain useful results relatively simply. For
a more complete derivation reference can be made to Fenton (2010) for the
equations for a straight channel, the traditional approximation, or to Fenton and
Nalder (1995) for channels with horizontal curvature.

For an arbitrarily moving control surface and volume, the mass and momentum
conservation equations are (e.g. White 2009, Sects. 3.3 and 3.4):
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d
dt

Z
CV

qdVþ
Z
CS

qur � n̂ dS ¼ 0; ð1:1aÞ

d
dt

Z
CV

qu dVþ
Z
CS

q uur � n̂ dS ¼ T; ð1:1bÞ

where t is time, q is the fluid density, dV is an element of the control volume CV,
ur is the velocity of a fluid particle relative to that of the control surface, n̂ is a unit
normal vector directed outwards such that ur � n̂ is the normal component of fluid
velocity relative to the element dS of the control surface CS, and is that responsible
for the transport of any quantity across the surface. T is the force exerted on the
fluid in the control volume by both body and surface forces. In the concise form of
Eqs. 1.1a, b, the physical significance of the terms is obvious: q dV is an element of
mass, integrating over the whole volume gives total mass, and weighting with
velocity u gives momentum. Differentiating with respect to time gives the total rate
of change of each inside the control volume. Similarly, ur � n̂ dS is the rate of fluid
volume leaving via the elemental area, multiplying by q gives the mass rate,
integrating gives the total rate of mass leaving the control volume while weighting
with velocity and integrating gives the net momentum flux.

To evaluate the terms in the conservation Eqs. 1.1a, b for a curved stream we
consider a control volume consisting of an elemental slice as shown in Fig. 1.1. We
consider a reference axis s which is an arbitrary curve in a horizontal plane along
the course of the river, and at any point on this curve there is a local orthogonal
curvilinear co-ordinate system ðs; n; zÞ, where n is horizontal and transverse to s,
and z is vertically upwards, The local radius of curvature of the reference axis is r,
such that in an elemental increment Ds the s axis turns through an angle Dh, such

dn

s

(1−κn)Δs

n

z

Δs

Δθ

dz

n= r = 1/κ

dP

dA

Fig. 1.1 Elemental slice and dimensions with orthogonal curvilinear ðs; n; zÞ coordinate system
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that Ds ¼ rDh, where a positive angle (turning anticlockwise around the centre of
curvature) corresponds to a positive radius of curvature. The control surface con-
sists of the bed of the river z ¼ Zðs; nÞ which we assume not to move, two sta-
tionary planar faces orthogonal to the streamwise co-ordinate s with an angle Dh
between them, and the free surface z ¼ gðs; n; tÞ, which can move and the control
surface moves with it. It is convenient to introduce curvature j ¼ 1=r, so that an
element of volume has dimensions Ds 1� jnð Þ, Dn and Dz, as shown in the figure.
For practical use, the curvature and hence the alignment of the s axis, should
represent the stream as a whole, and it will usually be reasonable to choose it so that
it follows the course of the river in some average sense, possibly chosen to be the
midpoint of the surface of the river at a particular stage, as taken from cross-
sections or aerial photographs, or chosen to be the path followed by the deepest part
or thalweg, but it is not necessary for it to coincide with either of these features.

Now we consider the contributions to force T:

Body force: The only body force acting is that due to gravity. When we use the
ðs; n; zÞ co-ordinate system with z vertical and consider only momentum in the s
direction, gravity gives no contribution. The way in which it enters is from the
next contribution, the pressure.

Pressure forces: The total pressure force on the fluid acting on the control surface is
� R

CS pn̂ dS, where p is the pressure, and the negative sign shows that the local
force acts in the direction opposite to the outward normal n̂. In this form it is
difficult to evaluate for rivers, as the pressure and the non-constant unit vector
have to be integrated over all the submerged faces of the control surface. A
considerably simpler derivation is obtained if the term is evaluated using Gauss’
divergence theorem of vector calculus, replacing the integral over the rather
complicated control surface by a volume integral (e.g. Milne-Thomson 1968,
Sect. 2.61, Eq. 1.3, but with a sign convention for n̂ opposite to ours), so that
here

�
Z
CS

p n̂ dS ¼ �
Z
CV

rp dV; ð1:2Þ

where r is the gradient operator such that rp is a vector whose components are
the pressure gradients in each direction. Using the result from Batchelor (2000,
Appendix 2), in a curvilinear coordinate system, the s component of rp at a
general point is ð@p=@sÞ=ð1� jnÞ. However, dV ¼ 1� jnð ÞDs dA, and so we
obtain the streamwise contribution

�Ds
Z
A

@p
@s

dA;

where A is the cross-sectional area.
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Resistance: The resistance to motion comes from stress applied at the boundaries,
which makes using momentum rather simpler than energy. Here we consider
only the contribution from the stress component ss in the s direction, for which,
until we have to evaluate it, we write the contribution simply as

R
Bed ss dS:

Collecting contributions, the s-component of the momentum Eq. 1.1b becomes:

d
dt

Z
CV

q u dVþ
Z
CS

qu ur � n̂ dS¼ �Ds
Z
A

@p
@s

dAþ
Z
Bed

ss dS: ð1:3Þ

At the same time we have actually taken a short-term time averaging operation on
the whole equation to allow for turbulent fluctuations. If the density is constant, and
turbulent fluctuations do not change the geometry, meaning the free surface, the
only contribution which is nonlinear is the second one, to which we have added an
overbar to indicate the process of taking a short-term mean in time. Provided that
the other quantities such as u, p, and s are time-mean values, the equation then
incorporates the effects of turbulence. We have made no other approximations yet.

1.3.2 Approximation of the Equations

Now we evaluate all the integrals in the mass and momentum conservation
Eqs. 1.1a and 1.3. The use of a moving control surface simplifies the evaluation of
the contributions on the stream bed and on the surface, as on those parts of the
possibly-moving control surface the only mass or momentum that cross them is due
to inflow or outflow, whether from another stream, rain, or seepage.

1.3.2.1 Mass Conservation

The first term in Eq. (1.1a) is the rate of change of mass inside the elemental control
volume. Again using dV ¼ 1� jnð ÞdADs, assuming q constant and taking con-
stant quantities outside the integral we obtain

q
dV
dt

¼ qDs
@

@t

Z
A

1� jnð Þ dA ¼ qDs
@ A� jA~nð Þ

@t
; ð1:4Þ

where A is the cross-sectional area of the channel flow, and A~n is the first moment
of area of the cross-section about the vertical z axis, such that ~n is the horizontal
position of the centroid, as shown in Fig. 1.2.

Considering the mass rate of flow crossing the boundary
R
CS qur � n̂ dS, on the

stationary vertical faces across the flow, ur ¼ u, the actual fluid velocity. On the
upstream face ur � n̂ ¼ �u, where u is the s-component of velocity at a point, and
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the minus sign is because the velocity is opposite to the outwards normal, which is
upstream here. The contribution to the integral is then � R

A qu dA, which for an
incompressible fluid is simply �qQ, where Q is the volume rate of flow, the
discharge. The contribution to the second integral, on the downstream face, is of
opposite sign and in general has changed with s. We write it as a Taylor series,
giving the combination of the two:

�qQjs þ qQjsþDs¼ qDs
@Q
@s

þ terms like Dsð Þ2: ð1:5Þ

Finally, an allowance is made for any fluid entering the control volume from
rainfall, seepage, or tributaries, with a volume rate i per unit length and density q,
assumed to be the same as that already in the channel. Its contribution is �qDs i,
negative because it is entering the control volume. Combining this contribution and
those of Eqs. 1.4 and 1.5 to Eq. 1.1a, dividing by qDs and taking the limit as
Ds ! 0 gives

@

@t
A� jA~nð Þ þ @Q

@s
¼ i; ð1:6Þ

Unusually in hydraulics this is an exact equation (for a homogeneous fluid). No
assumption regarding the flow has had to be made. It suggests that the integral
quantities of cross-sectional area A and discharge Q are the most fundamental
quantities.

It is simpler if we assume that the free surface is horizontal across the channel.
For a straight stream this is usually a good approximation, and in any case it is not
clear how in this one-dimensional model we would do otherwise. For curved
streams, initially we make the less-restrictive approximation that the free surface is
a straight line, whose slope is given by the ratio of the mean local apparent cen-
trifugal acceleration to that of gravity, such that

Section centroid: n= ñ

Surface mid-point: n= nm

Centre of curvature: n= r = 1/κ

z

n

nL

nR

Fig. 1.2 Section of curved river, showing important dimensions and axes
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@g
@n

¼ � Q=Að Þ2
gr

: ð1:7Þ

Introducing the Froude number F such that F2 ¼ Q2B=gA3, where B is the surface
width, this can be written as

@g
@n

¼ �F2 A=B
r

¼ �F2 jA
B

:

The quantity A=B is the mean depth at any section. In most rivers, A=Bð Þ=r is small,
and also for most rivers F2 is small, so that usually the cross-channel slope will be
very small, and so we will neglect it, such that the elevation g is assumed constant
across the stream. If we ever did require a cross-stream super-elevation after
computations, we could use Eq. 1.7.

To evaluate @A=@t and @ A~nð Þ=@t in Eq. 1.6 we use a simple geometric argu-
ment: consider the laterally-horizontal surface to be raised by a uniform small
amount dg. The change in area due to the increment is dA ¼ Bdg. The centroid of
the increment is at n ¼ nm, the mid-point of the surface, as shown in Fig. 1.2.
Hence, the change in the first moment of area about the z axis is d A~nð Þ ¼ Bnmdg.
From these two increments we obtain

@A
@t

¼ B
@g
@t

and
@

@t
A~nð Þ ¼ Bnm

@g
@t

: ð1:8Þ

Using Eq. 1.6 with these we obtain two versions of the mass conservation equation,
one in terms of A;Qð Þ and for more practical purposes one in terms of g;Qð Þ:

1� jnmð Þ @A
@t

þ @Q
@s

¼ i; ð1:9aÞ

1� jnmð Þ @g
@t

þ 1
B
@Q
@s

¼ i
B
: ð1:9bÞ

1.3.2.2 Momentum Conservation

For the elemental control volume shown in Fig. 1.1 we now evaluate the four
integrals in the momentum Eq. 1.3.

1. Unsteady term
For the first term we obtain

12 J.D. Fenton



d
dt

Z
CV

qu dV ¼ qDs
@

@t

Z
A

1� jnð Þu dA:

Without the curvature term the integral is simply that of velocity u over the
cross-section, which gives the discharge Q, exactly. In the curvature term, we
approximate by assuming u constant. This is the most severe approximation we
have yet made, however it is in a term that will be shown to be relatively
unimportant. Again neglecting terms of magnitude F2jA=B we obtain the
contribution

qDs 1� j~nð Þ @Q
@t

: ð1:10Þ

2. Momentum flux term

The second term on the left of Eq. 1.3,
R
CS qu ur � n̂ dS, has its most important

contributions from the vertical transverse faces. On the upstream face,

ur � n̂ ¼ �u, giving the contribution �q
R
A u

2 dA. The downstream face at sþ
Ds has a contribution of a similar nature, but positive, all quantities having
changed over the distance Ds. Again, taking a Taylor expansion gives the
contribution:

qDs
@

@s

Z
A

u2 dA ¼ qDs
@

@s

Z
A

�u2 þ u02
� �

dA;

where to allow for turbulence, we assume that its fluctuations do not change the
control surface, and express the time mean of the integral as the integral of the
time mean of the integrand, separated into mean and fluctuating components
such that u ¼ �uþ u0. Evaluating the integral requires a detailed knowledge of
the flow distribution and its turbulent nature that is rarely available.
Traditionally a Boussinesq momentum coefficient b has been introduced to
allow for the non-uniformity of velocity distribution; we also use it to allow for
the effects of turbulence (Fenton 2005), so that we simply write the contribution
as

qDs
@

@s
bU2A
� � ¼ qDs

@

@s
b
Q2

A

� �
; ð1:11Þ

where we have temporarily introduced the mean streamwise velocity U ¼ Q=A.
The contribution of this term is often small, which will be shown below.
The remaining contribution to momentum flux is from inflow such as tributary
streams, or, less importantly, from flow seeping in or out of the ground, or from
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rainfall. In obtaining the mass conservation equation above, these were lumped
together as an inflow i per unit length, such that the mass rate of inflow was
q iDs, (i.e. an outflow of �q iDs). If this inflow has a mean streamwise velocity
of ui before it mixes with the water in the channel, the contribution is

�qDsbiiui; ð1:12Þ

where bi is the Boussinesq momentum coefficient of the inflow. This
contribution is unlikely to be known accurately or to be important, except
where a significant fast-moving stream enters.

3. Pressure term
We assume that the vertical curvature of all streamlines is small, such that there
are no centrifugal contributions. In passing, we note that there is a simple result
which is known, but may easily be overlooked or forgotten, that in a real
flowing fluid on a finite slope, the pressure p is actually not the widely-assumed
hydrostatic value, as there is a transfer of momentum by shear throughout the
flow, with a component of force directed upstream on each element of fluid, such
that the free surface is inclined at an angle to the horizontal. It is a surface of
constant pressure and other surfaces of constant pressure in the fluid will gen-
erally be approximately parallel to that of the surface. This leads to the
expression for pressure in the fluid

p ¼ qg g� zð Þ
1þ ð@g=@sÞ2 ;

a known exact result for uniform flow (e.g. Chow 1959, #2–10). This cannot be
termed a hydrostatic result, as the vertical component of resistance leading to the
surfaces of constant pressure being tilted actually comes from the flow, which is
not static, and that terminology is no longer available to us.
Here, for rivers, we make a small-slope approximation neglecting the term
ð@g=@sÞ2, giving the hydrostatic pressure distribution, as used almost univer-
sally in open channel hydraulics, p ¼ qg g� zð Þ. Differentiating, we find that the
pressure gradient at any point is due only to the slope of the surface above, and
the third contribution, the first on the right of Eq. 1.3 is

�qDsg
Z
A

@g
@s

dA:

We have assumed that g is constant across the section, hence so is @g=@s and the
contribution to the momentum equation, becomes
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�qDsgA
@g
@s

: ð1:13Þ

Almost everywhere in a river this is a good approximation as variation is suf-
ficiently long. It breaks down in flows over curved and steep structures.

4. Resistance forces
The forces of the boundary on the flow are incorporated using the Darcy-
Weisbach formulation, which provides insights into the nature of the equations
and some convenient quantifications of the effects of resistance. It is directly
related to stress and force on the boundary, unlike the Gauckler-Manning for-
mulation. Consider the Darcy-Weisbach expression for the shear force s on a
pipe wall (e.g. Sect. 6.3 of White 2009)

s ¼ k
8
qV2; ð1:14Þ

where k is the Weisbach dimensionless resistance coefficient (for which the
symbol f is often used, but here we follow the terminology of fundamental
researchers in the field in the first half of the twentieth century), and V is the
mean velocity in the pipe. Such an expression follows from a dimensional
analysis of the pipe problem, suggesting its fundamental nature. We now
consider the elemental channel slice shown in Fig. 1.1. An element of bed area
is 1� jnð ÞdP. To evaluate the stress at any point we use Eq. 1.14 where V is
now the local mean velocity in the vicinity of that part of the boundary, and
where we attach a sign such that we write �V Vj j such that resistance is always
opposite to the velocity. The fourth contribution to Eq. 1.3 becomes

qDs
Z
P

ss 1� jnð Þ dP ¼ �qDs
Z
P

k
8
V Vj j 1� jnð Þ dP:

Our apparently-precise mathematical notation disguises somewhat the approx-
imate physical nature of the expression. Evaluating this for a general section
represents a difficult problem, as we usually do not know what the local velocity
V is. As a model, we introduce a velocity distribution coefficient c relating the
local velocity to the mean velocity in the channel, such that V Vj j ¼ cQ Qj j=A2,
where, of course, we know the variation of c no better than that of V. This gives

�qDs
Q Qj j
A2

Z
P

k
8
c 1� jnð Þ dP � �qDs

Q Qj j
A2 KP; ð1:15Þ
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where we have introduced the dimensionless resistance coefficient K

K ¼
~k
8
¼ 1

P

Z
P

k
8
c 1� jnð Þ dP; ð1:16Þ

which we have shown expressed in terms of ~k, the weighted mean of k around
the perimeter. We will be using the symbol K throughout this work, rather than
~k=8. For steady uniform flow it will be shown to be related to the Chézy
coefficient C as K ¼ g=C2 and it avoids the use of the number 8 in many
equations. To evaluate the integral in Eq. 1.16 we usually have little idea of the
variation of k, c, or indeed the details of the bottom topography around the
section. Recognising that the mean values of both c and the curvature term
1� jnð Þ are roughly 1, under the uncertainties we will not include explicitly the
curvature correction in K. More practically, we might write the integral as a
finite sum of contributions from, say, sediment, vegetation, and different parts of
the cross section, such as, say, for a glass-walled flume with a sand bed, as

K ¼ g
C2 ¼

~k
8
¼ 1

P

X
i

ki
8
ciPi: ð1:17Þ

The integral and sum of 1.16 and 1.17 have combined contributions to force
linearly, which seems physically correct. Unfortunately in this field there has
been much irrationality. Yen (2002, Table 8) lists 26 different compound or
composite section formulae. Some of them some just weight contributions
according to individual areas Ai, some just according to perimeters Pi. Most do
not include allowance for the local velocity being different from the mean of the
whole section. Some do not weight different contributions at all, but combine
them imaginatively. For example, in 2003 in a major report on resistance one
can find the possibilities suggested, using the overall Manning coefficient n in
terms of individual contributions ni:

n ¼
X

i
ni or n ¼

X
i
n2i

� �1=2
or

1
n
¼

X
i

1
n2i

� �1=2

:

Recommendations were even given as to when each is to be preferred. Such
nonsense seems not to have been publicly named as such.

Now we collect all the terms in Eq. 1.3, using contributions 1.10, 1.11 and 1.12
on the left, and terms 1.13 and 1.15 on the right. Dividing by qDs, taking derivative
terms to the left and others to the right, and expanding the fluid momentum term
@=@s bQ2=Að Þ, gives the balance equation for rate of change of momentum per unit
mass of liquid and length of channel:
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1� j~nð Þ @Q
@t

þ 2b
Q
A
@Q
@s

� b
Q2

A2

@A
@s

þ gA
@g
@s

¼ �KP
Q Qj j
A2 þ biiui �

Q2

A
b0ðsÞ:
ð1:18Þ

This contains a mixture of three dependent variables, the discharge Q, the cross-
sectional area A, and the surface elevation g. It is convenient to keep A as a symbol
where it appears in a coefficient, but where it appears as a derivative @A=@s, we
now express it in terms of the more practical quantity @g=@s. The calculation is
surprisingly non-trivial, but it does reveal some interesting physical significance of
terms in the equations.

1.3.3 Relating Area Derivative @A=@s to Surface Slope @g=@s

Area A is the integral across the channel of the flow depth, from the bed z ¼ Z to
the surface z ¼ g:

A ¼
ZnL
nR

g� Zð Þ dn:

Differentiating with respect to s and using Leibniz’ theorem for the derivative of an
integral gives

@A
@s

¼
ZnL
nR

@g
@s

dn�
ZnL
nR

@Z
@s

dnþ g� Zð ÞL
@nL
@s

� g� Zð ÞR
@nR
@s

: ð1:19Þ

We have assumed that free surface elevation g is constant across the channel, so
that the first term becomes simply nL � nRð Þ@g=@s ¼ B@g=@s. The second term is
the integral across the channel of the downstream bed slope. We introduce the
concept of ~S, the local mean downstream slope of the stream bed evaluated across
the section:

~S ¼ � 1
B

ZnL
nR

@Z
@s

dn; ð1:20Þ

defined with a negative sign such that in the usual situation where the bed slopes
downwards, Z decreasing with s, ~S will be positive. It is probable that the bed
topography is not known accurately and the bed slope would be estimated only
approximately without using this expression. However, if the bottom geometry is
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known, the integral can be evaluated. It allows for the fact that @Z=@s in a narrowing
or widening stream is different from that of a prismatic one with of the same thalweg
slope. Thus it incorporates what in other presentations is referred to as the non-
prismatic contribution. This seems never to have been specifically evaluated and
presented in any textbook or reference book that the author has read, but is usually
written vaguely using something like 1=B @A=@xjh, suggesting it is the contribution
if some mean thalweg depth is held constant. Its incorporation here as a contribution
to mean bed slope seems simple. In any case, the mean bed slope is often poorly
known, the term in the momentum Eq. 1.18 where it appears is multiplied by b,
whose value is only approximately-known, and in any case it will be shown below
that the contribution of the whole term is often small. All this shows that the bed
slope term could be calculated precisely, but it is much more likely that it is able just
to be estimated approximately, which is what is done in practice.

The remaining two terms in Eq. 1.19 are denoted by AV
s which is the contribution

to @A=@s from vertical converging or diverging side walls:

AV
s ¼ g� Zð ÞL

@nL
@s

� g� Zð ÞR
@nR
@s

; ð1:21Þ

where g� Zð ÞL;R is the water depth at the left and right banks which are zero if the
sides of the stream are not vertical, the usual case for natural streams and most
canals, and so AV

s is zero in this usual case. If, on the other hand, the sides are
vertical, such as in a flume, they usually neither converge nor diverge
(@nL=@s ¼ @nR=@s ¼ 0), when the term is also zero. Hence this term AV

s contrib-
utes only for vertical-walled variable-width channels such as in Parshall flumes.

Combining the contributions to @A=@s in Eq. 1.19 gives

@A
@s

¼ B
@g
@s

þ B~Sþ AV
s : ð1:22Þ

1.3.4 The Long Wave Equations

The resulting one-dimensional long wave equations in terms of g;Qð Þ, taking the
mass conservation Eq. 1.9b and substituting Eq. 1.22 into Eq. 1.18, are

1� jnmð Þ @g
@t

þ 1
B
@Q
@s

¼ i
B
; ð1:23aÞ

1� j~nð Þ @Q
@t

þ 2b
Q
A
@Q
@s

þ gA� b
Q2B
A2

� �
@g
@s

¼ b
Q2

A2 B~Sþ AV
s

� �� KP
Q Qj j
A2 þ biiui �

Q2

A
b0ðsÞ:

ð1:23bÞ

18 J.D. Fenton



1.3.5 Discussion

• A complicated flow problem has been reduced to two quite simple first-order
partial differential equations.

• There are few numerical parameters to approximate. The only really important
one is the resistance coefficient K, which in fact is just the symbol for a com-
plicated contribution as defined in Eqs. 1.16 and 1.17, and is usually poorly-
known. The momentum coefficient b is usually known to within 5 %, say, but is
in a term which is usually not important, as we shall see. Finally there is the
rarely-required inflow momentum coefficient bi, in a term that is also small if
not non-existent.

• The resistance term has appeared as �KPQ Qj j=A2. This use of the coefficient K
here is non-standard, but the resistance term appears simply as the coefficient K
multiplied by the square of the velocity to give the mean stress per unit mass on
the bed, and multiplied by wetted perimeter P to give the force per unit mass and
length of the stream. The significance seems clear and concise. Also, K has a
simple relationship to Chézy’s C, K ¼ g=C2, as will be shown. If one had used
the Gauckler-Manning formulation, a complicated expression would be
required. Alternatively, if one had used the actual Weisbach resistance coeffi-
cient, it would have appeared as ~k=8, and the factor of 8 would then appear
obtrusively in a number of places in the theoretical discussion below. Another
alternative would have been to have used the symbol Sf , the ratio of resistance
force to gravitational force, when the resistance term would have appeared as
�gASf , introducing gravity into a term where it does not belong and where Sf
does not reveal the nature of the term. The use of K seems to have advantages
over these other formulations.

• The definition of local mean downstream slope ~S allows evaluation for general
geometries. However in most problems the details of the bed geometry are
poorly known, and a gross approximation to the slope is used. There is no need
to go to much trouble to evaluate any “non-prismatic” contribution.

• The bed geometry does appear importantly in the form of the cross-sectional
area A, surface width B, and wetted perimeter P. Often these are not particularly
well-known.

• The equations will enable us to find surface elevation and mean velocity in the
stream, but they can do nothing to calculate primary or secondary velocity
distributions, whether in a straight or curved channel.

• Here we have presented the equations in terms of the most practical quantities of
(1) discharge Q, rather than mean velocity U, because inflows from floods and
control structure formulae are all in terms of discharge, and (2) surface elevation
g because the surface of water bodies, heads over control structures, and irri-
gation applications all use it. For straight channels, in Sect. 1.3.8 we also present
a pair of equations in terms of Q and A, which are more concise, and useful for
theoretical purposes. In Sect. 1.3.9 we present the differential equation for
steady flow in terms of a depth-like quantity.
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In all the presentations of long wave equations in books and research papers that
the present author has read, none has actually presented the two equations in just
two dependent variables, which is necessary for solution and for theory. Every
presentation has used three such variables, either mean velocity U or discharge
Q plus any one of the three related variables g, area A, and a variable which is
called “depth”, a local vertical co-ordinate which is the surface elevation relative
to what is usually described as the bottom of the channel, even if that is a highly
ambiguous quantity in a river. Similarly, nowhere in those many sources is there
an explicit evaluation of the non-prismatic term as included in the generalised
slope definition, Eq. 1.20. People who write hydraulic software, however,
presumably have confronted these problems and developed the equations to a
useable form.

1.3.6 Assumptions and Approximations

The equations are more accurate than often supposed. They have been obtained
with very few really limiting approximations. These are, in approximate decreasing
order of severity for applications to rivers:

• The resistance around the wetted perimeter, possibly including particles of
varying size, bedforms, obstacles, and vegetation, is expressed in terms of a
single coefficient. This is a severe approximation, however we have shown how
the resistance of a compound section could be calculated, if one were in pos-
session of all physical information. Usually that is not the case, and the
approximation provides a convenient simple model, albeit a not well-known one.
That is the only really important approximation. Below this, the approximations
are usually very good ones, or have little effect on results.

• The free surface is horizontal across the section. This would not be so true in
compound sections with flood plains. For a curved river it means that we have
neglected terms of the order of the square of the Froude number multiplied by
the ratio of mean depth to radius of curvature, which is almost always small.

• The momentum flux over the whole section is expressed in terms of a single
coefficient b that encapsulates the effects of the velocity distribution and tur-
bulence, which is known only to some 5 %. The momentum flux term will be
shown to be, in any case, often unimportant.

• The slopes of the stream bed and surface are small.
• The longitudinal curvatures of the stream bed and surface are small, such that

there are no centrifugal effects on pressure.
• The planform curvature effect in the time-derivative term in the momentum

equation has been obtained by assuming velocity constant over the section. For
a straight stream the term is exact.

• Fluid density is constant
• Turbulent fluctuations have no effect on the free surface.
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1.3.7 Effects of Horizontal Curvature

• The equations with curvature in the horizontal plane are not much more com-
plicated than the straight-channel equations. It is surprising how little they are
affected by curvature. This compares with the rather more complicated equa-
tions obtained by Fenton and Nalder (1995), where cross-channel slope of the
surface was included, and there were a number of extra terms. These were all of
the order of F2 � ðA=BÞ=r, the square of the Froude number multiplied by the
ratio of mean depth to the radius of curvature. In meandering rivers, both are
usually small, and the approximation that the free surface is horizontal across the
channel is a good one. For curved high-speed flow in a flume it would be
necessary to include the extra terms.

• In the present approximation, effects of curvature appear only in the time
derivative terms and are simply expressed in terms of the dimensionless length
ratios j~n ¼ ~n=r, and jnm ¼ nm=r, which are expressions of the lateral dis-
placement, relative to the longitudinal axis, of the centroid and the centre of the
surface. As one might choose the longitudinal axis from a plan or aerial pho-
tograph, the obvious place for it is at the visual centre of the stream, such that
nm ¼ 0 for a particular flow. For other flows, the centre might move laterally.

• If the stream cross-section is symmetric, when one would of course put the s
axis at the centre of the section, then ~n ¼ 0 also, and there are no effects of
curvature in the governing equations here.

• On the other hand, in meandering rivers with moveable beds, cross-sections can
be asymmetric and bends are deeper on the outside, whether turning to left or
right. The centroid at ~n is usually further from the centre of curvature than the
middle of the surface nm, as shown in Fig. 1.2. For a left-turning stream j is
positive, and if one places the longitudinal axis such that nm ¼ 0, ~n will be
negative, so that j~n will be negative. For a right-turning stream, j negative, ~n
will be positive, so that j~n will again be negative. The effects do not cancel as a
stream turns to left and right, they are consistently such that the coefficient
1� j~n is greater than 1.

• However, that coefficient multiplies a time derivative in the momentum equa-
tion. We are about to consider the common approximation of a straight channel.
It will be shown that for many streams, where disturbances are due to floods
with a relatively large time scale, the time derivative term is indeed unimportant,
and hence so is curvature. We will return to the effects of curved channels in
Sect. 1.5.6 and show quantitatively that the effects of curvature on wave
propagation can usually be avoided or ignored.
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1.3.8 The Common Case—Straight Channel, No Inflow
Momentum, No Vertical Converging Walls, Constant b

If we make the traditional approximation that the stream is straight, j ¼ 0, and with
no vertical diverging/converging walls, no inflow momentum, and b constant, and
now using x rather than s for the horizontal longitudinal co-ordinate, the long wave
equations become:

@g
@t

þ 1
B
@Q
@x

¼ i
B
; ð1:24aÞ

@Q
@t

þ 2b
Q
A
@Q
@x

þ gA� b
Q2B
A2

� �
@g
@x

¼ b
Q2

A2 B
~S� KP

Q Qj j
A2 : ð1:24bÞ

For theoretical purposes we also obtain the equations in terms of A and Q as
dependent variables, using Eq. 1.8: @g=@t ¼ 1=B� @A=@t and Eq. 1.22:
@g=@x ¼ 1=B� @A=@x� ~S. Regrouping terms, the equations can be written in a
rather simple concise form:

@A
@t

þ @Q
@x

¼ i; ð1:25aÞ

@Q
@t

þ @

@x
b
Q2

A

� �
þ gA

B
@A
@x

¼ gA~S� KP
Q Qj j
A2 : ð1:25bÞ

We mention a result for steady uniform flow that might be of interest. Firstly setting
all derivatives in Eq. 1.25b to zero we obtain the Chézy-Weisbach equation:

U ¼ Q
A
¼

ffiffiffiffiffiffiffiffiffiffiffi
g
K
A
P
S

r
; ð1:26Þ

where we use K ¼ ~k=8, and where ~S ¼ S in this uniform slope case. That result is
expected. What is interesting is to re-write this in terms of Froude number F as

F2 ¼ Q2B
gA3 ¼ S

K
B
P
; ð1:27Þ

and as B � P for wide channels, the square of the Froude number is approximately
given by the ratio of slope S to resistance coefficient K, giving some significance and
physical feeling for the resistance coefficientK. This means that for a particular reach
of river, where slope S is effectively independent offlow, andwhereB=P also does not
vary much with the flow, and neither does the resistance coefficient K, the Froude
number F does not change much at a section, and is a characteristic number there for
all flows. While a flood flow might look more dramatic than a more-common low
flow, being faster and higher, the Froude number is roughly the same for both.
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1.3.9 Steady Gradually-Varied Flow Equations

For the important case of steady flow, the equations become a pair of ordinary
differential equations. In this case the mass conservation equation has the solution
Q ¼ Q x0ð Þ þ R x

x0
i x0ð Þdx0. If there is no distributed inflow i, then the solution is

Q ¼ Q x0ð Þ ¼ constant. We can now use Q Qj j ¼ Q2 in the momentum equations as
the flow is unidirectional, and here we consider only AV

x ¼ 0 and b0ðxÞ ¼ 0 to give,
from Eq. 1.24b, the gradually-varied flow equation for g:

dg
dx

¼ b~S� K P
B

1=F2 � b
: ð1:28Þ

This is usually presented in terms of a local depth-like quantity h, as section
properties A, B, and P are usually so specified. However presentations do not define
how h is determined in a natural channel, where the thalweg might not be known
well. We introduce a reference axis Z0ðxÞ, which might be the real thalweg ele-
vation if that were known, but it is more likely to be simply a straight line of
constant slope, so that g ¼ hþ Z0 and @g=@x ¼ @h=@x� S0, where S0 ¼ �@Z0=@x
is the local slope of the axis (positive in the usual downward-sloping channel
sense). Equation 1.29 becomes

dh
dx

¼ S0 þ b ~S� S0
� �

F2 � K P
B F

2

1� bF2 : ð1:29Þ

Both Eqs. 1.28 and 1.29 are valid for non-prismatic channels, using the generalised
definition of slope ~S in Eq. 1.20. Other presentations usually give an equation like
1.29 for prismatic channels, such that ~S ¼ S0, and where the symbol Sf is used for
the resistance term. We prefer to keep the term explicit; it shows how simple it is
and does not confuse us that we might be using energy. It is interesting that for wide
channels, P � B, all variation with the dependent variable on the right of the
differential Eqs. 1.28 and 1.29 is in the occurrences of F2 ¼ Q2B=gA3.

1.4 Non-dimensional Long Wave Equations and the Nature
of Approximations

Here we non-dimensionalise the long wave equations to determine the relative
magnitudes of terms in the equations. It will be seen that previous approaches have
led to incorrect understanding of the nature of approximations to the equations and
indeed to incorrect nomenclature.

Consider the long wave Eqs. 1.25a, b in terms of A and Q for a straight channel.
We introduce dimensionless quantities denoted by asterisks, such that for the
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independent variables t ¼ t�T , and x ¼ x�L, where T and L are time and length
scales, respectively. The dependent variables are scaled as A ¼ A�A0 and
Q ¼ Q�U0A0, where A0 is a cross-sectional area scale and U0 is the scale of the
mean velocity in a steady uniform reference flow, and all subsequent quantities with
subscript 0 are those of the reference flow. For channel width we use the width scale
B0 such that B ¼ B�B0, and for the perimeter we write P ¼ P�P0, in terms of a
perimeter scale P0, which could well be the same as B0 but it gives a simpler result
if we use a different symbol. In addition we write the channel slope and resistance
coefficient, even though they are already dimensionless, in terms of reference values
with a 0 subscript as ~S ¼ S0S�, and K ¼ K0K�. The equations we obtain are

L
U0T

@A�
@t�

þ @Q�
@x�

¼ 0; ð1:30aÞ

U0

gS0T
@Q�
@t�

þ U2
0

gS0L
@

@x�
b
Q2

�
A�

� �
þ A0=B0

S0L
A�
B�

@A�
@x�

þ K�P�
Q2

�
A2�

� A�S� ¼ 0;

ð1:30bÞ

where we have used the uniform flow Eq. 1.26 to write K0 in terms of U0. All
starred (*) quantities have a scale of order 1.

In the traditional approach (e.g. Woolhiser and Liggett 1967, and subsequent
researchers), the length and time scales of disturbances, and hence their velocity of
propagation, are then assumed related by the mean fluid velocity, such that
T ¼ L=U0, so that the equations become:

@A�
@t�

þ @Q�
@x�

¼ 0;

F2
0

@Q�
@t�

þ @

@x�
b
Q2

�
A�

� �� �
þ A�
B�

@A�
@x�

þ S0L
A0=B0

K�P�
Q2

�
A2�

� A�S�

� �
¼ 0;

where F0 is the Froude number of the steady uniform flow used to relate the scales,
F2
0 ¼ U2

0B0=gA3
0.

Now we consider the well-known approximation to the momentum equation
where both the time derivative term and the momentum flux term, identified by b,
are neglected. This is always justified by stating that it is accurate for F2

0 small,
which is the coefficient multiplying those terms, and the approximation is identified
as a small Froude number one. Hence, the equation with the remaining terms has
been called the “kinematic” or “low inertia approximation”.

However, the assumption that L and T are related by T ¼ L=U0 is, in general,
not correct. For example, if waves were to travel at a speed of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gA0=B0

p
, often

presumed to be the case, then T ¼ L=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gA0=B0

p
is more appropriate. In fact, as we

will see below, L is a complicated function of T. There is no relationship like
T ¼ L=U0 for us to use. We assert that T is imposed on the stream from outside in
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the form of a boundary condition, such as that of a flood hydrograph or a gate
movement, and the channel responds with that value everywhere. Retaining T as a
parameter, the equations become

@A�
@t�

þ U0T
L

@Q�
@x�

¼ 0; ð1:31aÞ

U0

gS0T
@Q�
@t�

þ U0T
L

@

@x�

bQ2
�

A�
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þ A0=B0

S0L
A�
B�

@A�
@x�

þ K�P�
Q2

�
A2�

� A�S� ¼ 0

ð1:31bÞ

There is a factor U0T=L in front of the x� derivative grouped with the time
derivative in each equation. We could have written the factor as U0=c, where
c ¼ L=T is the wave speed. We will see that it is a function of the wave period
imposed; it always has a finite value.

More importantly, we see a quite different result in the momentum equation,
where the time derivative and the fluid momentum term now have a coefficient
U0= gS0Tð Þ, such that neglecting those terms is not a “low inertia approximation”
for F2

0 small, but is actually valid when U0= gS0Tð Þ is small, that is, when the time
scale T is large relative to U0= gS0ð Þ. Hence, the well-known approximation of
neglecting the time derivative and fluid inertia terms in the equation is actually a
very long-period wave approximation, or, a slow change approximation, expressing
the behaviour in time brought about by boundary conditions.

In view of this, the term “kinematic wave”, originating with Lighthill and
Whitham (1955) seems to be a misnomer. It would be better to use the terminology
very long-period wave.

Equation 1.31b suggests, for sufficiently slow change in input conditions, and
hence conditions in the stream, we could retain just the last three terms in the
momentum Eq. 1.25b in A;Qð Þ or just those terms in Eq. 1.24b in g;Qð Þ which do
not contain a time derivative or a coefficient b. We will examine this approximation
in Sect. 1.5.5 and present the results of calculations that show clearly that the
approximation is indeed one of slow variation, and possibly surprisingly, that it is
valid for any Froude number—provided waves only propagate downstream, such as
flood waves. For upstream propagation problems where a downstream boundary
condition changes, such as tides in the sea, water levels in a reservoir, or down-
stream gate operations, then c is negative, and it and the wavelength can become
small if the waves struggle against the current. This means that U0T=L becomes
large and the fluid momentum term can no longer be neglected. For the moment we
note we have to change our newly-coined terminology and suggest the nomen-
clature for the use of the @=@t ¼ 0 and b ¼ 0 approximation to the momentum
equation as the Slow-Change-and-for-upstream-propagation-Slow-Flow approxi-
mation, simplified to Slow-change/Slow flow approximation.
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1.5 The Nature of Long Waves and Their Approximations

To obtain the actual behaviour of waves we linearise the long wave equations about
a uniform steady flow and obtain mathematical solutions. This was done by
Lighthill and Whitham (1955) and more recently by Ponce and Simons (1977). The
important information of those works, giving the propagation behaviour of waves,
and how wave speed and diminution are functions of wave length/period has
apparently had not enough impact on the popular perception, and a common
statement in textbooks is something like “the long wave speed

ffiffiffiffiffiffiffiffiffiffiffi
gA=B

p
”. Here we

will see that there is no such thing as a long wave speed, as well as some other
possible surprises.

1.5.1 Linearisation

We consider relatively small disturbances about a uniform flow with area A0 and
discharge Q0 and write

A ¼ A0 þ eA1 and Q ¼ Q0 þ eQ1;

where e is a small quantity. As A0 and Q0 are constant, all derivatives of A and Q in
Eqs. 1.25a, b are of order e so that the coefficients need only be written to zeroeth
order, and the linearisation is simple. The only non-trivial operations are in the
remaining resistance and slope terms on the right of Eq. 1.25b. We take them to the
left of the equation and introduce the function /:

/ ¼ KP
Q2

A2 � gAS0; ð1:32Þ

where we have written Q Qj j ¼ Q2, as we consider small perturbations about a
uniform flow that is unidirectional. The slope S0 is assumed constant. The linearised
equations are

@A1

@t
þ @Q1

@x
¼ 0; ð1:33aÞ

@Q1

@t
þ C2

0 � b2U2
0

� � @A1

@x
þ 2bU0

@Q1

@x
þ @/
@Q

				
0
Q1 þ @/

@A

				
0
A1 ¼ 0; ð1:33bÞ

in which the symbol for the mean fluid velocity U0 ¼ Q0=A0 has been used for

simplicity, as well as the wave speed quantity C0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gA0=B0 þ b2 � b

� �
U2

0

q
.

We will see that the term @/=@Qj0 is a fundamental inverse time scale for long
wave motion in channels. We introduce the symbol r0 for it, and evaluate it using
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Eq. 1.32, neglecting any dependence of K on Q, which would appear if K were to
depend on Reynolds number. Then we use the Chézy-Weisbach Eq. 1.26 for the
reference flow: U0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g=K0 � A0=P0 � S0

p
to eliminate K0 in favour of U0 to give

r0 ¼ @/
@Q

				
0
¼ 2

gS0
U0

: ð1:34Þ

Expressing r0 in terms of the dependent quantity U0 might seem strange, but this
result is important for us—the right side appears in the leading coefficient of the
dimensionless momentum Eq. 1.31b, so that the leading coefficient U0=gS0T of that
equation, which we used to justify the terminology “Slow change approximation”,
can actually be written 2= r0Tð Þ, where r0 has dimensions of T−1, and we see that it
is an important scale for wave behaviour. This will be made more specific below.

Now we use the Chézy-Weisbach Eq. 1.26 for the reference flow again, this time
to eliminate U0 and express the result in terms of the fundamental channel prop-
erties of resistance coefficient K0, slope S0, and depth scale A0=P0:

r0 ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
gK0S0
A0=P0

s
: ð1:35Þ

We could argue by a rough electrical analogy that the resistance term in the
momentum equation is equivalent to potential difference or voltage, while discharge
Q is equivalent to current. As the derivative of voltage with respect to current gives
electrical resistance, r0 can be thought of as a resistance parameter in our nonlinear
case.

For the other derivative we obtain
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0
¼ �3gS0 1� 1

3

A0

P0

@P
@A

				
0
þ A0

K0

@K
@A

				
0
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: ð1:36Þ

In this case, both derivative terms in @P=@A and @K=@A in general may have finite
contributions, the first expressing the effect of finite channel width, and the second
because the resistance coefficient varies with depth and hence area, as we shall see.

It is mathematically and physically simpler if the equations are combined into a
single equation by introducing a function v x; tð Þ where A1 ¼ @v=@x and
Q1 ¼ �@v=@t, so that v satisfies the linear mass conservation Eq. 1.33a identically.
The linearised momentum Eq. 1.33b becomes a Telegraph or Telegrapher’s
equation, a single equation in a single dependent variable:

r0
@v
@t

þ c0
@v
@x

� �
þ @2v

@t2
þ 2bU0

@2v
@t@x

� ðC2
0 � b2U2

0Þ
@2v
@x2

¼ 0: ð1:37Þ
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We have introduced the symbol c0, which is the ratio of the two derivatives

c0 ¼ � @/=@Aj0
@/=@Qj0

;

and using Eqs. 1.34 and 1.36 gives:

c0 ¼ 3
2
U0 1� 1

3
A0

P0

@P
@A

				
0
þ A0

K0

@K
@A

				
0
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¼ aU0; ð1:38Þ

where for convenience, the symbol a has been introduced, which is roughly 3/2 as
shown. The quantity c0 is a wave velocity, which we are about to show is actually
the velocity of propagation of very long waves.

1.5.2 Nature of Wave Propagation in Limiting Cases

The Telegraph equation is a partial differential equation of hyperbolic type,
according to the usual classification of such equations using the coefficients of the
second derivatives. The first order derivatives, multiplied by the resistance
parameter r0, give it a dissipative nature, as we shall subsequently see. At this stage
it is possible to anticipate results that will be established more fully below. The
terms in the Telegraph equation 1.37 are in two groups: two first derivatives
multiplied by r0, and three second derivative terms. We now examine the equation
in two limits:

Very long waves: For disturbances that have a slow variation, such that
@v2=@t2 � r0@v=@t, which we will call “very long waves”, with the same
inequality for the other second derivatives and their coefficients, the last three
terms in Eq. 1.37 can be neglected, and the equation becomes approximately

@v
@t

þ c0
@v
@x

¼ 0:

This has a general solution v ¼ f1 x� c0tð Þ, where f1 :ð Þ is an arbitrary function
given by the initial and boundary conditions. This solution is a wave propagating
downstream at speed c0 ¼ aU0. Such a wave is known as a “kinematic wave”
and the equation is widely known as the “kinematic wave equation”. However,
no approximation has been made here by neglecting dynamical terms leaving
supposedly kinematic or non-dynamic terms. We have shown instead that it is
actually a very long wave approximation, as we foresaw in Sect. 1.4.

Not-so-long waves: In the other limit, for disturbances which are shorter, we use the
term “not-so-long” waves, where @2=@t2 � r0@=@t. Other second derivative
contributions are of a similar dominant scale, and so Eq. 1.37 is approximated by
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@2v
@t2

þ 2bU0
@2v
@x@t

� ðC2
0 � b2U2

0Þ
@2v
@x2

¼ 0;

which is a second-order wave equation with solutions

v ¼ f21 x� bU0 þ C0ð Þtð Þ þ f22 x� bU0 � C0ð Þtð Þ

where f21 :ð Þ and f22 :ð Þ are arbitrary functions determined by initial and boundary
conditions. In this case the solutions are waves propagating upstream and
downstream at velocities of bU0 	 C0, such that in the usual terminology C0 is
“the long wave speed”. We have shown here that it is actually the speed of
waves that are not so long, apparently paradoxically: they are long enough that
the pressure distribution in the fluid is still hydrostatic, but are in the short wave
limit of such waves according to our criterion using the scale of time variation
and the resistance parameter r0:

1.5.3 Solutions for Waves Periodic in Time

We now obtain a solution of the Telegraph equation valid for all time scales. We
make the equation dimensionless by introducing dimensionless variables t� ¼ r0t
and x� ¼ r0x=U0, and consider v to have been made dimensionless in some manner
that does not matter, as the equation is homogeneous, and v occurs linearly in every
term. It becomes

@v
@t�

þ a
@v
@x�

þ @2v
@t2�

þ 2b
@2v

@x�@t�
� ðF�2

0 � bÞ @
2v

@x2�
¼ 0: ð1:39Þ

As the physical parameters a and b are constant for a particular channel, the
equation contains a single parameter determining the nature of solutions, the Froude
number in the form F�2

0 , such that it is actually a dimensionless gravity number.
We can represent any input to our system by a Fourier series in time, so we start

by obtaining solutions for a single wave, periodic in time, of the form

v ¼ exp i jx� � xt�ð Þð Þ;

where i ¼ ffiffiffiffiffiffiffi�1
p

, and where the frequency x is real but in general j is a complex
quantity whose nature determines the behaviour of the solutions in space.
Substituting this solution into the dimensionless Telegraph Eq. 1.39 and dividing
through by common terms gives the equation which is quadratic in j:

x� aj� ix2 þ 2ijbxþ ij2 F�2
0 � b

� � ¼ 0; ð1:40Þ
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where the order of the terms corresponds to that in Eq. 1.39. The solution is

j ¼ jr þ iji ¼
� ia=2þ bxð Þ þ e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ia=2þ bxð Þ2þ F�2

0 � b
� �

x2 þ ixð Þ
q

F�2
0 � b

;

ð1:41Þ

where e ¼ 	1, which corresponds to downstream/upstream propagation. In terms
of the physical independent variables the solution is

v ¼ exp � r0ji
U0

x

� �
exp i

r0jr
U0

x� xU0

jr
t

� �� �
;

so that the physical propagation velocity is xU0=jr, for which we will use the
symbol c. From Eq. 1.41 jr depends on x, and we have the important physical
result that a wave periodic in time will propagate at a velocity dependent on the
wave period/frequency, c ¼ xU0=jrðxÞ, and will decay in space due to resistance
with a decay rate r0jiðxÞ=U0, also dependent on wave period/frequency. We have
seen in both “very long” and “not-so-long” limits that the behaviour becomes
independent of period.

Now we present a figure showing the variation of wave velocity with period. To
estimate over what range we should present solutions we consider Eq. 1.34 for r0,
which gives r0T ¼ 2gS0T=U0 and take g � 10 ms�2, and a representative value of
U0 � 1 ms�1. To estimate the larger magnitudes of r0T , we consider a flood that
takes a day to rise (“time-to-rise”) such that the period of the corresponding sine
wave might be T ¼ 4 days. On a stream of steeper gradient S0 ¼ 10�3, this gives

r0T ¼ 2
gS0
U0

T � 2� 10� 10�3

1
� 4� 24� 3600 � 7000:

For the smallest likely value, we consider the fast movement of a gate on an
irrigation canal on a gentle slope S0 ¼ 10�4, with an opening time of 5 min such
that T = 20 min, giving

r0T ¼ 2
gS0
U0

T � 2� 10� 10�4

1
� 20� 60 � 2:4:

In view of these values we plot results over a range of dimensionless wave periods
1
 r0T 
 104.

Figure 1.3 shows the dimensionless propagation velocity c=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gA0=B0

p
as a

function of dimensionless period r0T , with Froude number as parameter, as cal-
culated from Eq. 1.41 for wide channels using a ¼ 3=2 and b ¼ 1. The set of solid
curves for positive c are for downstream propagation, setting e ¼ þ1 in Eq. 1.41,
those for negative c for upstream with e ¼ �1. The dashed lines will be explained
further below.
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Not-so-long waves: for r0T\2, say, near the left of the figure, corresponding to
rapid changes such as those due to gate movements, the curves are almost
horizontal and as shown in Sect. 1.5.2, c � bU0 	 C0 is a good approximation
to the wave velocity for both downstream and upstream propagation, as widely
believed in the hydraulics literature.

Intermediate length, 2\r0T\200 or 500: bU0 	 C0 is no longer a good approx-
imation and the propagation velocity continuously depends on wave period.

Very long waves, r0T [ 200 or 500: the curves are again almost horizontal, but for
downstream propagation with a propagation velocity c � c0 ¼ aU0, as shown in
Sect. 1.5.2, and more honoured in the hydrology literature. The conventional
view is that this is from a low-inertia or small Froude number approximation.
Figure 1.3 shows the surprising result that it is valid for all Froude numbers, as
we foresaw in Sect. 1.5.2, and that the approximation is actually one of slow
variation, for sufficiently long period waves.
For upstream propagation, when velocity of propagation is negative, in this very
long wave limit our simple arguments in Sect. 1.5.2 as to when first and second
derivative terms dominate, seem no longer to apply, and there are interactions
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Fig. 1.3 Dependence of wave velocity on wave period and Froude number, with the slow-change/
slow-flow approximation added for comparison
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between the groups of terms. Possibly surprisingly, we find that in the limit as
r0T ! 1, that c � �aU0 1þ O F2

0

� �� �
, and for small Froude number, waves

travel upstream at the same speed as very long waves travel downstream. This is
not obvious from the structure of the Telegraph Eqs. 1.37 or 1.39.

The figure shows that there is no such thing as a single long wave speed. Instead,
wave speed depends on the period (and hence length) of the waves. In mathematical
terms this means that the physical system of long waves in the presence of resis-
tance shows the phenomenon of dispersion (wave speed depends on length), so that
an arbitrary disturbance with a number of Fourier components will evolve as the
short wave components, possibly surprisingly, travel faster than the longer ones, as
the figure also shows. In practical terms, it means that one has to be very careful
with any calculations based on an assumed simple formula for wave speed or ideas
of wave propagation. The problem is more complicated than is widely believed.
This has been obvious since the work of Lighthill and Whitham (1955), and is
partly well-known.

1.5.4 Comparison with Traditional Interpretations of Wave
Behaviour

Traditionally, wave behaviour has been inferred from results of the Method of
Characteristics, which can be used to convert two partial differential equations to
two pairs of ordinary differential equations. The first pair, from either Eqs. 1.24a, b
or 1.25a, b, gives the paths of two characteristics in space:

dx
dt

¼ bU 	 C; where C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gA
B

þ U2 b2 � b
� �r

:

Considering dx=dt to be the propagation velocity we see that these are fully non-
linear equivalents of our earlier linearised results but which we showed applied only
in the not-so-long wave limit of those results. The traditional belief using such results
has been that all long waves travel at a unique speed C relative to the water. That this
is not the case is shown by the remaining pair of ordinary differential equations for
A and Q obtained from Eqs. 1.25a, b by the Method of Characteristics (using A or
local water depth identifies a wave better than using surface elevation g):

�b
Q
A
	 C

� �
dA
dt

þ dQ
dt

¼ gA~S� KP
Q Qj j
A2 :

The right side is zero in steady uniform flow, but in all other general cases it is
non-zero, such that dA=dt and dQ=dt on the left are also non-zero, so that area
A and discharge Q are continually changing along a characteristic, as is well-
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known. Our point here is: if A is changing along a characteristic one cannot say that
a definite wave, identified by a particular constant value of A (a measure of water
depth), is travelling along that characteristic. Information of a certain type is doing
that, but not what we would identify as a wave.

In contrast, in the previous section we showed rather greater complexity of
behaviour by linearising the equations and obtaining solutions corresponding to
actual waves. The false interpretation of wave behaviour using characteristics has
hindered the understanding of wave motion in rivers.

1.5.5 A Common Approximation—Neglect of Time
Derivative and Inertia Terms

Now we introduce the common approximation to the momentum equation where
both the time derivative and inertia terms are neglected, which we showed in
Sect. 1.4 was actually a slow change approximation, although the terms “low-
inertia” or “kinematic” approximation have been used for this in the past. The
momentum Eq. 1.25b becomes

gA
B

@A
@x

þ KP
Q2

A2 � gA~S ¼ 0: ð1:42Þ

To examine the linear wave propagation properties we consider only the corre-
sponding terms from the polynomial, Eq. 1.40, ignoring the second time derivative
and the b terms, giving the quadratic equation

x� ajþ ij2F�2
0 ¼ 0;

with solution

j ¼ iF2
0 �a=2þ e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2=4� ix=F2

0

q� �
: ð1:43Þ

This result is plotted as dashed lines on Fig. 1.3, and over at least half of the
logarithmic scale of what we might call the spectrum, for longer downstream
travelling waves the approximation shows remarkably good agreement with the full
solution even for large super-critical Froude numbers.

An extra dashed line result has been plotted on Fig. 1.3 for critical Froude
number bF2

0 ¼ 1 (with b ¼ 1 here also), as the solution Eq. 1.43 is valid for that
also.

We conclude that for downstream-propagating waves the simplified momentum
Eq. 1.42 can be used for all practical Froude numbers for waves that are sufficiently
long. It is not a low-inertia approximation.
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A different situation arises when we consider upstream propagating waves, c
negative, caused by downstream gate operations or tides. It can be seen on Fig. 1.3
that the results are now dependent on Froude number, even for the longest waves,
and already for F0 ¼ 0:3 they are not accurate. The approximation seems to be not
just one of slow change but also requires a slow flow. In view of these two different
results for downstream and upstream propagation we will refer to Eq. 1.42 as the
Slow-Change/Slow-Flow momentum equation, where the terminology is an
abbreviation for the rather longer term Slow-Change-and-for-upstream-propaga-
tion-Slow-Flow momentum equation, as we foreshadowed in Sect. 1.4.

Now, provided those conditions are satisfied, the approximate momentum
Eq. 1.42 written in terms of g instead of A becomes simply

gA
@g
@x

¼ �KP
Q2

A2 : ð1:44Þ

This gives an explicit equation for Q in terms of g, provided the resistance coef-
ficient K does not depend on Reynolds number and hence on Q:

Q ¼ A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g
K
A
P

� @g
@x

� �s
; ð1:45Þ

which is a simple generalisation of the Chézy-Weisbach equation to non-uniform
flow. If the flow were uniform, @g=@x ¼ �S, for constant S, we would recover the
original Eq. 1.26. Figure 1.3 shows that this simple equation, that one might have
been tempted to write down in the belief that it was a rough approximation, is, in
fact, a very good approximation to the full unsteady momentum equation where the
primary interest is flood waves and disturbances with a slow rate of change, “slow”
in the sense that r0T is greater than 10 or 20.

This level of approximation can be used to develop a fully nonlinear Slow-
Change/Slow-Flow routing equation in a single variable, as done by Fenton and
Keller (2001, p. 59) who believed incorrectly that it was a low-inertia approximation,
without the insight obtained in this work that it is a very-long-wave approximation.
We re-arrange the simplified momentum Eq. 1.42 in terms of conveyance K ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

gA3=KP
p

to give an explicit equation for Q in terms of A this time:

Q ¼ K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~S� 1

B
@A
@x

r
; ð1:46Þ

Now consider the total volume of fluid upstream of a point x at a time t contained in
a stream between the upstream boundary x0 and the general point x:

Vðx; tÞ ¼
Zx

x0

Aðx0; tÞdx0:
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From simple calculus, the derivative of volume with respect to distance x gives the
cross-sectional area: @V=@x ¼ A. The time rate of change of V at a point is equal to
the total rate at which the volume in the channel upstream is increasing, which is the
inflow at the upstream end Qðx0; tÞ plus the distributed inflow

R
i dx minus Q, the

volume rate that is passing the point. Writing these two results for A and Q in terms
of derivatives of V :

A ¼ @V
@x

and Q ¼ Qðx0; tÞ þ
Zx

x0

iðx0Þ dx0 � @V
@t

; ð1:47Þ

and substituting both into the mass conservation Eq. 1.25a shows that it is iden-
tically satisfied, as we might have expected. Fatemeh Soroush (personal commu-
nication) suggested the incorporation of the Qðx0; tÞ term so that V is indeed just the
volume upstream in the channel and not the total volume of fluid that will pass,
including liquid not yet in the channel. Now we substitute A and Q as defined here
in terms of V into the simplified momentum Eq. 1.46. As both breadth B and
conveyance K can be written as functions of area A ¼ @V=@x ¼ Vx, we obtain the
single equation in the single dependent variable V ,

@V
@t

þ KðVxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�S� 1

BðVxÞ
@2V
@x2

s
¼

Zx

x0

iðx0Þ dx0; ð1:48Þ

in which the only approximation relative to the long wave equations has been that
the variation with time is slow, r0T large. It is a fully nonlinear equation, and
boundary conditions involving Q and g and their derivatives can be incorporated,
using Eqs. 1.47 and the geometrical relationship between A and g at a point. The
equation has been used by Soroush et al. (2013) to simulate flows in irrigation
ditches, where it has some advantages in treating starting flows, where the long
wave equations have problems. If Eq. 1.48 is linearised, the advection-diffusion
approximation (e.g. Lighthill and Whitham 1955, Eq. 82) is obtained, revealing the
nature of the equation and that computational limitations characteristic of diffusion
equations might be encountered.

1.5.6 Streams with Curvature

Until now, it has been simpler to ignore the effects of curvature in discussing the
nature of long waves and their approximations. We now consider the linearised
equations with curvature corresponding to Eqs. 1.33a, b, where the time derivative
in Eq. 1.33a is now modified by a curvature term and we make the slow change

1 Basic Physical Processes in Rivers 35



approximation of Sect. 1.5.5, in neglecting time derivative and fluid inertia terms in
Eq. 1.33b:

1� jnm0ð Þ @A1

@t
þ @Q1

@s
¼ 0;

C2
0
@A1

@s
þ r0 Q1 � c0A1ð Þ ¼ 0 :

Eliminating Q1 gives

@A1

@t
þ c0
1� jnm0

@A1

@s
¼ C2

0

r0 1� jnm0ð Þ
@2A1

@s2
;

which is an advection-diffusion equation, showing that the advection velocity is

c0
1� jnm0

¼ aU0

1� jnm0
;

where a � 3=2 as given by Eq. 1.38, and the diffusion coefficient is

C2
0

r0 1� jnm0ð Þ ¼
U0A0=B0

2S0 1� jnm0ð Þ :

Such results for the straight-channel case are well-known (e.g. Lighthill and
Whitham 1955, Eq. 82). We might almost always choose a longitudinal axis
coinciding with the centre of the surface such that nm � 0, and we recover the
traditional result. We see that streamline curvature has little effect on flood-prop-
agation behaviour with such a co-ordinate system.

We conclude that there is little point in considering stream curvature in flood
propagation studies, and we will not consider it further.

1.6 Resistance to Flow

In Sect. 1.3.6 we judged the resistance term to be the least accurately-known
component of the long wave equations. Here we examine a large data set from New
Zealand and a smaller one from the United States of America to investigate the
nature of resistance in rivers, as well as to provide a method of calculating it. We
examine the variation with the relative size of the boundary particles and find that
the results also depend on the state of the bed: whether or not the bed grains are co-
planar, or whether individual grains are exposed to some degree, whether or not
there is bed-load transport, whether or not there is suspended transport, and,
whether there are bed-forms present. As the state of the bed can never really be
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known accurately, depending as it does on the recent history of the channel flows
and their effects on bed grains, we assert that we can never really accurately know
what the resistance will be. In a sense, this uncertainty frees us, allowing us just to
make calculations using expected minimum and maximum resistance, frees us from
the belief that any simulation is highly accurate, and allows us to use judgement as
to what we can do with the results.

1.6.1 Traditional Formulae

The earliest theory for flow in an open channel with resistance was by Chézy in
1775, who obtained the formula for the mean velocity in a uniform flow

U ¼ C

ffiffiffiffiffiffiffi
A
P
S

r

where the coefficient C is a kind of conductance, and it has dimensions, for which
Chézy gave a value which in our standard French-revolutionary (SI!) units was
31 m1=2 s�1. The presence of a coefficient with units is a significant problem and
hides somewhat the physical significance. If we introduce gravity and write

C ¼ ffiffiffiffiffiffiffiffiffi
g=K

p ¼
ffiffiffiffiffiffiffiffiffiffi
8g=~k

q
, where ~k is the mean value of the Weisbach dimensionless

resistance coefficient around the perimeter, we obtain the Chézy-Weisbach Eq. 1.26

U ¼ Q
A
¼

ffiffiffiffiffiffiffiffiffiffiffi
g
K
A
P
S

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
8g
~k

A
P
S

r
;

with the dimensionless resistance coefficient written in two different ways.
In the 1840s Gauckler proposed a modification to Chézy’s law, where the mean

velocity of flow in a waterway was assumed proportional to the 2/3 power of A=P.
In the 1880s Manning also proposed such a formula, and it has usually been
referred to as Manning’s formula, although Gauckler-Manning would seem to be
fairer:

U ¼ 1
n

A
P

� �2=3 ffiffiffi
S

p
;

where n is Manning’s coefficient, with dimensions L�1=3T, and values are specified
in SI units. In Europe it is often written in terms of Strickler’s coefficient kSt ¼ 1=n.
This equation has dominated the field of open channel hydraulics, but it has several
disadvantages. It has little basis in fluid mechanics. The coefficient n has no
physical significance other than its relation to other quantities obtained from its use.
It is dimensional, which causes trouble if units other than SI are used. The most
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common method of obtaining n seems to be by looking at tables or pictures in
books, where the important underlying roughness is not known or visible, or by
contacting a friend to find out what he/she used for a similar stream.When intro-
duced, the Gauckler-Manning equation was a simple approximation to the real
variation of resistance with depth in a channel, but with computers, a more rational
approach becomes feasible. It is certainly desirable.

Fifty years ago the ASCE Task Force on Friction Factors in Open Channels
(1963) expressed its belief in the utility of using the Chézy-Weisbach formulation,
noting that it was more fundamental than the Gauckler-Manning form, and was
based on more research. The Task Force noted that the Gauckler-Manning equation
could be used for fully rough flow conditions, however it presented a revealing
figure for the variation of n with Reynolds number, which showed that with that
equation there is continual decay of resistance with Reynolds number, even in the
limit of large values, when there should be no variation, so that one could deduce
that it is fundamentally flawed. In spite of all these problems, the Gauckler-
Manning formulation has continued to dominate open channel hydraulics. The
reason for the Chézy-Weisbach approach not being adopted may be that, even
though the ASCE Task Force presented a number of experimental and analytical
results, there was no simple general path to follow.

1.6.2 Field Results for the Weisbach Resistance Coefficient

Here we attempt to obtain understanding and a formula for the resistance coefficient
using results from a number of field measurements. We first consider the results of
Hicks and Mason (1991), a scholarly catalogue of 558 stream-gaugings from 78
river and canal reaches in New Zealand, of which 55 were sites with grading curves
for boundary material, so that particle sizes were known. Neither vegetation nor
bed-form resistance can be isolated. Hicks & Mason based their approach on
Barnes (1967), who provided values of Manning’s resistance coefficient n for a
single flow at each of 50 separate river sites in the United States of America, of
which boundary material details were given for 14. We also include those results
here.

In both works cited, an energy approach was adopted to calculate Manning’s n,
using the Gauckler-Manning equation. The slope was assumed to be that of the
energy grade line. If the cross-section expanded, an arbitrary allowance of half the
change of kinetic head over the reach was deducted. The Coriolis energy coefficient
was assumed to be 1, and an arbitrary weighted compounding of geometry at each
cross- section was adopted, rather than solving a gradually-varied flow equation
through the reach, and such mean values were combined. From the values of
Manning’s n so obtained, Hicks & Mason computed values of Chézy’s coefficient

C ¼ ðA=PÞ1=6=n.
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In this work, to avoid the assumptions of the energy approach, we took the
steady form of the momentum Eq. 1.18 for no inflow and constant b:

�b
Q2

A2

dA
ds

þ gA
dg
ds

¼ �KP
Q2

A2 ;

and discretising over the whole length of the reach measured, between an initial
point 1 and final point 2, a distance L downstream gave the formula for K in terms
of information we had:

K ¼ 1
P

b
A2 � A1

L
þ g

A3

Q2 S

� �
;

where S is the free surface slope (positive) as given by Hicks & Mason, while A1

and A2 were calculated from expansion data they provided. Our ignoring of all
intermediate geometry, where there were more than two cross-sections, is not as
good as their treatment, although both they and Barnes used an unnecessary geo-
metrical mean for compound conveyances. Our use of b ¼ 1:1 is probably better
than the value of an energy coefficient with a value of 1 that they used, but it is still
highly approximate. We used a constant value of g ¼ 9:8 m s�2, even though g ¼
9:81 m s�2 is better for the bottom 2/3 of the South Island of New Zealand. We do
not expect any results to be accurate enough for this to matter. In the case of the

Barnes results, we calculated the resistance coefficient using K ¼ gn2= A=Pð Þ1=3.
From both catalogues we took the values of D84, the boundary particle size for

which 84 % of the material was finer, and from the values of A=P, calculated the
relative roughness e84 ¼ D84=ðA=PÞ. Some of the New Zealand sites contained
sufficient in-stream debris, obvious from photographs, or had such an irregular
channel, that we neglected them. We were left with a total of 388 flows where we
had enough stream, bed, and flow data to be able to compute the resistance coef-
ficient K. It is a tribute to the scholarly nature of Hicks & Mason’s work that we
were able to do all this.

Our results, almost everywhere, were very close to those of Hicks & Mason. The
only important differences were for the smallest values of resistance coefficient K,
where some of their results were anomalously small. We took this to be a confir-
mation of our approach of not having to use the energy approach and not having to
make assumptions as to expansion/contraction losses, so that we then used the
momentum results throughout.

Results for K are plotted against relative grain size e84 in Fig. 1.4, thin dashed
lines connecting the points for different flows at a particular station. Where such a
line is discontinuous but a circled point is not shown, it was ignored for the reasons
described above. The points are plotted with a circle type corresponding to whether
the bed particles were likely to be mobile or not, according to our calculations. If
they were mobile, we expect that the force required to move them over each other
and/or to support their suspension will lead to larger resistance than for a stable bed
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composed of the same particles. The criterion for mobility we used was a modi-
fication of Shields’ criterion for large grain Reynolds numbers, for which motion
occurs. R.A. Bagnold (personal communication) suggested that the Shields diagram
has been widely misinterpreted. He noted that for experiments with large particles
(gravel, boulders, etc.) the bed was made flat by levelling the tops of the large
particles, giving a limiting threshold dimensional shear stress of H � 0:045,

H ¼ s
qðG� 1ÞgD ; ð1:49Þ

where G is specific gravity of the bed material and D is particle size. In nature,
however, even large bed particles are free to project into the flow, and are likely to
move at a smaller stress. Fenton and Abbott (1977) followed Bagnold’s suggestion
and examined the effect of protrusion of particles into the stream. They suggested
that for large particles the value of Hcr was more like 0:01 for randomly-placed
particles in nature rather than 0:045 for levelled beds. The numerical value of 0:01
was established only very approximately. Nevertheless we use it here, in the
absence of any other result.

The dimensionless shear stress H can be expressed simply in terms of stream
parameters. Substituting Eqs. 1.14 and 1.16 into Eq. 1.49, using D84 and G ¼ 2:65,
we used the criterion that motion, and hence greater resistance, is likely if
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Hicks & Mason (1991) – stable bed
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Eq. (1.51)
Aberle & Smart (2003), Eq. (1.52)
Pagliara et al., Eq. (1.53), S = 0, Γ = 0
Ditto, but Γ = 0.2
Yen (2003), Eq. (1.54)

Fig. 1.4 Values of resistance coefficient K ¼ g=C2 obtained from field and laboratory
measurements
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H ¼ 1
G� 1ð Þ

KU2

gD84
¼ S

G� 1ð Þ e84 [Hcr � 0:01: ð1:50Þ

For smaller particles, when levelling of laboratory particles is less feasible and the
Shields criterion should be more applicable, the threshold Hcr will be larger than
0.01, but as the general relationship passing from the Shields criterion to that for
large randomly-placed particles has not been established, we used this constant
value. On the figure we have plotted points for which H
 0:01 using circles with a
thick line, and labelled them “stable”. Points for which H[ 0:01 have been drawn
as circles with a thin line and labelled “moving”. It can be seen that all the results
for small e84 satisfy the latter criterion. Of interest, some of the points at the left of
the figure, shown as mobile, are from the Waikato River, a major river with fine
particles and well-known to have a highly mobile bed with large bed-forms.

We now describe Fig. 1.4 in detail, and use the information in it to build a
model.

• The results of Barnes are quite compatible with those of Hicks & Mason. It can
be seen that many of the results from each study are for large bed material
e84 [ 0:1, possibly a reflection of the hilly and mountainous nature of New
Zealand and of the country that Barnes used, often in the Rocky Mountains and
the Pacific North-West of the United States of America.

• There is a wide scatter of results. We will now attempt to explain that. The
points, we believe, have a tendency to group around three of the curves shown
and the rest to be bounded below by the fourth (upper) curve shown. The curves
have been drawn using the expression, found by trial and error:

K ¼ 0:06þ 0:06d

1:0� 0:6d� ln e84ð Þ2 ; ð1:51Þ

with values of d ¼ 0; 0:5; 1 and 2. The parameter d is an arbitrary one that we
use to identify the state of the particles making up the bed. This will now be
explained.

• The first grouping of points comprises those around the bottom curve. We
hypothesise that these points, having the lowest resistance, are those forming
beds where the particles are relatively co-planar such that the bed is armoured.
We assigned d ¼ 0 to this state, and used that in Eq. 1.51 to plot the curve. For
large bed roughness this closely agrees with the equation obtained by Aberle
and Smart (2003), re-written in terms of K ¼ k=8,

K ¼ 4:41� 3:54 ln e84ð Þ�2; ð1:52Þ

for 0:3\e84\3. Pagliara et al. (2008) obtained results that depended on slope S,
and the fractional area C of large grains sitting on top of the bed. They obtained:
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K ¼ 3:04� 7:82Sð Þ 1:4e�2:98C � ln e84
� �� ��2

; ð1:53Þ

also plotted on Fig. 1.4 for 0:2\e84\2 for C ¼ 0, for a co-planar bed, and
plotting using S ¼ 0, although this was outside the recommended limit of
S� 0:024. It can be seen that the curve for C ¼ 0 agrees with Eq. 1.52 for very
large roughness. For smaller, but still large, roughness, it is tending to our next
curve and band of experimental points, which would correspond to those
smaller roughnesses being less likely to be levelled, as we now suggest.

• The next grouping of points on Fig. 1.4 is around the second curve from the
bottom, which can be seen to substantially coincide with the curve obtained
from Eq. 1.53 using C ¼ 0:2, corresponding to exposed boulders on top of the
bed occupying 20 % of the surface area. Of course, with a number of these
grains thus exposed, the resistance is greater. We assigned a value of d ¼ 0:5 to
this intermediate state, and plotted the second curve using this value in Eq. 1.51.

• Substituting d ¼ 1 in Eq. 1.51 gives the third curve on the figure, passing
through what we believe is the third grouping of particles. This is probably the
state for the maximum resistance for a stable bed corresponding to exposed
grains occupying something like 50 % of the surface area. Any more such grains
will cause shielding of particles, the bed will start to resemble the co-planar
case, and resistance will actually be reduced. We found that the dimensionless
shear stress H for points near this curve was roughly H ¼ Hcr ¼ 0:01, so
motion was indeed incipient.

• Further evidence supporting our assertions is obtained from the expression
proposed by Yen (2002, Eq. 19), who considered results from a number of
experimental studies using fixed impermeable beds. We used his formula,
converted to K ¼ k=8, used an infinite Reynolds number, and converted his
equivalent sand roughness es ¼ 2e84, the coefficient of 2 being taken from the
values given in Yen (2002, Table 8) to give the equation

K ¼ 0:166 1:8� ln e84ð Þ�2; ð1:54Þ

where we plot it for e84 
 0:025, corresponding to Yen’s recommended limit.
Although its vertical position is slightly uncertain, because of the need to
assume a ratio of es to e84, it can be seen that the curve passes from our curve
d ¼ 1 for small particles, which are unlikely to have the tops levelled so that
particles are exposed, to the second curve for larger particles, more likely to be
levelled in the laboratory experiments.

• For points above the third curve almost all experimental points had shear
stresses greater than critical, H[ 0:01. If particles move, not only do many
particles protrude above others, increasing the stress, but there is the additional
force required to maintain the sliding and rolling and jostling of all the particles.
Hence, the resistance is greater. And, if there is a need to maintain particles in
suspension, that will contribute also to resistance. We have shown the fourth
curve as drawn for d ¼ 2. There are relatively few results between the previous
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curve and this one, so suggesting d going from 1 to 2 implies some sort of
transition to a new state, of finite bed-load motion at least. Possibly suspended
load occurs for values of d greater than this.

Aberle and Smart (2003), investigating the influence of roughness structure on flow
resistance for large roughness found that they obtained less scatter of results if they
used, instead of grain size, the standard deviation of the bed elevation as a char-
acteristic roughness. This seems to be a good way of characterising the state of the
bed rationally. However, it does not offer a rational extension to mobile beds and
suspended transport. Pagliara et al. (2008), on the other hand, used the fractional
area C of exposed grains as a parameter. This worked for small fractions, but it
could not describe the probable reduction of resistance as more grains sit on top,
forming another, higher, plane bed.

Both measures, standard deviation of bed elevation and fraction of superimposed
grains, are more rational than the somewhat ad hoc parameter d introduced here,
and they may be used in the future. However, we did not have enough information
to apply them here. We have found that d could be used to calculate the resistance
of beds in various states, from co-planar through to mobile and possibly even with a
suspended load, and provided a simple means of predicting minimum and maxi-
mum values of resistance.

1.6.3 Conclusions and Recommendations

Figure 1.4 shows that the state of the bed is a more important determinant of
resistance than the grain size. A hundred-fold change in e84, from 0:001 to 0:1,
gives only a five-fold increase in resistance coefficient K, which is about the change
corresponding to passing from d ¼ 0 for an armoured bed of a particular grain size,
to d ¼ 2 for a mobile bed of the same material.

To use a plausible value for d in practice, we need to know the answer to the
question: what is the actual state of the bed? The answer, unfortunately, requires a
detailed knowledge of the recent past history offlow rates, as well as the actual effect
of any particular flow on bed particles of a particular size, let alone a mixture. A long
period of constant flow would tend to remove exposed particles and to armour the
bed, leaving the particles co-planar. Unless of course, there were a substantial
fraction of larger grains in the sediment that might be unable to be removed by that
flow. If the flow were to increase, maybe they would be removed, and the resistance
decrease. Or, maybe the armoured particles would also start to be removed, when the
resistance would increase. Or, maybe if the flow decreases, then particles start to be
deposited, sitting above the bed and contributing to increased resistance. What
happens then in the next change of flow? And what is the particle distribution along
the channel upstream? These questions cannot be simply answered in any reach of a
river at any particular time. Maybe this is actually a benefit—the uncertainty frees us
and allows us to put calculations in a better perspective. We could calculate the
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minimum likely resistance, corresponding to the curve for d ¼ 0, using Eq. 1.51. We
could also calculate the maximum likely resistance, first by using Eq. 1.50 to see ifH
were less thanHcr � 0:01. If it were, and the bed were stable, we could use d ¼ 1 in
Eq. 1.51, which gives a value of K typically about 250 % of the minimum. If the bed
were unstable, we might choose d ¼ 2 or more. In the mobile case it is possible that a
relationship between d and H exists, as all particles can be exposed, but that has not
been found at the time of writing.

We can also make some rather simpler and possibly more useful inferences from
Fig. 1.4, that for all sediment sizes e84\0:1, typical of most streams, K is always in
the relatively narrow range between K � 0:004 and K � 0:010, unless the bed
grains are mobile.

The uncertainty, of being only able to calculate K in either of these approximate
ways might, paradoxically, be of benefit, to remind us of our lack of precision.

In all of this discussion we have not mentioned bed-forms and the increased
resistance caused by them. This has been addressed in considerable depth by
Simons and Richardson (1962). There was no visual recording of such information
in our data sources, so we are unable here to add any information, but in a sense,
our criteria include them too: a certain relative grain size and hence a certain
resistance would include bed-form effects for that condition.

1.7 Obstacles in a Stream

When water in a river or canal flows past an obstacle or obstacles such as bridge
piers, baffle blocks, or woody debris, each obstacle exerts a resistance force that
reduces the momentum of the flow. In the usual sub-critical flow this means that the
water level upstream is higher than downstream. Most momentum loss to the flow
occurs immediately at the upstream face of the obstacle. Initially the loss is confined
to the fluid along the line of the obstacle; and as the turbulent flow proceeds
downstream, the deficit is dispersed laterally throughout the flow.

In comparison, there are almost no energy losses at the front face of an obstacle,
but because of the sudden local diversion of the flow, as the water flows down-
stream, interacting flows and turbulent flow processes cause energy losses for some
distance. They are more difficult to measure or calculate, as they take place in
boundary layers, shear layers, separation zones, vortices, and subsequent turbulent
decay in the wake. For this reason the problem can be quantified more easily using
momentum rather than energy as the underlying principle. Some standard software,
however, uses neither discrete momentum nor discrete energy losses, but treats
bridges as merely constrictions to the flow that change the channel geometry. The
US Hydrologic Engineering Center River Analysis System (HEC-RAS) computer
program, thoroughly documented in HEC-RAS (2010), in its section on bridges
presents four alternative methods available for computing losses through a bridge,
one of which is a momentum method. However, when the HEC evaluated the
performance of three of the one-dimensional bridge modelling programs for a
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number of bridge sites (HEC 1995) losses at the bridges were included with the
river roughness and distributed over the computational reach. Near bridges there
were obvious differences from the actual measured water levels, which showed
discrete drops at the bridges.

In principle it does not seem satisfactory to distribute the bridge losses in with
boundary resistance. Using the momentum approach, with a discrete surface ele-
vation difference between upstream and downstream means that finite obstacles can
and should be considered to be hydraulic controls, where the surface elevation
difference across the obstacle depends on the flow.

1.7.1 Momentum Formulation

The conservation of momentum principle for an obstacle in a prismatic channel, in
terms of an upstream Sect. 1.1 and a downstream Sect. 1.2, as shown in Fig. 1.5 is
P ¼ M1 �M2, where P is the magnitude of the drag force and M ¼
q gA�hþ bQ2=Að Þ is the momentum flux at a section, where �h is the depth of the
centroid below the surface, and other symbols are as used previously. The drag is
given by the conventional expression in terms of drag coefficient

P ¼ 1
2
qCDv2a1;

where a1 is the blockage area of the object measured transverse to the flow with
water level that at Sect. 1.1, CD is the drag coefficient, and v, the fluid speed
impinging on the object. We take this as being proportional to the upstream
velocity, such that we write

v2 ¼ c
Q
A1

� �2

; ð1:55Þ

Surface if no obstacle: slowly-varying flow
Surface along axis and sides of obstacle
Mean of surface elevation across channel

Δη

1 2

P

Fig. 1.5 Flow past a bridge pier showing real surface at the centreline and mean surface elevation
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where c is a coefficient that recognises that the velocity which impinges on the
object is not necessarily equal to the mean velocity in the flow. For a small object
near the bed, c could be quite small; for an object near the surface such as a bridge
deck c[ 1; for objects of a vertical scale that of the whole depth such as a bridge
pier c � 1. The momentum equation is then

1
2
cCD

Q2

A2
1
a1 ¼ gA�hþ b

Q2

A

� �
1
� gA�hþ b

Q2

A

� �
2
: ð1:56Þ

A typical problem is in sub-critical flow, where the downstream water level is
given, where we want to know how much the water level will be raised upstream if
a bridge is built. As both A1;2 and h1;2 are functions of the surface elevations g1;2,
conditions at 2 can be evaluated, while the equation becomes a nonlinear equation
for the unknown g1, which can be solved numerically using any method for such
problems.

If the depth change is small, then an explicit approximate solution can be
obtained, which reveals the nature of the problem and how the important quantities
affect results (Fenton 2003). This will now be presented.

1.7.2 An Approximate Solution

We consider a small change of surface elevation Dg, presumed positive, between 2
and 1, as shown in Fig. 1.5. We write the series for the upstream area of the stream

A1 � A2 þ B2Dgþ � � � ;

and similarly we write for the blockage area with the water level at 1 and 2 as

a1 � a2 þ b2Dg;

where b2 is the surface width of the obstacle, which for submerged obstacles is zero.
We now need to express the first moment of area about the surface at 1 in terms of
that at 2. The increase in A�h between 2 and 1 is ADg plus the contribution from the
elemental strip across the channel B2Dg� 1

2Dg, which is neglected as it is of higher
order in Dg:

A�hð Þ1� A�hð Þ2 þA2Dgþ � � � :

Substituting into the momentum Eq. 1.56 for the quantities at 1 gives
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1
2
cCD

Q2 a2 þ b2Dgð Þ
A2 þ B2Dgð Þ2 ¼ g A2Dgþ � � �ð Þ þ b

Q2

A2 þ B2Dgþ � � � � b
Q2

A2
: ð1:57Þ

Recognising that Dg is small we expand each side as a power series in Dg,
neglecting terms like Dgð Þ2. This gives a linear equation which can be solved to
give an explicit approximation for the dimensionless drop across the obstacle
Dg= A2=B2ð Þ, where A2=B2 is the mean downstream depth:

Dg
A2=B2

¼
1
2 cCDF2

2

1� bF2
2

a2
A2

: ð1:58Þ

This explicit approximate solution has revealed the important quantities of the
problem to us and how they affect the result: velocity ratio parameter c defined in
Eq. 1.55, drag coefficient CD, the Froude number F2

2 ¼ Q2B2=gA3
2, and the relative

blockage area a2=A2. Equation (1.58) has been compared by Fenton (2003) with
experimental results and found to be accurate.

For subcritical flow the denominator in Eq. (1.58) is positive, and so is Dg, so
that the surface drops from 1 to 2, as we expect. If the flow is supercritical,
bF2

2 [ 1, we find Dg negative, and the surface rises between 1 and 2. If the flow is
near critical (bF2

2 � 1) the change in depth will be large and the theory will not be
valid, which is made explicit by the theory.

Another benefit of the approximate analytical solution of Eq. 1.58 is that it
shows explicitly that an obstacle forms a control in the channel, such that Dg is a
function of Q2, or Q a function of

ffiffiffiffiffiffi
Dg

p
, in a manner analogous to a broad-crested

weir. In numerical river models it should ideally be included as an internal
boundary condition.

For multiple bodies, such as all the piers of a bridge, it seems quite reasonable to
add the forces and so to lump the contributions together, given that the dimensions
of a bridge are much smaller than the length scales in the channel, and so, in
Eq. 1.58 to use

cCDa2 ¼
X
j

cjCDja2j;

summed over all local resistance elements j of a structure.

1.8 River Junctions

Almost all hydraulic research on river junctions has consisted of studies for sim-
plified geometry such as flow in two rectangular channels with co-planar bottoms,
where one enters the other, whose width remains unchanged thereafter. All studies
have been for finite Froude numbers, as for the small Froude numbers generally
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observed in rivers there are few dynamic effects to measure. Much of this ideali-
sation has been due to the formal application of the conservation of momentum,
which is difficult for anything other than such idealised geometries, and which has
limited extension to more complicated geometries.

Here we show using the slow-change approximation that any complexity of
geometry loses importance, and it is possible to use the same sort of approximations
for junctions that we have used for flow in a channel.

Consider the integral momentum theorem Eq. 1.1b. Substituting Eq. 1.2 from
Gauss’ divergence theorem gives the vector expression for a general control surface
and volume encompassing all of a river junction:

d
dt

Z
CV

qu dVþ
Z
CS

quur � n̂ dS ¼ �
Z
CV

rp dVþ qgVþ T;

where g is the body force per unit mass, V is the volume, and T is the total
resistance force on the boundary. We have shown above that the time derivative
term and the fluid momentum term can be neglected for slow change of boundary
conditions such as for the passage of floods, giving the slow-change approximation

Z
CV

rp dV ¼ qgVþ T:

As g has a single vertical z component, we take just the two horizontal components
of the vector equation, and use the hydrostatic approximation @p=@x; @p=@yð Þ ¼
qg @g=@x; @g=@yð Þ:

qg
Z
CV

gx; gy
� �

dV ¼ Tx; Ty
� �

:

In view of the fact that resistance occurs mostly in a direction opposite to that of the
main flow, we can just take a single streamwise component of the vector equation.
Probably it is enough to take a slice of length Ds across the whole flow, and write
for each arm, where g is now a function of just s and t:

gA
@g
@s

¼ �KP
Q2

A2 ;

just like Eq. 1.44 leading to the generalised Chézy-Weisbach Eq. 1.45. It seems that
even in the complicated geometry of a river junction, the slow-change approxi-
mation to the momentum equation can be used, and we can treat the arms of a
junction simply as part of each channel. For sufficiently slow change such as for
flood routing, there is no need to go to any trouble to include fluid inertia contri-
butions, even if one were using a model with all the terms included.
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We leave, as a partial counter-example, a photograph in Fig. 1.6 from Passau in
Germany, 3 km from the border with Austria. It shows the confluence of three rivers:
the River Danube coming from the middle of the right edge of the picture; the River
Inn also coming from the right above that, with lighter-coloured, silt-laden, and
possibly-colder Alpine water; and the smaller River Ilz coming from the bottom of
the photograph with clearer, apparently darker water. Engineers needing to solve
problems such as these confluences could in general use the simple approach that has
been suggested above. However, in this particular problem, what has not been
included in the above theory using homogeneous fluids, is the fact that the Inn water
seems to be heavier than that of the Danube, and plunges underneath it at the centre
top of the photograph, as well, of course, as starting to mix laterally right from the
point of confluence so that at the interface, with a smaller density difference, the
plunge occurs further downstream. Our section-averaged one-dimensional model
could describe the overall problem approximately, but not the details of the inho-
mogeneous flow phenomena, which is where we end our presentation.
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Chapter 2
Turbulence in Rivers

Mário J. Franca and Maurizio Brocchini

Abstract The study of turbulence has always been a challenge for scientists
working on geophysical flows. Turbulent flows are common in nature and have an
important role in geophysical disciplines such as river morphology, landscape
modeling, atmospheric dynamics and ocean currents. At present, new measurement
and observation techniques suitable for fieldwork can be combined with laboratory
and theoretical work to advance the understanding of river processes. Nevertheless,
despite more than a century of attempts to correctly formalize turbulent flows, much
still remains to be done by researchers and engineers working in hydraulics and
fluid mechanics. In this contribution we introduce a general framework for the
analysis of river turbulence. We revisit some findings and theoretical frameworks
and provide a critical analysis of where the study of turbulence is important and
how to include detailed information of this in the analysis of fluvial processes. We
also provide a perspective of some general aspects that are essential for researchers/
practitioners addressing the subject for the first time. Furthermore, we show some
results of interest to scientists and engineers working on river flows.

Keywords Turbulence � Scales � Space-frame � Time-frame � River flow

2.1 Introduction

Similar to most flows of natural fluids, riverine flows are typically turbulent: tur-
bulence is ubiquitous and represents a fundamental engine of transport, spreading
and mixing. In particular, turbulence is the main sink of riverine flow total energy
(E). Large turbulent eddies are responsible for the conversion of total flow energy
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into turbulent energy; the former break down into mid-sized eddies, which in turn
become increasingly smaller until they are destroyed by viscosity, wherein the flow
energy is finally lost to heat. Furthermore, turbulence is responsible for physical
processes in rivers such as the transport and mixing of diluted or undiluted sub-
stances, temperature transfer, sediment motion and suspension, and geomorpho-
logical evolution. Hence, the consideration of turbulence is fundamental to riverine
environmental applications and requires the use of an adequate theoretical analysis
[see, for instance, the amount of research dedicated to turbulence in fluvial
hydraulics recently published in Schleiss et al. (2014)].

Although more than 120 years have passed since the first Reynolds experiments
and after over 80 years since Taylor’s first attempts to build a mathematical frame-
work for turbulent flows, much still remains to be done and river turbulence is still a
challenge for researchers and engineers working in hydraulics and fluid mechanics
[paradigmatically, Enzo Levi names a section of his book That Annoying Turbulence
(Levi 1995)]. However, a proper description of river turbulence is fundamental to the
evolution of recently emerged ecologically oriented research areas pertaining to river
flows, which include eco-geomorphology, bio-geomorphology, eco-hydrology, eco-
hydraulics and environmental hydraulics (Nikora 2010).

The rather generic definition of a turbulent flow as a highly unpredictable flow
characterized by many scales suggests some quantification for such a definition.
Hence, when a variable of a fluid flow fluctuates in time or space, with non-zero
second-order or higher statistical moments calculated along these dimensions, we
are in the presence of a turbulent flow. Flow variables typically include velocity and
pressure, although density, concentration of solids and temperature are also
imprinted by the characteristics of turbulence. Typical of turbulence is the influence
of many different interacting time/space scales in the dynamics of the flow.

The Reynolds decomposition, which was introduced more than 100 years ago
(Levi 1995), divides fluid variables into a mean and a fluctuating field (Monin and
Yaglom 1971; Frisch 1995; Pope 2000). This decomposition is applied to the
hydrodynamic equations and it is the first step to account for the fluctuation of the
variables due to turbulence (see Fig. 2.1 and, later, Sect. 2.2.2). The effect of
turbulence in the flows involves the following processes, which may be properly
formalized mathematically: ensemble advection by the mean flow; dispersion,
which is due to the diversity of movements at different scales; turbulent advection
or transport by eddies associated with the fluctuating field; and viscous or molecular
diffusion due to agitation at very small scales (Chassaing 2000). These processes
influence the environmental properties of the flows and represent the main engines
of transport, mixing, entrainment, detrainment and dissipation.

Other structural characteristics associated with the time and space heterogeneity
of the flows, which are thus associated with fluctuations in the fluid properties,
include secondary currents and large-scale vortices either with horizontal or vertical
axis, which may be considered quasi-steady structures, and waves (surface or
internal) traveling within the river, with time scales that are large and with space
scales that are comparable with the water depth and the river width. They may be
conditioned or even generated by turbulent instability at smaller scales and, in turn,
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may be responsible for changes in the overall turbulence of the flow, and include
secondary currents in river bends (Blanckaert and De Vriend 2005; Termini and
Piraino 2011; Nikora and Roy 2012; Abad et al. 2013), horizontal coherent vortices
at the boundary between the main channel and floodplains (Knight and Shiono
1990; Shiono and Muto 1998; van Prooijen et al. 2005; Proust et al. 2013), and low-
frequency large-scale flow structures traveling in low-submergence flows
(Kirkbride and Ferguson 1995; Roy et al. 2004; Franca and Lemmin 2014).

The present paper is organized with a structure that focuses on the main
methodological approaches used to address turbulent fluvial flows (e.g. time/space
analysis, decomposition, etc.), rather than in terms of phenomenological aspects
(e.g. coherent structures, mixing, etc.). The theoretical aspects discussed herein
pertain to fluvial flows and concern the most common problems encountered by
river engineers and scientists, namely, how to define time and spatial frameworks
for turbulence analysis, the relation between turbulence and the transport of sub-
stances, diluted and undiluted (typical sediments), and simplifications that may be
made in the analysis of river flows.

In the following, we first introduce basic definitions related to turbulence in
rivers, including a discussion on scales characterizing fluvial flows; a presentation
of the basic hydrodynamic equations used to address momentum, mass and species
in the fluid; a description of energetic processes; and a discussion on several
possible frameworks that can be used to study turbulent flows. Turbulent flows are
characterized by fluctuations of the flow variables both in time and space; in view of
the above-mentioned differences in time and space averaging, two analysis
frameworks are discussed by means of practical examples. Concluding remarks are
given at the end of the present contribution.

Fig. 2.1 Turbulent velocity signal and illustration of the application of Reynolds decomposition.
t is the time in seconds, u is velocity, the overbar denotes turbulence-averaged components and ′
stands for the fluctuating component; see Sect. 2.2.2
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2.2 Background

2.2.1 Typical Scales of River Flows

River dynamics is characterized by a wide range of scales, which may vary from
seconds to years (or even centuries), in terms of time, and from mm to km in terms
of spatial dimensions. An engineer typically looks at scales from cm to km when
addressing river flows, which may be related, for instance, to infrastructures con-
structed in the fluvial space or to the analyses of floods, whereas a biologist may be
concerned with phenomena occurring at lenghts of mm or less. In view of our
analysis, in which temporal and spatial analyses complement each other, we inspect
typical scales from both perspectives pertaining to the analysis of environmental
physical processes in rivers. Figure 2.2, which is adapted from Nikora (2007),
represents an interpretation of how the flow energy is distributed through temporal
and spatial scales present in fluvial systems.

Tiny time scales, which are related to viscous diffusion and dissipation pro-
cesses, are orders of magnitude smaller than seconds and are ubiquitous within the
flow body. Floods with return periods of years, or even centuries, although less
frequent, are responsible for important geomorphic processes, and drastically
change the shape of the rivers. Regular floods in rivers (with small return periods,
i.e., one to tens of years) destroy riverbed and bank armoring, feed the sediment
continuum along the rivers and promote the regular biota renovation of the riverbed
and floodplains. Although being less energetic events, secondary currents and flow
cells typically generated locally, continuously shape the river morphology by their
persistence in time. Turbulent coherent structures have time scales of seconds but
they may transmit sufficient momentum to promote sediment entrainment and
suspension.

The river basin scale (on the order of km) regulates the amount of water, sed-
iments and organic matter arriving at a given river section. Furthermore, rivers can
be regarded as open-channel flows with highly heterogeneous beds and irregular
boundaries. These different geometric scales influence the flow structure and are
thus related to the scales of the turbulence. Spatial scales simultaneously present in
the fluvial milieu are due to grain roughness (grain-scale), bedforms (river width-
scale), protuberant elements (grain scale to river width scale; this is especially
important in low relative submergence flows), and channel configuration (valley
scale, e.g., bends and braiding). Natural obstacles (e.g., riffles, pools, tree trunks,
and root wads) and man-made structures (e.g., bridge foundations, groynes, and
stream restoration structures) introduce further complexity by adding locally
induced scales to the flow. Scales of orders of magnitude smaller than mm exist and
are linked to micro-organisms and to molecular and viscous processes such as
diffusion and energy dissipation. Mean advection is found at the larger scales of the
rivers and is thus conditioned by the channel configuration. Turbulence generation
is typically influenced by flow boundaries where the grain roughness, bedforms and
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channel protuberances may play a role. Turbulent structures are, in turn, responsible
for the continuous shaping of rivers and modify the roughness and geometry of the
river boundaries.

The development of a theoretical model capable of solving such a variety of
scales is nearly impossible. Restrictions, whereby a selective scaling that is limited
to the necessary and sufficient detail of the problem under study, must be imposed.
Examples of practical applications of the “restricted scale treatment” include Large
Eddy Simulation (LES) models, where turbulence at large scales is resolved,
whereas the smaller scales are modeled, and the Double-Averaging Methodology
(DAM), which is a conceptual framework whereby up-scaling is performed in the
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spatial and temporal sense, the flow is described at the largest spatial scales and the
effects of spatial variability are included in the basic equations by means of dis-
persive-type terms (see Sect. 2.4.1).

2.2.2 Basic Equations

Conservation equations of flow properties, in addition to mass and momentum,
include those corresponding to environmental variables such as diluted and undi-
luted substances, sediments and temperature. Within these equations, physical
processes related to the turbulent nature of the flow affecting the conserved quan-
tities are expressed mathematically: total convection, which is typically represented
by a local (time partial) derivative and an advection term related to the mean
advective field; diffusion, which corresponds to processes occurring at molecular
and viscous scales and is represented by spatial gradients at very small scales; and
turbulent transport (also called turbulent diffusion) corresponding to advection
resulting from turbulent fluctuations. The co-existence of various scales of flow and
flow pathlines in turbulent flows induces dispersion, which can be analyzed either
in a spatial or temporal framework. Molecular diffusion, turbulent transport and
dispersion contribute to the mixing efficiency of turbulence. Further processes such
as sink and source terms, e.g., the gravity force which is typically the driving force
of open-channel flows, or the interaction terms between different phases present in
the fluid are also described by the basic equations.

In reference to turbulent flows, “ergodicity” refers to the realization invariance of
the statistical properties of the flow, which is an essential condition to the appli-
cation of the Reynolds decomposition. “Stationarity” refers to the temporal
invariance of the statistical properties of a time-varying property, whereas
“homogeneity” refers to the spatial invariance of the statistical properties of a
spatially varying property. In other words, these three terms correspond to flow
fields whereby the statistical properties of the turbulence are independent of the
realization, time and position, respectively. Isotropic turbulence exists when the
statistical properties are invariant, regardless of the direction considered for their
analysis. Homogeneity and isotropy of turbulence are rarely found in nature but can
be considered under given hypotheses and limited to several scales, hence enabling
important simplifications in the analysis of the flows (Chassaing 2000; Pope 2000).

TheNavier-Stokes equations, which correspond to themomentum equations of the
flow, are likely adequate to describe the entire turbulence within a flow (Frisch 1995).
Averaging the Navier-Stokes equations over the realization/time/space after appli-
cation of Reynolds decomposition (hj ¼ hj þ h0j, where h is any generic flow variable
susceptible to turbulence, the overbar stands for the turbulence-averaged component,
and ′ stands for thefluctuating component) produces the so-calledReynolds-Averaged
Navier-Stokes equations (RANS), which, together with the mass conservation
equation, for an incompressible although not necessarily homogeneous fluid, become
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where k and j are indices running from 1 to 3 and represent the three Cartesian
spatial directions (1 ≡ streamwise; 2 ≡ spanwise; 3 ≡ vertical); u stands for the
velocity; x stands for the spatial coordinate; ρ stands for the density (time and space
variant); t stands for time; p stands for pressure; μ stands for dynamic fluid vis-
cosity; and g stands for the gravitational acceleration. After the application of the
Reynolds decomposition followed by realization/time/space averaging, and after
comparing Eq. (2.1) to the Navier-Stokes equations written for instantaneous
quantities, new terms appear in the momentum equation and introduce non-line-
arity; these new terms are related to the fluctuations in velocity and density. The
terms in the momentum Eq. (2.1), which is also known as Reynolds equation,
denoted using roman capital letters are as follows: I, local derivative of averaged
momentum; II, local derivative of momentum fluctuation; III, mean advection of
averaged momentum; IV, mean advection of momentum fluctuation; V, mean
advection in the j direction of the momentum fluctuation; VI, averaged pressure
term; VII, viscous diffusion term; VIII, Reynolds stress term; IX, turbulent transport
of momentum fluctuation (turbulent diffusion); and X, average of the body forces
term or, in this case, simply the gravity term.

The quantity u0ku
0
j in RANS equations is the so-called Reynolds stress tensor,

which is normalized by the density, and represents an additional stress in the flow
compared to the Navier-Stokes equations. This non-linear term results from the
Reynolds-averaging procedure of the Navier-Stokes equations. The elements in this
tensor represent second-order moments of the fluctuating velocity field, normal
moments or variances for the main diagonal elements and cross moments or co-
variances for the non-diagonal elements. The main diagonal elements (u0ku

0
j, where

k ¼ j) represent normal stresses along the three Cartesian directions (k ¼ 1; 2; 3)
and shear elements from this tensor (u0ku

0
j, where k 6¼ j) correspond to shear stresses.

The half trace of the Reynolds stress tensor per unit mass corresponds to the
average turbulent kinetic energy (tke) of the flow (also per unit mass): 1

2 u
0
ku

0
k. The

anisotropy tensor is defined using the Reynolds stress tensor and is the basis for the
analysis of turbulence states based on the Lumley triangle (Lumley and Newman
1977; Chassaing 2000; Jovanovic 2004; Dey 2014) (see Sect. 2.2.4).
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The tke is extracted from the flow total energy (E), which, for an incompressible
flow, is essentially represented by the kinetic energy E � K ¼ 1

2 ukuk. The mean
kinetic energy (mke) of the flow is composed of a contribution corresponding to the
kinetic energy of the mean flow 1

2 uk uk added to the tke (
1
2 u

0
ku

0
k). The Reynolds stress

tensor and mean and turbulent kinetic energy (mke and tke) have well-defined
transport equations, as detailed in Chassaing (2000), Pope (2000), among others.
A dissipation term is present in all these equations and is dependent on the (mean or
fluctuating) strain rate.

Empirical expressions describing the distributions of the Reynolds stress tensor
components and of the tke are abundant in the literature and provide good results
for uniform flows in hydraulically smooth beds (Cardoso et al. 1989; Nezu and
Nakagawa 1993; Kironoto and Graf 1994). However, when the flow bed is
hydraulically rough, which is typical of fluvial flows, the vertical distribution on the
turbulence quantities is locally dependent of the bed forms below the height where
the influence of the bed is felt (see Nikora and Smart 1997; Smart 1999; Nicholas
2001; Franca 2005b; Franca and Lemmin 2006b, among others). This inner region
of the flow corresponds to the “roughness layer” (Nikora and Smart 1997).

Turbulent transport (or diffusion), as shown in term IX of Eq. (2.1), is difficult to
determine experimentally; usually, it is either taken as negligible or modeled by a
Fickian-type law. For homogeneous fluids, such as clear-water flow, the density is
constant, and thus, q ¼ q and q0 ¼ 0, which considerably simplifies the transport
equations. For a non-homogeneous system where the density differences in the fluid
continuum are relatively small, the Boussinesq approximation may be used to
simplify the hydrodynamic equations: the relative density variation is taken to be
negligible when multiplying inertial terms and non-negligible when multiplying
gravitational terms (Tennekes and Lumley 1972). Typically, the latter represents the
buoyancy, which is the driving force of fluid movement due to density differences
such as density currents (Simpson 1997).

For environmental applications, and in addition to momentum and mass con-
servation equations, other transport laws may be introduced for other environmental
variables, such as the mass of substances, diluted or undiluted in the water and
temperature (all these variables are turbulent variables and are susceptible to the
Reynolds decomposition). Furthermore, the Reynolds-averaged transport equations
for passive diluted and undiluted scalars (e.g., salt and sediments, respectively) may
be written in terms of the volume fraction of the diluted species (Us) or particle
concentration of the undiluted species, respectively (c).

When the species is diluted (Us), the transport velocity corresponds to the fluid
velocity. When the species is undiluted (c), however, particles transported by the
flow have their own momentum; thus, the advection field is given by the particle
velocity (up) rather than by the fluid velocity, which is generally different. The
behavior of species particles can be assessed as a function of the Stokes number,
which is defined as the ratio between the time scale of particles to react and the
Kolmogorov time scale (e.g., Soldati and Marchioli 2009). “Massive particles”, or
“inertial particles”, are characterized by a Stokes number of order one or larger,
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whereas “water particles” are characterized by a vanishingly small Stokes number.
The Stokes number significantly influences particle suspension and deposition; for
example, large Stokes number particles that possess sufficient momentum may
either coast through some accretion region and deposit by impacting directly at the
flow bed or go into suspension. Otherwise, those particles that have not received
sufficient momentum are forced to deposit on the bed due to gravity and inertia.

Species diffusion is typically modeled as a Fickian process, in practice by Cm
@2

@x2k
,

where Cm is a molecular diffusivity. Turbulent transport or diffusion may also be
modeled as a Fickian process with Ct, which is the so-called turbulent diffusivity. In
Fickian processes the property flux travels from regions of higher concentration to
regions of lower concentration, proportionally to the concentration gradient. For a
non-conservative substance (for instance suspended sediments that can deposit or
erode from the riverbed), sink or source terms must be added when the integration
of the species conservation equations is made.

Further transport equations pertinent to the analysis of environmental turbulent
flows, such as those in terms of pressure, fluctuating momentum, Reynolds stress
tensor, kinetic energy (mean, turbulent and instantaneous), species fluctuation and
variance, and energy dissipation (cf. Monin and Yaglom 1971; Frisch 1995;
Chassaing 2000; Pope 2000, among others), although not shown here, may be
derived from these basic equations.

2.2.3 Energy-Based Description of Processes

As stated in Sect. 2.1, the energy transfer for which turbulence is responsible
generally evolves through a so-called cascading process from the larger scales,
which extract energy from the total flow, thus generating turbulent kinetic energy,
to very small scales, where viscous dissipation takes place; the kinetic energy of the
flow is eventually lost as heat. At the intermediate scales, an eddy fragmentation
process occurs with minimal energy transfer; only break-up of the large scales into
smaller ones is observed without substantially influencing the energy content of the
flow. The scales of the intermediate eddies corresponding to this transfer belong to
the so-called inertial sub-range (in contrast to the productive and dissipative sub-
ranges for large and small eddies, respectively). The first description of the energy
cascade process of turbulent flows was provided by Richardson in the 1920s and
was later formalized and included in the papers on the theory of turbulence pub-
lished by Kolmogorov in 1941 (Frisch 1995). Since then, much work has also been
performed on nonlocal turbulence processes, in which eddies of sizes within the
available ranges significantly interact (e.g. Nazarenko and Laval 2000). However,
the authors are not aware of specific studies dedicated to riverine flows.

At the flow solid frontiers of open-channels, due to the non-slip boundary
condition at the river bed and banks which are fixed (non-moving), the velocities
are zero. Due to viscous effects, a thin layer exists near these frontiers where
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velocities are very small. Here, the flow is consequently laminar and this region of
the flow is called the laminar or viscous layer (cf. Chassaing 2000). Important
velocity gradients exist and generate unstable flow conditions, where the generation
of turbulent eddies is promoted. Therefore, bounded flows have one main source of
turbulence generation in their solid boundaries. Furthermore, the presence of solid
boundaries protruding in the flow typically induces flow separation and, conse-
quently, recirculation cells in shaded areas. Again, strong gradients between the lee
of these protuberances and the external flow produce new turbulent structures that
may be advected downstream, thus conditioning the flow structure. The size of the
eddies generated by individual boundary protuberances scales, typically, with the
dimension of the protruding elements. Examples of boundary singularities and
irregularities in rivers causing eddy generation include sediment clusters or boul-
ders protruding from the riverbed [submerged (Buffin-Bélanger and Roy 1998;
Buffin-Bélanger et al. 2000; Franca 2005b) or emerging (Tritico and Hotchkiss
2005)], high relative roughness riverbeds (Baiamonte et al. 1995; Katul et al. 2008),
vegetation patches (Tanino and Nepf 2008; Siniscalchi et al. 2012; Sukhodolova
and Sukhodolov 2012; Ricardo 2014), wood debris or remains of organic elements
(Shields et al. 2004; Blanckaert et al. 2014).

The wide range of the above-mentioned turbulent eddies are macroscale
coherent structures belonging to the productive range. Coherent structures are
formed, typically, in shear zones such as the bottom boundary layer and depth
transition layers, and their generation is due to the interaction between regions with
different momenta. They have a recognized role in the mechanisms of sediment
entrainment in river flows (Séchet and Le Guennec 1999; Cellino and Lemmin
2004). At rough boundaries, which in rivers are typically rough sand or gravel beds
and banks, dune and ripple fields, subaquatic plant canopies, or vegetation patches,
a continuous shear zone is imposed on the flow, and periodical generation of
coherent structures is observed, corresponding to a bursting process.

Chassaing (2000) introduced the concept of physical coherence together with
statistical coherence. The physical coherence concept is related to the fact that tur-
bulent structure properties (for example, geometric, kinematics and dynamics)
change relatively slowly with respect to their representative scale domain; turbulent
structure properties are, consequently, conveyed by the flowfield. Coherent structures
have a short life cycle; they cannot be identified with a time-averaged analysis and
require an investigation based on time and space correlations or on flow visualization
techniques. In laminar and transitional flows, coherent structures occur periodically,
whereas in turbulent flows they occur chaotically in space and time. Hence, in
addition to flow visualization techniques, conditional sampling and statistical tech-
niques have to be used in the detection and characterization of coherent structures.
Large- and small-scale coherentmotionwithin the coherent structure range can still be
distinguished. Large-scale motion typically scales with the boundary layer thickness
(eddies scale with the flow depth in open-channel flows or with the depth-transition
region in compound channels), whereas small-scale motion scales with parcels of the
boundary layer (eddies scale with dimensions comparable to the roughness sizes).
Each of these groups acts differently but possibly jointly in the flow energy balance.
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Large-scale flow structures and secondary currents are characterized by their
quasi-steadiness in time; however, they introduce 3D complexity to river flows.
They are associated with mesoscale features (river depth and width) in the river
geometry such as bends, meanders, floodplains and section changes. Large-scale
flow structures can also be defined in the time frame and include waves and pulses
traveling in the flow and interacting with the turbulent field.

2.2.4 Frameworks for Turbulence Analysis

The Eulerian and Lagrangian descriptions of the flows are equally valid for the
derivation of the hydrodynamic equations and are easily related through the
velocity field. However, the Eulerian approach is the most common in practice
(Currie 1993). Both descriptions are associated with different techniques of flow
observation, the Eulerian corresponding to an approach wherein the fluid variables
(velocity, pressure, etc.) are measured continuously in time at one or more fixed
points and the Lagrangian corresponding to an approach where the fluid variables
are followed along the flow trajectories (i.e., the positions of particles or of diluted
substances as a function of time). While Lagrangian techniques naturally provide a
measure of dispersion and diffusion in turbulent flows, from a practical point of
view the Eulerian techniques are simpler and widely used (cf. Romano et al. 2007;
Ghilardi et al. 2014 for reviews of measurement techniques of turbulent flows and
rivers).

Time and space scales of turbulence are often linked through the Taylor frozen-
turbulence hypothesis by means of an advection velocity. This permits the linking,
for instance, of the partition of the turbulent energy through scales pertaining to
both dimensions. However, to apply Taylor’s hypothesis and thus translate Eulerian
observations in time into the space domain, the turbulent eddies are taken to be
undeformable by the transport imposed by the mean and turbulent velocity fields
(Chassaing 2000). Thus, generally, two analytical frameworks for the study of
turbulent river flows pertaining to the two dimensions (time and space) are needed.
Because time and space averaging do not commute for nonlinear processes, both
are generally used independently as functions of the process of interest.

The technique based on anisotropy invariants proposed by Lumley and Newman
(1977) (see, also, Chassaing 2000; Jovanovic 2004; Dey 2014 for further details)
provides a methodology of classifying the anisotropy degree and nature of turbu-
lence, which is irrespective of the reference system. The so-called Lumley triangle
technique (or Lumley plots), which contains any turbulence state within its limits,
enables the identification of the state of turbulence being studied in the flow regions
in an analysis: 3D isotropic turbulence, 2D isotropic turbulence, and 1D turbulence.
In the transition between these limiting states of turbulence, two characteristic types
of turbulent structures are found: pancake-shaped turbulence, which corresponds to
a situation where two of the fluctuation components are equal and considerably
larger than the third, and cigar-shaped structures where two of the turbulence
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components, and hence the normal stresses values, are equal and the third has a
substantially higher value. The analysis based on the Lumley plots, combined with
other observational techniques, such as the quadrant analysis (Lu and Willmarth
1973; Nakagawa and Nezu 1977), permits the establishment of a proper framework
for the analysis of turbulence and forms the basis of useful simplifications for the
analysis of complex 3D flows (Mera et al. 2014). The knowledge of the nature of
turbulent eddies in river flows allows the establishment of restricted spatial
frameworks for the analysis of these flows, as will be seen in Sect. 2.4.

2.3 Time-Frame Analysis

2.3.1 Steady Flows

As mentioned in Sect. 2.2.2, stationarity or steadiness implies temporal invariance
of the flow statistical properties; however, this enables spatial variations. In formal
terms, and considering the property “mean momentum” as an example, this means
that the local derivative in Eq. (2.1) (term I) does not exist, thus considerably
simplifying the practical resolution of hydrodynamic equations.

The concept of stationarity is related to the time scale of the problem and to the
statistical property under analysis. Considering a given time-scale and a statistical
property, we consider the flow stationary when the value of this statistical property
is stable, i.e., it does not change with the increase of the time-scale. This stationarity
is conditioned to the statistical property under analysis; in the study of first-order
moments (means), the time scale where these are stable is smaller than when
considering higher order moments. Common statistical properties used in the
analysis of turbulent river flows are the Reynolds stress tensor and the tke (based on
second-order statistical moments). For these properties, the statistical invariance
(defining an appropriate stationarity) is less demanding in terms of the time scale
compared to, for instance, analyzing turbulent transport (third-order moment), as in
the term IX of Eq. (2.1).

In the practical analysis of natural floods in a limited river reach, engineers
commonly consider a constant peak flood discharge for flow modeling, which may
last for several hours. This assumption of constant discharge is valid if the time
response of the reach under analysis to flow changes is less than the duration of the
peak discharge, i.e., if the travel time of the flood wave along the reach is smaller
than the latter and if there is no considerable spatial variation in the discharge.
However, in the analysis of an entire river basin, the time response of the reach,
which may be comparable to the concentration time of the catchment, is not
compatible with a typical flood duration; thus, stationarity can no longer be used.

The theoretical advancements in the understanding of complex 3D flows by
physical modeling are typically made considering steady-state conditions. The sta-
tionary approach is valid and, sometimes, is the best method to study fundamental
aspects of turbulent flows in an isolated fashion. The spatial characterization of
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turbulent quantities obtained under steady-state flow conditions allows identifying,
quantifying and understanding the mechanisms of the transport of undiluted or
diluted species (including dispersive and diffusive processes) and of the processes of
erosion and deposition which are related to the shaping of the river morphology.

Under steady-state conditions, the determination of turbulence quantities, such
as the Reynolds stresses [term VIII of Eq. (2.1)], is straightforward (Chassaing
2000). The turbulent structure of the flow in complex geometries and the inter-
pretation of the related fluvial processes are determined through the analysis of the
spatial distribution of the mean velocity and vorticity fields and of the second- and
third-order moments present in the conservation equations, provided that the data is
sufficient to obtain stable statistical moments. Leite Ribeiro et al. (2002), Proust
et al. (2013), Ricardo et al. (2014) are examples of recent theoretical analyses of
fluvial turbulent processes with highly complex boundary geometries performed by
assuming steady-state flow conditions. When performing field studies, which are
typically based on measurements of instantaneous velocities, researchers pay spe-
cial attention to the steadiness of the flow to assure that measurements made in
multiple spatial positions are representative and can be combined in a time-aver-
aged description of the flow (Franca 2005a; Saggiori et al. 2012).

2.3.2 Unsteady Flows

When unsteadiness can no longer be ignored, i.e., when the time scale under
analysis is larger than that of the mean flow variations, full Reynolds equations
have to be considered. In unsteady flows, the inference of statistical moments may
be made by means of different types of average operators (for their definition, cf.,
for instance, Chassaing 2000).

If in a turbulent flow the processes are ergodic, i.e., the flow statistical properties
are invariant with their realization, the ensemble average allows proper estimates of
turbulent properties of the flows. This consists of taking the average of all the
possible realizations of one turbulent flow (Pokrajac and Kikkert 2011) and it is
applied to transient processes in river flows such as wave passage, bore passage,
dam-break flows, breaking waves, and ship waves (cf., Fig. 2.3).

In transient phenomena, a time interval may exist wherein the flow properties
remain stationary, i.e., where statistical properties are invariant for some duration.
The level of invariance of the statistical properties depends on the flow turbulence
level and on the time interval: for instance, we may be able to obtain stable time-
averaged quantities and stable quantities derived from second-order moments
(Reynolds stresses, tke, etc.) but not stable higher statistical moments, hence the
designation of quasi-stationary flows. For these cases, we may apply a zone or
conditioned average along the quasi-stationary period to infer turbulent properties:
recent examples of the application of zone averages to riverine flows include
(Aleixo 2013), who used this approach for the statistical analysis of dam-break
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flows based on PIV high-frequency measurements, and (Nogueira 2014), who
applied zone averages to obtain mean velocity profiles and Reynolds stresses in a
lock-exchange density flow based on PIV measurements.

In the case of a periodic phenomenon, an average may be obtained over different
cycles, with each being comparable to a realization of the phenomenon, to estimate
turbulent properties; this is called phase (or also composite) averaging. Such an
average is adequate for the analysis of time/space flow features which have a
limited life cycle, and pseudo-periodicity is verified (pseudo-periodic cycles do not
necessarily have a constant period and are not necessarily consecutive). Conditional
sampling and statistical techniques have to be used in the detection and charac-
terization of the cyclic processes. Techniques used for the detection of periodic
events in open-channel flows include quadrant threshold analysis (Willmarth and
Lu 1972; Nakagawa and Nezu 1977, among others), wavelet decomposition
(Foufoula-Georgiou and Kumar 1994; Yoshida and Nezu 2004; Franca and
Lemmin 2006a, among others), proper orthogonal decomposition (Berkooz et al.
1993; Holmes et al. 1998) and empirical mode decomposition (Huang et al. 1998;
Franca and Lemmin 2014). Examples of the application of phase averages for
obtaining statistical properties of turbulent flows include the following: Franca and
Lemmin (2006a), where the identification and reconstruction of coherent structures
was performed based on wavelet multi-resolution analysis for field measurements;
Nogueira et al. (2014), where a cyclic pattern of growth and a decrease in the head
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Fig. 2.3 Illustration of the type of averages that can be applied to turbulent signals: ensemble
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of density currents was described and quantified in terms of kinematics and
dynamics; and Franca and Lemmin (2014), where large-scale coherent structures
were detected using Huang`s empirical mode decomposition (Huang et al. 1998)
and reconstructed with phase-averaging techniques based on a Hilbert transform of
the velocity signal (Huang et al. 1999).

Recently, several authors have developed methods to address upscaling tech-
niques for flows with time-varying boundaries: Pokrajac and Kikkert (2011) pre-
sented the Reynolds-Averaged, Depth-Integrated Navier-Stokes equations applied
to an upsloping transient bore where the water surface was not constant and con-
tained air bubbles, and Nikora et al. (2013) presented double-averaged conservation
equations for mobile-boundary conditions, namely, mobile rough beds. The range
of application of these techniques is wide in the field of fluvial flows with time
intermittent boundaries such as the mixing layer of density currents reproduced in
laboratory (Lopes et al. 2013).

2.4 Space-Frame Analysis

2.4.1 Homogeneous and Heterogeneous Flows

Further simplifications of the hydrodynamic equations can be made by assuming
the uniformity of the flow, implying that a spatial variation of flow velocities does
not exist, @

@xk
¼ 0. A practical result of this simplification that is most frequently

used by engineers is the relation between the bed shear stress and the slope of an
open-channel, which, for a one-dimensional flow in a wide channel with rectangular
cross-section, is sb ¼ qghS (h is the water depth, and S is the longitudinal bed slope
of the channel). This relation is easily demonstrated when considering the one-
dimensional integral form of the momentum conservation equation (Currie 1993)
over a control volume (Vc) with surface Sc. For uniform flows, all terms become
zero except the streamwise component of the gravitational force (

R
Vc
qg1dV) and

the bed shear force term (
R
Sc
sbdS), which must equilibrate, thereby resulting in the

above expression for the determination of sb. In other words, the force corre-
sponding to the streamwise component of the weight of the fluid inside the control
volume (gravity-driven force) is balanced by the bed shear stress resistance force.
This assumption thus requires the use of strong arguments, and it is commonly
misused in highly varied flows such as mountain rivers or watercourses with
complex geometries.

Although hard to find in natural rivers, uniform flows are commonly used to
experimentally or numerically study turbulent flows. The empirical closures for the
vertical distribution of the Reynolds stress tensor and tke in open-channel flows
mentioned in Sect. 2.2.2 and that have been established and accepted for some
decades are an example of this assumption.
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Typically, natural rivers have boundaries which are very spatially varied and
heterogeneous. For instance, for low relative submergence flows, i.e., for small
values of h=D, where D is a geometric parameter that is representative of the bed
roughness, there is no self similarity within the lower regions of the flow, especially
within the troughs and crests of the riverbed. Here, the flow is highly 3D and
heterogeneous, and accounting for spatial variability effects with the Reynolds
equation becomes complex. To smoothen flow irregularities, a spatial averaging
operation may be applied to the RANS equations, thus resulting in the so-called
Double-Averaged (in both time and space) Navier-Stokes (DANS) equations
(Nikora et al. 2007a). If averaging is performed at sufficiently large scales to
smoothen the flow spatial heterogeneity, then uniformity may be assumed simpli-
fying the hydrodynamic equations. The scale over which upscaling is performed
should be sufficiently large to ensure that the statistical properties do not depend on
the averaging volume anymore; thus, the flow may be treated as homogeneous. The
variability of the flow at scales that are smaller than the upscaling domain is
considered by means of additional (dispersive or form-induced) components that
are incorporated into the DANS equations when these are derived. These additional
terms characterize momentum and scalar fluxes in the flow regions under the
influence of the heterogeneous boundaries and where flow similarity is not possible.
In river engineering, it is often desirable to estimate the vertical distribution of
streamwise flow velocity and momentum balances (including the determination of
stresses and drag forces) based on simple assumptions made on scales that are
sufficiently large to incorporate the smaller scale phenomena.

Given the high spatial variability of the flow characteristics in gravel-bed rivers
with low relative submergence, the application of the double-averaged methods
(DAM) using a minimum scale of one wavelength of the bedforms (Raupach and
Shaw 1982) seems appropriate. The analysis and modeling of heterogeneous and
irregular-bounded open-channel flows by means of double-averaging (DA) meth-
ods is presented by several authors for different problems in fluvial hydraulics
(Aberle and Koll 2004; Manes et al. 2007; Franca et al. 2008; Stoesser and Nikora
2008; Ferreira et al. 2010, among others). Franca et al. (2010) and Mignot et al.
(2009) present results of the application of double-averaging methods to the
streamwise velocity and Reynolds stresses of gravel-bed open-channel flows.

Recently, a journal’s special issue on the application of the double-averaging
approach to rough-bed flows was published (cf. Nikora and Rowinski 2008), and an
overview of its application to geophysical, environmental and engineering physics
was given. A comprehensive overview of the methodology and its applications to
environmental hydraulics was also recently provided in Nikora et al. (2007a, b).
Spatial averaging in the context of the DA technique is commonly performed along
horizontal surfaces parallel to the riverbed, and the main formalisms described in
the literature refer mainly to this type of application. Similar upscaling methods
may be applied to any heterogeneous boundaries of the flow, such as river banks or
vegetation canopy, the latter constituting an open boundary between different
regions of the flow.
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2.4.2 Turbulence Evolving on the Vertical Plane

In wide rivers, the boundary layers produced by the banks are usually neglected
because they occupy a small region of the flow; thus, if sufficiently wide, open-
channel flows and the physical interpretation of energetic turbulent processes are
treated as 2D (in the vertical-longitudinal plane, x1 � x3) along the water column.
This applies to existing closures for the distribution of mean flow quantities and of
turbulence-related quantities such as Reynolds stresses, tke, turbulent scales and
related production, diffusion and dissipation terms (Nezu and Nakagawa 1993;
Chassaing 2000; Pope 2000). Hence, these distributions depend only on the lower
and upper boundaries of the flows.

In line with the consideration of a 2D plane is the analysis of energetic events
that contribute to the production of Reynolds shear stress in the flow. The bursting
phenomenon results from a class of coherent structures occurring mainly in the
near-wall region. This results from a quasi-cyclic process that is composed of
interactions in the four quadrants of a 2D Cartesian longitudinal framework,
hereafter called shear events: outward interaction, ejection, inward interaction and
sweep (Nezu and Nakagawa 1993). Shear events cannot be identified with time
averaged analysis and, in addition to time and space correlation measurements and
flow visualization techniques, require conditional sampling and statistic techniques
for their detection and characterization. Important works on the analysis of turbu-
lence events contributing to Reynolds stress production include Antonia and
Atkinson (1973), Corino and Brodkey (1969), Grass (1971), Kim et al. (1971),
Kline et al. (1967), Nakagawa and Nezu (1977) and, more recently, Hurther and
Lemmin (2000) and Adrian et al. (2000). Nakagawa and Nezu (1977) made a
prediction of the contribution of all types of shear events to the production of
Reynolds stresses. To quantify their results, they used the quadrant threshold
method developed by Corino and Brodkey (1969), Lu and Willmarth (1973),
Willmarth and Lu (1972).

The role of the so-called vertical turbulence is the most important in terms of
sediment mobilization and transport (Séchet and Le Guennec 1999; Cellino and
Lemmin 2004). In particular, knowledge of the turbulent pressure fluctuations
leading to drag and lift forces at the water-sediment interface is fundamental.
Recent measurements performed with miniaturized piezoresistive pressure sensors,
which are small and include high sensitivity and accuracy, have provided signifi-
cant information on turbulent forces on single grains at river beds (Detert et al.
2010). One aspect that attracts considerable attention is the rate at which bed
sediment is entrained by turbulent shear flow. The recent contribution of Zhong
et al. (2011) attempted to model such an entrainment in terms of kinetic theory for
multiphase flows. This has advantages over other theories in terms of (a) accounting
for the influences exerted on the sediment by external forces and (b) providing a
statistical description of the random motion of sediments due to turbulence. These
advantages enable the kinetic theory to act as a bridge between microscopic and
macroscopic scales of moving sediment particles.
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Experimental studies were also performed to quantify the near-bed turbulence
characteristics for fluvial flows under sediment entrainment limit conditions and in
the presence of mobile beds. Gyr and Schmid (1997), using Laser Doppler
Anemometry (LDA) measurements over a smooth sand bed, observed that the
presence of intense intermittent sediment transport increases the extreme values of
shear stress while the flow becomes more organized in the second and fourth
quadrants, mainly increasing the importance of sweep events to turbulence pro-
duction. The period between events in the second and fourth quadrants decreases
considerably in the presence of sediment transport, thereby producing more fre-
quent ejection and sweep events. More recently, Dey et al. (2011) found that the
observed time-averaged streamwise velocity is further from the logarithmic for
immobile beds than for entrainment-threshold beds. They also found, by means of a
quadrant analysis, that in the near-bed flow zone, ejections and sweeps in immobile
beds cancel each other, thereby giving rise to the outward interactions, whereas
sweeps are the dominant mechanism causing sediment entrainment. Finally, the
bursting duration for entrainment-threshold beds is smaller than that for immobile
beds; in contrast, the bursting frequency for entrainment-threshold beds is larger
than that for immobile beds. Santos et al. (2014) showed that, generally, the sed-
iment transport of sand decreases the transported momentum and maximum shear
stress values but increases their frequency of occurrence in time. The analysis of the
probability distribution function of both ejections and sweeps shows an effect of
sediment transport in terms of the reduction in the frequency of large events and in
the increase of the frequency of small events. This may be due to the breaking of
eddy coherence by sediment motion and is especially observed in the so-called
pythmenic region (Ferreira et al. 2012).

Prandtl’s first and second types of secondary flows which are perpendicular to
the streamwise direction of the flow, have thus expression in vertical planes,
transverse to the main flow direction (cf. Nezu and Nakagawa 1993; Nikora and
Roy 2012). These secondary flows are divided into two classes: the first type of
Prandtl’s secondary flow is observed when the streamwise mean vorticity is
enhanced by vortex stretching, occurring typically in river bends and meanders. The
second type of secondary flows occurs due to turbulence heterogeneity, and no
curvature of the principal flow direction is required to exist. Secondary current cells
may have a signature in the river bed morphology and may be influenced in turn by
the channel roughness (Tsujimoto 1989).

The vertical distribution of turbulence has also a significant interaction with the
instream vegetation which in turn conditions the river morphology (e.g., Neary
et al. 2012). Compared to unvegetated flows with the same discharge and slope,
vegetation causes flow blockage and increases channel resistance. If the vegetation
is submerged, the consideration of a 2D vertical-longitudinal plane on the analysis
of the flow is still valid as a canopy-like flow occurs (Nepf 2012). In vegetated flow
where the vegetation is emergent, three regions of the flow may generally be
observed, whereby the flow is controlled by the riverbed and the vegetation (lower
region), solely by the vegetation or by the vegetation and the free surface (upper
region). The middle region is generally self-similar as concerns turbulent quantities.
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2.4.3 Turbulence Evolving on the Horizontal Plane

Natural geomorphological features and man-made obstacles opposing the flow
cause geometrically-induced gradients in river flows, thereby inducing coherent
vortical structures with vertical axes. These structures may range from large-scale,
slowly evolving eddies in regions of recirculation and flow stagnation to energetic
shear layers, whirlpool-type vortices, and curvature-induced streamwise vortices.
The ability to reproduce the influence of such vortices is fundamental for a number
of theoretical and practical issues. From a theoretical point of view, the under-
standing of lateral transfer of momentum and scalar (for instance, in compound
channel flows) are current topics of research. From a practical perspective, large-
scale vortical structures with vertical axes may influence the design of bridge
foundations resistant to scouring and the stabilization of stream banks.

Two main, complementary, approaches can be used to describe the generation of
large-scale vortices in a river characterized by topographic bed changes. On the one
hand, vortical structures can be regarded as the manifestation of the shear instability
at the junction of two different streams (van Prooijen and Uijttewaal 2002; van
Prooijen et al. 2005); on the other hand, they can be seen as the outcome of
differential energy dissipation of shallow-water currents interacting with submerged
obstacles (Brocchini et al. 2004; Soldini et al. 2004; Kennedy et al. 2006).

To discuss the role of large-scale eddies in association with topographic bed
changes we refer to the simple case of the compound channel of Fig. 2.4, which
shows macrovortices in the transition regions and a mean flow velocity distribution
along the transversal direction (see Stocchino et al. 2011). Recent experimental
investigations (Stocchino and Brocchini 2010), which were based on use of the PIV
technique, revealed that the population and properties of macrovortices largely
depend on the typical depth gradients, i.e., on the ratio rh between the largest and
smallest flow depths. Shallow flows (rh [ 3) are dominated by strong shearing and
large macrovortices populate the transition region between the main channel and
the floodplains. The mean streamwise velocity induced by intermediate flows
(2\rh\3) is characterized by a dip in the transition region, while it closely
resembles that occurring in a rectangular channel in the case of deep flows (rh\2).

Fig. 2.4 Sketch of a typical compound-channel geometry with mean flow profile and large-scale
vortices at depth transition
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For both the latter cases, the shear in the transition region decreases, and the
macrovortices are also generated in the wall boundary layer of the floodplains.

The visualization of macrovortices can be performed using typical indicators such
as the Hua and Kline eigenvalue kþ of the local acceleration tensor (Hua and Kline
1998). An illustration of such a population is reported in Fig. 2.5 for the cases of
shallow (top) and deep (bottom) flows. Shallow flows are characterized by large
quasi-2D vortical structures with vertical axes, which behave as organized domains
with distinct dynamical roles and dominate turbulence production; these flows are
generally resolved considering 2D depth-averaged models. Under deep flow condi-
tions, fewer macrovortices can be recognized, horizontal turbulence production
becomes less prevalent, and 2D streamwise-spanwise approaches are no longer valid.

The mixing induced by these dynamical domains can be described in terms of
both absolute (single-particle) and relative (e.g., particle pairs) statistics (e.g.,
Provenzale 1999; LaCasce 2008; Stocchino et al. 2011). Typically, under shallow
flow conditions, macrovortices strongly influence the growth in time of the total
absolute dispersion after an initial ballistic regime after their formation, leading to a

(a)

(b)

Fig. 2.5 Examples of 2D maps of the positive Hua-Kline eigenvalue. Top shallow flow
conditions. Bottom deep flow conditions. The dotted white lines indicate the transition regions of
the compound channel. Adapted from Stocchino et al. (2011)
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non-monotonic behavior. Under deep flow conditions, on the contrary, the absolute
dispersion exhibits a monotonic growth because the generation of transitional
macrovortices does not occur. In all cases, an asymptotic diffusive regime is
obtained. Multiple-particle dynamics are controlled by the ratio between the largest
and smallest flow depths, rh, and by the Froude number. Different growth regimes
of the relative diffusivity exist as a function of the flow conditions. This is asso-
ciated with different energy transfer processes, which show a different asymptotical
shape as a function of the separation scales and the Froude number. An equilibrium
regime is observed by analyzing the decay of the finite-scale Lyapunov exponents
with the particle separations.

Further investigation on compound channels, namely, on the distribution of
turbulent quantities and on energetic processes related to 2D macrovortices present
at the interface between the main-channel and floodplain flows, include Bousmar
and Zech (1999), Kara et al. (2012), Knight and Shiono (1990), Proust et al. (2013),
Tominaga and Nezu (1991), van Prooijen et al. (2005).

As introduced earlier in Sect. 2.4.2, when the vegetation is emergent, a middle
region of the flow exists and is generally controlled only by the vegetation,
eventually becoming self-similar in terms of turbulent quantities. Here, the vege-
tation conditions local velocities, turbulence intensities, turbulent Reynolds stresses
and their vertical and horizontal distributions (e.g., Nepf 1999). Ricardo et al.
(2014) estimated the terms in the tke transport equation in a flow with emergent
arrays of cylinders by considering velocity measurements in horizontal planes. With
specific reference to the role of vegetation in turbulent flows evolving in compound
channels, Koziol (2013) found, on the basis of dedicated experimental investiga-
tions, that trees placed on the floodplains do not significantly change the values of
the relative turbulence intensity in the entire compound channel, but they do change
the vertical distributions of the relative turbulence intensities in the three compo-
nents in the floodplains and over the bottom of the main channel.

2.4.4 Turbulence and Vorticity Evolving from Vertical
to Horizontal

A substantial amount of literature is devoted to the generation of horseshoe or
hairpin types of vortices, in turbulent flows over plane boundaries (Chassaing
2000). The phenomenology associated with these vortices is somehow related to the
experimental and field investigations of sand waves, which have documented tur-
bulent events called “kolks” and “boils” (Matthes 1947; Coleman 1969); these
events have a 3D signature in the flow, evolving from a 2D vertical-horizontal
structure in a first stage. The so-called “kolk-boil” mechanism is one of predomi-
nant turbulent events occurring over sand waves in fluvial, estuarine, and marine
coastal environments (Ha and Chough 2003). A kolk is a slowly rotating, upward-
tilting vortex on the stoss face of a sub-aqueous bedform. A strong kolk may reach
the water surface, create a cloudy columnar sediment-fluid mixture, and form a
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raised circular or oval patch at the air-water interface, which is referred to as a boil
(Matthes 1947; Kostaschuk and Church 1993). These boils are created on a scale
that is comparable to the flow depth as a first approximation.

These vortical structures are generated by a complex mechanism that is initiated
at the reattachment point at the lee side of an obstacle, e.g., sand ripples and sand
dunes (Nezu and Nakagawa 1993). Best (2005) proposed a model for the stages of
interaction of a vortex loop with the surface and for the manner by which the
phenomenon is manifested as different upwelling motions as the boil evolves and
erupts on the surface (see Fig. 2.6). This model shows how the initial transverse
vorticity is accompanied by vertical vorticity as the boil evolves and as the vortex
legs of the vortex loop attach to the surface; this pattern is common in many natural
rivers. It is important to note that Best (2005) also argues that this upwelling and
flow surface interaction must induce subsequent downwelling toward the bed to
satisfy flow continuity.

Flow in compound meandering channels is an example of the nature of tridi-
mensional flows, combining both complex flows in a compound channel (with 2D
vortical structures with a vertical axis) and in a meandered channel (with secondary
flow cells with a streamwise axis, developing in a plane transverse to the flow).
Experimental studies that focus on compound meandering morphologies are scarce
(Shiono and Muto 1998; Shiono et al. 2008). Mera et al. (2014) characterized the
hydrodynamics and turbulence patterns in a real compound meandering channel
using the anisotropy invariants combined with quadrant analysis techniques.

2.5 Conclusions

Many textbooks are available on the basic theoretical aspects of turbulent flows and
on their inclusion in fluid mechanics studies. Some examples of useful books are
referenced in the present contribution, which focuses on specific aspects related to

Fig. 2.6 Left model of vortex topology associated with dunes proposed by Nezu and Nakagawa
(1993). Right model of flow illustrating the interaction of dune-related macro-turbulence with the
water surface proposed by Best (2005). Adapted from Best (2005)
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turbulent riverine flows. Although not exhaustive, the theories discussed herein
were chosen based on their relevance to the study of fluvial processes, which means
that the present paper is organized in terms of methodological approaches used to
address turbulent fluvial flows, rather than in terms of phenomenological aspects.
Furthermore, themes that are usually subject to misconceptions and erroneous
interpretation by engineers and researchers studying river flows are discussed.

One of the main issues explored here is the notion of scales and their selective
use. River flows are characterized by a large variety of scales (time or space scales).
Using both temporal and spatial frameworks, we show that the concepts of ergo-
dicity, stationarity and homogeneity depend on the relation between the typical time
or space ranges of the phenomenon being studied and on the scale of turbulence
evolving within this.

In addition, the focus of the analysis strictly depends on the scales of the phe-
nomenon, which is illustrated in terms of the demands of the higher order statistical
moments being studied. For example, the analysis of the mean flow requires a time
range that is smaller than that needed by second-order analyses, where Reynolds
stresses and tke may be included.

Only a partial overview of the basic equations for the study of turbulent flows is
given. However, references of exhaustive formal analyses, as well as a discussion of
sources of information on other transport equations of variables important for river
flows, are provided. Topics related to mass, momentum and species conservation
are also proposed. The latter topics are particularly important in terms of the
environmental analysis of rivers, where the transport of species, diluted or not, is
important. Problems of pollutants or salt mixing, as well as sediment transport, are
analyzed.

Several frameworks for the analysis of turbulent flows are illustrated along with
examples of results obtained within such frameworks. The variability of scales and
phenomena typical of river flows generate a diversity of methods for solving
problems. The simplifications needed for practical applications, such as the sim-
plifications mentioned above, which include considering stationarity and homo-
geneity, as well as the eventual reduction of spatial dimensions for the analysis (i.e.,
from 3D to 2D), are also proposed, and examples are given.

Acknowledgements Mário J. Franca acknowledges the financial support by the European Fund
for Economic and Regional Development (FEDER) through the Program Operational Factors of
Competitiveness (COMPETE) and National Funds through the Portuguese Foundation of Science
and Technology (RECI/ECM-HID/0371/2012 and PTDC/ECM/099752/2008). Maurizio
Brocchini acknowledges the financial support from the EsCoSed Project, which is financed by the
US-ONR through the NICOP Research Grant (N62909-13-1-N020). The PhD students Elena
Battisacco, Reyhaneh S. Ghazanfari, Sebastián Guillén-Ludeña, Sebastian Schwindt and Jessica
Zordan are acknowledged for their final check of possible inconsistencies in the text. The present
work was completed while Maurizio Brocchini was Visiting Professor at the Laboratoire
d'Hydraulique Environnementale, ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE.

2 Turbulence in Rivers 73



References

Abad JD, Frias CE, Buscaglia GC, Garcia MH (2013) Modulation of the flow structure by
progressive bedforms in the Kinoshita meandering channel. Earth Surf Proc Land 38
(13):1612–1622

Aberle J, Koll K (2004) Double-averaged flow field over static armour layers. In: Greco M,
Carravetta A, Della Morte R (eds) River flow 2004. Taylor & Francis Group, London

Adrian RJ, Christensen KT, Liu ZC (2000) Analysis and interpretation of instantaneous turbulent
velocity fields. Exp Fluids 29:275–290

Aleixo RJF (2013) Experimental study of the early stages of a dam-break flow over fixed and
mobile beds. PhD thesis, UCL, Louvain-la-Neuve

Antonia RA, Atkinson JD (1973) High-order moments of Reynolds shear stress fluctuations in a
turbulent boundary layer. J Fluid Mech 58(3):581–593

Baiamonte G, Giordano G, Ferro V (1995) Advances on velocity profile and flow resistance law in
gravel bed rivers. Excerpta 9:41–89

Berkooz G, Holmes P, Lumley JL (1993) The proper orthogonal decomposition in the analysis of
turbulent flows. Annu Rev Fluid Mech 25(1):539–575

Best J (2005) The fluid dynamics of river dunes: a review and some future research directions.
J Geophys Res Oceans. doi:10.1029/2004JF000218

Blanckaert K, De Vriend HJ (2005) Turbulence characteristics in sharp open-channel bends. Phys
Fluids 17(5):055102

Blanckaert K, Han R, Pilotto F, Pusch M (2014) Effects of large wood on morphology, flow and
turbulence in a Lowland River. In: Schleiss AJ, De Cesare G, Franca MJ, Pfister M (eds) River
flow 2014. Taylor & Francis, Leiden

Bousmar D, Zech Y (1999) Momentum transfer for practical flow computation in compound
channels. J Hydraul Eng 125(7):696–706

Brocchini M, Kennedy AB, Soldini L, Mancinelli A (2004) Topographically controlled, breaking-
wave-induced macrovortices. Part 1. Widely separated breakwaters. J Fluid Mech 507:289–307

Buffin-Bélanger T, Roy AG (1998) Effects of a pebble cluster on the turbulent structure of a depth-
limited flow in a gravel-bed river. Geomorphology 25(3):249–267

Buffin-Bélanger T, Roy AG, Kirkbride AD (2000) On large-scale flow structures in a gravel-bed
river. Geomorphology 32(3):417–435

Cardoso AH, Graf WH, Gust G (1989) Uniform flow in a smooth open channel. J Hydraul Res
5:603–616

Cellino M, Lemmin U (2004) Influence of coherent flow structures on the dynamics of suspended
sediment transport in open-channel flow. J Hydraul Eng 130(11):1077–1088

Chassaing P (2000) Turbulence en Mcanique des Fluides. Cépaduès-Éditions, Toulouse
Coleman JM (1969) Brahmaputra River: channel processes and sedimentation. Sediment Geol

3:129–329
Corino ER, Brodkey RS (1969) A visual investigation of the wall region in turbulent flow. J Fluid

Mech 37(1):1–30
Currie IG (1993) Fundamental mechanics of fluids. McGraw Hill, Toronto
Detert M, Weitbrecht V, Jirka GH (2010) Laboratory measurements on turbulent pressure

fluctuations in and above gravel beds. J Hydraul Eng 136:779–789
Dey S (2014) Fluvial hydrodynamics: hydrodynamic and sediment transport phenomena. Springer,

Berlin
Dey S, Sarkar S, Solari L (2011) Near-bed turbulence characteristics at the entrainment threshold

of sediment beds. J Hydraul Eng 137:945–958
Ferreira RML, Ferreira L, Ricardo AM, Franca MJ (2010) Impacts of sand transport on flow

variables and dissolved oxygen in gravel-bed streams suitable salmonid spawning. River
Research and Applications 26(10):414–438

74 M.J. Franca and M. Brocchini

http://dx.doi.org/10.1029/2004JF000218


Ferreira RML, Franca MJ, Leal JGAB, Cardoso AH (2012) Flow over rough mobile beds: Friction
factor and vertical distribution of the longitudinal mean velocity. Water Resour Res 48(5):
W05529

Foufoula-Georgiou E, Kumar P (1994) Wavelets in geophysics. Academic Press, San Diego
Franca MJ (2005a) A field study of turbulent flows in shallow gravel-bed rivers. PhD thesis, EPFL,

Lausanne
Franca MJ (2005b) Flow dynamics over a gravel riverbed. In: Proceedings of the XXXI IAHR

Congress, Seoul
Franca MJ, Lemmin U (2006a) Detection and reconstruction of coherent structures based on

wavelet multiresolution analysis. In: Ferreira RML, Alves ECTL, Leal JGAB, Cardoso AH
(eds) River flow 2006. Taylor & Francis Group, London

Franca MJ, Lemmin U (2006b) Turbulence measurements in shallow flows in gravel-bed rivers.
In: Piasecki M (ed) 7th international conference on hydroscience and engineering. Session
Wed1_S2: MINI-SYMPOSIUM fluvial hydraulics and river morphodynamics, College of
Engineering, Drexel University, Philadelphia

Franca MJ, Lemmin U (2014) Detection and reconstruction of large-scale coherent flow structures
in gravel-bed rivers. Earth Surf Proc Land 40(1):93–104

Franca MJ, Ferreira RML, Lemmin U (2008) Parameterization of the logarithmic layer of double-
averaged streamwise velocity profiles ingravel-bed riverflows.AdvWaterResour 31(6):915–925

Franca MJ, Ferreira RML, Cardoso AH, Lemmin U (2010) Double-average methodology applied
to turbulent gravel-bed river flows. In: Dittrich A, Koll K, Aberle J Geisenhainer (eds) River
flow 2010. Bundesanstalt fr Wasserbau, Braunschweig

Frisch U (1995) Turbulence. The legacy of A. N. Kolmogorov. Cambridge University Press, New
York

Ghilardi T, Franca MJ, Schleiss AJ (2014) Bulk velocity measurements by video analysis of dye
tracer in a macro-rough channel. Meas Sci Technol 25(3):035003

Grass AJ (1971) Structural features of turbulent flow over smooth and rough boundaries. J Fluid
Mech 50(02):233–255

Gyr A, Schmid A (1997) Turbulent flows over smooth erodible sand beds in flumes. J Hydraul Res
35(4):525–544

Ha HK, Chough SK (2003) Intermittent turbulent events over sandy current ripples: a motion-
picture analysis of flume experiments. Sed Geol 161:295–308

Holmes P, Lumley JL, Berkooz G (1998) Turbulence, coherent structures, dynamical systems and
symmetry. Cambridge University Press, New York

Hua BL, Kline P (1998) An exact criterion for the stirring properties of nearly two-dimensional
turbulence. Physica D 113(1):98–110

Huang NE, Shen Z, Long SR, Wu MC, Shih HH, Zheng Q, Yen N-C, Tung CC, Liu HH (1998)
The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary
time series analysis. Proc R Soc Lond A 454(1971):903–995

Huang NE, Shen Z, Long SR (1999) A new view of nonlinear water waves: the Hilbert Spectrum
1. Annu Rev Fluid Mech 31(1):417–457

Hurther D, Lemmin U (2000) Shear stress statistics and wall similarity analysis in turbulent
boundary layers using a high-resolution 3-D ADVP. IEEE J Oceanic Eng 25(4):446–457

Jovanovic J (2004) The statistical dynamics of turbulence. Springer, Berlin
Kara S, Stoesser T, Sturm TW (2012) Turbulence statistics in compound channels with deep and

shallow overbank flows. J Hydraul Res 50(5):482–493
Katul G, Wiberg P, Albertson J, Hornberger G (2008) A mixing layer theory for flow resistance in

shallow streams. Water Resour Res 38(11):1250
Kennedy AB, Brocchini M, Soldini L, Gutierrez E (2006) Topographically controlled, breaking-

wave-induced macrovortices. Part 2. Rip current topographies. J Fluid Mech 559:57–80
Kim HT, Kline SJ, Reynolds WC (1971) The production of turbulence near a smooth wall in a

turbulent boundary layer. J Fluid Mech 50(01):133–160
Kirkbride AD, Ferguson R (1995) Turbulent flow structure in a gravel-bed river: Markov chain

analysis of the fluctuating velocity profile. Earth Surf Proc Land 20(8):721–733

2 Turbulence in Rivers 75



Kironoto BA, Graf WH (1994) Turbulence characteristics in rough uniform open-channel flow.
Proc ICE-Water Marit Energy 106(4):333–344

Kline SJ, Reynolds WC, Schraub FA, Runstadler PW (1967) The structure of turbulent boundary
layers. J Fluid Mech 30(04):741–773

Knight DW, Shiono K (1990) Turbulence measurements in a shear layer region of a compound
channel. J Hydraul Res 28(2):175–196

Kostaschuk RA, Church MA (1993) Macroturbulence generated by dunes: Fraser River, Canada.
Sed Geol 85:25–37

Koziol AP (2013) Three-dimensional turbulence intensity in a compound channel. J Hydraul Eng
139:852–864

LaCasce JH (2008) Statistics from Lagrangian observations. Prog Oceanogr 77:1–29
Leite Ribeiro M, Blanckaert K, Roy AG, Schleiss AJ (2002) Flow and sediment dynamics in

channel confluences. J Geophys Res Earth Surf. doi:10.1029/2011JF002171
Levi E (1995) The science of water: the foundation of modern hydraulics. ASCE Press, New York
Lopes AF, Nogueira HIS, Ferreira RML, Franca MJ (2013) Laboratorial study of continuously fed

low-submergence gravity currents over smooth and rough beds. In: EGU general assembly
conference abstracts, Vienna

Lu SS, Willmarth WW (1973) Measurements of the structure of the Reynolds stress in a turbulent
boundary layer. J Fluid Mech 60(3):481–511

Lumley JL, Newman GR (1977) The return to isotropy of homogeneous turbulence. J Fluid Mech
82(1):161–178

Manes C, Pokrajac D, McEwan I (2007) Double-averaged open-channel flows with small relative
submergence. J Hydraul Eng 138(8):896–904

Matthes GH (1947) Macroturbulence in natural stream flow. Trans Am Geophys Union
28:255–265

Mera I, Franca MJ, Anta J, Peña E (2014) Turbulence anisotropy in a compound meandering
channel with different submergence conditions. Adv Water Resour. doi:10.1016/j.advwatres.
2014.10.012

Mignot E, Hurther D, Bartelhemy E (2009) On the structure of shear stress and turbulent kinetic
energy flux across the roughness layer of a gravel-bed channel flow. J Fluid Mech 638:423–
452

Monin AS, Yaglom AM (1971) Statistical fluid mechanics: mechanics of turbulence, vol I. MIT
Press, Boston

Nakagawa H, Nezu I (1977) Prediction of the contributions to the Reynolds stress from bursting
events in open-channel flows. J Fluid Mech 80(1):99–128

Nazarenko S, Laval JP (2000) Non-local two-dimensional turbulence and Batchelor’s regime for
passive scalars. J Fluid Mech 408:301–321

Neary VS, Constantinescu SG, Bennett SJ, Diplas P (2012) Effects of vegetation on turbulence,
sediment transport, and stream morphology. J Hydraul Eng 138:765–776

Nepf HM (1999) Drag, turbulence and diffusion in flow through emergent vegetation. Water
Resour Res 35(2):479–489

Nepf HM (2012) Hydrodynamics of vegetated channels. J Hydraul Res 50(3):262–279
Nezu I, Nakagawa H (1993) Turbulence in open-channel flows. IAHR monograph series, A.A.

Balkema, Rotterdam, Netherlands
Nicholas AP (2001) Computational fluid dynamics modelling of boundary roughness in gravel-

bed rivers: an investigation of the effects of random variability in bed elevation. Earth Surf Proc
Land 26(4):345–362

Nikora V (2007) Hydrodynamics of gravel-bed rivers: scale issues. Dev Earth Surf Process 11:61–81
Nikora V (2010) Hydrodynamics of aquatic ecosystems: an interface between ecology,

biomechanics and environmental fluid mechanics. River Res Appl 26(4):367–384
Nikora V, Rowinski PM (2008) Rough-bed flows in geophysical, environmental, and engineering

systems: double-averaging approach and its applications. Acta Geophys 56(3):529–533

76 M.J. Franca and M. Brocchini

http://dx.doi.org/10.1029/2011JF002171
http://dx.doi.org/10.1016/j.advwatres.2014.10.012
http://dx.doi.org/10.1016/j.advwatres.2014.10.012


Nikora V, Roy AG (2012) Secondary flows in rivers: theoretical framework, recent advances, and
current challenges. In Church M, Biron PM, Roy AG (eds) Gravel bed rivers: processes, tools,
environments. John Wiley & Sons, New York

Nikora V, Smart GM (1997) Turbulence characteristics of New Zealand gravel-bed rivers.
J Hydraul Eng 123(9):764–773

Nikora V, McEwan I, McLean S, Coleman S, Pokrajac D, Walters R (2007a) Double-averaging
concept for rough-bed open-channel and overland flows: theoretical background. J Hydraul
Eng 133(8):873–883

Nikora V, McLean S, Coleman S, Pokrajac D, McEwan I, Campbell I, Aberle J, Clunie D, Koll K
(2007b) Double-averaging concept for rough-bed open-channel and overland flows: applica-
tions. J Hydraul Eng 133(8):884–985

Nikora V, Ballio F, Coleman S, Pokrajac D (2013) Spatially averaged flows over mobile rough beds:
definitions, averaging theorems, and conservation equations. J Hydraul Eng 139(8):803–811

Nogueira HIS (2014) Experimental characterization of unsteady gravity currents developing over
smooth and rough beds. PhD thesis, UC, Coimbra

Nogueira HIS, Adduce C, Alves E, Franca MJ (2014) Dynamics of the head of gravity currents.
Environ Fluid Mech 14(2):519–540

Pokrajac D, Kikkert GA (2011) RADINS equations for aerated shallow water flows over rough
beds. J Hydraul Res 49(5):630–638

Pope SB (2000) Turbulent flows. Cambridge University Press, New York
Proust S, Fernandes JN, Peltier Y, Leal JB, Riviere N, Cardoso AH (2013) Turbulent non-uniform

flows in straight compound open-channels. J Hydraul Res 51(6):656–667
Provenzale A (1999) Transport by coherent barotropic vortices. Annu Rev Fluid Mech 31:55–93
Raupach MR, Shaw RH (1982) Averaging procedures for flow within vegetation canopies. Bound-

Layer Meteorol 22:79–90
Ricardo AM (2014) Hydrodynamics of turbulent flows within arrays of circular cylinders. PhD

thesis, EPFL, Lausanne
Ricardo AM, Koll K, Franca MJ, Schleiss AJ, Ferreira RML (2014) The terms of turbulent kinetic

energy budget within random arrays of emergent cylinders. Water Resour Res 50(5):4131–4148
Romano GP, Ouellette NZ, Xu H, Bodenschatz E, Steinberg V, Meneveau C, Katz J (2007)

Measurements of turbulent flows. In: Tropea C, Yarin AL, Foss JF (eds) Springer handbook of
experimental fluid mechanics. Springer, Berlin

Roy AG, Buffin-Bélanger T, Lamarre H, Kirkbride AD (2004) Size, shape and dynamics of large-
scale turbulent flow structures in a gravel-bed river. J Fluid Mech 500:1–247

Saggiori S, Rita S, Ferreira RML, Franca MJ (2012) Analysis of 3rd order moments on a natural
vegetated flow. In: Proceedings of 2nd IAHR Europe congress, Munich

Santos BO, Franca MJ, Ferreira RML (2014) Coherent structures in open channel flows with bed
load transport over an hydraulically rough bed. In: Schleiss AJ, De Cesare G, Franca MJ,
Pfister M. (eds) River flow 2014. Taylor & Francis, Leiden

Schleiss AJ, De Cesare G, Franca MJ, Pfister M (eds) River flow 2014., Taylor & Francis, Leiden
Séchet P, Le Guennec B (1999) The role of near wall turbulent structures on sediment transport.

Water Res 33(17):3646–3656
Shields FD Jr, Morin N, Cooper CM (2004) Large woody debris structures for sand-bed channels.

J Hydraul Eng 130(3):208–217
Shiono K, Muto Y (1998) Complex flow mechanisms in compound meandering channels with

overbank flow. J Fluid Mech 376:221–261
Shiono K, Spooner J, Chan TL, Rameshwaran P, Chandler JH (2008) Flow characteristics in

meandering channels with non-mobile and mobile beds for overbank flows. J Hydraul Res 46
(1):113–132

Simpson JE (1997) Gravity currents: in the environment and the laboratory. Cambridge University
Press, New York

Siniscalchi F, Nikora VI, Aberle J (2012) Plant patch hydrodynamics in streams: Mean flow,
turbulence, and drag forces. Water Resour Res 48(1):W01513

2 Turbulence in Rivers 77



Smart GM (1999) Turbulent velocity profiles and boundary shear in gravel bed rivers. J Hydraul
Eng 125(2):106–116

Soldati A, Marchioli C (2009) Physics and modelling of turbulent particle deposition and
entrainment: review of systematic study. Int J Multip Flows 35:827–839

Soldini L, Piattella A, Brocchini M, Mancinelli A, Bernetti R (2004) Macrovortices-induced
horizontal mixing in compound channels. Ocean Dyn 54:333–339

Stocchino A, Brocchini M (2010) Horizontal mixing of quasi-uniform, straight, compound
channel flows. J Fluid Mech 643:425–435

Stocchino A, Besio G, Angiolani S, Brocchini M (2011) Lagrangian mixing in straight compound
channels. J Fluid Mech 675:168–198

Stoesser T, Nikora V (2008) Flow structure over square bars at intermediate submergence: large
eddy simulation study of bar spacing effect. Acta Geophys 56(3):876–893

Sukhodolova TA, Sukhodolov AN (2012) Vegetated mixing layer around a finite-size patch of
submerged plants: 1. Theory and field experiments. Water Resour Res 48(10):WR011804

Tanino Y, Nepf HM (2008) Laboratory investigation of mean drag in a random array of rigid,
emergent cylinders. J Hydraul Eng 134(1):34–41

Tennekes H, Lumley JL (1972) A first course in turbulence. The MIT press, Cambridge
Termini D, Piraino M (2011) Experimental analysis of cross-sectional flow motion in a large

amplitude meandering bend. Earth Surf Proc Land 36(2):244–256
Tominaga A, Nezu I (1991) Turbulent structure in compound open-channel flows. J Hydraul Eng

117(1):21–41
Tritico HM, Hotchkiss RH (2005) Unobstructed and obstructed turbulent flow in gravel bed rivers.

J Hydraul Eng 131(8):635–645
Tsujimoto T (1989) Longitudinal stripes of alternate lateral sorting due to cellular secondary

currents. In: Proceedings of XXX IAHR Cong, Ottawa
van Prooijen BC, Uijttewaal WSJ (2002) A linear approach for the evolution of coherent structures

in shallow mixing layers. Phys Fluids 14(12):4105–4114
van Prooijen BC, Battjes JA, Uijttewaal WSJ (2005) Momentum exchange in straight uniform

compound channel flow. J Hydraul Eng 131(3):175–183
Willmarth WW, Lu SS (1972) Structure of the Reynolds stress near the wall. J Fluid Mech 5

(1):65–92
Yoshida K, Nezu I (2004) Experimental study on air-water interfacial turbulent hydrodynamics

and gas transfer in wind-induced open channel-flows. In: Proceedings of the 4th IAHR
international symposium on environmental hydraulics, Hong Kong

Zhong D, Wang G, Ding Y (2011) Bed sediment entrainment function based on kinetic theory.
J Hydraul Eng 137:222–233

78 M.J. Franca and M. Brocchini



Chapter 3
Principles of Mechanics of Bedforms

Domenico Ferraro and Subhasish Dey

Abstract Natural streambed does not exhibit a plane bed surface, but takes various
geometrical forms known as bedforms. In this book chapter, the studies dealing
with the formation mechanism of bedforms and their stability are discussed. The
important feature of this chapter is the presentation of mathematical models pro-
posed by various researchers.

Keywords Bedforms � Bed geometry � Bed instability � River bed

3.1 Introduction

In natural streams, the sediment bed conditions are far from a stable bed. In fact,
considering non-cohesive sediments, one can find several bed configurations in
each flow condition (subcritical or critical or supercritical), where the bed shear
stress τ0 induced by the flow exceeds threshold value τ0c for the bed sediment
motion. Engelund and Fredsøe (1982) showed how bedforms evolve with the
Froude number defined as Fr = U/(ghd)

0.5, where U is the depth-averaged velocity,
g is the acceleration due to gravity, and hd is the hydraulic depth defined as the ratio
of flow area A to top width of flow T. With an increase in Froude number, a plane
bed changes to various bedforms with a sequence: Plane bed → ripples → ripples
on dunes → dunes → transition or washed out dunes → plane bed → antidune
standing waves → antidune breaking waves → chutes and pools.

D. Ferraro (&)
Dipartimento di Ingegneria Civile, Università della Calabria,
87036 Rende, CS, Italy
e-mail: domenico.ferraro@unical.it

S. Dey
Department of Civil Engineering, Indian Institute of Technology,
Kharagpur 721302, West Bengal, India
e-mail: sdey@iitkgp.ac.in

© Springer International Publishing Switzerland 2015
P. Rowiński and A. Radecki-Pawlik (eds.), Rivers—Physical, Fluvial
and Environmental Processes, GeoPlanet: Earth and Planetary Sciences,
DOI 10.1007/978-3-319-17719-9_3

79



Ripples, as shown in Fig. 3.1, begin to form in subcritical flow condition
(Fr < 1), when τ0 marginally exceeds τ0c, in presence of the viscous sublayer and
are not able to affect the main flow zone (wall shear layer). The dimension of ripples
(height and length) depends upon particle size (Yalin 1985; Baas 1993; Raudkivi
1997; Dey 2014). The arrangement of sediment particles forming ripples is such
that a mild upstream slope (≈6°) is created by the induced shear stress; the
downstream slope is relatively steep, equaling the angle of repose of sediment being
the consequence of the fall of sediment particles from the crest of the ripples
(≈32°). However, the mechanism of ripple formation is not so clear, although one
can think about sediment bed as viscous fluid and ripples to occur because of
Kelvin-Helmholtz instability between two different viscous fluids (Liu 1957), local
intermittent disturbance (Raudkivi 1963, 1966), or small bed disturbance from near-
bed turbulent burst (Williams and Kemp 1971).

With an increase in Froude number or in turn flow velocity, ripples evolve in
ripples on dune with an increased height by a merger of adjacent ripples, as shown
in Fig. 3.2 (Raudkivi 1997; Baas 1999; Valance 2005). Ripples on dune are
characterized by individual deformed ripples on undeveloped dunes. Such a con-
dition occurs for a transition from the hydraulically smooth flow to rough flow
condition.

Dunes are formed in subcritical flow condition (Fr < 1) at relatively higher flow
velocity and are able to affect the main flow zone (wall shear layer). In fact, the
profile of dunes is out of phase with the free surface profile (Fig. 3.3). Such a
behavior indicates how the velocity increases along the stoss-side (upstream) of a

Fig. 3.1 Ripples

Fig. 3.2 Ripples on dunes
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dune creating a mild-convexly curved profile of the dune. The sediment particles
are transported over the crest of dunes falling down in the leeside (downstream).
The leeside slope is thus equal to the angle of repose of sediments. The process of
stoss-side erosion and leeside deposition causes to have a downstream migration of
dunes. However, the formation of dunes was explained by Yalin (1977) as a
consequence of quasi-periodic low-frequency large eddies creating local erosion
and deposition of sediments.

At Froude number near to unity, one can observe transition from washed out
dunes to reach plane bed, thus reducing the flow resistance and the flow depth
(Fig. 3.4).

In supercritical flow condition (Fr < 1), antidunes are formed as a sinusoidal bed
profile which is in phase with the free surface profile. Sediments in leeside are set in
motion to develop the slope according to the flow profile. The turbulent flow helps
the sediments to move up on the stoss-side, thus creating the upstream migration of
antidunes (Fig. 3.5). Antidunes are not stable, however. They can grow (length and
height-wise) until the free surface breaks down over the crest of antidunes making

Fig. 3.3 Dunes

Fig. 3.4 Transition or
washed out dunes

Fig. 3.5 Antidune standing waves
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whirling flow structures, called antidune breaking wave (Fig. 3.6). Then, the
growing process of antidune is restarted and so on.

With further increase in Froude number, antidunes turn to chute-and-pool
combinations (Fig. 3.7). These bedforms consist of sediment heaps followed by
chutes (sliding channels). Two successive heaps and chutes make a pool. As a
result, a succession of subcritical flow in the pools and a supercritical flow in the
chutes are prevalent. However, formation of chutes and pools rarely occurs in an
alluvial river.

3.2 Physical Processes

3.2.1 Ripples

The mechanism of ripple formation is not very well understood. Various theories
based on different physical processes are reported in literature. It is believed that the
coherent structure (primarily sweep event) plays an important role in initiating the
sediment motion (Grass 1971), as argued by Schmid (1985) from an LDA mea-
surement associated with a synchronized camera. These sweep events are able to
modify a plane bed to an orange-peel configuration (small undulations) with an
increase in the bed frictional roughness. The flow disturbance is also caused by the
modified bed configuration. With an increase in bed shear stress, unstable orange-
peel bed becomes stable in the strip-type configuration (in flow direction) chan-
nelizing the sweeps that can work in the grooves as are developed on the plane bed,
as shown in Fig. 3.8.

Fig. 3.6 Antidune breaking
wave

Pool Chute

Fig. 3.7 Chutes and pools
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With an increase in bed shear stress, Gyr and Müller (1975) argued that the strip-
like configuration changes to arrowhead-like bedforms with an apex angle of 25°.
Such a value of the apex angle was also theoretically obtained by Landau (1944),
Benney and Lin (1960) and Benney (1961). With a further increase in bed shear
stress, the ripples begin to develop. However, ripple can also be formed, according
to Schmid (1985), without following the above processes.

The near-bed coherent flow structure could result in the low pressure zone
between sweep and ejection events (bubble vortex) as obtained from direct
numerical simulations of turbulent boundary layer flows (Robinson 1991). Periodic
property and two-dimensional spanwise structure, and also the geometry analogous
to dunes, suggest that bedforms can be predicted by an adaption of the instability
theory of a sand bed.

3.2.2 Dunes

Müller and Gyr (1983, 1986) suggested another scale for the dunes. In fact, these
bedforms intrude into the main flow (shear layer) exposing them to the turbulence
processes. They argued, however, that the flow separation at the crest of dunes is
not stable. This phenomenon was also confirmed by Nezu and Nakagawa (1993),
Bennett and Bridge (1995) and Baas and Best (2002). Kelvin-Helmholtz instability
generates a spanwise vortex tube that twists on it creating bubbles in turbulence
process. The dunes (due to their dimensions) can influence the flow depth making a
quasi-stationary state.

The idea on feedback mechanisms between the mobile bed and the free surface
of water may be helpful to understand the mechanism of dune formation.
Turbulence structure and their statistical occurrence contribute to the formation of

Fig. 3.8 Bed strips configuration
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undular sediment bed which in turn produces a flow separation and an eddy system
that can influence the main flow even up to the free surface. This process triggers a
continuous interaction between the bed and the flow.

Taking into account the vortex involved in the process and with a modified
definition of the mixing layer, the sediment transport and the deposition can be
simulated in some discrete mathematical model (Martin and Meiburg 1994;
Meiburg et al. 2000; Meiburg 2003).

It is interesting to note the interaction between dunes and free surface. Turbulent
eruptions and boils are generated by dunes in a large-scale, as observed in labo-
ratory experiments (Müller and Gyr 1983, 1986; Nezu and Nakagawa 1993; Gyr
and Kinzelbach 2004; Best 2005) and fields as well (Matthes 1947; Korchokha
1968; Jackson 1976; Babakaiff 1993; Best et al. 2001). Another important behavior
is the boils periodicity that can be linked with the dune height and in particular with
the relative submergence of dunes with respect the flow depth (Babakaiff 1993).
Babakaiff (1993) also noted further chaotic eruption boils and Lapointe (1992)
related it with relative the roughness; whilst Gabel (1993) found that the flow
structure is the cause of the curvature of the dune crest line. Some of the researches
tried to link these vortexes to the shape similar to horseshoe shaped vortex as in
Fig. 3.9 (Müller and Gyr 1983, 1986; Le Couturier et al. 2000).

3.2.3 Antidunes

In accordance with the Froude number (Fr > 1) in supercritical flow, the flow
causes stationary sinusoidal waves altering the local scour process by making an
erosion zone and a deposition zone, respectively. Such bedforms grow until they

Fig. 3.9 Horseshoe shaped vortex
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reach an equilibrium phase in sediments transport sense. The most important
behavior of sediment transport process in antidunes is the upstream motion of the
sand wave. However, antidunes can be stationary or can move downstream, as
observed in some experiments (Kennedy 1961a; Simons et al. 1961).

3.3 Mathematical Models

3.3.1 Exner’s Model

Exner’s model is based on sediment continuity concept capable to predict bedform
migration velocity (Exner 1925). Referring to Fig. 3.10, the continuity equation of
sediment transport resulting in bed degradation is given by

ð1� q0Þ
@g
@t

þ @qT
@x

¼ 0 ) @g
@t

þ aE
@U
@x

¼ 0 ^ qT ¼ ð1� q0ÞaEU ð3:1Þ

where η is the bed elevation with respect to a horizontal reference, t is the time, qT is
the bed-load transport rate (volume flux per unit width), x is the streamwise
direction from a reference point, ρ0 is the porosity of sediment, U is the depth-
average flow velocity, and αE is the erosion coefficient.

In Exner’s model, a flat free surface is considered over bedforms (see Fig. 3.10),
so that the depth-average flow velocity U can be obtained as

U ¼ q=ðh� gÞ ð3:2Þ

where h is the free surface elevation with respect the horizontal reference used for η
and q is the discharge per unit width. Inserting Eq. (3.2) into Eq. (3.1) and integrating,
one can obtain the solution at initial time t = 0 as a cosine function as follows:

Fig. 3.10 Definition sketch of Exner’s model
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½g�t¼0 ¼ a0 þ am cosðkwxÞ ð3:3Þ

where am is the amplitude, kw = 2π/λ, and λ is the wavelength of bedforms. Bedforms
are assumed as a sand wave. The general solution for bedform amplitude is

g ¼ a0 þ am cos½kwðx� UbtÞ� ^ Ub ¼ aEq=ðh� gÞ2 ð3:4Þ

where Ub is the bedform migration velocity.
Exner’s model was originally developed without considering bed friction. Next,

the bed friction was introduced in the form of energy slope Sf. The dynamic
equation for gradually varied unsteady flow can be written as

Sf ¼ S0 � @h
@x

� U
g
� @U
@x

� 1
g
� @U
@t

) @U
@t

¼ �gSf þ gS0 � g
@h
@x

� U
@U
@x

ð3:5Þ

For small bed slope (S0 ≈ 0), the fictional effect can be given by the relation
gSf ≈ kfU, and that is used in Eq. (3.1) to get

@2g
@t2

� m
@2g
@x@t

þ kf
@g
@t

� aEg
@2g
@x2

¼ 0 ^ m ¼ gq
U2 � U ð3:6Þ

where kf is the friction parameter. Integrating Eq. (3.6), one can obtain the following
solution where initial condition is given by Eq. (3.3):

g ¼ a0 þ am exp � kf
2
� p

� �
t

� �
cos kw x� m

2p
kf
2
� p

� �
t

� �� �
ð3:7Þ

where p is a function of kf, m, λ and αE.

3.3.2 Kinematic Model

3.3.2.1 Song’s Model

Song (1983) developed a model to predict the bedform migration velocity and the
direction. Referring to Fig. 3.11, the energy and continuity equations are

U2

2g
þ hþ f ¼ E ð3:8Þ

Uðhþ f� gÞ ¼ q ð3:9Þ
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where ζ is the free surface elevation with respect to mean flow level, η is the
fluctuations of bed level with respect to mean bed level, and E is the total energy
head.

In bedform phenomenon, the sediment continuity is a function of depth-averaged
flow velocity. Thus, considering E and q constant as in Eqs. (3.8) and (3.9),
respectively, the bedform migration velocity can be given by

Ub ¼ @qT
@g

¼ @qT
@U

� @U
@g

¼ @qT
@U

� U2

qð1� Fr2Þ ð3:10Þ

In the above, the @qT=@U is a positive quantity, so the direction of bedform
migration is governed by the quantity 1 − Fr2 according to the flow condition
(subcritical or supercritical) as given in Table 3.1.

3.3.2.2 Núñez-González and Martín-Vide’s Model

Núñez-González and Martín-Vide (2011) developed a model for antidune migra-
tion. The key issue in this model is to check if the free surface wave and the

Fig. 3.11 Definition sketch of Song’s model

Table 3.1 Bedform
migration with respect to flow
condition

Flow condition Froude number Bedform
migration

Subcritical flow Fr < 1 ⇒ Ub > 0 Downstream

Supercritical
flow

Fr > 1 ⇒ Ub < 0 Upstream
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antidune wave are in or out of phase. Referring to Fig. 3.12, Table 3.2 summarizes
the direction of antidune migration with respect to the phase parameter, that is h1/h2,
where h1 and h2 are the flow depths above the crest and the trough, respectively.

Following Fig. 3.12, energy balance at the crest and the trough (neglecting the
loses) yields

U2
1

2g
þ h1 þ amc ¼ U2

2

2g
þ h2 þ amd ð3:11Þ

where amc and amd are the average elevations of the crest and the trough of the
bedforms with respect to mean bed level. For antidunes, flow depth is comparable
with the sand wave fluctuations. So the pressure distribution is non-hydrostatic; and
it is adjusted by the centrifugal effect. Equation (3.11) can then be rewritten as

U2
1

2g
þ h1 1� 1

g
� U

2
1

r1

� �
þ amc ¼ U2

2

2g
þ h2 1þ 1

g
� U

2
2

r2

� �
� amd ð3:12Þ

Fig. 3.12 Definition sketch of Núñez-González and Martín-Vide’s model

Table 3.2 Direction of
bedform migration with
respect to phase parameters

Phase parameter Phase condition Bedform migration

h1/h2 <1 Downstream

=1 Stationary

>1 Upstream
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The symmetrically sinusoidal development of antidunes allows to make the
following simplifications:

am0 ¼ 2amc ¼ 2amd ¼ amc þ amd; r ¼ r1 ¼ r2 ð3:13Þ

and then using the flow continuity, q = U1h1 = U2h2, the mean flow depth
h = (h1h2)

0.5 and Eq. (3.13) into Eq. (3.12), one gets

am0 þ h1 � h2 ¼ Fr2h3
1
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þ 1
h2

� �
1
h1

þ 1
2

1
h2

� 1
h1
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^ Fr ¼ q

ðgh3Þ0:5
ð3:14Þ

From Eq. (3.14), an antidune mobility number Fa can be defined as a function of
Froude number Fr as

Fa ¼ Fr � h 2
ram0

� �0:5

¼ 1 ð3:15Þ

where

r ¼ 1
2am0

k
p

� �2

¼ 1
2am0

2
kw

� �2

^ kw ¼ 2
p
k

ð3:16Þ

where λ is the wavelength of antidunes. Thus,

Fa ¼ Fr � h � kw ð3:17Þ

Table 3.3 furnishes the antidune migration as a function of antidune mobility
number Fa.

3.3.3 Stability Model

3.3.3.1 Kennedy’s Model

Kennedy (1963) developed an analytical model considering the potential flow
theory to examine the stability of the fluid-bed interface and the bedform

Table 3.3 Antidune
migration with antidune
mobility number

Antidune mobility
number

Antidune migration

Fa <1 Downstream

=1 Stationary

>1 Upstream
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characteristics. Figure 3.13 shows the coordinate system and the sinusoidal bed and
free surface profiles, which are represented by appropriate equations. The potential
flow is governed by the Laplace equation and its two-dimensional form is

@2/
@x2

þ @2/
@z2

¼ 0 ð3:18Þ

The boundary conditions are taken at the free surface and the bed elevations as

z ¼ 0 :
@f
@t

þ U
@f
@x

¼ @/
@z

ð3:19Þ

z ¼ 0 : U
@/
@x

þ @/
@t

¼ �gf ð3:20Þ

z ¼ �h :
@g
@t

þ U
@g
@x

¼ @/
@z

ð3:21Þ

The velocity function ϕ that satisfies the Laplace equation is

/ðx; z; tÞ ¼ Ua
1

Fr2kwh
cos hðkwzÞ þ sin hðkwxÞ

� �
cos kwðx� UbtÞ ð3:22Þ

where α is the amplitude of the water-wave. The main assumption is to consider the
quasi-steady flow @a=@t � Ukwa; and then the smaller growth rate cannot produce

Fig. 3.13 Definition sketch of Kennedy’s model
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phase displacement between free surface and sand wave. Such assumption allows
having only one coordinate system given by

amðtÞ ¼ aðtÞ 1� 1
Fr2kwh

tan hðkwhÞ
� �

cos hðkwhÞ ð3:23Þ

Equation (3.23) reveals the phase shift between bed and free surface waves as
given by the following conditions:

h ¼ 0 : U2 [
g
kw

� �
tan hðkwhÞ; h ¼ p : U2\

g
kw

� �
tan hðkwhÞ ð3:24Þ

Dune migration is due to the sediment transport over the sand wave surface. The
sediment continuity equation over a wavy bed is

@qT
@x

þ @g
@t

¼ 0 ^ qT ¼ qsb ð3:25Þ

where b is the channel width and qs the sediment transport rate per unit width.
Equation (3.25), however, does not take into account the flow separation in the
leeside of dunes, while flow separation does exist in reality. Then it is possible to
define Ub by Eq. (3.10). Furthermore, potential flow theory does not consider bed
shear stress, which is required to have sediment motion. To estimate sediment
transport rate, Kennedy chose the follow equation suggested by Alam et al. (1966):

qTðx; tÞ ¼ m U � Uc þ @/ðx� d; h; tÞ
@x

� �n
ð3:26Þ

where m is a dimensional coefficient, n is a dimensionless exponent, Uc is the
threshold velocity for sediment motion, and δ is the phase shift between free surface
wave and sand wave. In addition, Kennedy (1969) considered transport relaxation
time and transport relaxation distance in order to define the time needed to have
sediment transport due to an increasing velocity and the distance needed to deposit
sediment due to a decrease in velocity, respectively. Of course, such physical
considerations are related to the bed shear stress and the flow velocity.

Expanding Eq. (3.26), it is possible to describe the phase of the free surface
wave with respect to sand wave in accordance with Froude number

Fr2 ¼ 1þ kwh tan hðkwhÞ þ jkwh cotðjkwhÞ
ðkwhÞ2 þ ½2þ jkwh cotðjkwhÞ�kwh tan hðkwhÞ

ð3:27Þ

Fr2 ¼ j
kwh

tan hðkwhÞ ð3:28Þ
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where j = δ/h. Gyr and Hoyer (2006) gave the bedform migration criteria based on
the above equation, as furnished in Table 3.4.

3.3.3.2 Hayashi’s Model

Hayashi (1970) considered the boundary conditions similar to those of Kennedy
(1969), except the modified version of Eq. (3.20) as follows:

z ¼ 0 :
1
2

@/
@x

� �2

þ @/
@z

� �2
" #

þ @/
@t

þ gf ¼ constant ð3:29Þ

Using Laplace equation, Eq. (3.18), and the boundary conditions, Eqs. (3.19),
(3.21) and (3.29), the velocity potential function is obtained as

/ðx; z; tÞ ¼ U x� am
cos hðkwzÞ þ Fr2kwh sin hðkwxÞ
sin hðkwhÞ � Fr2kwh cos hðkwhÞ cos kwðx� UbtÞ

� �
ð3:30Þ

The slowly varying amplitude α(t) brings back to Kennedy’s assumption of
quasi-steady flow (@a=@t � Ukwa) and then Ub ≪ U. The relationship between
amplitudes of free surface wave and sand wave becomes

asðtÞ ¼ aðtÞ Fr2kwh
½tan hðkwhÞ � Fr2kwh� cos hðkwhÞ ð3:31Þ

The continuity equation is

@qT
@x

þ @g
@t

¼ 0 ^ qT ¼ qs
ð1� q0Þ

ð3:32Þ

and again

Table 3.4 Bedform migration criteria

Bedforms Equation Phase relations Bedform migration

Ripples (27) jkwh = 3π/2 Downstream

Dunes (27) jkwh = 3π/2 Downstream

Transitive forms (28) jkwh = 3π/2 Upward

Plane bed (28) jkwh = π –

Antidunes (27) jkwh = π/2 Downstream

Antidunes (27) jkwh < π/2 Upstream
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qTðx; tÞ ¼ m 1þ c
@

@x
gðx� d; tÞ

� �
@

@x
/ðx� d;�h; tÞ

� �4
ð3:33Þ

where m is a dimensional coefficient and c is a non-dimensionless constant.
Using Eqs. (3.30)–(3.33), expressing @/=@x ¼ U þ uðx; z; tÞ and assuming

kwδ ≪ 1, yield

aðtÞ ¼ að0Þ exp mg2c
C

Fr4k2wh
2#t

� �
ð3:34Þ

where

C ¼ c
d

U2

2g

� ��1

; # ¼ C � 2Fr2kwh
1� Fr2kwh tan hðkwhÞ
tan hðkwhÞ � Fr2kwh

� �
ð3:35Þ

Equation (3.34) predicts the criteria for the formation of sand waves:

1. ϑ > 0 is the criterion for unstable plane bed;
2. ϑ < 0 is the criterion for stable plane bed; and
3. ϑ = 0 and tanh(kwh) − Fr2kwh = 0 are the limits of sand wave formation.

Then, the limiting values of Fr2 are obtained as follows:

Fr2 ¼ Fr22
Fr21

����
���� ¼ 1

4kwh tan hðkwhÞ fC þ 2� ½ðC þ 2Þ2 � 8C tan h2ðkwhÞ�0:5g ð3:36Þ

Fr2 ¼ Fr2a ¼
tan hðkwhÞ

kwh
ð3:37Þ

Hayashi defined the dunes formation criterion as αs < αm and the antidunes
criterion as αs > αm. Here, αs and αm are the amplitudes of free surface and bed
waves, respectively.

The bedform formation criteria in terms of Froude number are

1. Fr < Fr1 is the criterion for dune formation;
2. Fra < Fr < Fr2 is the criterion for antidune formation; and
3. Fr1 < Fr < Fra and Fr2 < Fr are the criteria for plane bed to occur.

3.3.3.3 Song’s Model

Song’s (1983) model is based on Milne-Thompson (1960) theory of potential flow
over a sinusoidal bed. Satisfying the complex velocity potential with a constant
pressure at the free surface, he obtained the depth-averaged flow velocity as
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U2 ¼ g
kw

� �
tan hðkwhÞ ð3:38Þ

The amplitudes of free surface wave and sand wave are related as

am ¼ as 1� g
kwU2 tan hðkwhÞ

� �
cos hðkwhÞ ð3:39Þ

The celerity generated by gravity is given by C = [g tanh(kwh)/kw]
0.5. Equa-

tion (3.39) is also useful to understand if surface wave and bed wave are in or out of
phase according to the sign of the square bracket quantity in Eq. (3.39). Then it can
be determined if dunes or antidunes are prevalent.

Song argued that the near-bed flow velocity is a function of bed-load transport
rate. This assumption helps to determine the bedform migration velocity. Such
assumption is in accordance with potential flow motion; thus, errors are expected
due to the flow separation that appears in the leeside of a dune. Near-bed flow
velocity in streamwise direction is obtained as

u0 ¼ Umð1þ kwU
�gÞ ^ U� ¼ 1� Fr2kwh tan hðkwhÞ

tan hðkwhÞ � Fr2kwh
ð3:40Þ

where U* is a dimensionless parameter representing bedform migration velocity.
A further assumption can be made on near-bed velocity to be approximately

equal to the depth-averaged velocity, that is, u0 ≈ U. Then, the bedform migration
velocity can be obtained from Eq. (3.1) as

Ub ¼ @qT
@U

� @U
@g

¼ @qT
@U

kwUU
� ) U� ¼ Ub

@qT
@U

kwU

� ��1

ð3:41Þ

Bedform migration can be identified as following:

1. U < C and U* > 1 are the conditions to occur dunes;
2. U ≥ C and U* < 0 are the conditions to occur antidunes; and
3. U ≥ C and U* > 0 are the conditions for the migration of antidunes downstream,

as observed by Engelund (1970) and Fredsøe (1974).

3.4 Bose-Dey Instability Theory

A new theory of turbulent shear flow over a wavy bed was developed by Bose and
Dey (2009) by using the Reynolds averaged Navier-Stokes and the time-averaged
continuity equations to address the instability criterion of erodible beds leading to
the formation of sand waves.
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Figure 3.14 shows the results obtained by Bose and Dey (2009). The curves of
the Froude number Fm [=U/(gh)0.5] versus nondimensional wave number β
(=kwh) decide upon a stability zone. For Fm < 0.8, the bed remains stable with the
formation of dunes, while for Fm ≥ 0.8, the bed remains unstable with the formation
of standing waves and antidunes. [Note: As the derivation of Bose-Dey equations is
quite lengthy, it is not included here. However, one can read it from Bose and Dey
(2009) or Dey (2014).]

Importantly, a comparison of results obtained from various models is available
in Dey (2014).

3.5 Conclusions

In lower flow regime (Froude number less than unity), ripples and dunes are
formed; while in upper flow regime (Froude number greater than unity), antidunes
are the governing bedforms. Ripples are formed in the presence of viscous sublayer
in hydraulically smooth flow, where the bed shear stress exceeds the threshold
value for the sediment motion, while dunes are formed in hydraulically rough flow.
The dimension of the ripples depends on the sediment size and the flow velocity,
but is independent of the flow depth. However, dunes and antidunes are
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Fig. 3.14 Diagram of stability of sand waves given by Bose and Dey (2009) and its comparison
with the experimental data (Tison 1949; Tsubaki et al. 1953; Brooks 1954; Barton and Lin 1955;
Plate 1957; Laursen 1958; Simons et al. 1961; Kennedy 1961a, b; Guy et al. 1966)
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characterized by both flow velocity and depth. Mathematical models proposed by
various researchers are of two types: kinematic model and stability model.
Kinematic model provides the conditions of formation of different bedforms; while
the stability model provides stability or instability criterion in formation and
migration of bedforms.

References

Alam AMZ, Cheyer TF, Kennedy JF (1966) Friction factors for flow in sand bed channels.
Hydrodynamics Laboratory report number 78. Massachusetts Institute of Technology,
Cambridge

Baas JH (1993) Dimensional analysis of current ripples in recent and ancient depositional
environments. Geological Ultraiectina, vol 106. Department of Geology, University of Utrecht,
Utrecht

Baas JH (1999) An empirical model for the development and the equilibrium morphology of
current ripples in fine sand. Sedimentology 46(1):123–138

Baas JH, Best JL (2002) Turbulence modulation in clay-rich sediment-laden flows and some
implications for sediment deposition. J Sediment Res 72:336–340

Babakaiff CS (1993) Flow hydraulics, bedforms and macroturbulence of Squamish River estuary,
British Columbia. MSc thesis, Simon Fraser University, Burnaby, BC, Canada

Barton JR, Lin PN (1955) A study of sediment transport in alluvial channels. Report number
55JRB2, Department of Civil Engineering, Colorado A and M College, Fort Collins, Colorado

Bennett SJ, Bridge JS (1995) The geometry and dynamics of low-relief bed forms in
heterogeneous sediment in a laboratory channel, and their relationship to water flow and
sediment transport. J Sediment Res 65A(1):29–39

Benney DJ (1961) A non-linear theory for oscillations in a parallel flow. J Fluid Mech 10:209–236
Benney DJ, Lin C (1960) On the secondary motion induced by oscillations in a shear flow. Phys

Fluids 3:656–657
Best J (2005) The fluid dynamics of river dunes: a review and some future research directions.

J Geophys Res F: Earth Surf 110:F04S02
Best JL, Kostaschuk RA, Villard PV (2001) Quantitative visualization of flow fields associated

with alluvial sand dunes: Results from the laboratory and field using ultrasonic and acoustic
Doppler anemometry. J Visualiz 4:373–381

Bose SK, Dey S (2009) Reynolds averaged theory of turbulent shear flow over undulating beds
and formation of sand waves. Phys Rev E 80:036304

Brooks NH (1954) Laboratory studies of the mechanics of streams flowing over a movable bed of
fine sand. Doctoral thesis, California Institute of Technology, Pasadena

Dey S (2014) Fluvial hydrodynamics: hydrodynamic and sediment transport phenomena. Springer,
Berlin

Engelund F (1970) Instability of erodible beds. J Fluid Mech 42:225–244
Engelund F, Fredsøe J (1982) Sediment ripples and dunes. Annu Rev Fluid Mech 14:13–37
Exner FM (1925) Über die wechselwirkung zwischen wasser und geschiebe in flüssen.

Sitzungsberichte der Akademie der Wissenschaften 134(2a):165–203
Fredsøe J (1974) On the development of dunes in erodible channels. J Fluid Mech 64:1–16
Gabel SL (1993) Geometry and kinematics of dunes during steady and unsteady flows in the

Calamus River, Nebraska, USA. Sedimentology 40:237–269
Grass AJ (1971) Structural features of turbulent flow over smooth and rough boundaries. J Fluid

Mech 50:233–255

96 D. Ferraro and S. Dey



Guy HP, Simons DB, Richardson EV (1966) Summary of alluvial channel data from flume
experiments, 1956–1961. United States geological survey water supply paper number, 462-1,
Washington, DC

Gyr A, Hoyer K (2006) Sediment transport: a geophysical phenomenon. Fluid mechanics and its
application, vol 82. Springer, The Netherlands

Gyr A, Kinzelbach W (2004) Bed forms in turbulent channel flows. Appl Mech Rev 57:77–93
Gyr A, Müller A (1975) Alteration of structures of sublayer flow in dilute polymer solutions.

Nature 253:185–187
Hayashi T (1970) Formation of dunes and antidunes in open channels. J Hydraul Div 96(3):357–

366
Jackson RG (1976) Sedimentological and fluid-dynamic implications of the turbulence bursting

phenomenon in geophysical flows. J Fluid Mech 77:531–560
Kennedy JF (1961a) Stationary waves and antidunes in alluvial channels. Report number KH-R-2,

WM Keck Laboratory of Hydraulics and Water Resources, California Institute of Technology,
Pasadena

Kennedy JF (1961b) Further laboratory studies of the roughness and suspended load on alluvial
streams. Report number KH-R-3, WM Keck Laboratory of Hydraulics and Water Resources,
California Institute of Technology, Pasadena

Kennedy JF (1963) The mechanics of dunes and antidunes in erodible bed channels. J Fluid Mech
16(4):521–544

Kennedy JF (1969) The formation of sediment ripples, dunes and antidunes. Ann Rev Fluid Mech
1:147–168

Korchokha YM (1968) Investigation of the dune movement of sediments on the Polomet’ River.
Sov Hydrol Sel Pap 6:541–559

Landau LD (1944) On the problem of turbulence. Akad Nauk 44:339–342
Lapointe M (1992) Burst-like sediment suspension events in a sand bed river. Earth Surf Processes

Landforms 17:253–270
Laursen EM (1958) The total sediment load of streams. J Hydraul Div 84(1):1–36
Le Couturier MN, Grochowski NT, Heathershaw A, Oikonomou E, Collins MB (2000) Turbulent

and macro-turbulent structures developed in the benthic boundary layer downstream of
topographic features. Estuarine Coastal Shelf Sci 50:817–833

Liu HK (1957) Mechanics of sediment-ripple formation. J Hydraul Div 83(2):1–23
Martin JE, Meiburg E (1994) The accumulation and dispersion of heavy particles in forced

twodimensional mixing layers. I The fundamental and subharmonic case. Phys Fluids
6:1116–1132

Matthes GM (1947) Macroturbulence in natural stream flow. EOS Trans AGU 28:255–265
Meiburg E (2003) Numerical investigation of two-way coupling mechanisms in dilute, particle

laden flows. In: Gyr A, Kinzelbach K (eds) Sedimentation and sediment transport, pp 149–154
Meiburg E, Wallner E, Pagella A, Riaz A, Haertel C, Necker F (2000) Vorticity dynamics of dilute

two-way-coupled particle-laden mixing layers. J Fluid Mech 421:185–227
Milne-Thompson LM (1960) Theoretical hydrodynamics. Macmillan, New York
Müller A, Gyr A (1983) Visualisation of the mixing layer behind dunes. In: Sumer BM, Müller

A (eds) Mechanics of sediment transport. Balkema, Rotterdam, pp 41–45
Müller A, Gyr A (1986) On the vortex formation in the mixing layer behind dunes. J Hydrul Res

24:359–375
Nezu I, Nakagawa H (1993) Turbulence in open-channel flows. Balkema, Rotterdam
Núñez-González F, Martín-Vide JP (2011) Analysis of antidune migration direction. J Geophys

Res 116:F02004. doi:10.1029/2010JF001761
Plate EJOF (1957) Laboratory studies on the beginning of sediment ripple formation in an alluvial

channel. Master thesis, Colorado State University, Fort Collins, Colorado
Raudkivi AJ (1963) Study of sediment ripple formation. J Hydraul Div 89(6):15–33
Raudkivi AJ (1966) Bed forms in alluvial channels. J Fluid Mech 26:507–514
Raudkivi AJ (1997) Ripples on streambed. J Hydraul Eng 123(1):58–64

3 Principles of Mechanics of Bedforms 97

http://dx.doi.org/10.1029/2010JF001761


Robinson SK (1991) Coherent motions in the turbulent boundary layers. Annl Rev Fluid Mech
23:601–639

Schmid A (1985) Wandnahe turbulente bewegungsabläufe und ihre bedeutung für die
riffelbildung. Ph.D. thesis and report R22-85, Institute for Hydromechanics and Water
Resources Management, ETH Zürich, Switzerland

Simons DB, Richardson EV, Albertson ML (1961) Flume studies using medium sand (0.45 mm).
United States geological survey water supply paper number 1498-A, United States
Government Printing Office, Washington, DC

Song CCS (1983) Modified kinematic model: application to bed forms. J Hydraul Eng 109
(8):1133–1151

Tison LH (1949) Origine des ondes de sable et des bancs de sable sous l’action des courants.
Transactions of the International Association for hydraulic structures research, third meeting,
report II-13, Grenoble

Tsubaki T, Kawasumi T, Yasutomi T (1953) On the influence of sand ripples upon the sediment
transport in open channels. Rep Res Inst Appl Mech 2:241–256

Valance A (2005) Formation of ripples over a sand bed submitted to a turbulent shear flow. Eur
Phys J B 45(3):433–442

Williams PB, Kemp PH (1971) Initiation of ripples on flat sediment beds. J Hydraul Div 97
(4):505–522

Yalin MS (1977) Mechanics of sediment transport. Pergamon, Oxford
Yalin MS (1985) On the determination of ripple geometry. J Hydraul Eng 111(8):1148–1155

98 D. Ferraro and S. Dey



Chapter 4
Scour Problems Downstream of Low-Head
Hydraulic Structures

Stefano Pagliara and Michele Palermo

Abstract Low-head structures are widely used in river restoration. Their function
is to regulate the sediment transport and at the same time they can assure optimal
habitat for fish species in the river. They strongly affect river morphology because
of the erosive processes occurring downstream of them. Thus, a correct design has
to take into account several aspects, i.e. technical, economic, environmental, etc.
The present chapter aims to present the most recent achievements in scientific
literature regarding the design criteria for low-head structures. In particular, low-
environmental impact structures will be analyzed and illustrated. In the last decades,
the environmental sensibility has increasingly forced hydraulic engineers to propose
design solutions which can conjugate both hydraulic functioning and environmental
impact minimization. This chapter proposes a synthesis of criteria to predict scour
characteristics of the stilling basin downstream of several low-head structure ty-
pologies. Namely, the scour process downstream of block ramps will be discussed
and the effect of both stilling basin geometry and ramp configuration will be
analyzed, for both clear water and live bed conditions. Furthermore, the erosive
process downstream of rock grade control structures and stepped gabion weirs will
be illustrated along with relationships to predict the characteristic lengths of the
scour hole and dune.
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4.1 Introduction

Scour problems downstream and in correspondence with hydraulic structures are
one of the most important topics in hydraulic engineering. The study of erosive
phenomena and hydrodynamic mechanisms related to river restoration have been
extensively analyzed in the last decades. Nevertheless, the approach to solve or
optimize the design criteria has been deeply modified. In fact, river restoration
structures have been substantially developed to propose solutions which can both
assure a correct functioning of the hydraulic structure and, at the same time,
minimize their impact in the natural contests in which they are located. Based on
this last assumption, low-environmental impact hydraulic structures have become
more and more popular. In particular, nowadays rock-made structures (character-
ized by different geometries) are widely used. They can efficiently control sediment
transport and are much more integrated in the river systems. In other words, river
restoration structures are currently designed to be both hydraulically efficient and to
constitute a non-intrusive element in the natural contest. In this perspective, the
present chapter aims to synthesize some of the most recent design criteria relative to
several hydraulic structures. In particular, the analysis will be focused on block
ramps, stepped gabion weirs and rock-grade control structures. Among these, block
ramps are surely the most diffused eco-friendly hydraulic structures. They have
been extensively studied, especially in the last decades (among others Veronese
1937; Bathurst 1978; Bathurst et al. 1981; Platzer 1983; Whittaker and Jaggi 1986;
Bormann and Julien 1991; Breusers and Raudkivi 1991; Rice et al. 1998; Robinson
et al. 1997; D’Agostino and Ferro 2004; Pagliara and Palermo 2008a, b, 2010,
2011a, b, 2012; Pagliara et al. 2008, 2009a, b, 2011, 2012; Oertel and Schlenkhoff
2012; Radecki-Pawlik 2013). They are characterized by a sloping bed on which
blocks are disposed either in regular or irregular arrangement. The blocks consti-
tuting the ramp can be either loose or fixed on the bed. Generally, this structure
typology is used instead of classical concrete check dams in order to regulate
sediment transport. A correct design has to take into consideration several aspects.
In particular, block ramp stability has to be assured in order to warranty its func-
tioning. Nevertheless, both the dissipative mechanism occurring either in stilling
basin or on the ramp itself have to be analyzed in order to optimize the ramp
geometry. Finally, the erosive processes occurring downstream of them are a
fundamental step of the design process. This chapter will be mainly focused on this
last aspect, including both the effect of ramp and stilling basin geometry on the
main scour lengths either in clear-water or in live-bed conditions. Successively, the
analysis will be focused on both stepped gabion weirs and rock-grade control
structures. Also these two hydraulic structures are characterized by a low-envi-
ronmental impact. In particular, experimental tests were recently conducted by
several researchers (among these Peyras et al. 1992; Essery and Horner 1978;
Mossa 1998; Chinnararsi et al. 2008; Pagliara and Palermo 2013). It was proven
that they are efficient structures in order to dissipate flow energy and regulate
sediment transport. They are characterized by relatively small height (generally less
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than 3 m) and mainly they are used in torrential streams. In particular, rock grade-
control structures are often used in series, such as concrete sills, in order to stabilize
river bed. Downstream of them, water pools form and they constitute a suitable
environment for fish species.

4.2 Block Ramps

Block ramps are river restoration structures which were initially used for torrential
stream. Their height is generally not prominent and are mainly used instead of
traditional concrete check dams in order to dissipate a greater amount offlow energy.
In particular, the first studies regarding these structures were focusing on both blocks
stability and arrangements, such as on the energy dissipation processes (Platzer 1983;
Whittaker and Jaggi 1986; Rice et al. 1998; Robinson et al. 1997; Pagliara and
Chiavaccini 2006a, b). Nevertheless, in the last decades, the design approaches have
been substantially re-considered and enriched by several researches, who aimed to
analyze both the hydraulic processes and scour mechanisms. In other words, the new
tendency is to consider block ramps not just an isolated element in the natural contest,
but part of it, i.e. the design criteria have to take into consideration both the structure
itself and the river in situ conditions. Based on this perspective, the scour processes
occurring downstream of block ramps assume a particular importance. In fact, both
the erosive mechanism and the stilling basin configuration play a fundamental role in
both dissipative process and ecological impact of structure (see for example Bormann
and Julien 1991; D’Agostino and Ferro 2004; Pagliara and Palermo 2008a, b, 2010,
2011a, b; Pagliara et al. 2009a). Furthermore, both erosive and dissipative mecha-
nisms are influenced by the river sediment transport dynamics. In particular, the
erosive mechanism downstream of the structure depends on the approaching sedi-
ment coming from the upstream river branch (i.e., live-bed conditions or clear water
conditions) as proved by Pagliara et al. (2011) and (2012). In the following a brief
description of the effects on the erosive mechanism occurring downstream of a block
ramp due to both stilling basin geometry and approaching sediment transport con-
ditions will be furnished, along with design criteria to foresee the characteristics
lengths of the scour geometry downstream of the structure. In the following Fig. 4.1, a
picture of a block ramp is reported.

4.2.1 Erosive Processes in Clear-Water Conditions

Block ramps are eco-friendly hydraulic structures which have been widely used in
the last decades. Their peculiarity is to be highly dissipative structures and at the
same time they can easily adapt to the in situ conditions. The dissipative process
occurring on a block ramp are mainly due to the ramp surface roughness and
localized variation of stream slope. The dissipative process on the block ramp
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depends on the relative roughness and on the location of the hydraulic jump. In the
case in which the hydraulic jump is entirely occurring in the stilling basin, the
global dissipative process, i.e. the energy dissipation between the ramp entrance and
the downstream conjugate depth of the hydraulic jump, is more efficient.
Nevertheless, the presence of a movable bed in the stilling basin determines the
formation of erosive processes, which have to be taken into consideration in order
to prevent structural problems. In the following the analysis of the scour process
occurring in the stilling basin, in the case of a stable block ramp, clear-water
conditions and hydraulic jump occurring in the stilling basin, will be analysed and
discussed. In addition, the analysis will also focus on the effect of both stilling basin
material gradation and geometry on the scour formation and morphology. In
Fig. 4.2a–d, several sketches of block ramps are reported including the main
hydraulic and geometric parameters. Namely, h1 is the approaching flow depth at
the ramp toe, h2 is the tailwater depth (depth of water downstream of the hydraulic
jump), zmax is the maximum scour depth in the stilling basin, l0 is the maximum
length of the scour hole, zM is the ridge height, b is the ramp width and the stilling
basin width in the case of prismatic channel without lateral expansions, B is the
stilling basin width in the case of symmetrically enlarged configuration, A is the
longitudinal expansion of the stilling basin, hmax is the maximum water depth in the
expanded stilling basin, ls is the longitudinal distance of the maximum scour depth
from the ramp toe, ld is the longitudinal distance of the maximum ridge height from

Fig. 4.1 Picture of a block ramp built in a river in the Carpathian mountains (Poland)
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the ramp toe, O, x and z are the origin, the longitudinal and vertical coordinates,
respectively, of the adopted reference system. S is the ramp slope.

The analysis of the scour morphology downstream of block ramps in the case of
a stilling basin having the same width of the ramp (i.e., B/b = 1) and under clear-
water conditions was conducted by Pagliara and Palermo (2010). Authors analyzed
the scour mechanism and proposed useful practical relationships to foresee the main
geometric characteristics of the scour hole and ridge in the case in which a
hydraulic jump (FMB type) was entirely located in the stilling basin. According to
Palermo et al. (2008), FMB hydraulic jump is characterized by a peculiar flow re-
circulation in the stilling basin: the flow does not submerge the ramp toe and the
sediment are transported both downstream of the scour hole and towards the ramp
toe. Pagliara and Palermo (2010) noted that tailwater level h2 (Fig. 4.2a) is playing a
fundamental role in the scour process, as it is affecting the exiting jet diffusion
length. In fact, the scour process dynamics appears quite similar to that occurring in
the case of impinging jets for low vertical impingement angles. In this last case,
Hoffmans (1998) proved that zmax + h2 is depending on both hydraulic conditions
and sediment characteristics. In the case of a block ramp, Pagliara and Palermo
(2010) proposed the following functional relationship, where σ = (d84/d16)

0.5, in
which dxx is the diameter for which xx% of the stilling basin sediment is finer:

zmax þ h2ð Þ=h1 ¼ f Fdxx; S; rð Þ ð4:1Þ

In addition, they developed a methodology and practical relationships to predict
the main scour hole features. Namely, for the maximum scour depth, they found:

zmax þ h2ð Þ=h1 ¼ 11:64 � Sþ 0:70ð Þ � exp �0:64 � Sþ 0:17ð Þ � Fd90½ � ð4:2Þ

Fig. 4.2 Diagram sketches of block ramps: side view for a symmetrically enlarged stilling basin
and for b longitudinally contracted stilling basin; plan view of c symmetrically enlarged stilling
basin configuration and d longitudinally contracted stilling basin
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where Fd90 = v1/(g′ · d90)
0.5 is the densimetric Froude number in which v1 is

the approaching flow depth at the ramp toe (Sect. 4.1 in Fig. 4.2a) and g′ =
[(ρs − ρ)/ρ] · g with ρs and ρ stilling basin and water density, respectively, and
g gravitational acceleration. Note that in Eq. (4.2) the non-uniformity coefficient σ
is not appearing, as its effect on the dependent variable was found negligible (as
proved also by Hoffmans 1998). Equation (4.2) is valid in the following range of
parameters: 0.083 ≤ S ≤ 0.25, 1 < Fd90 < 4, 1.15 < h2/h1 < 3.25, 1 < σ <2.8 and
B/b = 1 (i.e., stilling basin width equal to ramp width). It can be noted that the
dependent variable is a monotonic increasing function of both Fd90 and S in the
tested range of parameters. Nevertheless, the maximum scour depth is strongly
affected by the tailwater depth h2. In fact, according to Eq. (4.2), if Fd90 and S are
kept constant, an increase of the tailwater depth will cause a decrease of the
maximum scour depth.

For scour hole length, Pagliara and Palermo (2010) proposed a methodology in
order to evaluate the parameter L0 = l0/h1. According to Breusers and Raudkivi
(1991), there is a close relation between the scour hole characteristics, i.e., the scour
hole length can be expressed as only function of the maximum scour depth. Based
on this assumption, Pagliara and Palermo (2010) found that:

L0 ¼ 7:42 � exp 0:37 � Zmaxcalcð Þ ð4:3Þ

where

Zmaxcalc ¼ zmax þ h2ð Þ=h1½ �Eq: 4:2ð Þ�h2meas=h1calc ð4:4Þ

in which zmax þ h2ð Þ=h1½ �Eq: 4:2ð Þ is calculated using Eq. (4.2) and h2meas is the
measured value of h2, whereas h1calc (which is unknown in practical applications) is
estimated assuming that uniform flow conditions are reached on the ramp. This last
assumption is not strictly verified, especially for short ramps, but authors proved
that the estimated h1calc values (derived with the following procedure) are in very
good agreement with those measured in experimental runs. h1calc values can be
derived using Manning’s equation, assuming the hydraulic radius R ≈ h1. The
coefficient n can be estimated adopting the relationships proposed by Pagliara and
Chiavaccini (2006a), which was derived for block ramps as follows:

n ¼ 0:064 � D50 � Sð Þ0:110 ð4:5Þ

in which D50 is the mean diameter of the ramp material.
From Eq. (4.3) it can be easily noted that the scour length is a monotonic

increasing function of the scour depth, as it is also occurring for plunging jets scour
process.

Previous deductions were further developed, including stilling basin geometry
effect on the scour hole. Successive tests (Pagliara et al. 2009a) proved that a
symmetrically enlarged stilling basin is characterized by a different scour dynamic.
In Fig. 4.2c a diagram sketch of a symmetrically enlarged stilling basin downstream
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of a block ramp is represented. Namely, in an enlarged stilling basin both hydraulic
jump and scour morphology is 3D. The flow exiting from the ramp toe is con-
centrated axially because of the presence of lateral flow re-circulating vortexes. It
was experimentally observed that the flow re-circulation in lateral zones of the
enlarged channel increases for higher expansion ratios B/b. Pagliara et al. (2009a)
tested three different enlargement ratios B/b (i.e., B/b = 1, 1.8 and 2.8) and ramp
slopes ranging between 0.167 and 0.25. Authors introduced a modified densimetric
Froude number ~Fd90 in order to take into consideration the effect of flow concen-
tration at the ramp toe and to furnish relationships which are analytically identical to
the proposed ones for the case B/b = 1 (Eqs. 4.2 and 4.3). Namely, the modified
densimetric Froude number is defined as follows:

~Fd90 ¼ Fd90 � B=bð Þ 150:5�S2�43:8�Sþ3:8ð Þ ð4:6Þ

It can be easily noted that ~Fd90 ¼ Fd90 for B/b = 1. In addition, the modified
densimetric Froude number is a monotonic increasing function of S in the tested
range of ramp slope. This is mainly due to the fact that an increase of ramp slope
contributes to concentrate axially the exiting flow, causing an increase of scour
depth. Thus, the previous Eq. (4.2) can be re-written as follows and it is valid for
1 ≤ B/b ≤ 2.8:

zmax þ h2ð Þ=h1 ¼ 11:64 � Sþ 0:70ð Þ � exp �0:64 � Sþ 0:17ð Þ � ~Fd90
� � ð4:7Þ

Similarly, the non-dimensional scour hole length L0 can be evaluated following
the same procedure proposed by Pagliara and Palermo (2010) for B/b = 1. In the
case of abrupt symmetrically enlarged stilling basin, Eq. (4.3) can be re-written as
follows:

L0 ¼ 7:42 � exp 0:37 � ~Zmaxcalc
� � ð4:8Þ

where

~Zmaxcalc ¼ zmax þ h2ð Þ=h1ð ÞEq: 4:7ð Þ�h2meas=h1calc
h i

� B=bð Þ�0:25 ð4:9Þ

with zmax þ h2ð Þ=h1ð ÞEq: 4:7ð Þ calculated using Eq. (4.7) and h2meas and h1calc derived
as specified above. Note that both Eqs. (4.8) and (4.9) coincide with Eqs. (4.3) and
(4.4) for B/b = 1. In particular, comparing Eqs. (4.9) and (4.4) it is evident that for
B/b > 1, the scour hole morphology, which is essentially 3D, contributes to modify
the relationship between maximum non dimensional scour depth and length. This is
due to the fact that increasing B/b, the scour hole depth increases faster than the
scour hole length, resulting to be confined by a more prominent surrounding ridge.

A further generalization of the effect of stilling basin geometry on the scour
features was proposed by Pagliara and Palermo (2011a). Authors tested several
geometric configurations of the stilling basin, including both transversal and
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longitudinal expansions (see Fig. 4.2b, d). Namely, the transversal expansion ratios
tested B/b varied between 1 and 2.8, whereas the longitudinal expansion ratios
E = A/B tested ranged between 1 and 2. It was observed that also for this config-
uration, a lateral flow re-circulation takes place. Nevertheless, the presence of the
downstream stilling basin contraction strongly modifies both scour hole morphol-
ogy and flow features, contributing to confine the hydraulic jump occurring inside
the expanded stilling basin. In presence of both longitudinal and transversal con-
tractions, two other flow re-circulating zones take place in correspondence with the
downstream transversal wall (i.e., where the channel has the same width of the
ramp). The downstream flow re-circulation is strongly depending on the ratio h2/h1,
as the hydraulic jump can shift towards or backward according to different tailwater
level in the downstream contracted channel, eventually impacting on the transversal
walls. In addition, the hydraulic jump appears symmetric and it is not characterized
by periodical asymmetrical oscillations as in the case in which downstream con-
traction is absent. In the tested range of parameters, the water level in the stilling
basin is generally higher than that occurring in the contracted channel.
Nevertheless, due to the complex 3D scour morphology, water depth in the stilling
basin can be sensibly different. This observation led Pagliara and Palermo (2011a)
to assume a virtual stilling basin water depth hA, which was derived considering the
simplifying hypothesis that no energy dissipation occurs between sections
x = A (upstream of the contraction) and 2-2 of Fig. 4.2a, d. In other words, authors
derived a fictitious water level hA in section A-A (x = A) of the enlarged stilling
basin from the following assumption:

h2 þ Q2

bh2ð Þ2 � 2 � g ¼ hA þ Q2

BhAð Þ2 �2 � g ð4:10Þ

Note that hA derived from Eq. (4.10) is depending only on h2 and h2 = hA when
no downstream contraction is present, i.e., E = 0 or E = ∞, representing the cases
illustrated in Fig. 4.2c, in which the stilling basin has either the same width of the
ramp (B/b = 1) or it is indefinitely transversally enlarged (1 < B/b ≤ 2.8), respec-
tively. Based on this observation, in the general case (presence of both transversal
and longitudinal expansions), the functional relationship expressed by Eq. (4.1) can
be modified as follows:

zmax þ hAð Þ=h1 ¼ f Fdxx; S;B=b;E; hA=h1ð Þ ð4:11Þ

When no longitudinal contraction is present, i.e., E = 0 or E = ∞, the proposed
Eq. (4.7) is valid. For both longitudinally and transversally expanded stilling basin
(0 < E ≤2 and 1 < B/b ≤ 2.8), Pagliara and Palermo (2011a) proposed a modified
densimetric Froude number, which includes the effects due to both stilling basin
geometry and the tailwater. The modified Froude number was derived in such a way
to preserve the analytical form of the general predicting equations reported above
(Eqs. 4.2 and 4.7). Namely, authors introduced the following modified densimetric
Froude number:
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F��
d90 ¼ ~Fd90 � f E; hA=h1ð Þ ð4:12Þ

in which

f E; hA=h1ð Þ ¼ �5:85 � S2 þ 4:24 � S� 0:49
� � � E � hA=h1ð Þ þ 1 ð4:13Þ

for 0 ≤ E ≤ 2 and 1 ≤ B/b ≤ 2.8 and

f E; hA=h1ð Þ ¼ 1 ð4:14Þ

for E = ∞ and 1 < B/b ≤ 2.8.
Thus, the general predicting equation becomes:

zmax þ hAð Þ=h1 ¼ 11:64 � Sþ 0:70ð Þ � exp �0:64 � Sþ 0:17ð Þ � F��
d90

� � ð4:15Þ

From the previous Eqs. (4.10), (4.13), (4.14) and (4.15), it easy to observe that if
E = 0 and B/b = 1 (no longitudinal and transversal expansion) hA = h2 and
Eq. (4.15) coincides with Eq. (4.2), whereas for E = ∞ and 1 < B/b ≤ 2.8, hA = h2
and Eq. (4.15) coincides with Eq. (4.7).

Regarding the non-dimensional longitudinal length L0, the findings of Breusers
and Raudkivi (1991), such as those of Pagliara et al. (2009b) and Pagliara and
Palermo (2010), are not confirmed in presence of both longitudinal and transversal
stilling basin expansions, i.e., the scour hole length cannot be expressed as only
function of the maximum scour depth. This occurrence is mainly due to the fact that
the scour region can be either confined in the expanded stilling basin or extend to
the contracted downstream channel, resulting in a scour length which strongly
depends on both geometric configuration and hydraulic conditions. Thus, for
1.8 ≤ B/b ≤ 2.8 and 1 ≤ E ≤ 2, Pagliara and Palermo (2011a) proposed the
following relationship to estimate L0:

ln L0ð Þ � S ¼ 0:30 � exp �24:10 � S2 þ 11:13 � S� 1:03
� � � Fd90
� � ð4:16Þ

Finally, in order to design the height hw of the expanded stilling basin walls,
Pagliara and Palermo (2011a) proposed to assume hw = 2 · hA, for which a safe
coefficient equal to 1.4 was considered.

4.2.2 Erosive Processes in Live-Bed Conditions

The presence of an upstream sediment transport contributes to deeply modify the
scour hole morphology. Namely, live-bed scour conditions take place when the
stilling basin is continuously fed by the upstream stream. It implies that equilibrium
conditions are reached when the rate of supplied sediment equals that of removed
sediment from the stilling basin and no significant variation in scour hole geometry
can be observed.
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In the case of a prismatic channel in which the stilling basin has the same width
of the ramp (B/b = 1, see Fig. 4.2a, c), Pagliara et al. (2012) analysed the scour
phenomenon and described the effect of upstream sediment concentration on the
main geometric parameters of the scour hole. Namely, authors built a block ramp
model, whose ramp slope S varied between 0.071 and 0.25. They conducted
experiments varying the inlet sediment load Qs-in which was supplied from the ramp
entrance. The relative inlet sediment concentration C‰ = (Qs-in/Q) · 1000, where
Q is the flow discharge, ranged between 0.029 and 0.66 for S = 0.071, between
0.026 and 0.746 for S = 0.125 and between 0.032 and 0.84 for S = 0.25.
Equilibrium conditions were achieved when Qs-in ≈ Qs-out, where Qs-out is the outlet
sediment load collected by a trap located at the end of the channel. The densimetric
Froude numbers tested varied in the following ranges: 3.46 ≤ Fd90 ≤ 4.35 for
S = 0.071, 4.34 ≤ Fd90 ≤ 5.30 for S = 0.125 and 4.86 ≤ Fd90 ≤ 5.86 for S = 0.25.
According to the classification proposed by Palermo et al. (2008), for the mentioned
range of parameters, “transport conditions” are achieved, i.e., no ridge formation
occurs downstream of the scour hole and no equilibrium condition is reached as the
scour hole gradually increases becoming flatter and longer if no sediment are
supplied from upstream. In the case of live-bed conditions, Pagliara et al. (2012)
showed that four different equilibrium profiles can be distinguished. Namely,
authors classified and termed the four profiles as DLB (scour profile with down-
stream bed degradation), ELB (scour profile with downstream bed level coincident
with the original one), ALB (scour profile with downstream bed aggradation), NSL

(absence of scour hole in the stilling basin). Thus, both the inlet sediment con-
centration and hydraulic conditions play a fundamental role in the resulting equi-
librium morphology. It implies that, in the case of live-bed conditions and for
B/b = 1, the functional relationship expressed by Eq. (4.1) can be modified as
follows:

zmax þ h2ð Þ=h1 ¼ f Fdxx; S;C%oð Þ ð4:17Þ

Experimental observations led authors to state that the non-dimensional
dependent variable (zmax + h2)/h1 is deeply affected by the densimentric Froude
number. It was experimentally observed that if the ramp configuration does not
change and C‰ is constant, the maximum scour depth increases for higher Fd90.
Furthermore, experimental tests showed that if C‰ increases, being constant all the
other variables, scour depth reduces and eventually no scour hole takes place.
Pagliara et al. (2012) proposed the following relationship to evaluate the maximum
scour depth, which is valid in the mentioned range of parameters:

zmax þ h2ð Þ
h1

¼ 2:60Sþ 1:47ð Þ � exp 0:28Sþ 0:07ð Þ � Fd90 þ 2:33S� 0:96ð Þ � C%o½ �
ð4:18Þ

Note that the previous equation is in agreement with experimental observations
(i.e., it monotonically increases with Fd90 and decreases with C‰) and predicts well
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the totality of model data (±10 %). In addition, morphology analysis was extended
to the non-dimensional scour length. Also in this case, non-dimensional scour
length is not depending only on scour depth. This occurrence is due to the fact that
in live-bed conditions it was experimentally proved that both geometric configu-
ration and hydraulic parameters deeply affect the non-dimensional profiles shape.
In fact, no profile similitude can be established as in the case of clear-water
conditions. Therefore, authors proposed the following non-dimensional relationship
to derive L0:

L0 � S
h2=h1

¼ 1:266 � Zm ð4:19Þ

with Zm = zm/h1. Nevertheless, it can be interfered that the non-dimensional scour
length is strictly related to non-dimensional scour depth. Note that Zm is depending
on the variables specified in Eq. (4.17); it implies that also L0 is depending on them.
The analysis of longitudinal profiles revealed that there is a close correlation
between the maximum scour hole length and the longitudinal distance ls of the
transversal cross section in which the maximum scour depth takes place. The non-
dimensional longitudinal position Ls = ls/h1 is related to the non-dimensional scour
length, hydraulic parameters and ramp configuration as follows:

Ls ¼ 4:489 � L0 � S
h2=h1

� �0:589
ð4:20Þ

Finally, the morphology analysis includes also the characteristic lengths of the
ridge. Namely, both non-dimensional ridge height ZM = zM/h1 and the longitudinal
distance of the maximum ridge height location (Ld = ld/h1) from the ramp toe can be
foreseen. It is evident that the following relationships apply only in the case in
which a ALB profile occurs, as, in other mentioned cases, no ridge takes place (i.e.,
for DLB and ELB). Just for example, Fig. 4.3a, b illustrates the existence fields of the
classified profiles typologies in terms of Fd90 and C‰ for S = 0.125 and for different
ranges of relative tailwaters h2/h1. Namely, the transition between the different
profile typologies is sketched, along with the hydraulic conditions for which they
are valid. For other tested slopes (S = 0.071 and S = 0.25), Pagliara et al. (2012)
proposed similar graphs.

The previous figure shows that for lower inlet sediment concentration and rel-
ative tailwater conditions, mainly ELB and ALB profiles take place (Fig. 4.3a),
whereas an increase of h2/h1 shifts the transition between the profile typologies
toward lower C‰ values (Fig. 4.3b). This occurrence is due to the fact that an
increase of h2 determines an increase of the diffusion length of the exiting flow in
the stilling basin, resulting in a reduction of the erosive forces. Based on these
observations and classification, Pagliara et al. (2012) proposed the following
empirical relationships to evaluate both ZM and Ld:
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ZM ¼ 171:47 � S2:45� � � exp 9:04 � S� 3:90ð Þ � Zm½ � ð4:21Þ

Ld ¼ 8:030 � exp 0:068 � L0ð Þ ð4:22Þ

As shown by previous equations, there is a close correlation between scour hole
geometric characteristics and ridge dimensions.

The analysis of scour morphology in live-bed conditions was also conducted in
the case of a stilling basin which is both longitudinally and transversally enlarged
by (Pagliara et al. 2011). In particular, authors analysed the configuration
reported in Fig. 4.2d in the following ranges of parameters: 0.083 < S < 0.25,
0.143 < C‰ < 0.574, 1 < E = A/B < 2, 1.8 < B/b < 2.8. Furthermore, for S = 0.083,

Fig. 4.3 Scour profile classification for S = 0.125 and a 1.63 < h2/h1 < 2.06 and b 2.32 < h2/h1 < 2.60
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Fd90 ranged between 4.81 and 6.24 and h2/h1 between 1.29 and 1.69; for S = 0.125,
Fd90 ranged between 5.65 and 6.54 and h2/h1 between 1.53 and 1.72; and, for
S = 0.250, Fd90 ranged between 6.63 and 7.16 and h2/h1 between 1.65 and 2.06.
Several preliminary tests were also conducted for E = ∞, in order to investigate the
similarities and differences between the symmetrically enlarged stilling basin in
clear-water and live-bed conditions. According to hydraulic jump classification
proposed by Pagliara et al. (2009a) for symmetrically enlarged stilling basin, sev-
eral similitudes can be pointed out in the case of E = ∞ for live-bed conditions. In
this last case, only a Repelled Oscillatory Jump takes place (termed R-OE=∞). It is
characterized by symmetrically re-circulating flow zones and by periodical
deflections of flow towards the stilling basin lateral walls. The hydraulic jump is not
forced to occur just downstream of the ramp toe and no prominent ridge forms
downstream of the scour hole. This is mainly due to high Fd90 values and to the fact
that flow tends to flatten the downstream ridge. In the case of both longitudinal and
transversal contraction (Fig. 4.2d), the flow pattern inside the stilling basin in live-
bed conditions becomes more complex, and, according to the expansion ratio E,
different hydraulic jump typologies and scour morphologies can take place, namely,
Repelled Oscillatory Impact Jump (R-OI-J) and Repelled Symmetric Free jump
(R-SF-J). R-OI-J hydraulic jump generally occurs for E = 1. It is characterized by a
strong re-circulation in correspondence with the downstream transversal walls, on
which the hydraulic jump directly impacts. Maximum scour depths generally occur
close to the stilling basin walls. R-SF-J hydraulic jump is entirely located in the
stilling basin and mainly occurs for E = 2. Maximum scour depth takes place in the
center of the pool and the flow re-circulation is similar to that occurring for E = ∞.
The stilling basin configuration determines substantial different erosive mechanisms
inside the stilling basin and in the downstream contracted channel, resulting in the
absence of (both transversal and axial) non-dimensional profiles similitude. Based
on experimental tests results, Pagliara et al. (2011) derived useful empirical rela-
tionships to predict the non-dimensional parameter (zmax + h2)/h1 and the longi-
tudinal distance ls from the ramp toe of the transversal section in which the
maximum scour depth occurs. Namely, they proposed the following equations:

ln zmax þ h2ð Þ=h1½ �
C%o

¼ ½ð�3:00 � C2
%o þ 2:70 � C%o � 0:45Þ � Fd90

þ ð63:60 � C2
%o � 61:50 � C%o þ 15:00Þ�

� ð33:60 � S2 þ 15:60 � S� 0:03Þ

ð4:23Þ

ln Lsð Þ ¼ 0:286Zmax þ 1:450 ð4:24Þ

Note that both the variables B/b and E do not exhibit a substantial effect on the
adopted dependent variable in Eq. (4.23). Thus, they do not appear in previous
equations. This occurrence allowed to simplify the proposed empirical relationship
and to furnish simple analytical tools to estimate the maximum scour depth.
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4.3 Stepped Gabion Weirs

Stepped gabion weirs are flexible grade-control structures which are widely used,
especially in mountain streams restoration. Their peculiarity is to dissipate a con-
siderable amount of energy and to be easily built and rearranged in order to satisfy
modified hydraulic conditions. Their hydraulic behavior has been studied by several
researchers, among these Peyras et al. (1992), Chinnararsi et al. (2008) and
Mohamed (2010). They pointed out the similarities of hydraulic behavior in the
dissipative mechanism between this structure typology and stepped chutes. In
particular, Pagliara and Palermo (2013) analyzed the onset conditions of different
flow regime on the stepped gabion weirs in clear-water conditions. Based on the
studies of Ohtsu et al. (2001), Pagliara and Palermo (2013) proposed a graph by
which it is possible to foresee which flow regime is occurring on stepped gabion
weirs knowing both geometrical characteristics and hydraulic parameters. They
stated that three flow regimes may occur: Nappe Flow, Transition Flow and
Skimming flow, respectively. Different flow regimes deeply influence the scour
process downstream of the hydraulic structures. In addition, the erosive mechanism
is also depending on which type of hydraulic jump is occurring in the stilling basin.
Two jump typologies were distinguished, according to the classification proposed
by Palermo et al. (2008): FMB and SMB hydraulic jump. This last hydraulic jump
typology mainly occurs for high downstream tailwater level h2. Furthermore,
authors tested different boundary configurations of the structure. In particular, they
tested four configurations termed as GW0, GWimp, GWf and GWf-imp. In Fig. 4.4, a
comprehensive diagram sketch of the different configurations tested is reported,
along with the main geometric and hydraulic parameters. H is the height of the
structure and eventual filtering layer from the original stilling basin level, h is the
upstream water depth, h2 is the downstream water depth, hs = ws are the height and
width of the steps, respectively, ls is the maximum scour hole length, zmax is the
maximum scour depth, zM is the ridge height, x and z are the longitudinal and
vertical coordinates of the selected reference system. Figure 4.5 shows a picture of a
stepped gabion weir built in Ripalimosani, Molise (Italy).

Authors conducted several tests in clear-water conditions in the presence of a
filtering layer located upstream of the structure and other tests involving the
presence of an impermeable covering, which did not allow the flow passage either
inside the structure or in both filtering layer and structure. Therefore, in the absence
of an upstream filtering layer, two configurations were tested: GW0, characterized
by the absence of any impermeable covering on the upstream part of the structure
(base configuration); and GWimp, for which an impermeable steel covering was
located on the upstream part of the structure, in order to not allow an upstream flow
infiltration in it. In the presence of an upstream filtering layer, the two tested
configuration were: GWf (base configuration with filtering layer) and GWf-imp,
characterized by an impermeable steel covering located on both the filtering layer
and upstream part of the structure. It has to be specified that the filtering layer
contains the same material constituting the stilling basin, whereas, the material
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constituting the stepped gabion weirs is consistently bigger in size as it is common
in practical applications. Pagliara and Palermo (2013) analysed the scour processes
in clear-water conditions for all the mentioned structure configurations. They
experimentally verified that, for each boundary structure condition, the maximum
non dimensional scour depth zmax/E0 can be expressed as only function of A50:

zmax

E0
¼ f A50ð Þ ð4:25Þ

in which A50 = q/[H · [g · d50 · (Δρ/ρ)]0.5] is the parameter introduced by
D’Agostino and Ferro (2004) for grade-control structures, where q is the unit
discharge, d50 is the mean grain size of the stilling basin material, Δρ = ρs − ρ with
ρs and ρ the stilling basin material and water densities, respectively, g is the

Fig. 4.4 Diagram sketch of a stepped gabion weirs along with the geometric and hydraulic
parameters

Fig. 4.5 Picture of a stepped gabion weir built in Ripalimosani, Molise (Italy)
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gravitational acceleration and E0 the total energy head upstream of the structure.
Note, that the previous equation satisfactorily predicts the totality of experimental
data, it means that for practical applications the effect of other non-dimensional
parameters can be considered negligible. In particular, the effect of the relative
tailwater h2/H on zmax/E0 was proven to be not significant in the tested range of
parameters. Based on these observations, Pagliara and Palermo (2013) proposed the
following relationship in order to estimate zmax/E0, which is valid for the tested
structures GWimp, GWf and GWf-imp, under clear-water conditions and in the fol-
lowing ranges of parameters: 0.2 < h2/H < 0.8 and 0.3 < A50 < 1.

zmax

E0
¼ 7:53 � A3

50 � 11:53 � A2
50 þ 6:66 � A50 � 1:16 ð4:26Þ

The following Fig. 4.6 shows the plot of the previous Eq. (4.26) along with the
plots of the Eqs. (4.31)–(4.33) valid for rock grade-control structures which will be
discussed in the next paragraph.

In this figure, the different scour evolution behaviour occurring between Nappe
Flow and Skimming Flow regimes is evident. A clear transition takes place for
0.5 < A50 < 0.7. The scour depth increases significantly faster with A50 in the case of
Skimming Flow regime (A50 > 0.7) occurring on the structures.

In general, the shape of the transversal cross-section in which the maximum
scour depth takes place is not 2D. A certain three-dimensionality always occurs,
mainly due to the wall effects especially for low A50 values. Pagliara and Palermo
(2013) found that there is a close relationship between the maximum scour depth
zmax and the averaged value of the scour depth zm in the section in which zmax

occurs. Namely, they derived the following equation:

zmax

zm
¼ 1:00þ 0:15 � A�2:00

50 ð4:27Þ

Fig. 4.6 Plots of Eqs. (4.26) and (4.31)–(4.33) valid for stepped gabion weirs, B1-B2, Bf and Bf-imp,
respectively, along with the delimitation of the transition zone between Nappe Flow and Skimming
Flow regimes
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As it was observed also for block ramps, the ratio zmax/zm is a monotonic
decreasing function of the parameter A50. It means that for higher discharges or
densimetric Froude numbers the scour shape tends to become more 2D.
Furthermore, authors furnished also a set of three useful empirical relationships to
foresee the maximum non dimensional scour length Ls = ls/E0:

ls
E0

¼ 4:2
zmax

E0
ð4:28Þ

valid for GWimp structures,

ls
E0

¼ 3:6
zmax

E0
ð4:29Þ

valid for GWf structures and

ls
E0

¼ 5:1
zmax

E0
ð4:30Þ

valid for GWf-imp structures.

4.4 Rock Grade Control Structures

Rock grade control structures are also used for river restoration. As stepped gabion
weirs and block ramps, they are flexible hydraulic structures which can be suitable
for a large variety of natural contests. They can be used instead of concrete check
dams and eventually to reconvert them. The main difference between rock grade
control structures and block ramp is the downstream surface slope. Generally, block
ramp is characterized by mild bed slopes, whereas rock grade control structures
exhibit a considerable downstream and upstream surface slope. Figure 4.7 shows a
picture of a rock grade control structure built in Cardoso river (Tuscany, Italy).

According to the rock sizes constituting the structure and to the hydraulic
conditions, three flow regimes can occur on them. Pagliara and Palermo (2013)
analyzed the hydraulics of rock grade control structures and found that similarities
with stepped chutes and stepped gabion weirs can be pointed out. Authors
conducted their studies using different experimental models, i.e., as for stepped
gabion weirs, they analyzed both the hydraulic behavior and the scour mechanism
in the stilling basin varying hydraulic and structure boundary conditions. Namely,
they tested three different structure configurations, under clear-water conditions:
B1-B2, Bf and Bf-imp, respectively. Rocks constituting the structures were linked
together using a silicone glue (i.e., the structure is impermeable). Tests with base
configuration B1-B2 were conducted without any upstream filtering layer. In
addition, other experimental tests were conducted both in presence and absence of
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an impermeable covering located on an upstream filtering layer. The tested con-
figuration with upstream permeable layer was termed Bf, whereas the configuration
with a filtering layer made impermeable using a steel covering was termed Bf-imp.
The filtering layer had the same height H of the structure from the original stilling
basin bed level.

Also in the presence of rock grade control structures, two hydraulic jump
typologies occur in the stilling basin, namely FMB and SMB. The transition between
the two hydraulic jump typologies takes place for h2/H ≈ 0.5. The following figure
is illustrating a comprehensive diagram sketch of the various tested configurations,
along with hydraulic and geometric parameters (Fig. 4.8).

Following the approach exposed for stepped gabion weirs, Pagliara and Palermo
(2013) derived three empirical equations to foresee the maximum non dimensional
scour hole depth zmax/E0, valid in clear-water conditions and in the same range of
parameters specified for stepped gabion weirs:

zmax

E0
¼ 3:28 � A3

50 � 6:28 � A2
50 þ 4:74 � A50 � 0:95 ð4:31Þ

valid for structure configuration B1-B2,

zmax

E0
¼ 3:46 � A3

50 � 6:96 � A2
50 þ 5:42 � A50 � 1:09 ð4:32Þ

Fig. 4.7 Picture of a rock grade control structure built in Cardoso river (Tuscany, Italy)
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valid for structure configuration Bf and

zmax

E0
¼ 13:46 � A3

50 � 22:02 � A2
50 þ 13:12 � A50 � 2:32 ð4:33Þ

valid for structure configuration Bf-imp.
As specified, the previous equations are plotted in Fig. 4.6. It can be easily

inferred that also for rock grade control structures there is a different behaviour in
terms of scour mechanism according to the flow regime occurring on the structure
itself. In addition, the different boundary configurations determine a variation in
erosive process. In fact, for stepped gabion weirs, it was found that one unique
equation could satisfactorily predict the totality of experimental data. In this case,
this finding is not confirmed. The maximum non dimensional scour depth occurs
for configuration Bf-imp.

Pagliara and Palermo (2013) also proposed an empirical relationship to estimate
the maximum scour length. Namely, they experimentally proved that the maximum
scour length ls/E0 for all the rock grade control structures can be expressed by the
following function:

ls
E0

¼ 3:16
zmax

E0
ð4:34Þ

It is evident that there is a close relationship between the scour depth and length.

4.5 Conclusions

The present chapter synthesized some of the most relevant literature contributions
for the design of low-head hydraulic structures. The analysis focused on the
following low-environment impact structures: block ramps, stepped gabion weirs
and rock grade control structures. The erosive process occurring in the downstream

Fig. 4.8 Diagram sketch of a rock grade control structure along with the geometric and hydraulic
parameters
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stilling basin was discussed for each one of the mentioned structure. It was shown
that it is influenced by both structure configuration and stilling basin geometric
characteristics. Several useful practical relationships were proposed and discussed.
They constitute a valid tool to predict the main lengths of the scour morphology and
can give designers a valid help to optimize both hydraulic structures and stilling
basin geometry.
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Chapter 5
Current Research and Challenges Related
to Shallow Flows

Wim Uijttewaal

Abstract Many environmental flows can be considered as shallow. The effects of
shallowness are reflected in a strong influence of bed friction and in horizontal
velocity gradients as a result of variations in bathymetry and roughness. The hor-
izontal length scales, being generally larger than the vertical length scales, dominate
the flow pattern through horizontal momentum exchange. However, three-dimen-
sional effects do play an important role as non-uniformity of bed roughness gives
rise to secondary circulation driven by turbulence anisotropy. This not only results
in vertical motion, but also hampers the development of eddies formed in the
horizontal shear layers. This chapter addresses a few examples where the flow
structure is affected by groynes, and examples where roughness variations are the
dominant mechanisms creating horizontal shear layers. In the latter cases, the
contribution of secondary circulation to horizontal momentum transfer cannot be
neglected, demonstrating the importance of three-dimensional effects in shallow
flows.

Keywords Shallow flows � Flow structures � Mixing � Turbulence � Roughness
transitions � Secondary circulation

5.1 Introduction

Environmental flows can often be considered as shallow. Particularly in lowland
rivers, estuaries and intertidal areas, the water depth is much smaller than the hori-
zontal dimensions of the flow domain. This puts restrictions on the degrees of
freedom the flows and the turbulence structures therein have. By definition the
disparate horizontal and vertical length scales are reflected in the flow properties and
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associated transport processes. Induced by the flow geometry or inflow conditions,
gyres and other large-scale coherent structures can extend over horizontal distances
that are much larger than the water depth and have the capacity to transport mass and
momentum over such distances. Examples can be found with river confluences,
groyne field flows, shallow wakes, compound channels and tidal flats (see also
Uijttewaal and Booij (2000), Jirka and Uijttewaal 2004; Uijttewaal 2014).

5.2 Simplifying a Three-Dimensional Flow

In most modelling applications the shallowness of the flow suggests the use of a
depth-averaged approach, despite the fact that the velocities are far from uniform
over the vertical. The no-slip boundary conditions at the bed link the properties of
the bed and its variations to the flow. It is therefore important to notice that in
contrast with deep water the details of the near-bed processes have a large effect on
the flow as a whole. Integrating the ensemble averaged Navier-Stokes equations
over the water depth results in the shallow water equations in which only a few
parameters representing bed friction and horizontal mixing, are remaining.

Reducing all 3D processes to a 2D description allows for a simpler interpretation
of the flows but at the same time prohibits the representation of the many essentially
3D-effects present in a turbulent environmental flow. A velocity component u can
be interpreted as being composed of three parts: the depth and ensemble averaged
mean velocity �u, the deviation of the mean velocity from the depth averaged one ~u
and the fluctuation with respect to the local mean u

0
; Thus u ¼ �uþ ~uþ u0.

By making this distinction it is possible to separate the 2D and 3D mean motion
from the fluctuating component. The latter, u0, can be further subdivided into
horizontal large-scale (>h) quasi-2D fluctuations and 3D small-scale fluctuations
(<h).

The depth averaged continuity and momentum equations for the streamwise
x direction with velocity component �u and transverse y direction with component �v,
include bed friction, horizontal turbulence viscosity, pressure p and body forces k,
and read for a constant water depth D:

@�u
@x

þ @�v
@y

¼ 0 ð5:1Þ

@�u
@t

þ �u
@�u
@x

þ �v
@�u
@y

¼ � 1
q
@�p
@x

� cf
D
�u

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�u2 þ �v2

p
þ mtr2�uþ kx ð5:2Þ

@�v
@t

þ �u
@�v
@x

þ �v
@�v
@y

¼ � 1
q
@�p
@y

� cf
D
�v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�u2 þ �v2

p
þ mtr2�vþ ky ð5:3Þ

in which q is the mass density, cf is the bed friction coefficient, and mt the horizontal
eddy viscosity. All aspects relevant for the particular flow field need to be expressed
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in terms of the latter two parameters. The contributions that hinder the flow such as
bed roughness, vegetation, and permeable obstacles need to be parameterized in an
effective friction coefficient, and all processes that contribute to horizontal mixing
are absorbed in the turbulent viscosity.

The turbulent viscosity in these equations results from two sources i.e. the
production of turbulence in the boundary layer characterized by the friction velocity
u* and the water depth D:mt3D / u�D, and the contribution resulting from the
horizontal mixing mt2D / Ucd. The latter one is important in locations where the
horizontal velocity differences characterized by Uc are substantial and the hori-
zontal mixing length scale d is much larger than the water depth D. Note that for
convenience the velocities in this paragraph are indicated by the symbol u, but are
not necessarily restricted to the streamwise component. Considering the relative
importance of bed friction in comparison with horizontal mixing we obtain the so
called bed friction number S, which for a shallow mixing layer reads (Chu and
Babarutsi 1988):

S ¼
cf
D U

2
c

mt2D d2�u
dy2

¼
cf
D U

2
c

Ucd DU
d2

¼ cf dUc

DDU
ð5:4Þ

Here Uc is a characteristic advection velocity, DU a characteristic velocity dif-
ference. For large values of S friction stabilizes the flow whereas for small values
shear instabilities give rise to the formation of large eddy structures. A similar
parameter was defined for shallow wakes (Chen and Jirka 1995). Based on
experimental data, critical values for S can be found that demarcate stable from
unstable conditions. It does however not provide any information on the length
scales or intensities of the large eddy structures.

For many engineering applications a 2D description suffices and solutions can be
found using limited resources. The simplest solutions are found in cases where the
influence of bed friction and pressure gradients are small and self-similar solutions
can be found from the notion that the advection of mean momentum is balanced by
the shear stresses. Archetypical examples are free jets, wakes and mixing layers in
which the transverse length scale is directly linked to the downstream distance on
the basis conservation principles and dimensional analysis (Townsend 1956). The
self-similarity is destroyed as the water depth introduces another length scale that
remains rather constant in contrast with the varying length scales of the evolving
free-shear flows. However by including the bed friction length scale in the analysis
of a shallow mixing layer, van Prooijen and Uijttewaal (2002) found a self-similar
solution for the conditions where the velocity difference is small in comparison with
the mean streamwise velocity, given by:

d xð Þ ¼ a
DU
Uc

D
2cf

1� exp � 2cf
D

x

� �� �
ð5:5Þ
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in which α is the growth rate as found for unbounded shear layers (α = 0.085) and
the velocity difference decreasing over a characteristic distance D=2cf , With the
decreasing velocity difference the effects of friction become more important leading
to an increase of the friction number (see Eq. 5.4).

The depth-average description of the flow basically contains two parameters that
in addition to the boundary conditions determine the flow. These are the bed friction
coefficient cf and the effective horizontal turbulent viscosity νt. Both are parame-
terizations of the complex processes associated with the flow losing momentum
against bed friction and momentum exchange in the horizontal plane. For shallow
wakes and jets similar approaches can be taken in which the friction number plays
the same role as above, discriminating between bed friction dominated or large-
eddy dominated momentum transfer.

5.3 Eddy Structures

In cases where eddy structures have the chance to develop, the dynamics are
governed by the flow geometry and the generation mechanism. Three mechanisms
can be discerned (Jirka 2001): I Topographical forcing, II Internal transverse shear
instabilities, and III Secondary instabilities of the base flow

I. The strongest forcing is due to the geometry of the flow domain. Obstacles and
irregularities of the boundaries give rise to flow separation in the form of
detachment of the wall boundary layer. This transverse shear tends to roll up
and form spatially growing structures. Examples are found in shallow wakes,
sudden expansions etc. As with the Von Kármán vortex street, the formation
of vortices requires a minimum Reynolds number, but due to the shallowness
an additional requirement prescribes that the bed friction should be weak
enough (small value of S) to allow the formation of vortices (Chen and Jirka
1995). As the horizontal dimensions of the obstacle introduce a length scale
for shed vortices they can be generated at a scale that is much larger than the
water depth.

II. Shear layers are formed as a result of upstream disturbances, confluences of
rivers, jets etc. Such shear layers are intrinsically unstable (Brown and Roshko
1974) and result in Kelvin-Helmholz instabilities provided these are not
damped by bed friction. This also requires a small value of S (Ingram and Chu
1987; van Prooijen and Uijttewaal 2002).

III. Spontaneous formation of large coherent structures can occur as equally signed
vortices have the tendency to merge into a large vortex. By such mechanism
‘random’ vorticity fluctuations can organize into a structured large scale vortex
pattern (Sommeria 1986). This process is promoted by two-dimensional forcing
in terms of stratification, background rotation or other vertical confinements that
aligns the vorticity directions (Uijttewaal and Jirka 2003).
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The evolution of the mean flow properties described above is not directly
addressing the emergence and evolution of the eddy structures that are formed in
the unstable shear layer. That information is found from a stability analysis of the
shear flow. The simplest form, a linear stability analysis, with the incorporation of
bed friction, (Chen and Jirka 1998), and the effects of 3D-boundary layer turbulence
in the form an eddy viscosity (van Prooijen and Uijttewaal 2002) results in esti-
mates of the length scales that develop in the unstable shear layer. By including the
stabilizing effects of a turbulent viscosity and bed friction also provides information
about the negative growth, and thus the evolution of the spectral distribution of
energy in the large scales. Although a linear stability analysis is only valid for
small-amplitude disturbances, van Prooijen and Uijttewaal (2002) demonstrated
that for the simple conditions of their laboratory study the spectral evolution of
shear layer vortices could be reproduced quite well by accumulating the growth and
reduction rate for each length scale along the downstream direction of the mixing
layer.

A more complete analysis of the mixing layer evolution and the structures
therein can be found using more advanced non-linear analyses or eddy resolving 3D
numerical simulations (Rodi et al. 2013).

5.4 Applications to Groyne Fields in Rivers

As mentioned in the introduction, environmental flows such as rivers can generally
be considered as shallow, thus giving rise to the formation of large eddy structures,
particularly when the flow is disturbed by structures that are built in the main
channel, in the flood plains or at the banks.

In many lowland rivers, groynes are used for bank protection. Slender structures
oriented perpendicular to the river axis keep the high flow velocities away from the
erodible banks. In this way the flow is blocked in the near-bank region and the
confined cross-sectional area leads to higher velocities in the centre of the river with
a consequent deepening of the main channel, which is beneficial for navigation
purposes. For normal flow conditions the equilibrium bed level can be ‘adjusted’ by
choosing the proper length for the groynes fitting with the desired width of the main
channel.

The common flow field found in groyne fields with an aspect ratio close to unity
consists of a single gyre that fills up the whole groyne field (Fig. 5.1). The circu-
lation is driven by the momentum exchange with the main stream through the
interfacial mixing layer that can be considered as shallow.

In the corners near the bank small counter rotating gyres are found. With this
geometry a stable circulation is obtained which flows rather smoothly at about 30 %
of the main stream velocity. When the distance between the groynes increases,
resulting in an aspect ratio of about w/l = 0.5, the circulation cell becomes elongated
and separates from the bank (see also Chen and Ikeda 1997; Kimura and Hosoda
1997; Uijttewaal et al. 2001; Weitbrecht and Jirka 2001). This provides room for a
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much larger secondary gyre rotating in the opposite direction. The secondary gyre
gets its momentum from the primary gyre via an intermediate mixing layer resulting
in a velocity of approximately 30 % of the speed of the primary gyre. There appears
to be no direct contact between the secondary gyre and the main stream. Its flow
velocity and the exchange with the main stream are therefore very small. The
mixing layer has more time and space to develop and is on average wider than in
the square groyne field. It starts already with a significant width and grows further
downstream over the length of the groyne field. This is due to the vortex shedding
that occurs at the groyne tip and the velocity gradient sustaining and enhancing the
vortical motion.

Due to the dynamics in the flow in the mixing layer the instantaneous velocity
field differs considerably from the time averaged flow pattern. This is nicely vis-
ualised in the comparison in Fig. 5.2. The primary and secondary gyre look smooth
and well defined in the time averaged picture. This pattern can hardly be recognised
from the instantaneous picture where a vortex detaches from the groyne tip and
merges with the primary gyre. The strong deformation of the gyre pattern and the
large contribution of the dynamic eddies to the exchange of mass and momentum
gives an impression of the difficulties associated with the forecasting of mixing and
transport. The dominant length scale of horizontal mixing is intermittently governed

Mixing layer
Mixing layer

Primary gyre
Sec.
gyre

l

w

Fig. 5.1 Flow patterns, indicated by arrows, as observed with dye exchange experiments for two
different aspect ratios w/l = 0.7 left, w/l = 0.3 right. The thick arrows in the lower parts of the
figures indicate the direction of the main stream

Sec Prim Dynamic Eddy

Fig. 5.2 Difference between time averaged and instantaneous flow field (Uijttewaal et al. 2001)
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by the dynamic eddies that do not show up in the mean flow field. Moreover, in
most applications in rivers on the downstream side of the groyne tip a scour hole is
formed which is often associated with the dynamics of the flow in that area. The
formation of these scour holes can be reproduced in downscaled laboratory
experiments (Garde et al. 1961; Gill 1972).

In the dye-exchange experiment of Fig. 5.2 (right panel), the background of the
vector plot shows a dye visualisation of the associated exchange of mass. Starting
with a groyne field homogeneously coloured the exchange of mass gradually
washes out the dye, first from the primary gyre, later on also from the slower
exchanging secondary gyre. The figure also shows the important role played by the
dynamic eddy in this process. Setting up a simple mass balance with the assumption
of a uniform exchange velocity over the length of the interface between the groyne
field and the main stream demonstrates that the characteristic time of exchange is
proportional to the width of the groyne field w and inversely proportional to the
velocity in the main stream Ur. This time scale can be found from a time series of
the decreasing mean concentration averaged over the groyne field.

Figure 5.3 shows the decrease in time of the integrated dye content as measured
in the two different groyne fields of Fig. 5.1. The logarithmic scale for the con-
centration makes the exponential decay visible as a straight line. This holds for
more than 90 % of the rapid exchange of the large groyne field while the smaller
groyne field shows a gradual deviation from this line starting beyond 50 %.

The exponential decay suggests a first order process where the decrease in
concentration is proportional to the concentration itself and is governed by a single
time constant. However, the experiments of Fig. 5.3 where performed using the
same groyne field width and main stream velocity which should have resulted in the
same exchange time for both cases. The visualization of this process (Fig. 5.1)
shows that the dynamics of the exchange process are affected by the groyne field
length. The largest groyne field in this example allows for a further development of
the mixing layer such that larger eddies are formed contributing to a faster exchange
of mass per unit of interfacial area between the mainstream and the groyne field.

Fig. 5.3 Decay of the
integral dye content of an
initial homogeneous
concentration distribution for
groyne fields of different
aspect ratios (Uijttewaal et al.
2001)
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It appears correct to assume a single retention or relaxation time in modeling the
exchange but care should be taken of the specific geometrical aspects (Altai and
Chu 1997; Uijttewaal et al. 2001; Weitbrecht and Jirka 2001; Weitbrecht et al.
2008).

With the exchange process characterized by a single parameter the effect of
groyne fields on the dispersion in rivers can easily be represented in a one-
dimensional model (Mazijk 1996).

5.5 Three-Dimensional Effects

The above considerations are valid in cases where the flow is predominantly hor-
izontal and dominated by bed friction. Identifying shear layers and incorporating
their contribution to horizontal mixing could justify a 2D approach (depth aver-
aged) in the modelling of such flows.

However, by definition no flow is two-dimensional and plenty of examples of
shallow flows can be found that are, in addition to the omnipresent 3D-turbulence,
affected by 3D-phenomena as part of the mean flow. These can be due to abrupt
variations in the water depth in transverse (Tominaga and Nezu 1991) or stream-
wise direction (Ali and Uijttewaal 2014). Another effect that relates to transverse
variations is found in curved flows as in river bends (see Van Balen et al. 2010). In
those cases vertical motion is induced by flow separation and associated secondary
circulation.

5.5.1 Roughness Induced Shear Layer

More subtle and less well known 3D effects are found for shallow flows in simple
uniform geometries. Well known examples are the secondary circulations in
straight flumes caused by the turbulence anisotropy in the corners (Naot and Rodi
1982; Studerus 1982; Nezu and Nakagawa 1993).

In natural systems the bed is seldom smooth and roughness distributions can be
heterogeneous on various scales. In order to study what happens at the transitions
from hydraulically smooth to rough beds in streamwise and transverse directions a
geometry was arranged as depicted in Fig. 5.4. Provided the presence of a trans-
versely uniform longitudinal gradient, in comparison with a smooth bed, the flow
above a rough bed attains a lower mean velocity. Above the transverse transition
between the smooth and the rough bed a mixing layer develops. As with a com-
pound channel, at a certain downstream distance an equilibrium situation estab-
lishes for the transverse distribution of the streamwise velocity. For the case shown,
this distance is of the order of 50 times the depth. In contrast with the classical free
shallow mixing layer, the width of the mixing layer in this case remains of the order
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of the water depth indicating that another mechanism is governing the momentum
transfer (Vermaas et al. 2011).

Surprisingly, no large eddy structures are found in this case. This explains why
the mixing layer in Fig. 5.5 remains narrow despite the large downstream distance.
Apparently here the water depth determines the dominant length scale of mixing. It
turns out that for this configuration the transverse roughness change gives rise to a
circulation cell in the plane perpendicular to the main stream as shown in Fig. 5.6.
Though the magnitude of the transverse velocity is small, it is large enough to
prevent mixing layer eddies to be formed. It is clear from Fig. 5.6 that near the bed
close to the transition the flow is pushed away from the rough towards the smooth
side. The formation of streamwise vorticity is known to occur where the anisotropy
in the turbulence is strong (Perkins 1970). The corner eddies in a straight open
channel are examples of the same phenomenon. The strength of the cell is influ-
enced by the abruptness of the lateral change in bed roughness.

As the circulation cell is bounded by the vertical dimensions of the flow, the
mixing layer width is also restricted to this size. Any large-scale structure that

Fig. 5.4 Sketch of an experiment on mixing layer formation due to roughness difference. Top
view of the experimental configuration

Fig. 5.5 Measured transverse profiles of streamwise velocity are labeled with downstream
distance (m) and the velocity scale is shifted 0.1 m/s for each curve (Vermaas et al. 2011)
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would develop in the mixing layer is advected and deformed by the circulation cell
before it can attain a significant amplitude. These phenomena can also be
encountered in compound channel flows when the transition between the main
channel and flood plain is rather abrupt (Tominaga and Nezu 1991).

5.5.2 Roughness Induced Wake

Unlike solid obstructions, a porous obstruction in shallow flows allows mass to
flow through it, which decreases the streamwise velocity gradient implying an
increasing stability of the wake as shown by Zong and Nepf (2012) for a patch of
simulated vegetation. However, depending on the dimensions of the obstruction
and its porosity, interaction between the separate mixing layers inside the
obstruction can occur, suggesting a possible decrease in stability in the wake.

A shallow wake induced by roughness heterogeneity includes an additional
mechanism responsible for exchanging momentum, namely the secondary circu-
lation as seen in Sect. 5.5.1. This circulation with a streamwise directed axis,
transports high momentum fluid towards the centerline of the wake and low
momentum fluid to the edge of the wake. The circulation is again driven by tur-
bulence anisotropy in the vertical and lateral direction, e.g. a discontinuity in
roughness and/or geometry, as shown analytically by Einstein and Li (1958), and
Nezu and Nakagawa (1993).

The flow structure of the wake becomes more complex due to the interaction of the
secondary circulation with the other mechanisms. The circulation brings high
momentum fluid towards the bottom leading to a local increase of the bottom friction
at the position of downward flow. The opposite occurs in the region of upward flow
(Ikeda 1981). Although the interaction between the large scale horizontal shear and
the secondary circulation has never been described in the wake of a roughness patch,
its interaction has been examined by for instance Vermaas et al. (2011).

Fig. 5.6 Time averaged velocities in a cross-sectional plane in a developed flow over parallel
lanes that differ in roughness. ADV measurements (Vermaas et al. 2011)
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The secondary circulation is suggested to dampen the growth of the large scale
horizontal structures due to wake inward velocity component at the surface. The
circulation results in a deformation these horizontal structures, which indicates the
difficulty of proper representing the flow field by means of a quasi two-dimensional
modeling approach. In Fig. 5.7 a conceptual picture is shown of the flow structure in
the wake of the roughness patch against the background of the experimental set-up of
a 3 m wide 20 m long shallow flume (Voermans and Uijttewaal 2013).

The roughness patch is 0.5 m wide and 6 m long consisting of irregularly shaped
stones with a nominal diameter of dn = 21 mm. Velocities were measured using an
Acoustic Doppler Velocimeter (Vectrino).

The mechanisms of mass and momentum exchange contributing to the recovery
of the wake can be recognized qualitatively, their relative importance however
needs to be quantified from experimental data. The quantification is established by a
momentum balance. Figure 5.8 shows the control volume of this balance that
covers the range downstream from the patch. In transverse direction it ranges from
the line of symmetry towards the left hand side. The balance is based on the shallow
water equations; see for instance Vreugdenhil (1994) which for the streamwise
depth averaged momentum results in Eq. (5.6). Note that in case of a constant water
depth, this is the equivalent of Eq. (5.2). The momentum exchange caused by the
flow structures is denoted by Tij (Eq. 5.7), where i and j take the values of the
coordinate directions x and y.

Fig. 5.7 Photograph of experimental set-up including a schematization of the mechanisms of
momentum transfer, i.e. lateral advection, large scale horizontal shear and the secondary
circulation. Note the definition of the coordinate system. The relatively dark rectangular area is the
downstream end of the 6 × 0.5 m2 roughness patch
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Integration over the section at which the force is acting leads to the balance
equation for the control volume and the formulation of the individual terms
(Eq. 5.8).
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Term I is zero since with this statistically stationary flow, the time averaged
values of the quantities have been taken and not the ensemble averaged ones. Term
II is indicated in Fig. 5.8 and represents the difference between the streamwise
momentum at the beginning and the end of the control volume. The transverse mass
flow, the hydrostatic pressure and the bottom friction correspond to terms III, IV
and V, respectively. The normal stresses of term VI is considered small in com-
parison with term VII that represents a shear stress, frequently modeled by means of
an eddy viscosity, i.e. the viscous stresses, turbulent stresses and the differential
advection as indicated by IX, X and XI, respectively. Term IX is considered neg-
ligible in comparison with the turbulent stresses of term X, for sufficiently high
Reynolds numbers and at some distance from the wall. Term XI represents the

Fig. 5.8 Definition of control volume with the various contributions to the momentum balance,
seen from above. On the left the end of the roughness patch is indicated. The control volume has
lateral coordinates of y = −0.25 m (axis of symmetry) and y = 0 m (edge of the patch). The
longitudinal coordinates as used with the experimental data, are x = 5 m and x = 6 m
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secondary circulation and is an additional term originating from the depth-aver-
aging of the Reynolds-equations (Tennekes and Lumley 1972).

Term VIII has been set to zero since no external forces are taken into account.
Integration of Eq. (5.6) over the depth and the perimeter of the domain leads to

the momentum balance Eq. (5.8) for the control volume and the formulation of the
remaining individual force terms associated with the above terms II, V, III, X, XI
and IV, respectively.

M þ Tb ¼ MF þMixþ SC þ Pr; with ð5:8Þ

M ¼ Dq
Zy2
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dy ðIIÞ
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Z y2
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Figure 5.9 shows the contributions to the momentum balance as a function of the
normalized longitudinal distance. The main mechanisms contributing to the
recovery of the wake show decreasing exchange with downstream distance, since
the driving mechanisms are absent or decreasing as well, except for the constant
contribution of the hydrostatic pressure force (Pr) and the dissipation of momentum
by bottom shear (T) which tends to increase after a certain distance. Although the
local absolute velocity of the secondary circulation (SC) is larger than the lateral
advection (MF) (Fig. 5.3), the total transport of momentum at the given boundary is
less for the secondary circulation since the upper and lower part of the water
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column have an opposite directed lateral velocity component. The contribution of
the large scale horizontal structures (Mix) to the recovery of the wake is similar to
the contribution of the secondary circulation for the 0.12 m water depth case
whereas the contributions by the large scale horizontal structures are larger for the
0.08 m water depth case. All mechanisms do play a significant role in the structure
of the wake behind a roughness patch and associated momentum transport. This
implies that an accurate description of the flow requires a three-dimensional
modeling approach or a smart parameterization of the observed effects.

The critical stability parameter S was found to be of the order of 0.1 using
theoretical (Chu et al. 1991) as well as experimental considerations (Chen and Jirka
1995). It should be noted that this is based on a quasi-two-dimensional assumption
which suggests that the effects of the roughness are uniformly affecting the full
water column. Based on the experimental data of our experiment, the stability
parameter happens to be rather low i.e. of the order of 0.001, which is the result of
the high shear velocity caused by the lateral roughness heterogeneity. This would
suggest for the large horizontal scale, according to the definition of the parameter, a
negligible dissipation of turbulent kinetic energy (TKE) by bottom friction in
comparison with the production of TKE by lateral shear, resulting in a continuous
increase of the large horizontal structures i.e. an unstable wake. However, visual
observations show the opposite with a stable wake for the 12 cm water depth case
and an ‘unsteady bubble’ for the 8 cm water depth case. Likewise, Fig. 5.9 shows
that bottom friction cannot be neglected.

The discrepancy between the stability parameter from the experiment and the
critical parameter found by others is suggested to originate within its definition,
since the flow field of a wake behind a roughness patch is not adequately described
by a quasi-two-dimensional modeling approach. The secondary circulation has a
dampening effect on the growth of the large horizontal structures, which is not taken
into account in the parameter.

Fig. 5.9 Momentum exchange at the boundary of the control volume as a function of the
streamwise position, see Fig. 5.8. For a water depth D = 8 cm (left), and 12 cm (right)
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5.6 Challenges

Considering shallow flows in laboratory conditions helps understanding the phys-
ical processes under controlled conditions. From the above addressed flow phe-
nomena it is seen that even with rather simple geometries complex three-
dimensional processes govern the evolution of the large-scale eddy structures.

However, the context of shallow flow research is found in natural free-surface
flows as in rivers, these real flows contain far more complexity and are far more
variable than what can be reproduced in the laboratory. These complexities relate
for example to vegetation, variations in flow geometry, curvature effects, free
surface effects, erosion and transport processes of sediment and other suspended,
floating or dissolved matter. Large-scale modelling with inclusion of small-scale
features such as vegetation, porous beds and (porous) structures is therefore still a
challenge.

It should be mentioned that experience teaches that the multitude of features
affecting the flow in natural rivers may have little effect on the predictability of
reach-scale properties. Predicting mean flow velocities and water levels is for an
important part governed by the geometry and roughness of the bed and uncer-
tainties therein. The quality of most predictions depends therefore on the infor-
mation present on bathymetry, bed material and vegetation. Nevertheless local flow
features will be important for local interferences as with choosing the locations for
water intakes and out-falls, identifying locations that are prone to siltation or scour,
specification of biotopes suitable for certain species etc..
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Chapter 6
One-Dimensional Modeling of Flows
in Open Channels

Dariusz Gąsiorowski, Jarosław J. Napiórkowski
and Romuald Szymkiewicz

Abstract In this chapter, modeling of the unsteady open channel flow using
one-dimensional approach is considered. As this question belongs to the well-known
and standard problems of open channel hydraulic engineering, comprehensively
presented and described in many books and publications, our attention is focused on
some selected aspects only. As far as the numerical solution of the governing
equations is considered, one can find out that essentially there are no problems with
provided accuracy. Usually, the implementation of the Saint Venant equations (i.e.
the full dynamic wave model) for any case study is successful as long as the basic
assumptions introduced during their derivation are fulfilled. Otherwise, some
computational difficulties can occur. For this reason we would like to draw the
readers’ attention only to such situations when special computational tricks or
simplification of the governing equations should be applied.

Keywords 1D open channel flow � Numerical solutions � Simplified equations �
Linear approximation � Lumped parameter simulators

D. Gąsiorowski � R. Szymkiewicz
Faculty of Civil and Environmental Engineering, Gdańsk University of Technology,
Narutowicza 11/12, 80-233 Gdańsk, Poland
e-mail: gadar@pg.gda.pl

R. Szymkiewicz
e-mail: rszym@pg.gda.pl

J.J. Napiórkowski (&)
Institute of Geophysics, Polish Academy of Sciences, Ks. Janusza 64,
01-452 Warsaw, Poland
e-mail: jnn@igf.edu.pl

© Springer International Publishing Switzerland 2015
P. Rowiński and A. Radecki-Pawlik (eds.), Rivers—Physical, Fluvial
and Environmental Processes, GeoPlanet: Earth and Planetary Sciences,
DOI 10.1007/978-3-319-17719-9_6

137



6.1 One-Dimensional Unsteady Open Channel Flow
Equations

Open-channel unsteady flow may be considered as a process of propagation of long
waves with small amplitudes in shallow water. The accelerations and velocities in
vertical direction are negligibly small in relation to the accelerations and velocities
in horizontal directions. Domination of one component of the velocity vector is a
typical attribute of the open channel flow. However, this dominated flow velocity
vector component varies over wetted cross-section of a channel, so it is a function
of 3 spatial co-ordinates and time. Usually, the flow velocity vector component
related the longitudinal channel axis is averaged over wetted cross-section.
Consequently, 2 spatial independent variables are eliminated. This feature allows us
to consider the flow process as spatially 1D phenomenon. Similarly to the other
types of water flows, the governing equations are derived starting from two prin-
ciples of conservation:

• mass conservation law,
• momentum conservation law.

For the first time it was carried out in 1871 by Barré de Saint Venant to describe the
process of propagation of the flood waves (Chanson 2004). Assuming that:

– motion of water is gradually varied,
– channel bed slope is small,
– flow is considered as a one-dimensional process,
– velocity distribution over cross-section is uniform,
– pressure is governed by the hydrostatic law,
– friction slope is estimated as for the steady flow,
– lateral inflow does not influence the momentum balance.

The following system of the partial differential equations has been derived

@A
@t

þ @Q
@x

¼ 0: ð6:1Þ

@U
@t

þ U
@U
@x

þ g
@H
@x

� g � sþ g � S ¼ 0: ð6:2Þ

where:

t time,
x space co-ordinate,
A wetted cross-sectional area of the channel,
Q discharge,
U flow velocity averaged over wetted cross-section,
H flow depth,
g acceleration due to gravity,
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s channel bottom slope,
S friction slope.

In the literature, these equations are called the system of Saint Venant equations.
Equation (6.1) is the continuity equation derived from the mass conservation

principle, while Eq. (6.2) is a dynamic equation derived from the momentum
conservation principle. It should be added that the system of Saint Venant equations
can be expressed in many forms depending on the assumed dependent variables,
geometry of the channel and other factors taken into account. All of these forms are
systematically reviewed; see, for instance, Singh (1996). Moreover, theirs deriva-
tion can be performed in various ways. It seems that the most consistent approach is
to derive the unsteady open channel flow equations from general equations of
hydrodynamics, i.e. from the Reynolds averaged Navier-Stokes equations. In such
approach, the effects of introduced simplifications and assumptions can be easily
followed. However, derivation of the governing equations for unsteady flow can be
carried out in a simplified manner, by balancing the fluxes and forces acting on the
considered control volume with a priori accepted assumption of uniform velocity
flow distribution over a channel cross-section. Next, when the governing equations
are derived, an additional factor is introduced to correct the momentum. Moreover,
in particular circumstances, apart from the factors taken by Saint Venant into
consideration, some additional ones can be included into the continuity and
dynamic equations. Consequently, more developed forms of both equations occur:
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where:

q lateral inflow,
β corrective parameter,
ρ water density,
W component of the wind velocity acting along channel axis,
a empirical coefficient characterizing friction between water surface and

atmosphere,
Pa atmospheric pressure,
μD coefficient of longitudinal dispersion of the momentum.

The factor β which corrects the momentum (Abbott 1979):

b ¼ 1
U2 � A

Z Z
A

u2 � dA ð6:5Þ
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is called the Boussinesq coefficient (Chanson 2004). It represents the ratio of the
actual momentum and the momentum calculated with the averaged velocity U.

Equation (6.4) is a more general form of the dynamic equation for 1D unsteady
open-channel, gradually varied flow. It contains all significant components which
can determine the flow process. Namely, at the right hand side of Eq. (6.4) the
succeeding terms represent the following processes: wind action on the water
surface, influence of the spatial variation of the atmospheric pressure and diffusive
transport of the momentum. The only process omitted in the derivation is the lateral
water inflow distributed along the channel.

In practical applications it is more convenient to use the flow rate and the water
stage instead of flow depth and velocity as the dependent variables. The equations
with new variables can be obtained using the following relations:

H ¼ h� Z; ð6:6Þ

s ¼ �@Z=@x; ð6:7Þ

Q ¼ U � A ð6:8Þ

where:

h water stage with regard to assumed datum,
Z bed elevation with regard to assumed datum.

If all the terms at the right hand side are neglected and, additionally, if we take into
consideration the fact that the wetted cross-sectional area is a function of the water
stage, i.e. A = A(h) while the water stage is a function of time h = h(t), then the
following well-known version of the unsteady flow equations is obtained:
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where B is channel width at the water surface level whereas the friction slope S is
estimated as for the steady flow usually using the Manning formula, i.e.

S ¼ n2

R4=3

Qj jQ
A2 ð6:11Þ

where R is hydraulic radius of a channel cross-section while n is the Manning
roughness coefficient. Equations (6.9) and (6.10) constitute the most popular
mathematical model of the unsteady open channel flow, applied in many profes-
sional codes widely disseminated among the engineers.
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6.2 Initial and Boundary Conditions

Both continuity and dynamic equations constitute the system of first order
quasi-linear partial differential equations. Its solution is searched in the following
domain:

0� x� L and t� 0

where L denotes the length of considered channel reach. To this order, the following
initial-boundary problem is formulated: determine the functions h(x, t) and Q(x, t)
which satisfy the Eqs. (6.9) and (6.10) in the solution region and which simulta-
neously satisfy the auxiliary conditions imposed over its limits. The system of Saint
Venant equations has two families of the characteristics. As both families are real,
its type is classified as hyperbolic. The run of characteristics is related to the flow
regime. For supercritical flow both positive and negative characteristics have a
similar slope, whereas for the subcritical flow their slopes have opposite signs.
Assume subcritical (tranquil) flow over the considered channel reach. For such kind
of flow the run of characteristics is displayed in Fig. 6.1. Remember that for the
hyperbolic equations the following rule is valid: at any limit the number of imposed
additional conditions must be equal to the number of the characteristics which enter
the solution domain from this limit. Therefore, for the assumed subcritical flow the
following additional information must be prescribed (Fig. 6.1):

• initial conditions

h x; t ¼ 0ð Þ ¼ hi xð Þ and Q x; t ¼ 0ð Þ ¼ Qi xð Þ for 0� x� L;

• boundary conditions

h x ¼ 0; tð Þ ¼ ho tð Þ or Q x ¼ 0; tð Þ ¼ Qo tð Þ for t� 0

t

x
x = 0 x L = 

+

+

+−

−

−

0

solution domain

Fig. 6.1 Two families of the characteristics of the Saint Venant equations for the subcritical flow
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and

h x ¼ L; tð Þ ¼ hL tð Þ or Q x ¼ L; tð Þ ¼ QL tð Þ for t� 0:

where the functions hi tð Þ;Qi tð Þ; ho tð Þ orQo tð Þ and hL tð Þ orQL tð Þ are known.

As far as practical implementation of the system of unsteady flow equations is
considered, the initial conditions, i.e. the functions hi(x) and Qi(x) for
0 ≤ x ≤ L must be computed. To this order, the steady gradually varied flow over
considered open channel reach is assumed at t = 0. This kind of flow is governed by
the equations resulting from Eqs. (6.9) and (6.10). When the time derivatives are
neglected, these equations can be reduced to the following ones:

dQ
dx

¼ q; ð6:12Þ

d
dx

hþ a � Q2

2g � A2

� �
¼ � n2 � Q2

R4=3 � A2
: ð6:13Þ

Since Eq. (6.10) has been reformed to the mechanical energy equation then,
instead of the momentum correction using the corrective factor β, the correction of
energy using the factor α should be done. To obtain the water surface profile
hi(x) and the flow rate distribution Qi(x) along considered channel reach of length L,
the ordinary differential Eqs. (6.12) and (6.13) are solved numerically with the
following initial conditions: Qi x ¼ Lð Þ ¼ Q0 and hi x ¼ Lð Þ ¼ h0, where Q0 and h0
are initial values of the flow rate and the water stage.

Note that numerical integration of Eqs. (6.12) and (6.13) using the implicit
trapezoidal rule leads to the well-known step method (Chow 1973), commonly
applied in hydraulic engineering for the steady, gradually varied flow. Usually the
step method is derived directly from the principle of energy conservation applied
for two neighboring cross-sections lying along channel axis, i.e. for a discrete
system.

Another important problem is dealing with possibility of determination of the
required boundary condition at the downstream end x = L. Proper formulation of
solution problem for the Saint Venant equations requires to impose at the down-
stream end either the function hL(t) or the function QL(t). Unfortunately, usually this
requirement cannot be fulfilled. Consequently, instead of one of these functions, a
relation between them is imposed, i.e. QL tð Þ ¼ f hL tð Þð Þ. Depending on the actual
circumstances, such a relation can take the form resulting, for instance, from:

• formula for discharge over a weir if such a weir exists at the downstream end,
• condition for the critical flow if free outflow from a channel exists,
• mass balance written for the reservoir if the considered channel enters the

reservoir.

Very often, when the downstream end is an ordinary channel cross-section, as a
relation between both functions the rating curve can be imposed. However, this
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should be realized carefully since the rating curve is an appropriate relation between
the water stage and the discharge for the steady uniform flow only. Consequently,
in the case of unsteady flow such a condition affects the computed results in the
vicinity of the downstream end. To reduce influence of such inappropriate condi-
tion, the considered channel reach should be artificially extended so that the
improper condition acts far from the controlled channel cross-section.

6.3 Numerical Solution of the 1D Unsteady Open Channel
Flow Equations

The open channel unsteady flow equations can be solved using the numerical
methods only. This means that we expect to obtain the approximated solution. At the
very beginning to this order, the method of characteristics has been applied. Its
detailed description for flow with free surface was given by Abbott (1979). Some
inconveniences related to the non-linearity of the Saint Venant equations and
non-uniform grid points, very troublesome in the natural channels caused that this
method has been given up. It was replaced by various schemes of the finite differ-
ence method, which appeared to be the most suitable for solving the 1D partial
differential equations. During more than last 40 years, many algorithms have been
proposed. Their review is given by Cunge et al. (1980) and Singh (1996). Among
them one can find the explicit and implicit schemes. Some of them use the staggered
grid while others non-staggered one. The available schemes represent different
approximation accuracy. Many years of applications provided valuable experiences
which allowed to distinguish the most interesting methods for solution. It seems that
the most willingly applied is the finite difference implicit four point scheme known
as the box scheme (Liggett and Cunge 1975: Cunge et al. 1980). One can find out
that this scheme is a basic numerical tool for solving the unsteady flow equations. It
is highly appreciated by the users for the following features (Cunge et al. 1980):

• scheme uses non staggered grid which allows computing of both unknown
functions at the same node,

• scheme relates the variables coming from both neighboring nodes, xj and xj+1,
which allows to use non-uniform grid point, i.e. variable space interval;

• scheme represents variable order of accuracy controlled by two involved
weighting parameters;

• scheme ensures exact solution of the system of linear wave equations for
appropriately selected values of the space and time step, i.e. Δx and Δt,

• - scheme is implicit and absolutely stable so that for the reason of numerical
stability no restriction for the value of time step exists,

• scheme allows to introduce the imposed boundary conditions in a very simple
manner.
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Let us remember briefly the idea of box scheme and its most important numerical
properties. For numerical solution of the Saint Venant equations using the finite
difference box scheme, the solution domain is covered with a grid of dimensions
Δx × Δt as presented in Fig. 6.2. In a single mesh, containing 4 nodes
j; kð Þ; jþ 1; kð Þ; j; k þ 1ð Þ and jþ 1; k þ 1ð Þ, approximation of all derivatives and
functions is carried out at point P using the linear interpolation between the men-
tioned nodes. Its position is determined by two weighting parameters, ψ and θ, both
ranging from 0 to 1.

Approximation of the partial differential equations in each mesh provides the
system of non-linear algebraic equations, which in each time step is completed
using the imposed boundary conditions and next it is solved using the iterations.

Numerical stability analysis carried out using the Neumann method for the
following system of linear wave equations

@H
@t

þ H0
@U
@x

¼ 0; ð6:14Þ

@U
@t

þ g
@H
@x

¼ 0; ð6:15Þ

where:

H flow depth,
U flow velocity,
H0 averaged flow depth considered as constant,

obtained by simplification of Eqs. (6.1) and (6.2), shows that the box scheme is
absolutely stable on the condition that:

k+1

Δx

ψΔx

θΔt
Δt

(1 )− θ Δt

(1−ψ)Δx

P

t

k

j                                      j +1

x

Fig. 6.2 Mesh applied by the
finite difference implicit box
scheme
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w� 1=2 ð6:16Þ

h� 1=2 ð6:17Þ

Very interesting conclusions result from accuracy analysis performed for the same
system using the modified equation approach (Fletcher 1991). Replacing of all
nodal values of both functions H and Q in algebraic equations approximating the
partial differential ones provides the following system of modified linear wave
equations:

@H
@t

þ H0
@U
@x

¼ m1
@2H
@x2

þ m2
@2U
@x2

þ e1
@3H
@x3

þ e2
@3U
@x3

þ . . .; ð6:18Þ

@U
@t

þ g
@H
@x

¼ m1
@2U
@x2

þ m3
@2H
@x2

þ e1
@3U
@x3

þ e3
@3H
@x3

þ . . .; ð6:19Þ

The coefficients ν1, ν2, ν3 and ε1, ε2, ε3 associated with the higher order derivatives
occurring at the right hand side of the modified Eqs. (6.18) and (6.19) have
numerical roots. They are given as:

m1 ¼ g � H0 � Dt h� 1
2

� �
; ð6:20Þ

m2 ¼ H0 � Dx 1
2
� w

� �
; ð6:21Þ

m3 ¼ g � Dx 1
2
� w

� �
; ð6:22Þ

e1 ¼ g � H0 � Dx � Dt
2

1� w� hð Þ; ð6:23Þ

e2 ¼ H0 � Dx2
6

ð3h� 2ÞC2
r þ ð3w� 1Þ� �

; ð6:24Þ

e3 ¼ g � Dx2
6

ð3h� 2ÞC2
r þ ð3w� 1Þ� �

: ð6:25Þ

where Cr is the Courant number

Cr ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
g � H0

p
Dt

Dx
: ð6:26Þ
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Note that all terms with derivatives of higher order occurring at the right hand side
of Eqs. (6.18) and (6.19) were omitted while approximating the linear wave
equations using the box scheme. The coefficients ν1, ν2, ν3 are associated with the
dissipative properties of the box scheme while the coefficients ε1, ε2, ε3 are asso-
ciated with the dispersive properties.

The derived system of modified equations allows concluding on all numerical
properties of the box scheme. Note that for θ = 1/2, ψ = 1/2 and Cr = 1 the box
scheme provides exact solution of the linear wave equations. In such a case, all
terms at the right hand sides of Eqs. (6.18) and (6.19) vanish. Note as well as that
assuming ψ = 1/2 the numerical diffusion generated by the scheme is strongly
limited. In such a case the modified equations become

@H
@t

þ H0
@U
@x

¼ m1
@2H
@x2

þ e1
@3H
@x3

þ e2
@3U
@x3

þ . . .; ð6:27Þ

@U
@t

þ g
@H
@x

¼ m1
@2U
@x2

þ e1
@3U
@x3

þ e3
@3H
@x3

þ . . .; ð6:28Þ

with

m1 ¼ g � H0 � Dt h� 1
2

� �
; ð6:29Þ

e1 ¼ g � H0 � Dx � Dt
2

1
2
� h

� �
ð6:30Þ

e2 ¼ H0 � Dx2
12

1� C2
r

� �
; ð6:31Þ

e3 ¼ g � Dx2
12

1� C2
r

� �
: ð6:32Þ

This version of box scheme (with ψ = 1/2) is known as the Preissmann scheme,
usually applied for numerical integration of the Saint Venant equations. Note that in
practical application the value of coefficient of numerical diffusion can reach the
order of a couple thousand m2/s. Fortunately, its influence becomes remarkable
only when the steep waves occur. Typical role of this term is to suppress spurious
oscillations occurring in the numerical solution. To this order θ > 1/2 should be
applied. Cunge et al. (1980) recommend θ = 2/3.

More detailed information on the numerical solution of the Saint Venant
equations using both the finite difference method and the finite element method is
given, for instance, by Cunge et al. (1980), Singh (1996), or Szymkiewicz (2010).
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6.4 Extension of Application of the 1D Unsteady Open
Channel Flow Equations

The system of Saint Venant equations has been derived with the following fun-
damental assumptions: the open channel flow is a gradually varied one, the channel
has compact cross-sections, the free surface of water exists and the flow depth is
still greater than zero. On condition that these assumptions are valid, the results
provided by the system usually are very satisfying. However, in engineering
practice it sometimes happens that some of the above-mentioned assumptions
locally and temporarily are not preserved. To overcome the difficulties occurring
while applying the Saint Venant equations in such circumstances, some particular
approaches are used. As a matter of fact, in such situations we try to apply the Saint
Venant equations beyond the region of their validity. Let us recall some of them.

Locally the flow profile in an open channel can vary so rapidly that in fact a
discontinuity occurs. A very steep wave can occur in many circumstances. For
instance, the steep waves can be generated by the operation of hydro-power plant,
when the turbines are started or stopped suddenly or caused by sudden opening or
closing of a gate. The extreme shock wave occurs in an open channel, when a dam
separating different water levels is suddenly removed (break dam problem).

For those types of steep waves, the system of Saint Venant equations is formally
not valid, since in its derivation the vertical acceleration has been omitted. On the
other hand, in hydraulic engineering, when the main subject of interest is flow
considered in large scale, the local untypical but complicated phenomena can be less
important and their internal structure may be neglected. For instance, length of the
hydraulic jump is small comparing with the spatial dimension of practically applied
grid. Consequently, it is spatially reduced to a point in which the water surface is
discontinuous. The Saint Venant equations are capable to reproduce such a case of
flow on condition that they are expressed in particular, so-called conservative form.
This means that the forms of equations have to satisfy the integral form of conser-
vation principles from which they were derived. Note that the system of Saint
Venant equations can be written in integral form as well as in differential form
(Chanson 2004; Cunge et al. 1980). Both representations are equivalent as long as
smooth solutions are considered. The difference becomes noticeable when discon-
tinuities occur. The second required condition concerns the numerical method
applied. It is assumed that the standard schemes of the finite difference method based
on the Taylor series expansion can break down near discontinuity arising in the
solution (LeVeque 2002). An appropriate method should ensure required solution
accuracy. First of all, it is expected that the considered conservation principles will
be satisfied on the numerical grid. This requirement is satisfied particularly exactly
by the finite volume method based on the equations written in integral form.
However, to solve successfully some flow problems of shock wave type one can use
the finite difference methods as well. The flow of shock wave type means that we
consider flow with large gradients rather than containing pure discontinuity. In such
a case the computation should be carried out very carefully. First of all, as it was
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stated previously, the Saint Venant equations must be expressed in the conservative
form. Secondly, their solution needs a particular numerical approach. There are
known three possible techniques (Cunge et al. 1980).

In the first approach, called the shock fitting method, the problem of disconti-
nuity propagation and the unsteady flow between the discontinuities is split and
considered separately. Traveling discontinuities are analyzed using the method of
characteristics, whereas for solution of the Saint Venant equations describing flow
in the regions limited by discontinuities, the standard methods are used.

The second approach, called pseudoviscosity method, requires introduction of an
artificial diffusive term into the dynamic equation. This term, having smoothing
properties, allows us to control the solution near discontinuity. Its particular form
relating intensity of generated diffusion with the wave steepness ensures that this
extra term acts strongly only locally, being insignificant far away from the dis-
continuity. This approach is applicable for non-dissipative schemes (Potter 1973;
Cunge et al. 1980).

The last possible approach bases on the solution using the dissipative methods.
In this approach it is assumed that the process of smoothing can be ensured by the
numerical diffusion generated by the applied scheme. Controlling artificial diffusion
one can obtain an acceptable solution. To this order, one can apply for instance the
Preissmann scheme which is able to generate numerical diffusion.

The disadvantage of the presented approaches is that they base on the differential
equations. This can be avoided by using the finite volume method. The finite
volume method has very important feature—it ensures very good conservation of
the transported quantity since it uses the flow equations in the integral form. The
finite volume method appears to be an effective tool for solving the propagation of
shock waves, particularly for extreme auxiliary conditions. However, it deals with
rather idealized situation, when the homogenous equations are solved.
Unfortunately, the method cannot be simply implemented for more realistic cases.
The presence of source terms in the form of bed and grade line energy slope
requires applying non-trivial approaches to overcome occurring difficulties.
Detailed description of the method and its implementation for solution of the 1D
shallow water equations is given by LeVeque (2002), among others.

Very often the Saint Venant equations are solved for a storm sewer network.
Such a system is constituted by closed conduits where the flow is usually
free-surface (Fig. 6.3a).

However, every now and then, after heavy rain, the conduits can be locally filled
to the top and pressurized flow occurs. Since it happens only temporarily one can
apply the so-called “Preissmann slot” (Cunge et al. 1980) shown in Fig. 6.3b.
Owing to this concept it is possible to continue the computation using the same
mathematical model, i.e. the system of Saint Venant equations. When the water
level in conduit reaches its top, then the further increasing pressure does not cause
an increase of the cross-section parameters. They are still constant, corresponding to
the entirely filled conduit. The assumed width of slot should be relatively small
(after Cunge et al. (1980)—of the order of 0.01 m) so that the mass balance remains
not affected.
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A similar idea can be also applied in open channels with a temporarily dry bed.
This can arise similarly, in a storm sever network or in the channels of watering
systems. We have to remember that the equations of unsteady flow are valid for
positive values of depth. In such a case one can apply a concept opposite to the
“Preissmann slot”, called “Abbott slot” (Abbott and Basco 1989). The slot goes
down from the level of bottom, as presented in Fig. 6.3c. This technique allows us
to continue the computations even if a channel bed becomes temporarily dry.

In hydraulic practice, compound channel cross-sections are encountered, for
example, if the river has flood plains as presented in Fig. 6.4. When the water stage
exceeds the level of flood plain, the flow process becomes more complicated, since
it takes place in parts of the channel having different hydraulic properties. If 1D
Saint Venant equations are used to model the unsteady flow, they should be
modified and special treatment of the cross-section is needed. Usually in channel
cross-section two parts playing different roles in flow process are distinguished (see
for instance Abbott and Ionescu 1967). The first one, called active, is connected
with the main channel and it is involved in the dynamic equation. The second part
of section is called inactive, since it serves as a reservoir, which stocks the water
only. This part which together with the active part constitutes the whole area of
section is involved in the continuity equation.

Such an approach requires modification of the original Saint Venant equations.
Although many attempts are still undertaken for modeling flood wave propagation in
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Fig. 6.3 Flow in closed conduit: a with free surface; b pressurized; c with dry bottom
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Fig. 6.4 Channel of compound cross-section
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the rivers with adjacent large flood plains it seems that nowadays such approaches
became less interesting. Actually, such a case of flow should be considered rather as
a 2D process with the river bed being partially and temporarily dry. It can be
modeled with one of the widely available computer codes for 2D unsteady flow.
Expectations that 1D model will be able to reproduce accurately being in fact 2D
process, is not founded. The problems dealing with propagation of the flood wave
over flooded area next to a river are discussed by Moussa and Cheviron (2015).

6.5 Simplified Open Channel Flow Equations

The system of Saint Venant equations, referred to as the dynamic wave model,
requires relatively large number of data representing channel and initial-boundary
conditions. The difficulties in acquiring such data cause that instead of the full
Saint-Venant equations, simplified models are often used for modeling of the flood
wave propagation in open channels. Such models require less input data and the
numerical algorithms applied to their solution are simpler and more effective than in
the case of the dynamic wave model. The simplified models are obtained by
omitting less important terms in the dynamic equation of Saint Venant system.
Analysis performed by Cunge et al. (1980) and Henderson (1996) shows that there
are physically founded reasons to neglect the terms of less significance in the
dynamic equation. There are known two simplified models: the kinematic wave
model and the diffusive wave model. Both models are based on the original con-
tinuity equation and on the appropriately simplified dynamic equation.

The kinematic wave model is derived by elimination of the inertial and pressure
terms in dynamic equation and simultaneously the continuity equation is taken in
the unchanged form (6.1). According to this simplification, the kinematic wave
model is constituted by the following system of equations:

@A
@t

þ @Q
@x

¼ 0 ð6:33Þ

s ¼ S ð6:34Þ

where:

s slope of bottom,
S slope of the energy line (friction slope).

Equation (6.34) is a simplified dynamic equation describing the steady uniform
flow where the channel bed slope is the same as the slope of energy grade line. The
kinematic wave model is usually reduced to a single differential transport equation
with regard to a single unknown function only with the flow rate as the dependent
variable. Using the Manning formula for the steady flow, Eq. (6.34) is rewritten as:
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A ¼ a � Qm ð6:35Þ

with

a ¼ 1

s1=2
n�p2=3

� �3=5
; ð6:36aÞ

m ¼ 3
5
: ð6:36bÞ

If we assume a wide and shallow channel with constant value of wetted perimeter p,
then Eq. (6.35) can be differentiated with respect to time. Substituting the result of
differentiation into the continuity Eq. (6.33) yields the kinematic wave model in the
form of advection equation:

@Q
@t

þ C Qð Þ @Q
@x

¼ 0: ð6:37Þ

where C(Q) is the kinematic wave celerity given as:

C Qð Þ ¼ 1
a � m � Qm�1 ð6:38Þ

The second simplified form of Saint-Venant equations—the diffusive wave
model—is obtained by omitting the inertial force in the dynamic Eq. (6.2). Thus,
this model is constituted by the continuity Eq. (6.1) and the simplified dynamic
Eq. (6.2), which can be rewritten as:

@H
@x

þ Qj jQ
k2

� s ¼ 0 ð6:39Þ

where the coefficient k, called conveyance, is a function of the cross-sectional
parameters only:

k ¼ 1
n
R2=3 � A ð6:40Þ

Similarly to the previously obtained kinematic wave model, the system of
Eqs. (6.33) and (6.39) can be reduced to a single differential equation. The deri-
vation of the diffusive wave equation with the flow rate as dependent is performed
by differentiation of both above-mentioned equations in order to eliminate the
derivatives of the water depth (function H(x,t)). Rearranging of obtained relations
with additionally assumed constant width of channel gives the diffusive wave
equation in the following final form:
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@Q
@t

þ C Qð Þ @Q
@x

� D Qð Þ @
2Q
@x2

¼ 0 ð6:41Þ

where C is the kinematic wave celerity and D is the coefficient of hydraulic dif-
fusivity given, respectively, as:

C Qð Þ ¼ Q
k � B

@k
@H

; ð6:42aÞ

D Qð Þ ¼ k2

2B Qj j ð6:42bÞ

For wide and shallow channel with constant value of the wetted perimeter and for
the slope of energy line replaced by the bottom slope, the kinematic wave celerity
C given by Eq. (6.42a) coincides with Eq. (6.38), whereas the hydraulic diffusivity
(6.42b) becomes (Eagelson 1970):

D Qð Þ ¼ Q
2B � s ð6:43Þ

The diffusive wave model (6.41) is an advection-diffusion transport equation.
The theory of the kinematic wave was given by Lighthill and Whitham (1955)

whereas the diffusive wave theory was presented by Hayami (1951). The properties
and applicability of both above-mentioned models have been discussed by many
authors, e.g. Miller and Cunge (1975), Woolhiser and Liggett (1967), Ponce, Li and
Simmons (1978) and Ponce (1990). It is worth to add that the kinematic and
diffusive wave models are frequently formulated with respect to the discharge and
to the water surface elevation as the dependent variables. However, other forms of
both models are also possible. A comprehensive review focusing on the different
forms of these models as well as their applicability for open channel flow and
floodplain problems can be found in Singh (1996).

The dynamic wave model as well as its simplified forms—kinematic wave model
and diffusive wave model—constitute the distributed models where all dependent
variables occurring in equations are the functions of time and space. 1D flood routing
can be also carried out using the Muskingum model where the variability in space is
completely eliminated. This model is derived from the storage equation

dV
dt

¼ Qj � Qj�1 ð6:44Þ

where:

V volume of water stored by channel reach of length Δx,
Qj inflow entering a channel reach through the upstream cross-section xj,
Qj+1 outflow entering a channel reach through the downstream cross-section xj+1,
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obtained by spatial integration of the continuity Eq. (6.33) over a channel reach of
length Dx ¼ xjþ1 � xj (Fig. 6.5).

Equation (6.44) requires an additional relationship between the storage V, inflow
Qj and outflow Qj+1, which for the Muskingum model has the following form
(Chow, Maidment and Mays 1988):

V tð Þ ¼ K X � Qj þ 1� Xð ÞQjþ1
� � ð6:45Þ

where the parameter X is dimensionless, while the parameter K has the dimension of
time and represents the travel time of wave propagating between two cross-sections
of channel reach. Substitution of Eq. (6.45) into storage equation yields the
well-known Muskingum model:

X
dQj

dt
þ 1� Xð Þ dQjþ1

dt
¼ 1

K
Qj � Qjþ1
� � ð6:46Þ

While using the Muskingum model, the channel reach is commonly represented by
a cascade of M − 1 reservoirs rather than by a single reservoir. In this case, the
transformation of flood wave by each reservoir is described by Eq. (6.46), where the
index of cross-section takes the values j = 1, 2, 3,…, M.

It appears that Eq. (6.46) constitutes a separate family of the simplified models.
As a matter of fact, the Muskingum model should be considered as a semi-discrete
form of the kinematic wave equation (Szymkiewicz 2002). For the first time the
kinematic character was noticed by Cunge (1969). Using an accuracy analysis, he
proved that an attenuation in solution is caused by numerical diffusion which is
controlled by the parameter X and a space interval Δx. Cunge (1969) proposed such
a value of the parameter X which allows to generate the numerical diffusion equal to
the hydraulic diffusivity present in the linear diffusive wave Eq. (6.41).
Consequently, an equivalence of both models with regard to the solution is satisfied
for the following condition:

X ¼ 1
2
� Q
2B � s � C � Dx ð6:47Þ

x xj j+1

Δ x

Qj+1

Qj+1

Qj

Qj

Fig. 6.5 Interpretation of the lumped models—the volume of water V stored by a channel reach of
length Δx between the cross-sections xj and xj+1
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Usually this version of the Muskingum method is called the Muskingum-Cunge
model (Chow, Maidment and Mays 1988).

The simplified flood routing models can be written as a system of equations or as
a single transport equation. In the first case, the problem of physical interpretation is
rather simple. The equations constituting the simplified model represent the mass
and momentum conservation principles, respectively. The troubles arise when the
simplified model is reformed to a single transport equation. As it is obtained from
two equations representing different principles of conservation then the following
question seems to be relevant: which principle of conservation is represented by the
final single transport equation? It appears that no problem exists in the case when
linear version of the simplified equations is considered. In such a case, both mass
and momentum conservation principles are satisfied perfectly. However, very often
the non-linear simplified transport Eqs. (6.37) and (6.41) with C(Q) and D(Q) are
used for flood routing. The idea of such approach is to increase the reproduction
accuracy of flood wave propagation. Unfortunately, in such a case new challenging
problems usually occur.

The non-linear partial differential equations can be used in a conservative
(divergent) or non-conservative (non-divergent) form. Application of adequate
conservative form of differential equation causes that the corresponding equation
satisfies the integral form of conservation principle from which it was derived.
Consequently, the conservation form allows to avoid the balance errors.
Unfortunately, the standard way of derivation of the kinematic wave Eq. (6.37) and
the diffusive wave Eq. (6.41) provides to the non-conservative forms, which does
not guarantee the mass conservation. The numerical calculations performed by
Gąsiorowski and Szymkiewicz (2007) indicate that the non-conservative forms
generate in numerical solution of the diffusive wave equation mass balance error
which can achieve a significant value.

Let us begin with consideration of the kinematic wave Eq. (6.37). It appears that
it is possible to derive another non-linear but conservative form. To this order, the
steady flow Eq. (6.35) is directly substituted into the continuity Eq. (6.33).
Assuming that parameter a is constant, one obtains (Gąsiorowski and Szymkiewicz
2007):

a
@Qm

@t
þ @Q

@x
¼ 0 ð6:48Þ

In order to show the conservative and non-conservative features of non-linear
equations, the kinematic wave Eq. (6.37) written in the non-conservative form is
integrated with regard to x over considered channel reach of length L bounded by
upstream (x = 0) and downstream (x = L) ends:

@

@t

ZL
0

Qdx ¼ C � Qjx¼0�C � Qjx¼LþR ð6:49Þ
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R ¼
ZL

0

Q
@C
@x

dx ¼
ZL
0

1
a � mQ1�m @Q

@x
þ 1
a � mQ2 @Q

�m

@x

� �
dx ð6:50Þ

Similar integration over considered reach performed for the conservative form of
the kinematic wave Eq. (6.48) yields:

a
@

@t

ZL

0

Qmdx ¼ Qjx¼0�Qjx¼L ð6:51Þ

Comparing both integral equations, (6.49) and (6.51), a significant difference is
apparent. From Eq. (6.51) it results that the time variation of the total quantity Qm

stored over considered channel reach is caused only by the net advective flux
through upstream and downstream ends of channel. Thus, the form of Eq. (6.48) is
conservative and represents the mass conservation principle. However, in the case
of Eq. (6.37) besides the net flux through the channel endpoints there is also an
additional unbalanced term R. This term results from non-conservative form of the
non-linear equation and causes that the integral Eq. (6.49) does not represent a
global conservation law. As a consequence, the kinematic wave equation written in
the non-conservation form (6.37) cannot ensure the mass conservation in numerical
solution. The form of relation (6.50) indicates that the mass balance errors depend
on the spatial derivative of the flow rate @Q=@x Thus, this error achieves a sig-
nificant value for rapidly varied waves with a strong gradient. Moreover, it is worth
to add that the balance errors resulting from improper form of non-linear kinematic
wave equation can be amplified by the numerical diffusion generated in the solution
(Gąsiorowski 2013). Consequently, these errors depend also on the numerical
parameters of the numerical algorithm applied to the solution of non-linear
equation.

As far as the diffusive wave equation is considered, it is impossible to obtain its
adequate conservative form with the flow rate satisfying the mass conservation
principle (Gąsiorowski and Szymkiewicz 2007). This is caused by the way of
standard derivation of the diffusive wave equation, which leads to the non-divergent
form of diffusive term containing the second derivative:

D Qð Þ @
2Q
@x2

ð6:52Þ

The resulting form of this term cannot be transformed to its divergent form, and
consequently the mass balance errors cannot be eliminated from numerical solution.

Similar difficulties with respect to the conservative properties, as for the kine-
matic wave equation, can be observed in the case of the non-linear Muskingum
model as well. When instead of constant parameters K and X they are related to the
solution, then a variable-parameter Muskingum model is obtained. Such approach
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has been presented, for example, by Ponce and Yevjevich (1978), Tung (1984),
Ponce and Chaganti (1994) and Mohan (1997). According to the studies performed
by Tung (1984), Mohan (1997), Tang, Knight and Samuels (1999a, b), Perumal and
Sahoo (2008), Perumal and Price (2013), if the non-linear storage relation or the
variable parameters are applied in the various forms of the Muskingum model, then
the numerical solution is frequently affected by mass balance errors. It seems that
the reason of this fact is associated with an improper non-conservative form of
differential equations. Therefore, the derivation and application of the variable
Muskingum model without an analysis of its conservative forms can lead to invalid
results. The conservative aspects with respect to the form of the non-linear equa-
tions of Muskingum model were reported by Gąsiorowski (2009) as well as by
Reggiani, Todini and Meißner (2014).

More information on the conservative aspects of the non-linear
advection-diffusion equations is comprehensively discussed for instance by
Gresho and Sani (1998).

6.6 Linear Approximation of the One-Dimensional Open
Channel Flow Equations

In estuarine hydraulics, the aim is to predict levels or velocities at various points in
the channel, given the variation of water level at the downstream end. In problems
of flood routing, the aim is to predict the level and/or the flow at the downstream
end of the channel when given the level or the flow at the upstream end. In
hydrologic flood routing, only the upstream boundary condition is properly spec-
ified and the downstream boundary is either ignored or crudely approximated. By
studying the linearized St Venant equations for a finite channel reach with a
properly defined boundary condition at each end, a basis for the analysis of the
errors involved in the solution due to inadequate specification of one of the
boundary conditions can be provided.

The problem of flood routing involves the prediction of the hydrograph of flow
Q(t), or flow depth H(t) (or velocity U(t), or area A(t)) at the selected channel
cross-sections. The problem involves the solution of the St. Venant Eqs. (6.1, 6.2)
subject to a given initial condition and two appropriate boundary conditions.

Since the system of equations is a hyperbolic one, two boundary conditions are
required and for the case of tranquil flow (i.e. the Froude number less than 1) one of
these boundary conditions must be prescribed at each end of the reach. No ana-
lytical solution is available and the problem must be solved either by simplification
of the equations or by same method of numerical approximation as that described in
Sects. 6.3 and 6.5.

The complete non-linear set of Eqs. (6.1, 6.2) can be solved analytically by
considering variations from a steady state trajectory (Dooge and Napiórkowski
1987, Napiórkowski and Dooge 1988).
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The second Eq. (6.2) can be written in terms of the same dependent variables as
the first (Q and A) by substituting Q x; tð Þ=A x; tð Þ for the velocity U x; tð Þ in Eq. (6.2)
and grouping the terms to obtain the set of equations (Dooge et al., 1982):

@A
@t

þ @Q
@x

¼ 0 ð6:33Þ

1� F2
� �

g
A
B
@A
@x

þ 2Q
A

@Q
@x

þ @Q
@t

¼ gA s� Sð Þ ð6:53Þ

where F is the Froude number defined by

F2 ¼ Q2B
gA3 ð6:54Þ

To compute the linearized second-order equation we make use of expansion
of nonlinear terms in Eq. (6.53) in a Taylor series around the uniform steady state
(Qo, Ao)

Q x; tð Þ ¼ Qo þ Q0 x; tð Þ þ eQ x; tð Þ
A x; tð Þ ¼ Ao þ A0 x; tð Þ þ eA x; tð Þ ð6:55Þ

and limitation of this expansion to the first order increments
Q0 x; tð Þ; A0 x; tð Þ; eQ x; tð Þ; eA x; tð Þ represent the higher-order terms (that is, the
error of the linear approximation)

@A0

@t
þ @Q0

@x
¼ 0

1� F2
0

� �
gho

@Q0

@x
þ 2uo

@Q
@x

� @Q
@t

¼ gAoð� @S
@Q

Q0 � @S
@A

A0Þ
ð6:56Þ

with (see Dooge and Napiórkowski 1987)

@S
@Q

¼ 2
s
Qo

;
@S
@A

¼ �2ck
s
Qo

; ck ¼ � @S
@A

=
@S
@Q

¼ dQ
dA

; uo ¼ Qo

Ao
; ho ¼ Ao

Bo

ð6:57Þ

In Eq. 6.57 ck is the kinematic wave speed as given by Lighthill and Whitham
(1955). For convenience, we may define a parameter m as the ratio of the kinematic
wave speed to the average velocity of flow, m ¼ ck=uo. The parameter m is a
function of the shape of channel and of the area of flow. For a wide rectangular
channel with Manning friction m is always equal to 5/3. For shapes of channel other
than wide rectangular, m will take on different values.

6 One-Dimensional Modeling of Flows in Open Channels 157



Making the necessary substitution to eliminate the dependent variable A’(x, t) in
Eq. 6.56 and leaving a single dependent variable Q’(x, t), one gets a second order
partial differential equation for the perturbation Q’(x, t) from the steady uniform
reference area Qo.

1� F2
0

� �
gho

@2Q0

@x2
� 2uo

@2Q
@x@t

� @2Q
@t

¼ gAoð� @S
@A

@Q0

@x
þ @S
@Q

@Q0

@t
Þ ð6:58Þ

For any given channel, the relative error due to linearization varies with the
inflow hydrograph being routed and with the choice of reference conditions for the
linearization. Equation (6.58) can be generalized to a large number of choices for
the dependent variable. A perturbation flow potential can be defined as the function
/0ðx; tÞ whose partial derivative with respect to x gives the minus perturbation from
the reference area and partial derivative with respect to time t gives the perturbation
from the reference discharge (see Deymie 1935; Dooge et al. 1987a),
@/0=@x ¼ �A0ðx; tÞ; @/0=@t ¼ Q0ðx; tÞ. It can be shown that perturbation flow
potential /0ðx; tÞ and any linear function of the perturbation flow potential /0ðx; tÞ
represent a solution of Eq. (6.58), e.g. area of flow A′(x,t), average water depth H′(x,
t), average velocity U′(x,t), the Froude number F(x,t), etc.

The solution of (6.58) for an upstream boundary condition and a semi-infinite
wide rectangular channel with Chezy friction was discussed in Lighthill and
Whitham (1955), and Dooge and Harley (1967). The two-point boundary problem
in which both an upstream and a downstream boundary condition are taken into
account has been reported in the hydrologic literature, e.g., by Dooge and
Napiórkowski (1987), Napiórkowski and Dooge (1988) and Moramarco et al.
(1999). In this section the basic case of tranquil flow is considered (Froude number
less than one), in which Q’(x,t) is prescribed both at the upstream boundary x = 0
and at the downstream boundary x = L. The problem is to solve Eq. (6.58) subject to
zero initial condition and subject to boundary conditions:

Q0 0; tð Þ ¼ Qu tð Þ; Q0 L; tð Þ ¼ Qu tð Þ ð6:59Þ

The solution can be sought in terms of the Laplace transform. Equation (6.55)
when transformed to the Laplace transform domain becomes:

1� F2
0

� �
gho

d2 �Q
dx2

þ �2uopþ gAo
@S
@A

� �
d�Q
dx

� p2 þ gAo
@S
@Q

p

� �
�Q ¼ 0 ð6:60Þ

where parameter p is the complex number frequency, �Q x; pð Þ is the Laplace
transform of Q’(x, t). Equation (6.60) is a second-order homogeneous ordinary
equation, so the solution can be written in the general form:

�Q x; pð Þ ¼ C1 exp k1 pð Þx½ � þ C2 exp k2 pð Þx½ � ð6:61Þ
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where λ1 and λ2 are the roots of the characteristic equation for Eq. (6.60) and are
given by:

k1;2 ¼ epþ f �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ap2 þ bpþ c

p
ð6:62Þ

The parameters a, b, c, e, f are given in terms of hydraulic variables by the
following relationships:

a ¼ 1

gho 1� F2
o

� �2 ; b ¼ 2s
uoho

1þ m� 1ð ÞF2
o

1� F2
o

� �2 ; c ¼ ms
ho

� �2 1

1� F2
o

� �2
e ¼ uo

gho

1
1� F2

o
; f ¼ m

s

ho 1� F2
o

� � ð6:63Þ

Having determined the parameters C1(p) and C2(p) from the boundary condi-
tions, one can write �Q x; pð Þ in terms of the hu(x,s) and hd(x,s) which may be defined
as the Laplace transforms of the responses of the channel

�Q x; pð Þ ¼ hu x; pð ÞQu pð Þ þ hd x; pð ÞQd pð Þ ð6:64Þ

where the downstream and upstream linear channel responses are given by

hu x; pð Þ ¼ exp epþ fð Þx½ �
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ap2 þ bpþ c

p
L� xð Þ

h i
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ap2 þ bpþ c

p
L

h i ð6:65Þ

hd x; pð Þ ¼ exp epþ fð Þ L� xð Þ½ �
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ap2 þ bpþ c

p
x

h i
sinh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ap2 þ bpþ c

p
L

h i ð6:66Þ

After the inversion of Eq. (6.64) to the time domain, the original function Q’(x, t)
in the time domain is determined from the corresponding boundary conditions
through the relationship (Dooge and Napiórkowski 1987):

Q x; tð Þ ¼ hu x; tð ÞQu tð Þ þ hd x; tð ÞQd tð Þ ð6:67Þ

The transfer functions hu x; tð Þ and hd x; tð Þ have two distinct parts (Dooge and
Napiórkowski 1987):

hu x; tð Þ ¼ h1u x; tð Þ þ h2u x; tð Þ; hd x; tð Þ ¼ h1d x; tð Þ þ h2d x; tð Þ ð6:68Þ
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The first part of the transfer function due to upstream input, which may be
termed as the head of the wave, is given by

h1u x; tð Þ ¼
X1
n¼0

exp �2nLa1 � a2xð Þd t � nto � x=c1ð Þ

�
X1
n¼1

exp �2nLa1 þ a3xð Þd t � nto � x=c2ð Þ
ð6:69Þ

where

a1 ¼ b=2
ffiffiffiffi
a;

p
a2 ¼ a1 � f ; a3 ¼ a1 þ f ;

c1;2 ¼ u1;2 ¼ uo �
ffiffiffiffiffiffiffiffiffi
gho;

p
to ¼ L=c1 � L=c2

ð6:70Þ

The behaviour of the first part of the solution is shown in Fig. 6.6. It can be seen
that the head of the wave moves downstream at the dynamic speed c1 (along the
first characteristic, see Fig. 6.1) in the form of a delta function of exponentially
declining volume proportional to exp �a2xð Þ. At x = L the delta function is reflected
with inversion of sign and then is propagated upstream at the speed c2 (along the
second characteristic, see Fig. 6.1) and with a heavier damping factor
exp �a3 L� xð Þ½ �, then is reflected again at x = 0 to move in a downstream direction
and so on until the volume of the head of the wave becomes negligible.

The second part of the solution, which may be termed the body of the wave, is
given by:

Fig. 6.6 Head of the wave reflections indicating the direction and speed of travel, interval
between reflections and the rate of damping
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h2u x; tð Þ ¼
X1
n¼0

exp �b1t þ b2xð Þh 1=c1 � 1=c2ð Þ 2nLþ xð Þ

� I1 2h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t � nto � x=c1ð Þ t þ nto � x=c2ð Þp	 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t � nto � x=c1ð Þ t þ nto � x=c2ð Þp 1 t � nto � x=c1ð Þ

�
X1
n¼0

exp �b1t þ b2xð Þh 1=c1 � 1=c2ð Þ 2 nþ 1ð ÞLþ xÞ½

� I1 2h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t � nþ 1ð Þto � x=c2½ � t þ nþ 1ð Þto � x=c1½ �p� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t � nþ 1ð Þto � x=c2½ � t þ nþ 1ð Þto � x=c1½ �p 1 t � nþ 1ð Þto � x=c2½ �

ð6:71Þ

where I1 is a modified Bessel function of the first kind, 1[t] is a unit step function,
and the remaining parameters are given by:

b1 ¼ b=2a b2 ¼ f � be=2a; h ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2=4� acÞ

p
=2a ð6:72Þ

The solution is in the form of an infinite series which seems too complicated for
practical application in river flow forecasting. However, due to heavy damping,
only the first few terms of the two transfer functions would normally be required,
and the polynomial approximation of the first order modified Bessel function
(Abramowitz and Stegun 1965) is sufficiently accurate and can be easily calculated.

As in the case of the head of the wave, the body of the wave is subject to
successive reflection at both downstream and upstream boundaries but moves and
dissipates more slowly than the head of the wave.

The flow at any intermediate point in the reach is determined by the upstream
boundary condition Qu(t) and the downstream boundary condition Qd(t) in accor-
dance with Eq. (6.67). It is clear that if the value of Qd(t) is very much larger than
Qu(t) then this boundary condition will have a dominant influence on conditions
throughout most of the reach. In many cases, however, the two boundary conditions
are of the same order of magnitude. Accordingly, it is instructive to check how the
position of the downstream boundary conditions affects the shape of the impulse
responses hu(x,t) and hd(x,t). For the purpose of illustration, a broad rectangular
channel with Manning friction (m = 5/2) is considered. The results are represented in
terms of dimensionless independent variables defined with the help of the bottom
slope s, the depth ho, and the velocity uo, for the steady uniform reference conditions:

x0 ¼ x
s
ho

; t0 ¼ tuo
s
ho

ð6:73Þ

Figures 6.7 and 6.8 illustrate the effect of the position of the downstream control
on the shape of the body of the wave for F = 0.2 and F = 0.8, respectively, for two
values of the length factor: x′ = 1 (a short channel), and x′ = 20 (a long channel) and
the selected locations of the downstream boundary L0 ¼ x0 þ Dx, namely
Dx 2 0:1; 0:3; 0:5; 1:0; 1½ �.
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The behaviour shown in Fig. 6.7 can be explained in terms of successive
reflections shown in Fig. 6.6. For values of t’ less than L0


c01 � L0 � x0ð Þc02	 


only
the first term in the first sum in Eq. 6.66 and the first term in Eq. 6.68 differ from
zero. For values of t′ greater than L0


c01 � L0 � x0ð Þc02	 


the first term in the second
sums in both equations comes into play because of the first reflection of the wave by
the zero downstream boundary condition at t0 ¼ L0


c01. For values of t’ greater than

t0 ¼ L0

c01 � L0


c12 the second term in the first sums in both equations, (6.66) and

(6.68), becomes effective because of the reflection by the upstream boundary
condition. Each reflection brings a new term into effect at a time appropriate to the
position in the channel.

Even Fig. 6.7 for a short channel shows only one reflection and thus confirms
that only the leading terms in the infinite series are significant.
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Fig. 6.7 Upstream transfer function for a reference Froude number Fo = 0.2, and selected
locations of the downstream boundary L
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Fig. 6.8 Upstream transfer function for a reference Froude number Fo = 0.8, and selected
locations of the downstream boundary L
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The solution for the special case of the downstream movement of the flood
waves in a semi-infinite channel is well known (Lighthill and Whitham 1955;
Dooge and Harley 1967). The general solution for a semi-infinite channel was
published by Dooge et al. (1987a). This special case of the semi-infinite channel has
the solution

hu x; tð Þ ¼ d t � x=c1ð Þ exp �a2xð Þ

exp �b1t þ b2xð Þh x=c1 � x=c2ð Þ I1 2h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t � x=c1ð Þ t þ x=c2ð Þp	 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t � x=c1ð Þ t þ x=c2ð Þp ð6:74Þ

The properties of the impulse response for a linearized channel of any shape and
any friction law were studied by Dooge et al. (1987b) using the cumulants and
shape factors of the general response and the amplitude and phase spectra. It was
confirmed that even for this very general case the average downstream movement is
given exactly by the kinematic approximation. It was shown that for very long
waves the attenuation approaches zero, whereas for very short waves the amplitude
decreases exponentially with distance.

For the downstream transfer function, the head of the wave is given by

h1d x; tð Þ ¼
X1
n¼0

exp �2nLa1 � a3 L� xð Þ½ �d t � nto þ L� xð Þ=c2½ �

�
X1
n¼0

exp � 2nþ 1ð ÞLa1 � fL� a2x½ �d t � nto þ L=c2 � x=c1ð Þ
ð6:75Þ

and is subject to reflection at the two ends of the reach as in the case of h1u x; tð Þ.
The body of the wave in the case of downstream transfer function is given by

h2d x; tð Þ ¼
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� I1 2h
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t þ nto � x=c2 þ L=c1ð Þ t � nto þ L=c2 � x=c1ð Þp 1ðt � nto þ L=c2 � x=c1Þ

ð6:76Þ

The solution is in the form of an infinite series which seems too complicated for
practical application in river flow forecasting. However, due to heavy damping,
only the first few terms of the two transfer functions would normally be required,
and the polynomial approximation of the first order modified Bessel function
(Abramowitz and Stegun 1965) is sufficiently accurate and can be easily calculated.
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As an illustration of the effect of the transmission a change in the value of
Qd(t) at the point (L′ − x′), the change in flow due to a constant downstream
boundary Qd(t) = 1 is calculated. The backwater curve is shown in Fig. 6.9 for
Fo = 0.2 and Fo = 0.8. It is clear from Fig. 6.9 that the backwater effect is effective
only for (L′ − x′) < 1.2 for Fo = 0.2 and for (L′ − x′) < 0.5 for Fo = 0.8.

6.7 Modeling of Unsteady Open Channel Flow by Means
of Stochastic Transfer Function

Solution of the flood operating problem in the system of reservoirs requires repeated
solving of unsteady flow equations for successively generated operation scenarios.
Thus the solution algorithms applied in such a case should be maximally efficient,
not only in respect of the computer capabilities requirements, but—particularly
important in this case—time of computations required to obtain the solution as well.

In order to facilitate the computations, lumped parameter simulators of a dis-
tributed flow routing (e.g. St. Venant equations) are usually used in the multiob-
jective optimization of a water reservoir management system. The simulator can
advantageously apply the Stochastic Transfer Function (STF) approach together
with a nonlinear transformation of variables. Experience gained by Romanowicz
et al. (2004, 2006) indicated that STF models are compatible with distributed model
predictions at cross-sections where observations are available. The STM model is
calibrated on historical data and on distributed model realizations for the parts of the
river where the observations are not available. In Romanowicz and Beven (1998), a
lumped model based on a Stochastic Transfer Function (STF) approach was used to
update on-line flood inundation forecasts for the River Culm, UK.
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The STS model is stochastic, enabling derivation of prediction uncertainty in a
straightforward manner; therefore, it is suitable for scenario analysis of the water
management system under uncertain climatic conditions. Estimated probability of
water levels at the cross-sections along the river enables the derivation of proba-
bility maps of inundation at different times of the year.

At the reach scale, the discrete-time STF describes the open channel dynamics
and can be presented as:

xk ¼ B z�1ð Þ
A z�1ð Þ uk�d ; yk ¼ xk þ fk ð6:77Þ

where k is a discrete time period, uk�d denotes STF model input (flow or water
level), xk is the underlying “true” flow or water level, is the noisy observation of this
variable, d is a time delay, while A z�1ð Þ and B z�1ð Þ are polynomials of the fol-
lowing form:

A z�1� � ¼ 1þ a1z
�1 þ a2z

�2 þ � � � þ apz
�p

B z�1
� � ¼ 1þ b1z�1 þ b2z�2 þ � � � þ bmz�m

ð6:78Þ

in which z�1 is the backward shift operator. The additive error fk in (6.77) is
usually both heteroscedastic and autocorrelated in time. It is assumed to account for
all the uncertainty at the output of the system that is associated with the inputs
affecting the model, including measurement error, unmeasured inputs, and uncer-
tainties associated with the model structure. The orders of the polynomials, p and
m, are identified from the data during the data-based identification process. When
flow is used as a routing variable, water levels are derived from the rating curve
equation.

Stochastic transfer function model and a nonlinear transformation of model
variables was recently successfully applied to combined reservoir management and
flow routing on the Upper Narew River, northeast Poland (Romanowicz et al.
2010).
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Chapter 7
Modeling of Floods—State of the Art
and Research Challenges

Roger Moussa and Bruno Cheviron

Abstract This chapter presents a state of the art review and research challenges in
modeling flood propagation and floodplain inundation. The challenges for flood
inundation models are directly linked to the representation of flow processes, to the
formulation of theoretical physical laws and to practical considerations. First, we
review the various structures of coupled spatially distributed hydrological-hydraulic
models and the corresponding spatial representation of flow processes. Second, we
present the theoretical basis of 1-D and 2-D Saint-Venant “shallow water” equa-
tions with overbank flow, the approximation of Saint-Venant models such as the
Diffusive Wave and the Kinematic Wave models and then discuss the domains and
limits of applications of each type of models. Practical considerations linked to
numerical solution schemes, boundary conditions and model parameterization,
calibration, validation and uncertainty analysis were also considered. Finally, the
discussion addresses the research challenges for guiding the modeler, according to
the principle of parsimony, in seeking the simplest modeling strategy capable of
(i) a realistic representation of the physical processes, (ii) matching the perfor-
mances of more complex models and (iii) providing the right answers for the right
reasons.
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7.1 Introduction

Floods are the most impacting natural disasters and are a major threat to human life
and infrastructures (see for example Fig. 7.1 and the compilation on European flash
floods in Gaume et al. 2009). They have a large impact on the socio-economic
context, emphasizing the importance of being able to predict them: the demands for
predictions of flooding scenarios have markedly increased in recent years, from
stakeholders and from the authorities. Many spatially distributed hydrological and
hydraulic models turned towards flood predictions have been developed in the

Flooded zones

Paris

Laroque

(a)

(b)

Fig. 7.1 Examples of historical floods in France. a The 1910 great flood of the Seine river in
Paris: cathedral of Notre-Dame (left) and extension of the flooded area (right; the location of the
cathedral is indicated by *). b Flood level mark on Laroque’s church (catchment area 750 km²) in
the Hérault Mediterranean region (southern France) indicating the maximum water level of
successive Mediterranean flash floods since 1735 (Photos R. Moussa)
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literature (see a synthesis in Stewart et al. 1999; Bates and de Roo 2000; Hunter
et al. 2007). However, one may discuss the adequacy of the chosen model structure
(existing or to be developed) and equations (classical or new formulation) from the
angle of the announced objectives of the study and the required data (available or to
be collected). For example, advances in applied research may either be directly
linked to new modeling concepts and progresses in theoretical developments or to
the increase of computational power, to the enlarged access to high quality ele-
vation data from LiDAR and more generally to the ability of remote sensing
techniques to identify the spatial patterns of the landscape properties.

Flood inundation models can be classified according to the number of dimensions
in which they represent the spatial domain and flow processes therein, one- (1-D),
two- (2-D) or three-dimensional (3-D) models (Cunge 1975). However, whilst the
real shallow flow processes are fully 3-D, the numerical resolution of the partial
differential equations representing this process is still one of the main challenges for
hydraulics and mathematics. Limiting factors include the need to accurately repre-
sent the spatial domain, numerical instabilities, uncertainties and equifinality in
model parameterization, difficult calibration, and consequent computational time
(e.g. Booker et al. 2001; Morvan et al. 2002; Nicholas and McLelland 2004). Hence,
the 1-D “shallow water” equations of Saint-Venant (1871) or 2-D “shallow water”
equations obtained by depth averaging the Navier-Stokes equations (Navier 1822;
Stokes 1845) or approximations have proven adequate, especially for dynamically
varying flows in compound channels, given the type and quality of data typically
available for model construction, calibration and uncertainty analysis (Bates and De
Roo 2000; Hunter et al. 2005a, b; Werner et al. 2005).

For practical purposes, flood inundation models should also generate the
required hydraulic information depending on the operational objectives by coping
with the input data (Smith et al. 2004). However, the quantities predicted by these
models, such as water depth and discharge in the channel and in the floodplain,
should be recognized as uncertain (Romanowicz et al. 1994, 1996; Aronica et al.
1998, 2002; Romanowicz and Beven 2003; Hunter et al. 2005a; Pappenberger et al.
2005). Therefore, the choice by the modeler of the appropriate flood inundation
model (e.g. Saint-Venant, Diffusive Wave, Kinematic Wave or Uniform flow laws,
by order of decreasing complexity) and the corresponding spatial representation
(1-D or 2-D), is guided by the terms that can be neglected in the Saint-Venant
equations, but also by the availability and the accuracy of input data (intrinsic
uncertainty and sampling steps in space and time: topography, hydraulic properties
of river reaches and the inundation zone, extension of the inundation zone, and the
flood hydrographs). For all these reasons, recent researches in hydraulic modeling
examine reduced complexity approaches (Hunter et al. 2007). In particular, it is
often hypothesized that uncertainties over the representation of topography and
roughness coefficients, rather than those incurred through mathematical simplifi-
cation of equations, will dominate and thus influence model results (Cunge et al.
1980; Bates and De Roo 2000; Hunter et al. 2007).

This chapter presents a state of the art review and research challenges in mod-
eling flood propagation and floodplain inundation, and is structured into four parts:
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(i) the representation offlow processes in spatially distributed hydrological-hydraulic
models; (ii) the progress in the formulation of theoretical physical laws; (iii) practical
considerations such as numerical solutions, parameterization, calibration, validation
and uncertainty analysis; (iv) research challenges.

7.2 Representation of Flow Processes and Model Structure

Figure 7.2 shows a representation of a channel and the floodplain. The channel has
one main section and two side sections representing the floodplain on the right and
left banks.

A flood consists of a wave propagating downstream, with two phases: the hyd-
rograph rise (Fig. 7.3a–d) and the hydrograph recession (Fig. 7.3d–g). When the
bankful flow depth (noted h in Fig. 7.3) is reached, water ceases to be contained in
the main river channel and water spills onto adjacent floodplains. For flow depth
below bankful depth (Fig. 7.3a, g), the flow processes can be represented by a simple
1-D approach. For the overbank flow cases (Fig. 7.3b–f), the situation is more
complex. Generally, the floodplain flow is represented by a 2-D approach, whilst at
the channel–floodplain interface the development of intense shear layers leads to a
strongly turbulent and 3-D flow field which is a limit-case of application of the 1-D
and 2-D approaches (Tominaga and Nezu 1991; Babaeyan-Koopaei et al. 2002).

The representation of flow processes (Knight and Shiono 1996) involving cou-
pled hydrological and hydraulic models is presented in Fig. 7.4. Hydrological
models can be classified by increasing order of complexity from lumped (Fig. 7.4a
left) to fully spatially distributed (Fig. 7.4a right), and enable to predict the input
hydrograph and the lateral flow in the floodplain. Figure 7.4b focuses on the
downstream floodplain part and exemplifies the choice of a hydraulic model which
also can be classified by increasing order of complexity from 1-D storage cell
models (Fig. 7.4b left) to 2-D hydraulic models (Fig. 7.4b right). The river channel
and the floodplain are represented as a series of cross-sections often perpendicular
to the flow direction. The spatial representation consists either in 1-D flow routing
in the main channel (Fig. 7.4b left), coupled to the exchanges between the main
channel and the floodplain (R1 and R2), between floodplain cells (F1, F2, F3 and F4),
and exchanges with surrounding zones (E1 and E2), or a complete 2-D flow routing
in both the channel and the floodplain (Fig. 7.4b right).

W1

W2A A’

Fig. 7.2 A channel consisting of one main section (width W1) and the floodplain (width W2)
(section A–A’ on Fig. 7.4)
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Because of the complexity of the processes of flow exchanges (Ri, Fi and Ei in
Fig. 7.4b left), the probable absence of sufficient time records on the flows and the
uncertain data on the spatial extension of the inundated zone, modelers are prone to
choose conceptual representations that respect the principle of parsimony.
Modeling approaches therefore tend to rely on the minimum complexity process
representation, provided it is still capable of realistic dynamic simulations.

7.3 Theoretical Considerations

Free-surface flow models may roughly be sorted into levels of decreasing refine-
ment, judging from the richness of their physical content and basis, by order: the
Navier-Stokes equations (noted NS: Navier 1822; Stokes 1845), their average in

(a)

(b)

(c)

(d)

(e)

(f)

(g)

h

z

y1
y2

0

0

Fig. 7.3 Main overbank flow
processes during the
hydrograph rise (successively
a, b, and c), the equilibrium
(d) and the hydrograph
recession (successively e, f,
and g) where: h is the bankful
flow depth, y1 the water level
in the main channel and y2 the
water level in the floodplain
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time termed Reynolds-Averaged Navier-Stokes equations (RANS: Reynolds 1895),
the depth-averaged Saint-Venant equations (SV: Saint-Venant 1871) and further
approximations (referred to as ASV), among which the Diffusive Wave (DW:
Hayami 1951) and Kinematic Wave (KW: Lighthill and Whitham 1955).

The most popular approaches to modeling fluvial hydraulics, and thus implicitly
overbank flow and flood inundation, have been 1-D solutions of the Saint-Venant

R1

A

A’

A

A’

Lumped Semi-distributed Distributed

R2

F1
F2

F3

F4
E1

E2

Inflow Inflow

Outflow Outflow

1-D cell model 2-D model with 
Triangular Irregular Network

(a)

(b)

Fig. 7.4 Coupling hydrological (a) and hydraulic (b) models. Sketch (b) focuses on the
downstream floodplain part in grey on sketch (a). a Hydrological model spatial representation
(the floodplain location is represented in grey). b Hydraulic model spatial representation on the
floodplain (zone in grey in a).
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equations which underlie many engineering packages (see a synthesis in Bates and
De Roo 2000; Hunter et al. 2007). This section presents the 1-D Saint-Venant
equations with overbank flow, then their approximations, the exchange flow
between the channel, the floodplain and cells, and finally the 2-D Saint-Venant
equations.

7.3.1 The 1-D Saint-Venant Equations with Overbank Flow

The two equations describing mass and momentum in the Saint-Venant system are
(Sivapalan et al. 1997)

Continuity equation
@A
@t

þ @Q
@x

¼ qa ð7:1Þ

Momentum equation
1
gA

@Q
@t

þ 1
gA

@

@x
b
Q2

A

� �
þ @y
@x

þ Sf � S ¼ 0 ð7:2Þ

where x is the longitudinal distance [L], t is time [T], A is the cross-sectional area
[L2], Q is the discharge [L3T−1], qa is the lateral flow per unit channel length
[L2T−1], y is the flow depth [L], g is the acceleration due to gravity [LT−2], S is the
river bed slope [-], Sf the slope of energy line [-] and β is the Boussinesq’s
momentum correction coefficient [-]. The magnitudes of the various terms in
Eqs. (7.1) and (7.2) are given in the literature (e.g. Henderson 1966; Kuchment
1972).

The slope of energy line Sf is usually calculated using a friction law, as for
example the Manning formula:

Sf ¼ ncV2R�m
h ð7:3Þ

where V is the flow velocity [LT−1], Rh is the hydraulic radius [L], nc the coefficient
of roughness in the channel [L1/3T−1], and m a constant (m � 4=3).

The momentum coefficient β represents the non-uniformity of fluid velocities
across A and ranges from 1 for prismatic channels to 1.3 for river valleys with
floodplains (Henderson 1966).

The term qa(x,t) represents the lateral flow (inflow or overbank flow). Let R
(t) [L3T−1] be the total lateral inflow hydrograph (Moussa 1996)

RðtÞ ¼
ZL
0

qaðx; tÞ dx ) qa ¼
dR
dx

ð7:4Þ

L being the length of the river reach. For this problem, the boundary conditions are
Q(x, 0), the upstream inflow Q(0, t) and the downstream outflow Q(L, t).
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7.3.2 The 1-D Approximation of Saint-Venant Equations
with Overbank Flow

The full Saint-Venant equations are most often not needed and modelers have
therefore simplified the equations by neglecting terms in the momentum equation
whenever possible (Ponce and Simon 1977; Katopodes 1982; Daluz Vieira 1983;
Ferrick 1985; Romanowicz et al. 1988; Moussa and Bocquillon 1996b, 2000).
Various terms of the momentum Eq. (7.2) may be sufficiently small to be neglected,
leading to the following simplifications: the Kinematic Wave KW (terms IV and V),
the DiffusiveWaveDW (terms III, IV andV), the steadyDynamicWave (terms II, III,
IV and V), and the Gravity Wave GW (terms I, II, III and V). Figure 7.5 shows the
approximation zones of the Saint-Venant equations with overbank flow in a
non-dimensional diagram in function of the Froude number Fr and the
non-dimensional period T+ = TVSf/y (where T is the wave length), for two different
cases: without a floodplain (W2/W1 = 1 whereW1 andW2 are respectively the width of
themain channel and the flooded area; Fig. 7.5 left), andwith a floodplain (example of
W2/W1 = 20 in Fig. 7.5 right, among other cases tested by Moussa and Bocquillon
2000). We observe that the domain of application of models in the (T+, Fr

2) plane
changes with theW2/W1 ratio that characterizes the extension of the inundation zone.

In most practical applications, the acceleration terms in the momentum balance
Eq. (7.2) can be neglected since they are small in comparison to the remaining
terms. By combining the two Eqs. (7.1) and (7.2), we obtain the Diffusive Wave
equation (Moussa 1996)

@Q
@t

þ C
@Q
@x

� qa

� �
� D

@2Q
@x2

� @qa
@x

� �
¼ 0 ð7:5Þ
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Fig. 7.5 Approximation zones of the Saint-Venant equations (Saint-Venant; DW Diffusive Wave;
KW Kinematic Wave; GW Gravity Wave) in a non-dimensional diagram function of the Froude
number Fr = V/(gy)0.5 and a non-dimensional period T+ = TVSf/y (V velocity; y water depth;
g acceleration due to gravity; Sf slope of the energy line; T wave length) for two different cases:
without overbank flow W2/W1 = 1 and with an example of overbank flow W2/W1 = 20 (from
Moussa and Bocquillon 2000)
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where C and D are non-linear functions of the discharge Q (and consequently the
flow depth y) generally known as the celerity [LT−1] and diffusivity [L2T−1],
respectively. The C(y) and D(y) relations for rectangular sections are

Q ¼ VBy C ¼ dQ
dA

¼ 5
3
� 4
3

y
Bþ 2:y

� �
V D ¼ Q

2SB
ð7:6Þ

where A is the cross-sectional area [L2] of the flow. Each reach of the channel
network, therefore, has three characteristics: S, B and nc. For each value of y, the Q,
C and D terms can be calculated, then each reach is also characterized by two
relations: C(Q) and D(Q).

In the particular case when the pressure-gradient term could also be neglected,
the Diffusive Wave becomes the Kinematic Wave model (D = 0). The Diffusive
Wave can thus be considered a higher order approximation than the Kinematic
Wave approximation (Katopodes 1982; Daluz Vieira 1983; Ferrick 1985; Ponce
1990).

7.3.3 Exchange Flow Between the 1-D Main Channel,
the Floodplain and Cells

For modeling the flow exchange between the main channel and the floodplain (R1

and R2 in Fig. 7.4b left), weir type equations are generally used and two cases are
distinguished depending on whether the weir is submerged or not: (i) in the case of
non-submerged weir, the equation of broad-crested weir for clear overflow weir is
used to calculate the flow as a function of the water level in the main channel y1 and
the bankful flow depth h (Fig. 7.3b, f); (ii) in the case of submerged weir by the tail
water, the equation of submerged crested weir is used to calculate the flow as a
function of the water level in the main channel y1 and the water level in the
floodplain y2 (Fig. 7.3c, e). Note that the intermediate case where y1 = y2 (Fig. 7.3d)
corresponds to the time of occurrence of peak flow when the equilibrium is reached
between water levels in the main channel and in the floodplain.

In the case of Fig. 7.3b, d, R(t) can be calculated using the equation of
broad-crested weir for clear overflow weir

RðtÞ ¼ KL y1 � hð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g y1 � hð Þ

p
ð7:7Þ

where K [-] is a constant which depends on the shape of the lateral weir (generally
0.3 < K < 0.6). Note that R(t) is negative for overbank flow (flow from the main
channel towards the floodplain) during the hydrograph rise (Fig. 7.3b), and positive
for flows from the floodplain to the main channel during the hydrograph recession
(Fig. 7.3f). If the weir is submerged by the tail water (e.g. Fig. 7.3c, e), the constant
K used in Eq. (7.7) is multiplied by a corrective term function of y1, y2 and
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h (Chow 1959; Carlier 1980). The same reasoning applies for flow exchanges
between adjacent cells (F1, F2, F3 and F4 in Fig. 7.4b left), and when moving from
1-D to 2-D models.

Hence, each floodplain cell is treated as a storage volume. The change in cell
volume over time is therefore described by the in- and out- fluxes during a time
step, including the flows exchanged between the main channel and the floodplain,
and the flows exchanged between adjacent cells in the floodplain (Fig. 7.3). Digital
Elevation Models (DEMs) are used to construct the “Water level—Volume—Area
of the inundated zone” relationships which characterize a given cell. The model
enables to simulate water depths in the main channel and in the floodplain, and
hence the volume and the area of the inundation extent.

7.3.4 The 2-D Saint-Venant Equations

A depth-averaging procedure of the Navier-Stokes equations leads to the 2-D Saint-
Venant equations (Benqué et al. 1982) which can also be derived from mass and
momentum conservation in the plane of motion (e.g. Saint-Venant 1871; Cunge
et al. 1980) under the following assumptions (Fig. 7.4b right):

• Vertical velocities are neglected.
• The pressure field is assumed hydrostatic.
• The bottom slope is assumed small.
• A uniform horizontal velocity field is assumed across the water layer.
• Turbulence effects are not explicitly accounted for.
• Friction formulae are usually taken from uniform flow conditions.

We obtain

@U
@t

þ @

@x
Fþ Fdð Þ þ @

@y
Gþ Gdð Þ ¼ Hþ I ð7:8Þ

where U is the variables vector, F and Fd and G and Gd are the convective and
diffusive fluxes vectors in the x- and y-direction, respectively, H is the friction and
slope source term vector and I the infiltration source vector with

U ¼
y

yu

yv

2
64

3
75;F ¼

yu

yu2 þ gy2=2

yuv

2
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3
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ð7:9Þ
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where y is water depth [L], u and v the velocity components [LT−1], g is the
acceleration due to gravity [LT−2], ε a kinematic viscosity and Sox and Soy are the
bed slopes [-] in the x- and y-direction, respectively, which are assumed small. The
term ir represents the infiltration rate into the ground that can be estimated using
empirical formulae (Mahmood and Yevjevich 1975). As for 1-D equations, the 2-D
Saint-Venant equations can be resolved using finite-difference or finite element
numerical schemes which are time consuming and can cause numerical instabilities.
Recent research focuses on the derivation of simplified 2-D equations designed to
be solved explicitly at very low computational cost as suggested by Bates et al.
(2010) or to the parallelization of model runs (Neal et al. 2010). Therefore, future
theoretical researches on flood inundation modeling needs to address the devel-
opment of approaches to guide the modeler in the choice of the adequate simplest
parsimonious model structure (e.g. 1-D, 2-D, cells) and equations (e.g. NS, RANS,
SV or ASV such as DW or KW), the adequate friction law, and the corresponding
model analysis or control as synthesized in Table 7.1.

7.4 Practical Considerations

This section presents practical considerations for applications on study cases,
proposing guidelines for the choice of models in relation to their numerical solution
schemes, model parameters and boundary conditions, calibration, validation,
uncertainty analysis.

7.4.1 Numerical Solution Schemes

The full Saint-Venant equations have only a few exact solutions, in particular cases
(see a synthesis in Delestre 2010). Finite difference and finite element schemes have
thus been developed in order to provide widely-applicable numerical solutions the
full Saint-Venant, the Diffusive and the Kinematic Wave equations (Liggett and
Woolhiser 1967; Cunge et al. 1980; Galland et al. 1991; Bates et al. 1992, 1995;
Horritt 2000). Compared to 1-D models, the 2-D models enable better representation
of the flow paths but the modeler may encounter serious issues in the construction of
finite-difference (Crank and Nicholson 1947; Richtmeyer and Morton 1967; Remson
et al. 1971; Smith 1978; Moussa and Bocquillon 1996a), or finite-element systems
(Cooly and Moin Cooley and Moin 1976; Szymkiewicz 1991; Blandford and
Ormsbee 1993; Marks and Bates 2000; Horritt 2002; Horritt et al. 2006) as well as in
the choice of methods for solving them (Cunge et al. 1980; Horritt and Bates, 2001a,
b, 2002). However, both the 1-D and 2-D approaches need an adequate discretization
of time and space in order to obtain stable and reliable numerical resolutions.

The time derivative term may be discretized in several ways, either using explicit
or implicit schemes (Smith 1978). Explicit solutions are often favored as they allow
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the straightforward integration of flow models within a dynamic Geographic
Information Systems (GIS) environment (Burrough 1998), but the time step must
be chosen small enough to satisfy the Courant–Friedrichs–Lewy conditions
(Courant et al. 1928) and prevent instabilities in the numerical solution. This often
leads to a time step which is very small compared to that of the physical phenomena
(Bradbrook et al. 2004). In some cases though, for example these of complex
topographies, there is no way to guarantee stable conditions. By contrast, the often
more time-consuming implicit schemes allow much larger time steps, more com-
patible with the slow evolution of flood events, which also ensure the unconditional
stability of the numerical solution.

For the discretization of space, in the early storage cell models (Cunge et al.
1980), the studied area was subdivided into a series of cells (1–100 km2) that
correspond to distinct flood compartments (Fig. 7.4b left). The recent developments
of GIS software and the availability of DEMs now permit the fusion of this storage
cell concept with the raster data format typically used in GIS (Bates and De Roo
2000; Bradbrook et al. 2004). The inevitable drawback of such enabled ad hoc
spatial discretization is the increase in computational time as highly refined,
irregular and adaptive grids often exceed 106 of cells (e.g. Hunter et al. 2005a, b).

7.4.2 Model Parameters and Boundary Conditions

A flood inundation model requires the specification of three key data items:
topographic data to construct the model grid or cells, an estimation of the roughness
coefficient for each reach and cell, and the definition of boundary conditions for the
flow.

Until the late 1980s, topographic data were mostly acquired by ground survey
and photogrammetry. These methods are expensive and time consuming. Later on,
topographic data available on national survey maps were largely used but these data
tend to be of low accuracy with poor spatial resolution in the floodplain (Bates et al.
1992). Recently, novel remote sensing techniques such as airborne laser altimetry
(e.g. Marks and Bates 2000) have largely overcome the previous limitations.
High-quality elevation data derived from airborne systems (e.g. LiDAR) can be
collected at *1-m horizontal resolutions with a vertical accuracy of 0.15 m RMS
error (Bates 2004).

Hydraulic models also require the specification of roughness parameters in the
channel and on each cell (e.g. the “tables of roughness” in Carlier 1980, p. 540–542;
see a synthesis in Vidal 2005). It has proven very uncertain that such roughness
coefficients are sufficient to enable accurate predictions, especially due to the dis-
crepancies between the measurements scale and the model grid scale. Calibration is
therefore usually undertaken in order to identify the optimized empirical values for
roughness coefficients (Beven 2000).

Flow boundary conditions may be assigned using the quantitative hydrometric
data arising from stage and discharge measurements. However, despite the wide
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coverage ensured by monitoring networks and detailed surveys allowed by gauging
stations in most countries, it should be noted that the quantification of flood flows is
subject to important errors. These typically affect the estimation of stream depth and
flow velocity, even more when the highest discharges trigger bed instabilities and
instant channel adjustments (e.g. flash floods and formative discharges; Wainwright
1996). Moreover, discharge records are often derived from rating curves with
substantial expected uncertainties for large overbank flows. Another source of
uncertainty arises from the difficulties in estimating the exchanges with the sur-
rounding catchments which are simply not considered in most models.

7.4.3 Model Calibration, Validation and Uncertainty Analysis

Regardless of their internal complexity, flood inundation models require verifica-
tion and independent calibration–validation to establish both the quality of and the
confidence in the hydraulic information generated (Klemeš 1986). The assessment
of model performance requires a structured sequence of numerical experiments that
are simple enough to isolate the effect of the conceptual algorithm being studied.
Analytical solutions of the governing equations have been shown to provide useful
tests for a variety of hydrodynamic schemes (e.g. Hunter et al. 2005b). These
approaches typically involve the use of a reduced form of the governing equations,
hence the formulation of a hopefully equivalent though simplified problem, in order
to work with analytical expressions.

Traditionally, flood inundation models have been calibrated and validated using
either the water levels or discharge values available from networks of hydrometric
gauging stations. Evenwhen benefiting from narrow temporal sampling intervals, any
too sparse spatial data do not allow testing the performances of distributedmodels. By
contrast, a move towards finer spatial resolutions in the parameterization of topog-
raphy gives increased confidence in the model’s distributed predictions. Numerous
authors have therefore tested distributed hydraulic models using maps of inundation,
whose extent was derived from such diverse sources as post-event trash line surveys
(Romanowicz and Beven 2003), aerial photos (Yu and Lane 2006), airborne and
satellite Synthetic Aperture Radar (SAR) data (Horritt 2000; Bates et al. 2006;
Stephens et al. 2012; Yamazaki et al. 2012; Léauthaud et al. 2013) and post-event
LiDAR survey offlood deposits (Lane et al. 2003). Validation has also been attempted
with discharge data internal to a reach (Romanowicz et al. 2004; Hunter et al. 2005a,
b) or point measurements of maximum water elevation (Hervouet 2000).

7.4.4 Model Choice

In the literature various flood inundation models were developed on the basis of the
resolution of the full 1-D or 2-D Saint-Venant equations or their approximations:
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e.g. TELEMAC-2D and 3D (Galland et al. 1991; Hervouet and Van Haren 1996),
LISFLOOD (Bates and De Roo 2000), HEC-RAS (2002), MIKE11 (2003) or
MASCARET (2012).

Figure 7.6 shows a broader synthesis of 125 articles indicating what category of
equations was chosen by authors for various practical applications of flood inun-
dation and free-surface flow equations, across multiple spatiotemporal scales (L, T)
defined as the domain length (5 cm < L < 500 km) and the time duration of the
process (0.1 s < T < 1 yr). The plots indicate how increasing spatiotemporal scales
tend to be associated with decreasing complexity in the choice of flow models,
sorted here into four levels of refinement: Navier-Stokes (NS), Reynolds-Averaged
Navier-Stokes (RANS), Saint-Venant (SV) and Approximations to Saint-Venant
(ASV: e.g. Diffusive Wave, Kinematic Wave, Uniform flow formulae). A trans-
verse analysis involves forming L/T ratios, searching for clues to model selection
according to these “system evolution velocities” (or similar concepts used in geo-
morphology; Paola et al. 1992; Allen 2008; Paola et al. 2009) or governed by flow
typologies that would exhibit specific L/T ratios. In most of the literature sources,
the choice of a given model has not been thoroughly justified nor was the result of a

Fig. 7.6 A broader synthesis of 125 articles (each point) indicating what category of equations
was chosen by authors for various practical applications of flood inundation and free-surface flow
equations, across multiple spatiotemporal scales of the flow domain (L domain length; T temporal
duration). It shows how increasing spatiotemporal scales (L, T) tend to be associated with
decreasing complexity in the choice of flow models, sorted here into four levels of refinement:
Navier-Stokes (NS), Reynolds-Averaged Navier-Stokes (RANS), Saint-Venant (SV) and
Approximations to Saint-Venant (ASV such as the Diffusive Wave or the Kinematic Wave)
(from Cheviron and Moussa, article in preparation)
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formal, explicit contextual analysis. It nevertheless appeared to depend on the main
flow processes and typologies (overland flows, high-gradient flows, flows over
significant bedforms or fluvial flows; Montgomery and Buffington 1997; Church
2002), the spatiotemporal (L, T, y) scales where y is the water depth, the
non-dimensional flow characteristics (e.g. Reynolds number, Froude number, river
bed slope, inundation ratio, non-dimensional period) but also on the habits, expe-
rience and personal choice of the modeler.

7.5 Research Challenges

For practical applications, the starting point is the scope of the application and the
endpoint is the evaluation of the objective function for deciding upon the success or
the failure of the modeling strategy. Hence, a hydrological-hydraulic application
can be represented by a symbiotic (interdependence) link between the model type,
site data and objective function triplet. A question arises on how to guide the
modeler in the choice of an adequate triplet. According to the principle of parsi-
mony, modelers should seek the simplest modeling strategy capable of (i) a realistic
representation of the physical processes, (ii) matching the performances of more
complex models and (iii) providing the right answers for the right reasons.
Figure 7.7 depicts ways to address the (i, ii, iii) problem by sorting models, data and
objective functions along an “axis of complexity”. For each application, the
modeler has to find the optimal (model, data, objective function) triplet, seen as a
global optimization process.

7.5.1 Model Type

The elected hydrological-hydraulic model should be sought between existing
models or be developed on purpose.

Traditionally, hydrological models have been classified as lumped,
semi-distributed or distributed (Figs. 7.4a and 7.7a). In terms of spatial discreti-
zation and resolution, these hydrological model categories can be placed on an axis
of complexity, from lumped to spatially distributed, covering various possible
combinations between empirical to physically based equations and fine to coarse
spatiotemporal steps.

The spatial representations in hydraulic models can be classified from simple 1-D
to complex 2-D and 3-D approaches, also taking place on an axis of complexity
(Fig. 7.7a). Although 1-D codes are computationally very efficient, they suffer from a
number of drawbacks when applied to floodplain flows. These include the inability
to simulate lateral diffusion of the flood wave, the discretization of topography as
cross-sections rather than as surfaces (Samuels 1990), and the difficulty to represent
connectivity (Trigg et al. 2013). All of these fundamental constraints can be
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overcome with 2-D codes (Fig. 7.4b) and numerous classes of 2-D schemes have
been developed in response. These can be broadly distinguished as either full
solutions of the Saint-Venant equations (Katapodes and Strelkoff 1979; Zhang and
Cundy 1989) or approximations. However, solving the full Saint-Venant equations
over complex topographies using finite difference (Smith 1978), finite element
(Blandford and Ormsbee 1993) or finite volume (Hirsch 1988) algorithms may cause
instability and convergence issues because of the highly nonlinear, hyperbolic nature
of the governing equations.

Finally, flood inundation and more generally free-surface flow equations can be
placed on an axis of complexity: Uniform flow formulae, Kinematic Wave, Diffusive
Wave, Saint-Venant, Reynolds-Averaged Navier-Stokes and Navier-Stokes
(Figs. 7.5, 7.6 and 7.7a; Table 7.1). The Saint-Venant equations are the reference
a tilting point in complexity, as the development of numerical resolutions and
simplifications remains a major challenge for hydraulic and mathematics. In order to
simplify the Saint-Venant model, Uniform flow formulae (i.e. Manning) and weir
type equations (e.g. Cunge et al. 1980; Estrela 1994; Romanowicz et al. 1996) or the
Kinematic Wave equation (Woolhiser and Liggett 1967; Singh 1994; Bates and De
Roo 2000) were largely used for practical applications. The Diffusive Wave model
was also used to model flood routing in channels when overbank flow occurs (e.g.
Todini 1996; Moussa et al. 2007; Moussa and Bocquillon 2009; Trigg et al. 2009).

1-D                                                    2-D                                                             3-D

Hydrological  model

Uniform                       KW                     DW                    SV                 RANS              NS
flow formulae

Spatial representation

Simple                                                                                                                       Complex

Lumped                                      Semi-distributed                                          Distributed 

Hydraulic  model 

Flow equations

Ungauged                         Poorly-gauged                        Classical                            Research site

Single variable
Single criterion
Single site

A few variables
A few criteria

A few sites

Multiple variables
Multiple criteria

Multiple sites

(a)

(b)

(c)

Fig. 7.7 Conceptual representation by sorting the model type, the site data and the objective
function along an “axis of complexity”
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While the full Saint-Venant equations require very detailed representations of the
topography, simplified models such as the Diffusive Wave, the Kinematic Wave and
the Uniform flow formulae do not enable the representation of all hydraulic pro-
cesses at play during flood events.

7.5.2 Site Data

The elected site data should either be chosen among existing data or collected on
purpose. These site data can also be placed on an axis of complexity depending on
their consistency and accuracy (Fig. 7.7b) from (i) the ungauged sites where no data
are available, (ii) the poorly-gauged sites where scarce data or data with high
uncertainty are available, (iii) the long term classical hydrological-hydraulic data
such as daily or hourly rainfall-runoff-meteorological data to (iv) the experimental
research basins and/or observatories with long-term fine-time-step records.

Site data may be sorted into spatial and temporal data. Spatial data include maps
(e.g. DEM, LiDAR, roughness, soil, landuse, radar, remote sensing), pixel size, and
the GIS tools used for their analysis. Temporal data include temporal series cor-
responding to various quantities (e.g. rainfall, water depth, discharge, runoff,
water-table) characterized by the sampling step, duration and total number of ele-
ments in the records.

7.5.3 Objective Function

Throughout the last decades, an important change of the scope of hydrological-
hydraulic applications has taken place, with subsequent changes in the objective
functions resorted to. As previously mentioned, the development of hydrological
and hydraulic sciences has been directly linked to the progresses in understanding
processes, in theoretical model development (e.g. computational facilities: numer-
ical techniques, data assimilation, thorough model exploration, inverse calculus),
and in data acquisition (new devices, remote sensing, LiDAR). However, there
remains an important need for research on classical hydrological-hydraulic mod-
eling for engineering applications in predicting floods, designing water supply
infrastructures and for water resources management, from the headwater catchment
to the regional scale. More recently, hydrological-hydraulic modeling has become
an indispensable tool for many interdisciplinary projects, such as predicting pol-
lution and/or erosion incidents, the impact of anthropogenic and climate change on
environmental variables such as water, soil, biology, ecology, or socio-economy.
The direct consequence is a significant increase of the complexity of the objective
function, from simple mono-site (e.g. one-point), mono-variable (e.g. the water
depth) and mono-criterion (e.g. the error on peakflow) to complex multi-site (e.g.
large number of points within a catchment), multi-variable (e.g. water depth,
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hydrograph, water table, concentrations, ecological indicators, economic impact)
and multi-criteria (e.g. errors on peakflow, volume, RMSE) objective functions
(Fig. 7.7c; see a synthesis in Madsen 2000; Dawson et al. 2007).

7.5.4 Seeking the Optimum Balance Between Modeling, Data
and Objective Functions

There is often a mismatch between model types, site data and objective functions.
First, models were developed independently from the specificities of the study site
and available data, prior to the definition of any objective function. In using
hydrological-hydraulic models, the context of their original purpose and develop-
ment is often lost, so that they may be applied to situations beyond their validity or
capabilities. Second, site data are often collected independently of the objectives of
the study. Third, the objective function must be specific to the application but also
meet standard practices in evaluating model performance, in order to compare
modeling results between sites and to communicate the results to other scientists or
stakeholders.

The question of choosing the right (model type, site data and objective function)
triplet for a given project is crucial. The choice of the optimal data-model couple to
reach a predefined objective is not straightforward. We need a framework to seek
the optimum balance between the model, data and the objective function as a
solution for a hydrological-hydraulic problem, on the basis of the principle of
parsimony as “Simplicity is the ultimate sophistication” (Leonardo da Vinci).
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Chapter 8
Numerical Modeling of Free-Surface
Flows in Practical Applications

Mario Oertel

Abstract Nowadays, numerical 1-D and 2-D flow simulations represent state-of-
the-art solutions in hydraulic engineering. Hence, 1-D and 2-D as well as coupled
simulations are enrooted in consulting companies and used as basic tools to answer
various questions from flood protection to flow optimization. An exception are 3-D
flow simulations. Due to complex boundary conditions and high calculation
requirements, 3-D CFD simulations are expert tools for universities and research
institutions. Here, detailed simulation models, e.g. for hydraulic structure flow
optimization, are built up under massive time consumption. The present chapter deals
with the basics of numerical flow simulations in practical applications. Additionally,
various example flow simulations are mentioned to give an impression about the
development of numerical modeling in practical application for the past decade.

Keywords Free-surface flow � Numerical simulation � CFD � Turbulence model

8.1 Introduction

Numerical flow simulations represent a modern tool to determine flow depths and
flow velocities in rivers and hydraulic structures. But also flood durations of
floodplains can be calculated via numerical simulations. Basically, three various
hydrodynamic simulation models are distinguished: (1) one-dimensional, (2) two-
dimensional, and (3) three-dimensional models. Thereby, the choice depends on the
particular problem and boundary conditions. Nowadays, 1-D and 2-D flow
simulation models represent the state-of-the-art in hydraulic engineering.
Progressively a coupling of various models can be observed to increase calculation
speed without loosing important information. Problems from flood protection up to
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flow optimization can be answered with 1-D and 2-D models. Three-dimensional
CFD1 simulations are still expert systems and usually will be set up by universities
and research institutions, because complex boundary conditions and high computer
resources are necessary. Additionally, 3-D models are limited to relatively small
investigation areas due to disproportionate increase of calculation cells with
increased model size.

During the last 15 years, numerical simulations became more and more famous
due to increased computer capacities and resulting model size as well as calculation
speed. Where theory exists since decades, numerical models boom nowadays, while
they can be used cost- and time-effective. Keywords like cluster computer, main
storage, hard drive capacities and 64 bit systems can be mentioned. What is estab-
lished as standard today has been unimaginable some decades before. Nowadays, a
workstation PC can have the following specifications: 32 GB RAM, up to 8 cores
with 3.5 GHz each, and storage capacities up to 3 TB. Considering a numerical 3-D
simulation with somemillion cells can generate result file sizes with several ten GB, it
can be clearly shown that a management of these data became feasible not before the
last three to five years. Additionally, powerful processors and larger main storage
capacities decrease calculation times and allow practicable simulations.

8.2 Basics of Numerical Flow Simulations

8.2.1 Dimensionality

Before creating numerical simulation models, the dimensionality of the problem
must be analyzed. An over-dimensionalized model will lead to large calculation
times and cost-expensive simulations without increasing model quality aspects. An
under-dimensionalized model can produce major errors and uncertainties, e.g. due
to not respected velocity components. Therefore, it is important to chose the correct
model dimensionality for the specific hydraulic problem by analyzing boundary
conditions and general flow situations within the model domain.

8.2.2 Basic Equations

Generally, numerical simulations follow two basic equations: (1) continuity equa-
tion, and (2) momentum equations. Based on the Navier-Stokes (N-S) equations,
which cannot be solved analytically, e.g. the Reynolds-Averaged-Navier-Stokes-
Equations (RANS) or the Shallow-Water-Equations (SWE) are developed, down to
the Bernoulli equation or the flow equations. Details can be found in the literature

1CFD = Computational Fluid Dynamics.
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(e.g. Abbott 1979; ASCE Task Commitee 1988; Ferziger and Perić 2002; Laurien
and Oertel 2013; Martin 2011; Pironneau 1989; Tan 1992, and many more).

Basically, an ideal flow will be presumed—frictionless and incompressible.
Therefore, Euler developed flow equations of ideal fluids, combined of continuity
and momentum equations. The continuity equation states that the sum of in- and
outflow corresponds to the temporal alteration of mass per volume element.
According to Euler, an incompressible fluid is presumed, which means that the
substantial conduction of density is equal to zero. Following, the continuity
equation for ideal flows in form of cartesian coordinates is given as:
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¼ 0 ð8:1Þ

where: x, y, z = coordinates, u, v, w, = velocity components.
The momentum equation, developed by Euler, describes the temporal alteration

of impulse corresponding to the difference between the sum of incoming and
outgoing pulse currents plus the sum of external forces. Momentum equations can
be written as:
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where: t = time, fi = force density (force per mass), outer forces, ρ = density,
p = pressure.

For real flow simulations Navier and Poisson (1827 and 1831) developed the N-
S-equations, taking into account the relation between tension and deflection rate
and the Stokes’ hypothesis. For incompressible flows these can be written as:
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Herein, the left term represents advection and the right term forces, pressure, and
viscosity. Volume forces fi are gravitational force, tidal force, and Coriolis force.

To solve the N-S-equations, several methods are used, as Reynolds-Averaged-
Navier-Stokes (RANS), Large Eddy Simulation (LES), Direct Numerical Simulation
(DNS). The RANS equations are famous for CFD free-surface simulations. These

8 Numerical Modeling of Free-Surface … 195



equations are i.a. averaged over time to neglect small and fast fluctuating eddies.
Thereby, new unknowns are formed, which can only be solved by approximations.
These approximations will be defined by chosen turbulence models. The RANS
equation can be written as:
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where: u0i = time averaged mean velocity, i; j = index of cell notation,
u0iu

0
j = Reynolds stress tensor from turbulence model. Additional details can be

found in the literature (e.g. Jakirlic 1997).
For 2-D hydraulic flow problems, the Shallow Water Equations (SWE)—St.-

Venant equations—were developed, which allow a good approximation in free-
surface flows like channels and rivers (Wesseling 2001). The SWE are another
simplification of the Reynolds equations by averaging the flow velocity over flow
depth. These equations can be used, where the vertical velocity component can be
neglected. The SWE can be written as (Nujic 2006; Tan 1992):
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where: H ¼ hþ z = water surface elevation, h = flow depth, z = bottom elevation,
u, v = velocity components in x-, y-direction, g = acceleration due to gravity,
m = viscosity, IR;i = friction slope, IS;i = bottom slope.

Additionally to the mentioned equations there is a plurality of approximations of
the N-S-equation—shown in Fig. 8.1.

8.2.3 Discretization

This section gives a raw overview of numerical discretization methods that are used
for flow simulations. Details can be found in the special literature (e.g. Ferziger and
Perić 2002; Martin 2011).
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Because basic equations of flow conditions are described by partial differential
equations and hence cannot be solved analytically; simplifications, based on
approximations and dimensional analysis, must be used. To solve those basic

Navier-Stokes-equations

frictionless (ideal fluid) frictional (real fluid)

Euler equations

laminar turbulent (time-averaged)

potential
equation

Reynolds
equations

rotation-free along flow line (steady)

potential
equation

Bernoulli
equation

hydrostatic pressure distribution neglecting of horizontal
turbulent transport

steady

backwater curve
equations

uniform flow

Manning
equation

St.-Venant
SWE

boundary layer
equations

Fig. 8.1 Overview of N-S-equations approximations (Rutschmann 2014)
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equations a numeric discretization method, where approximations of time or area
are applied, is used commonly. There are three main discretization methods
(Ferziger and Perić 2002):

• Finite Difference Method,
• Finite Volume Method,
• Finite Element Method.

The Finite Difference Method is the oldest method to solve partial differential
equations numerically and was developed by Euler. The calculation is carried out
by covering the flow field within a grid and approximating the differential equation
on every grid cell corner. Therefore, partial derivatives are replaced by variables
based on corner values, resulting in an algebraic equation that can be solved
(Ferziger and Perić 2002).

The Finite Volume Method is based on the integral of the conservation equation.
The conservation equation is applied to a finite number of control-volumes. For the
main focus of the volume, variables are solved and transferred by interpolating the
surface of the volume. Thus, the built algebraic equation can be solved (Martin
2011).

For the Finite Element Method the mean flow field is divided into a set of
discrete volumes (3-D) or finite elements (2-D). Apart from that, all equations are
multiplied by a weighting function before being integrated. To get non-linear
algebraic equations that can be solved, the weighted integral of the conservation
equation will be substituted and the derivative of the integral on every grid point
value is equated to zero (Ferziger and Perić 2002).

8.2.4 Numerical Solver

The numerical solver consists of (1) the discretization method, (2) the solving
method, and (3) the error estimation.

There are many possibilities to solve the considered equations for flow simu-
lations. Thereby the accuracy of simulation results is influenced by the chosen
solver. Hence, to choose a satisfying solver the following aspects must be
considered:

• accuracy,
• size of the computational mesh,
• time steps,
• symmetric or not symmetric equation,
• convergence and efficacy.

This section gives a short overview of solvers which are frequently used for fluid
simulations. Due to the plurality of possibilities, only relevant methods (discussed
in Ferziger and Perić 2002; Martin 2011) are shown in Fig. 8.2. All solvers apply
matrix notation and result in approximations.
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Solver

linear equation

direct / explicit
methods

Gauss elimination

LU factorization

explicit Euler method

implicit Euler method

iterative / implicit
methods

Gauss Seidel method

algebraic multigrid
method

factorization

conjungated gradient

. . . and many more

successive
over-relaxation

strongly implicit
procedure

incomplete
lower-upper

alternation direction
implicit

coupled equations

simultane
solving method

sequential
factorization

Picard iteration

nonlinear equations

Newton similar
methods

tangenten method

Gauss elimination

secant method

global methods minimizing technique

steepest-descent
method

conjungated gradient

Fig. 8.2 Overview of solving methods
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Iteration is commonly used to solve linear and non-linear equations, because it is
possible to get a high accuracy in an effective way. Therefore, iteration steps and
duration have to be set. Mostly the duration is specified by a difference between the
results of the iteration. The error estimation is carried out by a plurality of iterations
and approximations. To get an effective iteration a fast convergence is needed
(Ferziger and Perić 2002).

Because also time has to be taken into account for solving transient flow, nearly
all solvers are based on the marching method with time steps. Due to the initial
value problem there are two specific types of solving methods: (1) explicit and (2)
implicit methods. Advantages of explicit methods, like forwards or explicit Euler
method, are less computing time and memory in comparison to implicit methods as
well as easier programming. The issue is an unstable computation using large time
steps. Implicit methods solve linear equations. Hence, more computation time and
memory are necessary and programming is more complex. Therefore, the com-
putation is more stable, which means that there is an unconditional result for each
time step and it can be verified e.g. by the von-Neumann-method. Next to the
stability the accuracy is another criterion to choose a solving method. The error
depends on the step and the order of the differential equation. To analyze errors the
Richardsen extrapolation can be performed (Ferziger and Perić 2002).

Explicit and implicit methods can be combined to reach shorter computations
times or a better stability.

8.2.5 Turbulence

Usually, most flow conditions in hydraulic engineering practice are turbulent and
must be handled an other way than laminar flow (Ferziger and Perić 2002). The
numeric simulation of turbulence is highly complex and still subject of ongoing
research. But there are approaches to solve the equations due to the considered
solving methods (Laurien and Oertel 2013) for turbulent flow. Special character-
istics of turbulence are (Ferziger and Perić 2002):

• unsteady flow,
• three-dimensional flow,
• high number of eddies,
• turbulent diffusion,
• dissipative processes caused by turbulent diffusion,
• randomly coherent structures,
• high fluctuation of time and lengths.

There are mainly three turbulence simulation types that are used in hydraulic
engineering practice: (1) Direct Numeric Simulation (DNS), (2) Large Eddy
Simulation (LES), and (3) Reynolds-Average-Navier-Stokes (RANS). For RANS,
turbulence models are necessary to solve the Reynolds stress tensors.
Consecutively, simulation methods for turbulent flows are explained briefly.
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Further information is given in the literature (e.g. Ferziger and Perić 2002; Laurien
and Oertel 2013; Martin 2011).

DNS is the most precise method to simulate turbulence because no approxi-
mations must be made. Only numeric discretization is necessary to solve the
Navier-Stokes-equation (Ferziger and Perić 2002). Therefore, a high mesh resolu-
tion is required to allow the description of all dynamic flow in time and space
(Laurien and Oertel 2013). The size of the mesh is based on the physical size of the
investigation area but has to be as large as the largest turbulence. Hence, the mesh
resolution has to be smaller than the Kolmogoroff-scale, which is influenced by the
viscosity to reflect the total dissipation of kinetic energy. DNS results are very
detailed, but long calculation times are necessary. Consequently, DNS is mostly
used to qualitatively and quantitatively describe physical phenomena (Ferziger and
Perić 2002).

LES is a large-scale simulation, compared to DNS. Small eddies are neglected
and the course of velocity due to time is averaged. This method is appropriate
because large-scale eddies have more influence on turbulence. The calculation time
is still long and a precise definition of variables have to be made (Ferziger and Perić
2002). To solve the equations, approximations are needed—the so-called turbu-
lence models, e.g. eddy viscosity, subgrid-scale model, dynamic model or dynamic
Lagrange-model which can be found in the literature (e.g. Ferziger and Perić 2002).
The solving methods in Sect. 8.2.4 can be used in this case.

RANS is usually used in hydraulic engineering practice. The equations (shown
in Eq. 8.4) can be solved by using turbulence models, which include approxima-
tions. There are two kinds of turbulence models: (1) eddy viscosity models, and (2)
Reynolds stress models (RSM); also categorized as the so-called algebraic models
or differential equations (one- or two-point-closure, transport models) (Laurien and
Oertel 2013). In algebraic turbulence models, further equations, which describe e.g.
the eddy viscosity, are added to the RANS-equations. Examples are the Prandtl’s
mixing-length concept, the Baldwin-Lomax model (eddy viscosity models) or
algebraic Reynolds stress models. Two-point-closure is applied in the eddy vis-
cosity model, e.g. in the k-e-model or k-x-model. The RSM is approximated by e.g.
s-e-model or s-x-model (Laurien and Oertel 2013). The k-e-model is the mostly
chosen turbulence model for 3-D practical hydraulic problems. Generally, eddy
viscosity models are used for a huge amount of numerical flow simulations in
hydraulic engineering.

8.3 Advantages and Disadvantages of Free-Surface
Numerical Simulations

With increasing quantity of numerical simulation products and achieved simulation
projects also their advantages and disadvantages must be discussed. For free-sur-
face problems, following aspects can be mentioned as advantages:
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• easy variation of boundary conditions,
• fast results for varied boundary conditions,
• case-studies can be arranged cost- and time-effective, compared to experimental

models,
• real-time calculations and worst-case scenarios,
• and more.

Contrary, disadvantages can be, e.g.:

• reliability,
• errors and uncertainties,
• approximative solutions, e.g. turbulence models,
• and more.

Discussing advantages and disadvantages, the question of model validation and
reliability of numerical simulation results can be addressed. Therefore, it must be
noticed that a good data background is essential for numerical simulations. Next to
geometrical boundary conditions, e.g. cross sections and digital terrain models
(DTM), also hydraulic boundary conditions, e.g. rating curves and water surface
levels, must be given. These data can be used to calibrate the numerical model and
to validate numerical simulation results. For complex scenarios, sensitive analysis
can help to reduce errors and to identify influences of various variables.

By knowing advantages and disadvantages of numerical flow simulations and
including a detailed validation and calibration study, also critics can be satisfied
when discussing benefits and cost-effectiveness in accurate detail.

8.4 Application Area of Free-Surface Numerical Flow
Simulations

The application area of numerical flow simulations range from flood protection to
flow optimization. During the last years the range of application is huge and also
small engineering offices use numerical simulation products as standard programs
like CAD and GIS and a couple of these. Subsequently, some areas of application
will be mentioned as examples, being separated in those before, after and during the
event.

• Before the event, e.g.:

– floodplain area flow velocity determination for flood maps and flood man-
agement plans,

– preparation of rating curves
– dimensioning of polder areas,
– flow optimization (e.g. for dike influences or complex 3-D hydraulic struc-

ture flows),
– sediment transport and water quality models.
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• After the event, e.g.:

– verification of flood discharge development and improvement of forecast
models,

– verification of available rating curves,
– reports concerning damage courses.

• During the event, e.g.:

– real-time simulations to forecast floodplains and to determine evacuation
areas, e.g. after dike breaching),

– assimilation of flow processes and forecast of flood peaks,
– calculation of flood durations, e.g. to evaluate dike stability.

8.5 Free-Surface Numerical Simulation Software

8.5.1 One-Dimensional Flow Models

Nowadays, one-dimensional numerical flow simulation models are used as standard
tools and often are available at no charge with complex model characteristics and
features. Software products like e.g. HEC-RAS, MIKE11, JABRON, WSPWIN,
etc., can be used for steady as well as unsteady calculation of water surface levels
and flow velocities in main channel direction, based on one-dimensional St.-Venant
equations or energy conservation. To use 1-D models adequately, no major flow
velocity components in y- and z-direction (width and depth) should exist due to
averaging these values. Hence, no velocity distribution in width and depth can be
reported by using 1-D numerical codes, which limits their applicability. Typical
hydraulic structures, like e.g. weirs and bridges, are included with simple analytical
approaches (e.g. Poleni formula) within the 1-D model. Using 1-D numerical
simulations river reaches more than 100 km can be simulated and analyzed.

8.5.2 Two-Dimensional Flow Models

Numerical simulation models with more than one dimension usually neglect the
vertical velocity components. Hence, these products are used as two-dimensional
models, based on the depth averaged shallow water equations. Herein, the velocity
component on the z-axis (velocity w) is integrated over flow depth and velocity
components on the y-axis (velocity v) can be described in detail. Typically, 2-D
numerical simulations are arranged to identify unsteady flooding processes, e.g.
after dike breaching, or to analyze complex flow patterns at discontinuities in river
reaches. Available software products are amongst others HYDRO_AS-2D,
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MIKE21, and TELEMAC2D. If the vertical velocity component is of major interest
(e.g. modeling a cooling water inlet) also (pseudo) 3-D models are available, like
Delft3D or TELEMAC3D. Additionally, sediment transport models are available,
which will not be discussed in detail in this chapter. Often numerical software codes
allow a linking to external systems. In this context, rivers can be developed as 1-D
models with available profile data and floodplain areas will be attached as 2-D
model from digital terrain data. Due to climate change discussions and adaptation of
rainfall-runoff scenarios, also flash flood events are simulated e.g. using a combined
analytical model (sewage system) and 2-D model (surface area). These simulations
allow the determination of flow paths through sealed residential and industry areas
after reaching discharge capacities of sewage system pipes. Nowadays, 2-D models
often include urban canyons, formed by buildings and flow guiding structures.
These have an influence due to circulation processes and flow resistance. Automatic
processes can be used to include surface roughness by land use data or breaking
edges for flow guiding elements or forced nodes. Depending on the automatic level
and time capacities to build up the model, river reaches of 20–50 km can be
achieved without difficulty.

8.5.3 Three-Dimensional CFD Flow Models

Computational Fluid Dynamics (CFD) flow models usually are three-dimensional
models and involve a more detailed resolution of velocity components in all spatial
directions, allowing a detailed analysis of highly complex flow situations. CFD
models are still time-consuming expert systems with complex boundary conditions.
The model domain usually is limited to some 100 m—for complex models with
huge amounts of calculation cells only some 10 m can be achieved. Software
products are e.g. FLOW-3D, OpenFoam, ANSYS CFX, and more. Focusing on
free-surface flow problems the Volume-Of-Fluid (VOF) method (Hirt and Nichols
1981; Nichols and Hirt 1975) is used to determine the sharp water surface.
Therefore, an additional differential equation is adopted and solved, giving infor-
mation on the filling level of each cell in percent and the declination of the water
surface within this cell. Hence, the free-surface can be determined as sharp line.
Application areas of CFD simulation in hydraulic engineering are extensive, e.g.
weir flow, filling and emptying lock systems, block ramp flow (e.g. Oertel 2012;
Oertel and Schlenkhoff 2012) and many more. Limitations can be found concerning
cell numbers (directly linked with PC’s main storage capacity), boundary condi-
tions, general model sizes, and calculation capacities. Additionally, it is rarely
possible to simulate complex two-phase flow problems (e.g. Bung 2009) for
hydraulic structures like spillways. Contrary, non-aerated free-surface flows and
friction factors can be determined adequately using 3-D CFD models. This can be
confirmed by hybrid modeling progressively.
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8.6 Examples of Free-Surface Numerical Flow Simulations

In this section example free-surface 2-D and 3-D flow simulations are presented and
compared due to the development of calculation time during the last years and the
contrary benefit of 3-D simulations compared with 2-D. Therefore, the following
numerical models are used: (1) 2-D model Overath, (2) 2-D model Hattingen,
(3) 2-D model Wetter to Hattingen, (4) 3-D CFD model gauge Hattingen. Models
(1)–(3) are used to give a benchmark on calculation times and model (4) is com-
pared with a selective area of model (2).

For 2-D flow simulations the software package Surface-water Modeling System
(SMS) was used in combination with the calculation module HYDRO_AS-2D,
which is based on the SWE. 3-D flow simulations were performed in FLOW-3D,
which implements the RANS equations, k-e turbulence model and VOF method.

Re. (1): Overath is located along the river Agger and is prone to flooding. In a
2003 study (see Oertel 2003) flood plains for several flood discharges and
unforeseeable dike failure events were carried out. Table 8.1 gives detailed model
specifications. In Fig. 8.3 an example result for a dike breach is given. It can be
noticed that the 2-D model is applicable to determine detailed flow traces in plan
view to identify main flow paths and, e.g., evacuation areas. Hence, a 2-D model
can provide more information than simple 1-D simulation models.

Re. (2) and (3): After extreme flood events in August 2007 at the Ruhr catch-
ment area in North Rhine-Westphalia, Germany, a study was assigned to analyze
discharge curves at the gauges Wetter and Hattingen at the river Ruhr. Therefore,
hydrodynamic numerical 2-D flow simulations were carried out in 2008 (see Oertel
et al. 2009). Flow measurements during the flood event indicated significant
deviations from the discharge curves at both gauges for extreme water levels. This
also could be confirmed by numerical results from the developed 2-D models. The
focus of 2-D modeling was to analyze vegetational influence on gauge’s rating
curves. In 2013 both models, Hattingen and Wetter, were combined to only one 2-D
numerical model at the Hydraulic Engineering Section at Lübeck University of
Applied Sciences (see Fig. 8.4). The main aim was to perform a benchmark
regarding the calculation times. Table 8.1 gives model specifications for these
models.

Table 8.1 2-D and 3-D model specifications

Model Grid points Elements River reach length Year

1. Overath (2-D) 22,650 30,470 4.0 km 2003

2. Hattingen (2-D) 32,500 57,000 5.4 km 2008

3. Wetter–Hattingen (2-D) 271,500 480,500 ca. 30.0 km 2013

4. Hattingen (3-D) – 13 Mio. ca. 300 m 2014
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To compare calculation times, selective model runs from 2003 to 2008 were
performed on a modern workstation in 2014. Table 8.2 gives results for calculation
times for all mentioned 2-D models. Individual example simulations show an
identifiable improvement of calculation time during the past 10 years. To reach a
steady final result of a mean discharge flow event, a time benefit up to 97 % can be
observed e.g. for the Overath 2-D model. Even when comparing a simulation of
2008 in respect to 2010 with a simulation of 2014 there is 80 % time benefit. It can
be assumed that this trend will be resumed during the next years.

Fig. 8.3 Example result of 2-D flow through polder area after a fictive dike breach

Fig. 8.4 Model domain of 2-D model from Wetter to Hattingen, aerial photos: Ruhrverband
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Table 8.2 Comparison of example calculation times of various 2-D simulations

Model overath: simulation time steady flow event
tsim = 6000–25,000 s

MQ = 20 m3s−1 HQ100 = 289 m3s−1 HQ1000 = 462 m3s−1

2003
1 core, 1.0 GHz, Pentium III,
512 MB RAM

102 min 289 min 700 min

2014
8 cores, 3.5 GHz i7, 32 GB
RAM

3 min
(97 %)

76 min
(73 %)

87 min
(87 %)

Model Hattingen: simulation time for steady flow event
tsim = 36,000 s, tout = 3600 s

Q ¼ 75 m3s�1 Q ¼ 360 m3s�1 Q ¼ 916m3s�1

2008
4 cores, 3.0 GHz, 4 GB
RAM

51 min 60 min 78 min

2014
8 cores, 3.5 GHz i7, 32 GB
RAM

7 min
(86 %)

11 min
(81 %)

17 min
(78 %)

Model Hattingen: simulation time for transient flow event
tsim ¼ 2; 700; 000 s, tout ¼ 21; 600 s

2010
4 cores, 3.3 GHz, 8 GB
RAM

1087 min

2014
8 cores, 3.5 GHz i7, 32 GB

206 min
(81 %)

Model Wetter to Hattingen: simulation time for steady flow event
Q ¼ 100 m3s�1;, tsim ¼ 720; 000 s, tout ¼ 7200 s

2014
8 cores, 3.5 GHz i7, 32 GB

787 min

Fig. 8.5 Model domain of 3-D CFD model upstream gauge Hattingen, a plan view, aerial photo:
Ruhrverband, b 3D detail view
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Re. (4): As an example, a 3-D CFD model is build up for the near field of the
inflow area at gauge Hattingen to give an idea about today’s simulation possibilities
on high end workstation computers. Within the given model domain, several groins
are located on the right hand side in main flow direction (see Fig. 8.5). The shown
area has a total dimension of about B × L = 130 × 290 m and is represented within a
calculation grid with approx. 13 Mio. cells. Simulations take up to 2 days with
FLOW-3D on a workstation PC with the specifications: Intel i7, 8 cores, 3.5 GHz,
32 GB RAM.

Figure 8.6 gives example results from the 3-D CFD model (FLOW-3D). It can
be noticed that a fully 3-D simulation allows a deep view into flow processes for
complex boundary conditions. Powerful post-processor tools can be used to analyze
flow traces, velocities, turbulent structures etc. graphically. A comparison between
2-D and 3-D model results for the given investigation area (see Fig. 8.7) shows
clearly the benefit of 3-D models, where three-dimensional flow effect are signifi-
cant. Where a 2-D numerical simulation provides only depth-averaged velocity
components, a 3-D simulation includes detailed velocity vectors for all directions.

Fig. 8.6 Example results from 3-D CFD model for groin field flow
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8.7 Conclusions and Outlook

Numerical simulations of free-surface flows represent a modern tool to solve a large
number of problems. With accurate data selection a calibrated model can produce
good results e.g. for decision makers in a cost-effective way. 1-D and 2-D models
became state-of-the-art and are deep-rooted in engineering companies. Contrary,
3-D CFD numerical models are mostly applied by universities and research

Fig. 8.7 Result comparison from 2-D depth-averaged and 3-D CFD model
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institutes due to complex boundary conditions and high class computer necessity.
With increasing computer capacities a boom can be observed during the last
15 years, which led to several projects and research activities in the field of
numerical free-surface flow simulations. The rapid development of computer and
storage technology enables the calculation of complex 3-D CFD models at a
workstation PC with several million cells, which appeared inconceivable two
decades ago. Within the next 10–15 years it can be expected that highly complex
two-phase flows (e.g. air-water-mixture) can be solved by standard numerical
software codes in moderate calculation time. Additionally, a focus on sediment
transport models can be assumed to answer complex questions on transport pro-
cesses in river systems. These will be available in 2-D software products. But also
3-D CFD codes will become state-of-the-art tools in hydraulic engineering
companies.

In future, the above-mentioned steep trend will continue and numerical flow
simulations will become more and more essential tools, with the need of good
educated experts. These experts will come from universities, where students get
more involved into numerical simulation projects. It shall be clearly stated, that a
critical view and basic theoretical knowledge are necessary to understand the nature
of numerical flow simulations to choose the right method for the given hydraulic
engineering problem. Therefore, validation analysis and verifications are needed.
Water research laboratories will play an important role to confirm numerical model
results and to give a foundation for exact simulation results—also for the next
decades. Regarding the education of students it should be ensured that the
awareness that “colored pictures are not equal to real results” is communicated and
a sensibility due to numerical flow simulations is given, which lead to a successful
application of numerical model improvements in future.
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Chapter 9
Laboratory Models of Free-Surface Flows

Daniel B. Bung

Abstract Hydraulic modeling is the classical approach to investigate and describe
complex fluid motion. Many empirical formulas in the literature used for the
hydraulic design of river training measures and structures have been developed
using experimental data from the laboratory. Although computer capacities have
increased to a high level which allows to run complex numerical simulations on
standard workstation nowadays, non-standard design of structures may still raise
the need to perform physical model investigations. These investigations deliver
insight into details of flow patterns and the effect of varying boundary conditions.
Data from hydraulic model tests may be used for calibration of numerical models as
well. As the field of hydraulic modeling is very complex, this chapter intends to
give a short overview on capacities and limits of hydraulic modeling in regard to
river flows and hydraulic structures only. The reader shall get a first idea of
modeling principles and basic considerations. More detailed information can be
found in the references.

Keywords Physical modeling � Similitude � Open channels � Hydraulic structures

9.1 Introduction

For more than 500 years, people have tried to better understand the nature of
complex flows. For instance, several famous records and sketches on flow phe-
nomena were published by Leonardo Da Vinci in the late 15th century. Sir Isaac
Newton (1642–1727) was the first to develop basic approaches on the similitude
between a prototype and its scaled reproduction, i.e. the model. These approaches
were advanced by other researchers developing modeling laws which are well
recognized nowadays. These model laws were first applied to scaled models at the
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end of the 19th century. In particular, William Froude (1810–1879) and Osborn
Reynolds (1842–1912) shall be mentioned in the context as representatives of many
important individuals of fluid mechanics in these days.

Hughes (1993) stated that physical modeling is still an important technique to
solve hydraulic engineering problems even in a time that computers become more
and more powerful and numerical models more reliable. Even two decades later,
this statement is still valid.

Hydraulic modeling allows to directly face the effects on flow features induced
by changes of boundary conditions. Physical hydraulic models may also be oper-
ated to verify theoretical and numerical models or to draw some conclusion in
regard to flow phenomena that are still not fully understood to date. Further
development of measurement techniques allows for new investigation methods and
gives high-precision results. Some up-to-date equipment are illustrated in Fig. 9.1.

On the other hand, the setup of a physical model is often relatively expensive
and time-intensive. A change of boundary conditions is oftentimes not trivial and
needs to be considered in the early stages of planning. Later adaption to other
conditions may be difficult.

9.2 Similitude

In order to extend the findings from a scaled physical model to prototype scale,
hydromechanical similitude between both scales must be guaranteed. This means
that a geometric, kinematic and dynamic similitude are needed to ensure a similar
motion and, by consequence, similar forces acting in the fluid. In a flowing water

Fig. 9.1 Measuring devices for laboratory studies. a Ultrasonic displacement sensor for accurate
measurement of water levels. b Acoustic Doppler Velocimeter (ADV) for measuring of local
three-dimensional velocity components (here installed in the non-aerated part of stepped weir
before submerging into water)
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body, the following forces must be considered (forces due to elasticity are neglected
for water as an incompressible fluid):

• a force due to acceleration of the fluid (inertia) Fi,
• a force due to gravity Fg,
• a force due to pressure in the flow field Fp,
• a force due to inner friction (viscosity) Fv,
• a force due to surface tension at the air-water interface Fs.

It yields the following balance of forces:

Fi ¼ Fg þ Fp þ Fv þ Fs ð9:1Þ

Considering a general length L and time T and neglecting Fp because it is a
dependent force, Eq. 9.1 becomes:

q� L3 � L=T2 ¼ q� L3 � gþ l� L=T
L

� L2 þ r� L ð9:2Þ

where q is the density of water in [t/m3], g is the gravity acceleration in [m/s2], l is
the dynamic viscosity in [kg/(m × s)] and r is the surface tension in [kN/m].
A dynamic similitude now claims that all forces have the same scale factor:

Fi;N

Fi;M
¼ Fg;N

Fg;M
¼ Fv;N

Fv;M
¼ Fs;N

Fs;M
ð9:3Þ

and by consequence

qN � L4N=T
2
N

qM � L4M=T
2
M
¼ qN � L3N � gN

qM � L3M � gM
¼ lN � L2N=TN

lM � L2M=TM
¼ rN � LN

rM � LM
ð9:4Þ

with index N referring to prototype scale and index M to model scale, respectively.
Full hydromechanical similitude could be achieved if the model would be operated
by a fluid with density, viscosity and surface tension that fulfills this constraint.
Unfortunately, this fluid does not exist and models are commonly operated by the
same fluid as in nature, i.e. water. With the length scale kL ¼ LN=LM , the time scale
kT ¼ TN=TM as well as qN=qM ¼ 1; lN=lM ¼ 1; rN=rM ¼ 1 and gN=gM ¼ 1,
Eq. 9.4 becomes:

k4L
k2T

¼ k3L ¼
k2L
kT

¼ kL ð9:5Þ

It must be noted that this equation is only valid for kL ¼ kT ¼ 1, i.e. the prototype
scale. It is not possible to properly scale all acting prototype forces in a scaled
hydraulic model. Every scaled model implements certain errors. However, this error
can be minimized if the most relevant counter-acting force is considered together
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with the inertia force and properly scaled. For free-surface flows which is dealt with
in this chapter, the predominant force is gravity.

9.3 Froude’s Law

The relation between the inertia force and the gravity force in open channels is
generally expressed by the Froude number:

F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
inertia
gravity

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q� V � v2=L
q� V � g

s
¼ vffiffiffiffiffiffiffiffiffiffiffi

g� L
p ð9:6Þ

where V is the volume of the water body moving with the velocity v.1

The basic idea of Froude’s law is that the dimensionless Froude number is the
same in model and nature for a similar flow condition. This means that a sub-/
supercritical flow in nature must be sub-/supercritical in the model as well. The flow
may then be described by the same governing differential equations with trans-
ferrable boundary conditions upstream or downstream. Identical Froude numbers
yield:

vNffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g� LN

p ¼ vMffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g� LM

p ð9:7Þ

On this basis, the scaling factors for all physical properties may be derived, e.g.:

• Velocity factor: kv ¼ vN=vM ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LN=LM

p ¼ ffiffiffiffiffi
kL

p
• Time factor: kT ¼ kL=kv ¼ kL

� ffiffiffiffiffi
kL

p ¼ ffiffiffiffiffi
kL

p

• Discharge: kQ ¼ kv � kA ¼ ffiffiffiffiffi
kL

p � k2L ¼
ffiffiffiffiffi
k5L

q
• etc.

9.3.1 Model Accuracy

Data from the laboratory needs to be scaled to prototype dimensions according to
the appropriate model scale factors. However, the modeler must be aware of
inaccuracies which may derive from different sources. In detail, model effects and
scale effects may occur.

1It must be noted that similar considerations yield the Reynolds number (viscosity), Weber number
(surface tension) and Mach number (elasticity) if the gravity force is replaced by the other forces.
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9.3.1.1 Model Effects

Model effects may arise from an inappropriate idealization of the prototype con-
ditions in the laboratory. For example, three-dimensional flow patterns in the
stilling basin downstream of a weir model (see Fig. 9.2) may not fully develop
when the model is installed in a narrow flume. Depending on the purpose of such a
study, this effect may be more (e.g. stilling basin design) or less (e.g. determination
of weir coefficient) severe. Reflections from walls may also lead to some undesired
effect as well as incorrect water levels due to wall effects when water levels are
visually investigated through a transparent sidewall. On the other hand, some
effects being present in the prototype system are difficult to reproduce, e.g. raised
water levels by wind. These exemplary problems emphasize that some experience is
required by the modeler in order to avoid or at least to recognize such effects and in
this case, to evaluate those in regard to not misinterpret the data.

9.3.1.2 Scale Effects

As discussed above, model laws, such as the Froude’s law for open channel flows,
are based on the idea to just account for the major force counter-acting the inertia
force. This assumption is reasonable as long as the model scale does not fall below
a critical value where other forces may become significant. A few simple examples
shall illustrate this problem:

• If the Froude’s law is considered, the scale factor for the dimensionless Reynolds

number2 in a model with identical fluid becomes kR ¼ kv � kL ¼ k3=2L . Thus, the
Reynolds number is never properly scaled in a Froude model and viscosity effects
may lead to disturbed results. Considering the precondition that the flow

Fig. 9.2 Model investigation
on stilling basin performance
downstream of a steep
stepped spillway (Bung et al.
2012), channel width is 1 m to
avoid model effects

2Note: the Reynolds number is defined as: R ¼ q� v� D=l:
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resistance f in model and prototype must be equal, it has to be ensured that
hydraulic rough conditions are met in the model (i.e. the flow resistance f is no
more dependent on R, see Fig. 9.3) which in turn is only met in large scale models.
Alternatively, the modeler may come up with the idea to chose a smaller surface
roughness k in order to ensure a properly scaled f even for a small Reynolds
number in the model. However, it must be recognized that scaling of bed
roughness is generally difficult, particularly for a small roughness in prototype,
e.g. for a concrete surface.

• A small scale weir overflow model becomes more and more affected by surface
tension when the water level at the weir crest is low for a given flow velocity.

• Investigations on sediment transport may be affected by scale effects when
particles need to be scaled to a smaller size, thus reaching undesired cohesive
characteristics.

• Laboratory studies with focus on air-water flows, e.g. hydraulic jump down-
stream of a weir, must be modeled in large scale as air bubbles in prototype tend
to break up when reaching a critical size, particularly in turbulent flows. By
consequence, air bubbles have roughly the same size, in model and in prototype,
and are thus not properly scalable. Air bubble lift forces may play a more
significant role in model as in nature.

Numerous studies have been performed to determine the critical scale to prevent
scale effects. Several publications on scale effects for models with different focus
are included in Kobus (1984). Recently, a comprehensive review on critical model
scales was presented by Heller (2011). If no information on scale effects and
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Fig. 9.3 Moody diagram for determination of flow resistance factor f as a function of relative
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wetted perimeter) and Reynolds number R
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minimum model scales is found in the literature, the modeler should consider
evaluating a series of models and differing size scale before setting up the final full
model in order to check from which scale on the data lead to differing results when
scaled up to prototype scale according to the relevant scale factors. Laminar flows
however, where the flow depth is low and the velocity is small, should be modeled
in prototype scale to reproduce the viscous effects correctly.

9.4 Open Channels

9.4.1 Models with Fixed Bed

Physical models with fixed beds are used with different focuses. In earlier times, the
main interest was to determine water levels and flooded ares for different flood
events. Other concerns could be be found in the effects of river training measures or
the formation of 2D or 3D flow patterns (e.g. eddy formation in groin fields). It
must be confessed that such studies are commonly performed numerically nowa-
days. Large laboratory capacities in terms of space and discharge are required to
operate physical river models. Consequently, such studies are very cost-intensive
while numerical 2D and 3D river models are available for free as open-source
codes. However, physical river models are still a useful method to investigate more
complex flow situations, which may be caused by e.g. jet formation and mixing
procedures at an cooling water outfall structure (see Sect. 9.5.4).

9.4.2 Models with Movable Bed

River models with movable beds are used for investigation of bed load and sedi-
ment transport. Local erosion and deposition processes may be in the focus for
waterways modeling and in models of inlet structures to hydropower plants. Such
models need to fulfill the same hydraulic similitude as developed above, but further
considerations on particle dynamics are needed. These particle dynamics can be
described by the sediment Froude number

Fs ¼ s0
g� qs � qð Þ � ds

ð9:8Þ

and the sediment Reynolds number

Rs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
s0 � q

p � ds
l

ð9:9Þ

where s0 is the bed shear stress, qs the particle density and ds the particle diameter.
Both dimensionless numbers are known from the famous Shields diagram for onset
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of particle movement and must be the same in model and prototype. With this
precondition, relevant scale factors for sediment modeling may be derived, such as
the particle size scale and the particle time scale, and a model sediment material
(and grain size curve) can be chosen. For further information see (ASCE 2000) and
(Kobus 1980). One resulting difficulty is caused by the particle time scale which
differs from the flow time scale derived above. Sediment movement is faster in the
model than in the nature. The modeler may address this issue by comparing the
model data with sediment data from the field.

The total bed load or sediment load being transported through the model can be
measured by collecting and weighing the material at the model outflow boundary.
Depending on the test duration, the model size and the study purpose, it may be
necessary to ensure that the same amount of material is added at the inflow
boundary in order to provide enough material for the test.

9.4.3 Distorted Models

Model scales for large river models are often limited due to given space and/or
discharge capacity in the laboratory. However, too small model scale may result in
an improper scaling of Reynolds numbers and friction factors. One technique to
overcome this problem is to set up a distorted model in which the length scale
number in vertical direction kL;v is smaller than the length scale number in hori-
zontal direction kL;h. By distorting the model, the flow velocity and flow depth is
increased compared to an undistorted model with kL;h in all directions and a larger
Reynolds number is obtained (the influence of surface tension is decreased as well).
By consequence, a hydraulic rough condition can set in. In this case, different scale
factors must be regarded for different hydraulic parameters which can be found in
Kobus (1980). It must be noted that the scaling of surface roughness in a distorted
model is even more difficult than in an undistorted model. Proper scaling of
roughness needs to be achieved by calibration using prototype data. It must also be
taken into account that three-dimensional flow patterns, such as vertical eddy for-
mation around a bottom structure, become difficult to transfer to the prototype in a
distorted model ASCE (2000). The applicability of distorted models must be
carefully evaluated. Some model tests, e.g. the three-dimensional mixing procedure
in the near field of an outfall structure, do not allow model distortion.

9.4.4 Vegetational Flow

In the recent past, several studies were conducted which focused on the effects of
vegetation in natural channels on the river flow. One major feature which must be
addressed is that vegetation may be deformed under hydrodynamic conditions and
the absolute roughness becomes a function of discharge. In hydraulic models, the
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vegetation is often modeled by some artificial plants which must then have a similar
geometry and stiffness. Proper scaling of the vegetation characteristics is not trivial.
The modeler may also pay attention to river vegetation when a study on sediment
transport is planned as some relevant interaction can occur. Vegetational flow
features are presented in detail in Aberle (2015) (this issue). The flow resistance
nature of the vegetation can also change seasonally. For further information on the
topic, the reader is referred to that chapter which also includes some exemplary
model studies.

9.4.5 Debris and Ice

Modeling of debris and ice are challenging (and rare) tasks which may come up in
early design stages of weirs, locks or hydropower plants and which require correct
reproduction of drift and accumulation of ice and debris. For some questions,
special attention must be paid to the proper modeling of the material to be used in
the laboratory to reproduce the rigidity and eventually the thermal properties in case
of ice. Furthermore, wind may play an important role, particularly when the load on
a structure is of interest. Debris and ice modeling are no standard problems, see
ASCE (2000) for additional details regarding derivation of relevant scale factors.

9.5 Hydraulic Structures

9.5.1 Aerated Flow

9.5.1.1 Introduction

Aeration mainly occurs in high-turbulent flows. The most important causes for
aeration in rivers are hydraulic jumps and mixing downstream of weir overflows
(see Fig. 9.4). For hydraulic jumps, the amount of entrained air depends on the
inflow Froude number. In case of a weir, a growing turbulent boundary layer
develops at the weir crest. If the structure is high enough, self-aeration sets in at the
point of intersection of the boundary layer and water surface. In both cases, the
entrainment of air leads to a bulking of the flow depth, i.e. the air bubbles are
transported along the whole water column which generates higher water levels than
for clear water. Knowledge of the amount of entrained air is thus important for the
hydraulic design, e.g. for sidewall heights. Consideration of entrained air is also
relevant for energy dissipation calculations when the bulked flow depth is measured
in the laboratory.

Some weirs are used specifically to force air entrainment in rivers in order to
re-oxygenate the water. Oxygen is transferred across the air-water interface of the
bubbles. However, it must be considered that air bubbles are roughly of the same
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size in model and in prototype. Scale effects are thus very likely when oxygenation
tests are performed in scaled model.

9.5.1.2 Air-Water Mixture

Description of the air-water mixture body becomes difficult when the flow is fully
aerated. Close to the bottom, the air-water mixture is characterized by air bubbles
transported in the water, while in higher elevation larger air pockets being
entrapped between surface waves may be found (Wilhelms and Gulliver 2005).
Above this elevation, mainly ejected droplets are found (see Fig. 9.5). By conse-
quence, void fraction C is non-uniformly distributed along the water column. A
typical void fraction profile for a stepped weir is also presented in Fig. 9.5.

Fig. 9.4 Aeration at hydraulic structures. a Aeration at a weir downstream of Oker dam in
Germany; note the strong aeration at the bottom outlet in the background. b Aeration on a cross-
bar block ramp due to local hydraulic jumps (Oertel and Bung 2012)
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Fig. 9.5 Air-water mixture in self-aerated high-speed flows on a stepped weir model (width
50 cm, step height 6 cm, slope 1:2, discharge 35 l/s). a Photograph captured by a high-speed
camera with 700 fps; the markers indicate the water level with 90 % time-averaged void fraction
which is often taken into account as idealized water surface. b Void fraction profile measured at
the stepped edges with a conductivity probe
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In most studies, air-water flow properties were measured by means of intrusive
needle probes which consist of fine tips that pierce the air bubbles. These probes
work on basis of different conductivity characteristics between air and water
(conductivity probe) or different optical refraction characteristics (fibre optical
probes). The principle of these probes is discussed in Chanson (2002) amongst
others. Recent studies show that modern non-intrusive methods may also be
applied. Leandro et al. (2014) present a calibration method which can be used to
obtain air concentration profiles and velocity fields from high-speed camera movies.
Even the data from ultrasonic displacement sensors, normally known to be inac-
curate in flows with irregular surface, can give some reasonable results as dem-
onstrated by Chachereau and Chanson (2011) in hydraulic jumps and Bung (2013)
in self-aerated chute flows.

9.5.1.3 Oxygenation Potential

Due to the large amount of air-water interface in aerated open channel flows, the
oxygenation potential is high. This may be of interest to enrich water from a
reservoir with oxygen when discharged to the downstream river. As mentioned
above, scale effects cannot be avoided when investigations are performed on a
scaled model due to similar air bubble sizes in the model and in prototype.
However, in large-scale models the measured data give at least an idea of relative
potentials when different situations are compared. Several recent studies presented
direct oxygenation measurements where the water was de-oxygenated by addition
of sodium sulfite before the test and the oxygen content recorded over time [(Avery
and Novak 1978), (Bung 2011), (Essery et al. 1978), (Toombes and Chanson 2005)
a.o.]. The references include more information on the technique, further information
may also be found in ASCE (2007).

9.5.1.4 Scale Effects

Many publications address the very important topic of scale effects in aerated flows.
Accordingly, model tests should be carried out on large-scale models. For self-
aerated flows, a minimum scale is often given by 1:10 [e.g. (Chanson 1996)] and a
minimum Reynolds number of 105 at the aeration point [e.g. (Kobus 1985)]. Newer
publications identify a minimum Reynolds number of 2 to 3 × 105 to properly
represent the turbulent properties [e.g. (Pfister and Chanson 2012)].

9.5.2 Scouring

For the modeling of scour processes, the basic considerations on particle dynamics
from Sect. 9.4.2 dealing with sediment transport models are still valid. Scouring
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models are typically detailed models of flow at hydraulic structures, i.e. with larger
scale than river models with movable beds. For the operation of a scour model, two
important aspects are essential:

1. Scouring is a long-term process in nature which takes relatively less time in the
model due to different time scales as discussed in Sect. 9.4.2. For the safe design
of hydraulic structures the maximum values for the scour depth and size are
important, i.e. the equilibrium state which sets in after a certain time under
steady-state flow conditions. It must thus be ensured that this equilibrium state is
obtained in the model. As scour dimensions are usually measured in dry con-
ditions (after the model run), a sensitivity analysis in terms of a series of model
runs is required for comparison of results from tests with different duration.

2. As mentioned above, the scour dimensions are measured in dry conditions. It
must be ensured by the operator that the scour is not deformed during the run-off
process. Seepage through the loose bed may lead to erosion in the scour hole
and adulterate the results.

Usually, laser distance meters are used for measuring of scour depth. The
measuring spot is tiny and the application in small scour becomes possible.
Acoustic displacement meters are characterized by a larger measuring area due to
spreading of the acoustic beam. These probes are less accurate for small scour holes
where the acoustic beam size is in the range of the scour dimensions.

More information on scouring processes including some exemplary model
studies can be found in Pagliara (2015) (this issue).

9.5.3 Structural Vibration

Knowledge about potential vibrations is essential in early design stages for any
regulation structure. Severe damages may happen in case where excitation fre-
quencies coincide with structural frequencies, i.e. the eigenfrequencies which
depend on the structure’s mass and stiffness. Besides a self-excited vibration which
may be induced by a gate movement, flow-induced vibration are the most important
vibration source. In this case, flow turbulence leads to fluctuating pressures around
the structure. In general, two different ways of modeling are possible for vibration
tests.

1. Proper modeling and scaling of all structural parameters, i.e. dimensions, mass
and stiffness: Structural vibrations can then be directly inspected. However,
scaling of the structure’s stiffness is very difficult, particularly for complex
structures.

2. Proper modeling of the hydraulic conditions and the structure’s dimensions only
(see Fig. 9.6): The structure’s mass and stiffness are disregarded and a fully rigid
model is built. In this case, only the external flow fluctuations can be measured
in the model. Th excitation potential is then evaluated by comparison of the
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major frequencies with mathematically derived eigenfrequencies of the struc-
ture. The modeler must then decide which eigenfrequencies are relevant for a
global vibration. Generally, eigen modes higher than the 6–7th modes may be
considered to lead to local, less severe vibration modes only.

The phenomenon of structural vibration in hydraulic engineering is addressed in
ICOLD (1996). General information on its modelling is presented by Kobus (1980)
while exemplary studies may be found in Chowdhury et al. (1997) and Schlurmann
and Bung (2012).

9.5.4 Outfalls

Effluents from outfall structures often have a different density than the ambient
water body. Thus, upward (positive) or downward (negative) directed lift forces due
to the different specific weight affect the turbulent diffusion. In this case, a densi-
metric Froude number3 becomes relevant (Turner 1966):

Fd ¼ vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g� Dq=qð Þ � L

p ð9:10Þ

where Dq is the difference in density between effluent and ambient water.
Generally, the near field around the outfall must be distinguished from the far

field. In the near field, the mixing is mainly caused by small-scale turbulence
between the jet and the surrounding water body. In the far field, large-scale

Fig. 9.6 Rigid physical
model (scale 1:35) of a high-
head radial gate for vibration
test purposes (Schlurmann
and Bung 2012), note the
pressure transducers installed
in bottom and at the skin plate
of the gate used to measure
pressure fluctuations

3For temperature-driven density differences an alternative formulation is given in Riester et al.
(1980).
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turbulent diffusion maintains the mixing process. Thus, near field investigations
need a detailed reproduction of hydraulic and geometrical conditions at the struc-
ture, while for far field investigations proper modeling of the river characteristics is
required. However, the transition between near field and field is hard to define. The
modeler should therefore ensure correct modeling for all regions.

As the turbulence is the decisive parameter for the mixing, the modeler must pay
attention to possible scale effects. As mentioned earlier, the Reynolds number can
never be scaled correctly in a Froude model. According to Kobus (1980), a mini-
mum Reynolds numbers of 2000 for the jet and 3000 for the river, respectively,
must be achieved to avoid those scale effects. It must be noted that degradation time
scales of pollution due to biological and chemical processes cannot be scaled.

Models are mostly operated by adding some tracers which show a comparable
mixing characteristic as the real effluent. For example, the tracer could have a
certain salinity leading to a different density. The mixing could then be observed by
measuring the decreasing salinity at numerous downstream cross sections. In lab-
oratories with closed water cycles, the modeler must consider the travel time of the
tracer to re-arrive at the model to avoid an undesired increase of density at the
model inlet.
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Chapter 10
Measurements of Turbulence Structure
in a Compound Channel

Adam Paweł Kozioł and Janusz Kubrak

Abstract Experimental research was undertaken to investigate the changes in
spatial turbulence intensity, water turbulent kinetic energy, the time and spatial
macro-scale, scales of turbulent eddies (macro- and microeddies) in a compound
channel. Three tests for two various roughness values were realized. The surface of
the main channel bed was smooth and made of concrete, whereas the floodplains
and sloping banks were covered by cement mortar composed of terrazzo.
Instantaneous velocities were measured with the use of a three-component Acoustic
Doppler Velocimeter (ADV). The distributions of relative turbulence intensity
(u′/U, v′/U, w′/U) in the main channel and on the floodplains were presented. It was
found that the longitudinal (u′/U) and transverse (v′/U) turbulence values decreased
from the bottom upwards to the floodplain elevation (z/h = 0.56) in the main
channel, but remained constant above the floodplain level. Vertical relative turbu-
lence intensity (w′/U) increased going up from the bottom until z/h = 0.15,
decreased until about z/h = 0.7, and then increased again upwards to the water
surface. The distributions of relative turbulence intensities were described with
regression equations. The distributions of turbulent kinetic energy at different water
depths were described by regression equations. Vertical distributions of turbulent
kinetic energy on the floodplains and over the banks of the main channel were
divided into three zones. Over the bottom of the main channel, four zones were
determined, containing the middle zone of the flow field divided into two zones of
different trends. Measurements of instantaneous velocities are used to investigations
of the longitudinal sizes of the smallest eddies (Kolmogorov’s microscale).
Presented analyses were based on the already published results.
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10.1 Introduction

Lowland rivers during flood are characterized by a compound cross-section and
unsteady flow. The characteristics of turbulence are not well recognized in such a
situation. The studies on flow conditions in channels of the compound cross-section
confirmed that between the main channel and the floodplain, a transitional zone
with strongly developed eddy structures exists. The intensive turbulence zone
results from discontinuity of the velocity field. As such discontinuity cannot be held
in the viscous fluid, the high velocity gradient leads to an intensive exchange of the
water mass and momentum, causing continuous variation of the velocity profile. In
the transitional zone, the rapid change of the flow velocity occurs, maintaining the
main flow direction. The transitional zone has a finite width and is characterized
with the non-zero velocity gradient. It causes a rotation of the stream in the main
channel and its circulation, the appearance of eddy currents and waving of the water
surface on the interface of the channel and the floodplain.

One may suspect that an additional flow resistance occurs due to the interaction
process, i.e. an intensive momentum exchange and a strong mixing of water
between the deep main channel and the adjacent shallow floodplains. To make the
considerations simpler, it is convenient to study the geometrical and temporal
complexities separately, i.e. to study the turbulence structure in a compound cross-
section at steady state conditions and to study turbulence under unsteady state
condition. For a long time, research on turbulence characteristics has been per-
formed for both small- and large-scale cross-sectional models of single and com-
pound channels (Czernuszenko and Lebiecki 1980; McQuivey et al. 1971; Nezu
and Rodi 1986; Knight and Shiono 1990; Rowiński et al. 1998, 2002; Mazurczyk
2007; Yang et al. 2007; Sanjou et al. 2010; Terrier et al. 2010; Mera et al. 2014). In
addition, more and more research has been performed on turbulence structure in
natural rivers (Czernuszenko and Lebiecki 1989; Nikora et al. 1994; Nikora and
Smart 1997; Babaeyan-Koopaei et al. 2002; Stone and Hotchkiss 2007; Sulaiman
et al. 2012; Xie and Pan 2013). In the present study, experimental investigations
performed in a laboratory compound channel are considered. The main aim of this
paper is the analysis of turbulence variation and relative turbulence intensity dis-
tributions, turbulent kinetic energy of water and sizes of eddies in a channel of a
compound cross-section. Presented analyses were based on the already published
results.

10.2 Description of the Problems

Shallow floodplains occurring in nature are usually rough and a lot of attention has
been paid recently to the investigations of the influence of various roughness
conditions on the flow structure. Open channel flow is, by nature, three-dimen-
sional. Even in a straight laboratory channel, turbulence can cause instantaneous
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velocities vi and wi. The turbulence intensity is one of the most important charac-
teristics of turbulent water flow, being defined in all three directions from the
velocity data as follows:

u0 ¼ rx ¼
ffiffiffiffiffiffi
u02i

q
; v0 ¼ ry ¼

ffiffiffiffiffi
v02i

q
; w0 ¼ rz ¼

ffiffiffiffiffiffiffi
w02
i

q
ð10:1Þ

where x, y, and z, are the streamwise, lateral, and vertical directions, respectively.
However, many researchers prefer the relative turbulence intensity given by u′/U,
v′/U, and w′/U, where U = time-averaged point velocity in the x direction.

Nezu and Nakagawa proposed the equations describing relative turbulence
intensity distributions in single channels for steady two-dimensional flow (Nezu
and Nakagawa 1993). The conditions of water flow in a compound channel are
significantly different from conditions in channels of a single cross-section. In the
case of the former channel type, the shape of the cross-section varies, and there are
different roughness values in the main channel and on the floodplains. Due to this,
the flow structures that occur in rivers of a compound cross-section are very
complex due to at least three mechanisms: boundary-generated turbulence, free
shear layer turbulence and velocity fluctuations associated with perturbations in the
longitudinal secondary flow cells (Shiono and Knight 1991; Tominaga and Nezu
1991). Knight and Shiono (1990) determined the constants for the equations of
turbulence intensity in a compound channel at its centerline, which differ from
constants given by Nezu and Nakagawa (1993). They concluded also that the three-
dimensional nature of the flow in both corner and shear layer regions is significant,
for the overbank flow cases, and, therefore, that the intensities deviate very strongly
from their nominally two-dimensional values, in particular in the side slope area.

Babaeyan-Koopaei et al. (2002) study, based on research results for a natural
river, show that near the main channel and in the midpoint between the floodplain
and the main channel, measured data deviate from the Nezu and Nakagawa’s
(1993) equations. The flow behaviour is certainly not two dimensional at these
locations and the three-dimensional nature of the flow in both the main channel and
the main channel/floodplain interface is evident. The validation of the Nezu and
Nakagawa’s equation (1993) was also performed on the basis of the model results,
presented in this paper, and also described by Czernuszenko et al. (2007). Modelled
coefficients found here are very similar to the values by Nezu and Nakagawa at the
channel centreline, but other coefficients are considerably different from those
achieved for two-dimensional steady flow.

Water velocity pulsations are caused by turbulent vortex structures. Dimensions
vortices change from largest to smallest, which occurs within the turbulent kinetic
energy dissipation is due to the viscosity of water (Yokosi 1967). Large-scale
vortices are unstable and quickly disintegrate. The final step is to change the
distribution of turbulent vortices of the kinetic energy into kinetic energy of
molecular motion or heat (Yokosi 1967). The analysis of the transport of kinetic
energy allow autocorrelation function and spectral.
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Turbulent kinetic energy (TKE) is the mean kinetic energy per unit mass of fluid
in relation with turbulent flow eddies. Physically, it is characterized by the mea-
sured, mean squared (RMS) velocity fluctuation. On the basis of three-dimensional
turbulent velocity values—along 3 axes: {x, y, z}, the longitudinal turbulent
intensity u′, the transverse turbulent intensity v′ and the vertical turbulent intensity
w′ were calculated, and then the turbulent kinetic energy (TKE), k, was calculated
(Nezu and Nakagawa 1993) according to the following formula:

k ¼ 0:5 u02 þ v02 þ w02� � ð10:2Þ

The turbulent kinetic energy is produced by shear and wakes. In principle, shear
production converts mean kinetic energy to turbulence and at the same time wakes
are created as an effect of work against form drag (Rowiński and Mazurczyk 2006).

According to Grinvald and Nikora (1988), the share of longitudinal turbulence
intensity in kinetic energy is dominant and ranges from 55 to 80 %. In the analysed
channel, the share of longitudinal turbulence intensity in the kinetic energy was
about 50 %. The lower percentage share of longitudinal turbulence intensity, in the
analysed case, results from a complex cross-sectional area and relatively small main
channel roughness, which contributes to the process of water mixing between the
main channel and the floodplains for the whole analysed channel width (Mazurczyk
2007). This process significantly influences the increase of turbulence intensity in
the transverse direction. This is why the determination of turbulence structure,
especially in the case of channels with a complex cross-section, requires the
measurements of velocities with proper probes at least in two directions—the
longitudinal and the transverse one. Usually, the vertical turbulence intensity has
the lowest share in the kinetic energy, not exceeding several percents. Grinvald and
Nikora (1988), basing on their research results, proved that the share of vertical
turbulence intensity in the kinetic energy decreases downwards to the bottom. The
measurements in the field proved their observations, however only for main
channels.

Nezu and Nakagawa (1993) proposed the description of the distribution of
vertical turbulent kinetic energy in the form of exponential regression equation,
valid for the intermediate region of single channels for steady two-dimensional
flow. Knight and Shiono (1990) found that in a channel of a complex cross-section,
there is a similarity of turbulent kinetic energy distribution, and the best fit to the
exponential regression equation was obtained for the channel centreline. They
found also that the data revealed the three dimensional nature of the flow in regions
where strong lateral shear and secondary flow exit.

The external scale of turbulence is determined by the sizes of macroeddies.
Evaluation of sizes of macroeddies must be preceded by the determination of time-
scales of macroeddies. To this end, autocorrelation functions R(t) were used for this
evaluation. The functions exhibit very similar forms of decaying curves with an
alteration of the domains of the positive and negative values. Basing on autocor-
relation functions, Euler time-macroscales were derived TE:
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TE ¼
Z1
0

RðtÞdt ð10:3Þ

which are the measure of the slowest changes in the turbulent flow caused by
macroeddies. For a steady and uniform turbulent flow, when mean velocity in a
given point significantly exceeds the velocity of fluctuations, there exists, according
to Taylor’s hypothesis, a direct relationship of temporal and spatial Eulerian
autocorrelation functions. Basing on Taylor’s relationships between the spatial
L and temporal TE turbulence macroscale, following formula for mean, longitudinal
sizes of macroeddies L in a channel, the following can be written:

L ¼ UTE ð10:4Þ

where U is the mean-time longitudinal velocity in a point. In this paper, sizes of
macroeddies are related to local values of a depth for easier comparison.

A size of microeddies stands for the smallest size of eddies which are present in
the turbulent flow of water. Kolmogoroff and Taylor proposed the spatial scale of
microeddies, where Taylor’s microscale depends both on the macroscopic motion by
means of the fluctuating velocity and on dissipative characteristics, whereas
Kolmogoroff’s microscale depends only on dissipative and viscous characteristics.
This paper presents the Kolmogoroff’s microscale η. In order to determine the size of
microeddies η, the spectrum density function S(ω) was calculated for instantaneous,
longitudinal velocities and next the proper frequency subrange of velocities was
determined, and for that subrange the rate of energy dissipation ε was analysed
(Kozioł 2012). The spectrum density function S(ω) expresses kinetic energy of
eddies for the frequency range (ω, ω + dω) and this function is not uniform versus
frequency. Exemplary spectrum density functions for the courses of instantaneous
longitudinal velocities are given in the section with results. These functions take the
highest values for the frequencies of the averaged motion, while the lowest values
are reached for the highest frequencies. The analysis of the spectrum density func-
tion involves, among others, the determination of the frequency subrange (inertial
subrange), whose existence is assumed by Kolmogoroff’s hypothesis, and where the
local anisotropy hypothesis is also valid as well as the “−5/3” power law (Nikora
1999). Nikora (1999) has proposed an explanation for the existence of the regions in
which an inverse “−1” power law is fulfilled. Such a subrange is called the inertial
subrange of a constant energy stream, coming from all scales of eddies: from the
largest eddies to the smallest ones. The determination of the inertial subranges
enables to find turbulence scales and energy dissipation rates. The aforementioned
values can be calculated by applying the following formulas (Nikora et al. 1994):

SðxÞ ¼ C1e
2=3U2=3ðxÞ�5=3 ð10:5Þ
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g ¼ m3

e

� �1=4

ð10:6Þ

where: C1 = 0.48—constant (Monin and Yaglom 1975), η—size of microeddies
(Kolmogoroff’s microscale), ν—molecular (kinematic) viscosity. Equations (10.5)
and (10.6) are valid on the condition that we apply the Taylor hypothesis of “frozen
turbulence”. Equation (10.4), known as the Kolmogoroff’s power law “−5/3”, is
used to determine energy dissipation rates in an inertial subrange. The rates of
energy dissipation were calculated as arithmetical means, derived from the course
of a spectrum function for a particular subrange. Knowing the energy dissipation
rates, the sizes of Kolmogoroff’s microeddies η were calculated by applying
Eq. (10.6).

In the trapezoidal, compound channel model used here, one- and three-dimen-
sional velocity measurements were performed in order to estimate basic turbulence
parameters in a channel cross-section and to determine turbulence structure on
floodplains (Kozioł et al. 1998; Rowiński et al. 1998; Kozioł 2000, 2002, 2008,
2011, 2013; Rowiński et al. 2002; Czernuszenko et al. 2007; Mazurczyk 2007).

10.3 Experimental Setup and Procedure

The experiments considered herein were carried out in the Hydraulic Laboratory of
the Department of Hydraulic Engineering, Faculty of Civil and Environmental
Engineering at the Warsaw University of Life Sciences—SGGW. A straight open
channel (16 m long and 2.10 m wide) with a symmetrically trapezoidal cross
section was used for the laboratory tests (Figs. 10.1 and 10.2). The main channel
width was 30 cm and the floodplain width was 60 cm. The banks were inclined at a
slope of 1:1. The channel bed slope of the channel was 0.5 ‰. Water discharge
values were recorded with the use of a 540 mm diameter circular weir. A row of
PCV pipes was installed in the upstream approach channel reach to straighten the
flow. A uniform and steady flow was used in every case. The water surface was

Fig. 10.1 Scheme of the laboratory flume. 1 Inflow, 2 circular weir, 3 honeycombed wall,
4 overfall, 5 row of PCV pipes, 6 model of the channel, 7 the open-work-weir, 8 adjustable
overflow weir, 9 outflow
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kept parallel to the bed during the experiments. The water surface slope was
measured by recording the pressure differences between readings of piezometers
located along the centreline of the channel bed at the distances 4 and 12 m from the
channel entrance.

Three tests for two roughness values were conducted (Fig. 10.2). The surface
of the main channel bed was smooth (Manning’s roughness coefficient
n = 0.011 m−1/3 s) and made of concrete whereas the floodplains and all sloping
banks were covered by cement mortar composed with terrazzo with grains of
0.5–1 cm in diameter (Fig. 10.2). However, the studies showed that the calculated
Manning’s roughness coefficient and the absolute roughness of both surfaces had
been different due to slight variations in mortar application procedures. The
Manning’s roughness coefficient for the rough surfaces of the floodplain equalled
about n = 0.018 m−1/3 s for the left and 0.025 m−1/3 s for the right area. The values
of average Manning’s coefficient and absolute roughness of the channel surface
were determined from the Manning equation and the Colebrook-White equation on
the basis of the average velocity values of the flow measured in those parts of the
channel. The obtained roughness amounted to ks = 0.00005 m for the smooth
surfaces, ks = 0.0074 m for the rough surface of the left floodplain, and
ks = 0.0124 m for the rough surface of the right floodplain. The hydraulic
parameters of each experimental case are given in Table 10.1.

During the experiments the following parameters were measured: water levels in
the main channel and on the floodplains, all three components of point velocities,

Fig. 10.2 Scheme of a laboratory cross-section for test 1, 2 and 3 in a channel with the smooth
bed of the main channel and rough floodplains (dimensions in cm)

Table 10.1 The hydraulic
parameters of experiment tests

Parameter Test

1 2 3

Discharge Q (l/s) 95.2 81.1 61.5

Depth in the main channel H (cm) 28.3 26.4 24.1

Depth on the floodplain hf (cm) 12.3 10.4 8.1

Relative depth Dr = hf/H 0.43 0.39 0.34

The sloping banks (–) 1:1

The bed slope i (‰) 0.5
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water temperature and water discharge. Before general measurements were started,
some trial velocity measurements were performed in few cross-sections at the
distances 4 and 12 m from the channel entrance. The Reynolds number was cal-
culated and it was checked to be sufficiently large, in order to create the state
characterized by local isotropy and homogeneity and associated universal behav-
iour of statistical properties. The cross-section half way down of the channel length
was selected for velocity measurements (Fig. 10.1). The measurements of instan-
taneous velocity were carried out at 250 points at 23 verticals—six on each
floodplain and eleven in the main channel (Fig. 10.2).

Instantaneous velocities were measured with the use of a three-component
Acoustic Doppler Velocimetry (ADV) manufactured by Sontek Inc. The acoustic
sensor was mounted on a rigid stem attached to a specially designed trolley
allowing for its detailed positioning. The ADV works on pulse-to-pulse coherent
Doppler techniques in relatively high temporal resolution. The ADV proved to
yield a good description of the turbulence characteristics when certain conditions
related to the flow itself and the configuration of the instrument were satisfied. The
measurements were conducted with a maximum frequency of 25 Hz in the velocity
range of 0–1.0 m/s with an accuracy of 0.25 cm/s. A sampling duration of 6 min
was determined from initial tests to be adequate to obtain stationary turbulence
statistics and was, therefore, used. Buffin-Bélanger and Roy (2005) report that, for
most turbulent statistics, a sufficient record length for the measurements is 60–90 s.
In cases of our experiments, even longer time series were recorded to provide
reliability of data and constancy of higher order velocity moments. The measured
velocity field was obviously of a stochastic nature and the stationarity and ergo-
dicity of the process was checked. It is important to note that sporadic abrupt spikes
appearing in velocity time series were removed to avoid their significant influence
on the variance and further statistical moments. Spikes were removed with the
program WinADV, which applied the combinations of two filters, the phase-space
threshold despiking filter Goring and Nikora with modified Wahl (2000, 2003) and
the filter of the minimum SNR. Information on various recommended methods of
despiking the data are to be found in the study of Goring and Nikora (2002).

10.4 Results of Relative Turbulence Intensity

In this section our analysis is based on the already published results, which were
presented in Kozioł (2013) and we are using them to explain a change of the
distributions of relative turbulence intensity in the channel of compound cross-
section. The intensity of the longitudinal relative turbulence of the main channel on
the floodplain was investigated on the basis of laboratory measurements of water
velocities—given by the test 1 presented in Fig. 10.3. The results of two remaining
tests, 2 and 3, provide similar distributions of the intensities and would lead to
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similar observations. The maximum intensity of the longitudinal relative turbulence
was reported on the floodplains and in the transitional area between the main
channel and the floodplain (Fig. 10.3). Over the sloping banks of the main channel
the intensity was significantly lower and the minimum was reached over the bottom
of the main channel. On the contrary, values on the floodplain were approximately
two times higher than in the main channel. The intensities are affected by the
roughness of floodplains and sloping banks of the main channel and also by the
interactions of zones of the different velocity. Previous studies with this model of
the compound channel showed that the relative turbulence intensity increases sig-
nificantly with the bed roughness and higher values are expected at the interface
between shallow and deep areas (Rowiński et al. 2002). As it can be seen in
Fig. 10.3, the distribution of the intensity is weakly asymmetric. The intensity of the
relative turbulence is slightly stronger at the left interface and left parts of the main
channel. The asymmetry is caused by the different roughness of the bottom: the
highest roughness is on the right sloping banks and on the right floodplain. The
bulges at the interface (Fig. 10.3) were not present, probably due to the strong
influence of the rough bottom and the uniform value of the transverse velocity on
the width of this area.

In Fig. 10.4 the vertical profiles of the intensity of the relative turbulence in three
directions for test 1 are presented. The intensities were shown against the relative
depth z/h, where z denotes distance from the bed, h depth in a vertical, z and h are
relative to the floodplain bed and the main channel bed, depending on the location.
For the depth z/h in the range of 0.04–0.92, intensities decreases significantly in the
direction of the water surface. Near bottom maximum values of intensities result
from the highest gradients of mean velocity (Fig. 10.4). The intensities in verticals
over the bed of the main channel (V37-V41) do not vary considerably (Fig. 10.5),
as it can be noticed for verticals over the sloping banks of the main channel (V32-
V36, Fig. 10.4) and to verticals on the floodplains (V6-V30, Fig. 10.4). The most
noticeable gradient of the relative turbulence intensity, between three directions
occurs over the sloping banks of the main channel. For both floodplains it is less
significant.

The study confirms the results achieved in natural rivers (Babaeyan-Koopaei
et al. 2002) that longitudinal relative turbulence intensity is dominant over other
directions (Fig. 10.4). As it can be seen in Fig. 10.4, the lowest intensities were

Fig. 10.3 Contour lines for longitudinal relative turbulent intensities (u′/U) in a cross-section
channel in test 1 (Kozioł 2013)
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achieved for vertical direction, both for the main channel and the floodplain. For
depths higher than z/h = 0.5, the differences between transverse and vertical
intensities were minimal, for almost all verticals. The strongest variation of inten-
sities occurs for the vertical direction in the zone near the channel bed. Intensity

Fig. 10.4 Vertical distributions of relative turbulence intensities in three directions on the
floodplains and in the main channel in test 1 (Kozioł 2013)
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Fig. 10.5 Vertical distributions of relative turbulence intensities in three directions over the bed of
the main channel (Kozioł 2013)
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decreases towards the water surface, reaching a minimum near-the-surface
(Fig. 10.4). In longitudinal direction, intensity has the highest values near the bed
zone, where the highest gradients of the averaged, longitudinal velocity are present
and resulting maximum values of total shear stress in that zone. It can be also noted
that the differences in intensities between the three analysed directions were small
in the main channel and high on the floodplains.

In the next step, parametric relationships of relative turbulence intensities in
three dimensions and relative depth (z/h) were elaborated. For the main channel the
character of dependency was varying with depth and a satisfactory fit was obtained
using piecewise functions. For the verticals over the sloping banks of the main
channel and on the floodplain, a single equation was sufficient.

The comparison of vertical distributions of relative turbulence intensity in three
directions over the bottom of the main channel with fitted regression equations is
shown in Fig. 10.5. The verticals over the bottom of the main channel are clearly
composed of two separate zones: the inner zone and the outer zone (Nezu and
Nakagawa 1993). The inner zone is below the level of the floodplain (z/h = 0.56),
where intensities are shaped by the smooth bottom and the rough sloping banks of
the main channel. The outer zone above floodplain elevation is mostly influenced
by the interactions between the main channel and floodplains. The relationship of
the longitudinal (u′/U) and transverse (v′/U) intensities, whose values increase from
the floodplain elevation (z/h = 0.56) downwards to the bottom, was described by the
linear regression equation (Fig. 10.5). Above the floodplain elevation, those values
are constant with depth. In the case of vertical relative turbulence intensity (w′/U),
its relationship with depth has the “S-shaped” form. Starting from the bottom, it
increases until z/h = 0.15, when it starts to decrease linearly up to the floodplain
elevation, with a minimum value at about z/h = 0.7, and then is increasing again
upwards to the water surface. The higher values of vertical relative turbulence
intensity near the water surface might result from damping of longitudinal turbu-
lence intensity and an energy transfer on the vertical direction of water flow
(increasing the vertical velocity). For the verticals over the bed of the main channel,
the obtained relationships are identical for tests 1, 2, and 3 (Dr = hf/H = 0.34 − 0.43,
Fig. 10.5).

Regression equations with measured points for relative turbulence intensity
distributions in three directions over the right sloping bank of the main channel and
at the right floodplain, are presented in Figs. 10.6 and 10.7. The relationships in
Fig. 10.7 were elaborated for both floodplains. As well as for the sloping banks
(z/h = 0.05 − 0.85) and floodplains (z/h = 0.08 − 0.81), the intensities decrease from
the bottom upwards to the surface of water. For floodplains, the shape of the
relationship of relative turbulence intensity is very similar in all tests. In test 3, with
the lowest water level, intensities (w′/U) do not change with depth, because of the
strong influence of the bottom roughness. The complex nature of the distribution of
vertical relative turbulence intensities in three directions confirms a three-dimen-
sional nature of water flow in a channel of a compound cross-section.
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10.5 Turbulent Kinetic Energy in the Compound Channel

Figure 10.8 presents vertical turbulent kinetic energy distributions (TKE) in the
main channel and on the floodplains, achieved in test 1 (smooth main channel
bottom, rough surface of the main channel banks and floodplains). Turbulent
kinetic energy is calculated on the basis of the turbulence intensity, and that is why
vertical distributions of the TKE are almost identical to the distributions of the
relative turbulence intensity in the longitudinal direction, in relation to the relative
depth z/h (Kozioł 2013).

Fig. 10.6 Vertical distributions of relative turbulence intensities in three directions over the right
sloping bank of the main channel (Kozioł 2013)
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Figure 10.9 presents vertical distributions k=U2
� over the bottom and the linear

regression equations, describing the energy distribution versus the water depth in
the centreline of the main channel (vertical 39). Friction velocity U* was determined
from measured Reynolds stress distribution (Table 10.2; Nezu and Nakagawa 1993;
Rowiński et al. 2005). In the channel of a compound cross- section, with rough
floodplains and rough main channel banks, it is not possible to apply one equation
for vertical turbulent energy k=U2

� distribution over a smooth main channel bottom,
which is also proved by research of Knight and Shiono (1990). The work by Knight
and Shiono (1990) focused on a channel with a smooth bottom surface and of a
similar cross-section, and as they suggested, there was the similarity of energy k=U2

�

Fig. 10.7 Vertical distributions of relative turbulence intensities in three directions on the right
floodplain (Kozioł 2013)
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Fig. 10.8 Vertical distributions of turbulent kinetic energy k (cm2/s2) in test 1
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description over the main channel bottom by exponential regression equation,
which gave the best fit at the channel centreline for z/h < 0.6. Nezu and Nakagawa
(1993) proposed the following exponential regression equation for the description
of turbulent kinetic energy distribution in single channels in the conditions of steady
two-dimensional flow in the intermediate region (0.1 < z/h < 0.6):

k=U2
� ¼ 4:78 expð�2z=hÞ ð10:7Þ

In test 1, that focuses on the main channel with a smooth bottom and rough
banks, the distribution of turbulent kinetic energy k=U2

� cannot be described with
one regression equation for the whole smooth bottom width, because of a high
variability of analysed parameters (Fig. 10.9). The highest energy values k=U2

� are
achieved at the channel centreline (vertical V39), and their vertical distribution was
described with the following linear regression equation, in the region 0.1 < z/
h < 0.56,

k=U2
� ¼ �6:831ðz=hÞ þ 5 ð10:8Þ

However, over the floodplain elevation, the energy values k=U2
� are constant

with depth in the region 0.56 < z/h < 0.9, and are equal to 1.03.
Over the banks of the main channel (verticals 32, 34, 42 and 44) and on the

floodplains (verticals 6–30) the TKE values increase downwards to the bottom
(Fig. 10.8), where the best fit is achieved by linear regression equation, in the region
0.1 < z/h < 0.81 (Fig. 10.10). Turbulent kinetic energy on floodplains is consid-
erably higher than in the main channel.

Fig. 10.9 Vertical
distributions of turbulent
kinetic energy k=U2

� over the
bed of the main channel in
test 1 (Kozioł 2011)
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10.6 Temporal Scale of Macroeddies in the Stream

The velocity components were measured with the ADV at the 0.04 s sampling
interval. The exemplary autocorrelation time functions are shown in Fig. 10.11.
They reveal a similar variability, regardless of the position of the measuring point.
The values of the autocorrelation function quickly decrease over time, and then
intermittently oscillate around zero. According to the performed research, the time
required by the autocorrelation function to reach the zero point is in a range of 0.8–
12 s. The computational results for channel sections and different variants are given
in Table 10.3.

The calculated values of time macroscales on the floodplains and in the main
channel are given for all analysed tests in Table 10.3. The achieved Euler time-

Fig. 10.10 Vertical distributions of turbulent kinetic energy k=U2
� on the floodplains in test 1

(Kozioł 2011)

Fig. 10.11 Example time autocorrelation functions calculated for three tests, z—distance of
measuring point from the bed, 1 to 3—numbers of test
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macroscale values ranged from 0.1 to 0.7 s on the floodplains, while in the main
channel they changed from 0.1 to 1.2 s.

10.7 Spatial Longitudinal Scales of Macroeddies
in the Stream

The calculated mean, longitudinal sizes of macroeddies and relative sizes of mac-
roeddies (L/h), related to local values of depths h in an analysed measurement
vertical, are presented in Table 10.4.

Figure 10.12 illustrates the contour lines for the longitudinal relative sizes of
macroeddies (L/h). The results show that for all tests, the relative sizes of mac-
roeddies are higher on the floodplains than in the main channel, the highest sizes
appear on the floodplains in the interaction zone, close to the main channel, and the
smallest ones occur over the main channel bed.

Figure 10.13 illustrates the changes of relative sizes of macroeddies (L/h) in
relationship with the relative depth z/h, at selected measurement verticals on the
floodplains and in the main channel. The distribution of longitudinal sizes of
macroeddies in verticals does not reveal a constant tendency of changes for the
whole transverse channel cross-section. In general, relative sizes of macroeddies in
a vertical either decreases downwards the bed or fluctuates around a constant value
(Figs. 10.12 and 10.13).

In the main channel centreline (V39, tests 1–3, Fig. 10.13) relative sizes of
macroeddies in a vertical fluctuates around 0.5 of the stream depth. According to

Table 10.3 The times t of achieving the value of zero by autocorrelation function and the macro
time-scales TE for three tests

Area Test 1 Test 2 Test 3

H = 0.283 m H = 0.264 m H = 0.241 m

t (s) TE (s) t (s) TE (s) t (s) TE (s)

The left flood plains 0.9–7.0 0.1–0.6 0.8–4.8 0.1–0.7 1.1–6.0 0.1–0.7

The main channel 1.0–12.0 0.1–1.2 0.9–6.1 0.1–0.6 1.0–4.7 0.1–0.6

The right flood plains 0.8–5.7 0.1–0.6 0.8–4.9 0.1–0.7 1.0–3.7 0.1–0.6

Table 10.4 The calculated longitudinal sizes of macroeddies L (spatial macro-scale)

Area Test 1 Test 2 Test 3

L (cm) L (cm) L (cm) L/h L (cm) L/h

The left floodplains 4–19 4–19 2–24 0.2–2.3 4–20 0.5–2.5

The main channel 3–26 3–26 2–21 0.1–1.2 2–17 0.1–1.0

The right flood plains 1–23 1–23 2–24 0.1–2.3 2–13 0.2–1.6
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earlier investigations for the smooth channel (Kozioł 2000), the largest relative sizes
of macroeddies were achieved for the main channel centreline (V39). The smallest
sizes of macroeddies appeared in the channel with rough floodplains and rough
sloping banks (tests 1–3). In the main channel in the smooth channel, when the
relative depth reached z/h = 0.5, there were the largest relative sizes of macroeddies,
equal to 4.4 times the stream depth; however, downwards the bed and upwards

Fig. 10.12 Contour lines for longitudinal relative sizes of macroeddies (L/h)

Fig. 10.13 Example vertical distributions of longitudinal velocities and relative sizes of
macroeddies on floodplains
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water surface the sizes decrease, reaching 0.8 of a stream depth at the bed, and 0.2
of a stream depth at the water surface. The increase of the roughness of the
floodplains and main channel sloping banks (tests 1–3) resulted in a decrease of
water velocity and also reduced the sizes of macroeddies. The increase of roughness
only on the floodplains resulted in the decrease in sizes of macroeddies at the bed
and at the water surface only, but in the middle depth zone it almost did not change
and amounted to about one time stream depth. However, the increase of main
channel sloping banks roughness in tests 1–3 brought about the decrease in sizes of
macroeddies in the main channel to 0.5 of the stream depth (V39, Fig. 10.13).

Over the sloping banks of the main channel, sizes of macroeddies are the largest
by the floodplain and the smallest in the vertical located between the sloping bank
and the main channel bed (Fig. 10.12). In the vertical located between the sloping
bank and the bed of the main channel, the largest sizes of macroeddies occur in the
smooth channel and in the channel with rough floodplains, and the sizes are one
time the stream depth (Kozioł 2000). The smallest sizes of macroeddies appeared in
the channel with rough floodplains and rough sloping banks (tests 1–3), and it
decreased downwards the bed from 1 to 0.1 times the stream depth. Over the
sloping banks of the main channel close to the floodplains, where the most con-
siderable interaction between the main channel and the floodplain exists, the largest
sizes of macroeddies appear only in the smooth channel, and at the bed it reaches 2
times the stream depth. The smallest sizes of macroeddies occur in the case of rough
floodplains and rough sloping banks of the main channel (tests 1–3), and here the
size decreases downwards the bed from 1.2 to 0.1 times the stream depth (V34,
Fig. 10.13). In the smooth channel, sizes of macroeddies increase downwards the
bed, and in the channel with rough floodplains they remain constant with depth (L/
h = 1.5 approximately).

On the floodplains, the largest relative sizes of macroeddies are achieved in the
smooth channel (Kozioł 2000), and reach 4 times the stream depth. The increase of
floodplain and the main channel sloping banks roughness resulted in the lowest
sizes of macroeddies in tests 1–3 (V30, Fig. 10.13), which appear in a vertical near
the bed and close to the sloping bank of the floodplain. The largest relative sizes of
macroeddies on the floodplain are observed at the floodplain/main channel inter-
face. On both floodplains, sizes of macroeddies decrease downwards the bed, from
1.7 to 0.1 times the stream depth (tests 1–3, V13-V30, Fig. 10.13).

10.8 Spatial Longitudinal Scales of Microeddies
in the Stream

Figure 10.14 presents the frequency spectra S(f) of instantaneous longitudinal
velocities in analysed tests. The analysis of the spectrum density function enabled to
determine an inertial subrange, then the energy dissipation rates (Eq. 10.5) and the
sizes of Kolmogorov’s microeddies η (Eq. 10.6) were calculated.
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Figure 10.15 presents vertical distribution of longitudinal velocities and longi-
tudinal sizes of microeddies in tests 1, 2 and 3 for floodplains. The calculated values
of microeddies are very small in comparison with the value of the velocity
(Fig. 10.13) and with the sizes of macroeddies L which most often are presented in
relation to the water depth (Fig. 10.15). All calculated sizes of microeddies are in
the order of decimal parts of a millimetre, and they vary from 0.013 to 0.044 cm.
Most of calculated values do not vary significantly in the channel, and they carry
out approximately 0.02 cm, while the increase of sloping banks roughness in the
main channel resulted in such a growth of microeddies size in the main channel that
they reached from 0.024 cm to 0.044 cm in length (test 1, V39, Fig. 10.15). It was
concluded that the increase of the floodplain roughness and main channel sloping
banks roughness did not result in vital changes of the microeddies size on the
floodplain. However, the increase of floodplain roughness and the increase of the
main channel sloping banks roughness resulted in a growth of microeddies size in
the main channel (Fig. 10.15).

Fig. 10.14 Frequency spectra
S(f) of instantaneous
longitudinal velocities

Fig. 10.15 Vertical distribution of longitudinal velocities and sizes of microeddies in test 1
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The analysed microscale was within the range: 0.01–1 cm. This statement is
consistent with the scientific results achieved for free streams and near the wall
regions (Czernuszenko and Lebiecki 1989; Nikora et al. 1994; Nikora and Smart
1997; Mazurczyk 2007).

10.9 Conclusion

The description of water turbulence in compound channels is complicated, insuf-
ficient and still requires the explanation of many scientific problems, despite a
considerable interest in this field of research. Contemporary 3D measurements
enable a significant refinement of turbulence structure description. The consider-
ation of the interaction between the main channel and floodplains in the case of
compound channels requires repeated recognition of turbulence characteristics and
more complete turbulence structure description. These issues justified the scope of
the performed research. The presented results are based on instantaneous,
3-dimensional velocity measurements in a compound channel with rough flood-
plains and rough channel banks and with smooth main channel bottom.

The research was performed for the compound channel with rough floodplains
and sloping banks of the main channel, with smooth bottom of the main channel,
and the analysed water depth range was: Dr = hf/H = 0.34 − 0.43. The highest
values of relative turbulence intensity were measured on the floodplains and at the
floodplain junction with the side slope. Lower values of relative turbulence intensity
were reached over the sloping banks of the main channel, and the lowest were
present over the bottom of the main channel.

In general, in the compound channel, vertical relative turbulence intensity
distributions can be divided into three zones on the floodplains and over the sloping
banks of the main channel, and into four zones of the flow field in the main channel:
near the bottom zone, middle outer zone, middle inner zone, and the “free-surface
region”.

In the channel, the TKE values increase downwards to the bottom on floodplains
and over main channel banks, where in general the best fit of the TKE distribution is
reached by linear regression equations in the range: 0.1 < z/h < 0.81.

Over the bottom of the main channel, from the floodplain elevation, the TKE
values increase downwards to the bottom, and the best fit for the description of that
increase is the linear regression equation (Eq. 10.8) in the range 0.1 < z/h < 0.56.
Over the floodplain elevation, the TKE values are constant with depth in the range:
0.56 < z/h < 0.9.

The areas of the presence of increased turbulent kinetic energy are the channel
banks, the zone of channel and floodplain interaction. The transverse turbulence
intensity reaches high values in compound channels, especially in the interaction
zones and on the floodplains, and they exert a high influence on the values of
turbulent kinetic energy.
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The performed research proved the vertical distribution of turbulent kinetic
energy and the division into 3 zones of flow field on floodplains and over channel
banks, and four zones over the bottom of the main channel: near the bed regions,
the intermediate regions inner and outer, and at water level regions.

In case of rough floodplains and rough sloping banks of the main channel, sizes
of macroeddies become larger on the floodplains than in the main channel, in
verticals the size increases upwards the water surface on the floodplains and over
the main channel sloping banks, but over the bed of the main channel it is almost
constant with depth. The largest macroeddies appear on the floodplain/main channel
interface, and the lowest are found over the main channel bed. The calculated
values of sizes of microeddies varied within the ranges of 0.013–0.044 cm. The
sizes of the microeddies are greater in the centreline of the main channel than on the
floodplains; however, the smallest are in the main channel/floodplain interface. The
calculated longitudinal sizes of microeddies are very small in comparison with the
value of the velocity (0.05–0.45 m/s) and to the scale of macroeddies which most
often are presented in relation to the water depth. The values of the microeddies are
in the order of decimal parts of a millimetre, and that is why it is difficult to
conclude significant changes of their values, as a result of bed roughness.
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Chapter 11
Uncertainty Analysis in River Modelling

Jord J. Warmink and Martijn J. Booij

Abstract Uncertainty analysis is an essential step in river modelling. Knowledge
of the uncertainty is crucial for a meaningful interpretation of the model results. In
this chapter we describe the whole process of an uncertainty analysis in four steps:
identification, prioritization, quantification and propagation. In each step the
rationale behind choosing a method is described and illustrated with an example of
the design water level computation of the Dutch river Waal with a 2D hydrody-
namic model. The sources of uncertainty related to the case study are identified and
their (relative) importance is determined using expert opinions combined with a
novel uncertainty identification method. Subsequently, the sources with the largest
effect on the design water levels are individually quantified and propagated using
Monte Carlo analysis to yield the quantified uncertainty in the design water levels.
The uncertainty analysis provided information about the reliability of the model
results and about further actions to possibly reduce the uncertainty and their benefits
in terms of increased accuracy.

Keywords Uncertainty analysis � Hydrodynamic modeling � Expert elicitation �
Monte carlo analysis � River rhine

11.1 Introduction

Uncertainty analysis is an essential step in river modelling. Knowledge of the
uncertainty is crucial for a meaningful interpretation of the model results
(Pappenberger and Beven 2006). In an uncertainty analysis, usually only the effects
of statistical uncertainty of the input and the parameters on the model outcomes are
quantified; however, the uncertainty is not limited to statistical uncertainty in input
and parameters (see examples in Saltelli and Funtowicz 2014). Uncertainty is
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defined by Walker et al. (2003) as any deviation of the unachievable ideal of
complete deterministic knowledge of the relevant system. This definition implies
that uncertainty is the absence of knowledge and therefore depends on the available
amount of information. There are three reasons for the absence of knowledge that
classify uncertainty. Firstly, the ontological uncertainties or natural variability,
which is inherent to any natural system and cannot be reduced. For example, the
weather forecast at a certain location in the future. Secondly, epistemic uncertainties
or imperfect knowledge which are uncertainties that can be reduced by more and
higher quality measurements or improved process understanding. Thirdly, ambi-
guities, which are defined by Dewulf et al. (2005) as multiple, equally valid frames
of reference, or in other words, different views of a problem. Gathering more
information does not reduce ambiguities, but rather discussions to convince other
people might reduce this uncertainty source. In this chapter we will focus on these
three types of uncertainties that arise in environmental modelling and their role in
the uncertainty analysis.

Uncertainty analysis is often considered a burden in hydraulic and hydrological
modelling (Pappenberger and Beven 2006). In their paper, Pappenberger and Beven
(2006) argue that (1) uncertainty analysis helps in understanding physical pro-
cesses, (2) uncertainty analysis results in better modelling practice by making
assumptions explicit and (3) knowledge about the uncertainty results in better
decisions. Many authors therefore argue that uncertainty analysis should be part of
the modelling cycle (Jakeman et al. 2006; Pappenberger and Beven 2006;
Refsgaard et al. 2007). However, an uncertainty analysis should not be executed at
the end of the modelling cycle, after model development, calibration and validation,
as suggested by Jakeman et al. (2006), but should be part of all phases in any model
study (Refsgaard et al. 2007; Warmink et al. 2010). For example, the identification
of uncertainties in the initial stage helps in the communication between experts,
modelers and stakeholders about the uncertainties, thereby reducing uncertainty in
the rest of the model study.

An uncertainty analysis consists of five steps (Van der Sluijs et al. 2005a): (1)
identification, (2) importance assessment, (3) quantification of the sources of
uncertainty, (4) propagation of the sources of uncertainty to the model outcomes,
and (5) the communication of uncertainty (see Fig. 11.1). Leskens et al. (2014)
argue that modelling and uncertainty analysis should be integrated in the decision
making process, making this final step obsolete.

In this chapter we describe the first four steps of an uncertainty analysis. Each
step will be illustrated with an example for a case study of the river Rhine in the
Netherlands. In Sect. 11.2 the case study is described. Sections 11.3–11.6 each
describe one of the steps. Section 11.7 presents a comparison of two methods used
for the case study and the conclusions are given in Sect. 11.8.
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11.2 Case Study Description

River flooding is a serious threat in the Netherlands. Strong dikes have been
constructed to protect the land from flooding. After the 1993 and 1995 (near) flood
events, the Dutch government laid down that every 5 years the safety of the primary
dikes has to be evaluated against a design discharge (Van Stokkom et al. 2005).
This design discharge is based on the statistical analysis of historical discharge
series. The two-dimensional hydrodynamic river model, WAQUA, is the official
standard for calculating design water levels for flood protection measures based on
the design discharge (Rijkswaterstaat 2007). The design discharge for the upper part
of the Dutch river Rhine corresponds to a return period of 1250 years and a
magnitude of 16,000 m3/s at Lobith, the station at the Dutch–German border where
the river enters the Netherlands (Rijkswaterstaat 2007). The WAQUA model uses
the depth-averaged shallow water equations to compute the design water levels
along the river Rhine branches, using the design discharge as upstream input. The
model schematization consists of the geometry of the river bed, and mapped
characteristics of the flow channel (e.g. vegetation and structures, such as weirs and
spill-ways). The model has been calibrated on the highest recorded discharge,
which occurred in 1995 (Van den Brink et al. 2006), by adapting the hydraulic
roughness of the main channel.

We modelled only the largest Rhine branch: the river Waal (Fig. 11.2), using the
2007 version of the WAQUA model. The model used a staggered curvilinear grid
with 148,334 grid cells with a cell size of approximately 40 × 40 m. Water depths
were simulated from river kilometer 867 to 960, along the river. The digital ele-
vation model of the river Waal was based on multibeam echo-sounding data for the
main channel, and laser altimetry and photogrammetry data for the flood plains. A
constant discharge of 10,667 m3/s was set as the upstream boundary condition,
which is two third of the design discharge at station Lobith, as approximately two

Fig. 11.1 The five steps in an
uncertainty analysis and
section in this chapter where
they are described
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third of the design discharge flows into the river Waal (Warmink et al. 2013a). The
exact discharge fraction into the Waal is uncertain and depends on many factors
(Rijkswaterstaat 2007). The downstream boundary condition near Werkendam
(Fig. 11.2) was set to a constant water level of 4.8 m above Dutch ordnance datum
(NAP), that corresponds to the design discharge (Rijkswaterstaat 2007). A simu-
lation with a constant discharge of 72 h takes about 2.5 h on a 2.4 GHz computer
with 4 GB of memory.

Fig. 11.2 Location of the Waal river in the Netherlands. a The Netherlands, b location of the
Waal distributary, c–e water depths computed by the WAQUA model for the upper part of the
river Waal (adapted after Warmink 2011)
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The computed design water levels are used as input for the five yearly dike
safety assessment. Uncertainties in the water levels are acknowledged (Van den
Brink et al. 2006) and accounted for using a freeboard of 0.5 m. This conservative
approach might lead to over-dimensioning of the required dike heights and
unnecessary costs that might be avoided by detailed knowledge of the uncertainty
in the water levels.

In the new Dutch Delta Program (Delta Programme 2015) explicit attention is
given to uncertainties, showing that the quantification of uncertainties becomes
more important. In the EU Flood Directive (European Parliament 2007, Directive
2007/60/EC), it is obliged for each member state to have flood maps to identify the
vulnerable areas. Furthermore, the UK Environmental Agency publishes flood risk
maps for the public. These developments show that quantified knowledge of the
uncertainties is increasingly requested by policy makers and water managers and
novel methods for uncertainty analysis are required.

11.3 Step 1: Identification of Uncertainties

In recent uncertainty analysis studies about river modelling, often only the uncer-
tainties that can easily be quantified are taken into account, such as uncertainties in
model input and parameters (e.g. Refsgaard et al. 2006; Hall et al. 2005; Bates et al.
2004). The uncertainties in model context and model structure are often omitted in
the analysis. In such cases, it is likely that the model outcome uncertainty is
underestimated (Refsgaard et al. 2006). Refsgaard et al. (2006) showed the influ-
ence of the model structure on the vulnerability of the area around Copenhagen,
Denmark, for groundwater pollution. They compared the results of five models
developed by different renowned consultancy companies and showed that the
assumptions for model development led to significantly different results. This
example showed that not only the uncertainties in input and parameters are
important, but model context and the chosen model structure can also have a very
large influence.

Another problem is that the identification of uncertainties is often carried out in
an unstructured manner. The conclusions of the uncertainty analysis are then a
result of a suboptimal identification, which might result in an inaccurate uncertainty
analysis (Warmink et al. 2010). For example, in expert opinion studies of Van der
Sluijs et al. (2005b) and Krayer von Krauss et al. (2004) the uncertainties that were
included in the analysis strongly depended on the expert.

The objective of the identification of uncertainties is to yield a list of unique and
well-defined uncertainties as a starting point for an uncertainty analysis. Unique
implies that the resulting uncertainties are complementary and do not overlap
(Warmink et al. 2010). So, a single uncertainty should not be included twice or
more in the final list. The second criterion: well-defined means that it can be
analyzed using a single method to quantify its uncertainty.
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11.3.1 Methodology to Identify Sources of Uncertainty

To describe and identify uncertainties in a structured and consistent manner, a
classification scheme or uncertainty matrix is used (Warmink et al. 2010). Sources
of uncertainty arise at numerous locations in a model. These locations are related to
the steps in the modelling cycle, and the choices and simplifications made during
the ongoing process of model development (Jakeman et al. 2006). Walker et al.
(2003) presented an uncertainty classification matrix with three dimensions of
uncertainty: (1) the location, which is where the uncertainty manifests itself in the
model, (2) the level, which is where the uncertainty manifests itself along the
(continuous) spectrum between deterministic knowledge and total ignorance, and
(3) the nature of the uncertainty, which consist of natural variability (unreducible
uncertainty), epistemic uncertainty (lack of knowledge) and ambiguities (Dewulf
et al. 2005; Van den Hoek et al. 2013). Warmink et al. (2010) assumed that every
uncertainty can be classified for each of these three dimensions.

The dimensions of uncertainty provide the starting point for the uncertainty
identification method described in Warmink et al. (2010). The first step is a global
identification, in which the initial uncertainties in the model environment are
gathered. To acquire a comprehensive list of uncertainties, all uncertainties should
be listed following the locations according to Walker et al. (2003). This can be done
by the researcher or by a panel of experts. Besides statistical uncertainties also other
sources of uncertainty need to be considered and the preliminary list should be as
complete as possible. Secondly, one by one, the listed uncertainties are classified in
the uncertainty matrix for all three dimensions. If an uncertainty cannot be classified
in a single class, for example because an uncertainty is statistical, but also has a
qualitative component, the uncertainty needs to be further specified by subdividing
it into two different uncertainties. This process is repeated for all uncertainties until
a list of unique and well-defined uncertainties is obtained. Warmink et al. (2010);
Fig. 11.3 developed decision trees to help during the classification of uncertainties
and to test if an uncertainty is well-defined using questions.

11.3.2 Application to the Case Study: Identification
of Uncertainties

For the case study of the river Waal, Warmink et al. (2010) identified all uncer-
tainties in the model. In the first step they assessed the uncertainties in all model

Fig. 11.3 Iterative method to identify uncertainties (adapted after Warmink et al. 2010)
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locations (i.e. context, input, model structure, model technical, parameters). The
initial uncertainties for the WAQUA model were obtained from the elicitation of
expert opinions involved in the development and application of this model.
Figure 11.4 shows some examples of the uncertainties for the WAQUA model for
different locations in the model. The purpose of the model was to predict distributed
water levels under design conditions for the river Waal and therefore the type of
model and related model boundaries were chosen. In case of an event outside the
model boundaries, context uncertainties arise. For example, it was assumed that
design discharge events occur in the winter period. However, the 1988 and 2001
peak discharge events occurred in early spring, so the density of the vegetation and
thus the hydraulic roughness was much larger than assumed in the model, which
introduced a large uncertainty due to the chosen model context. Also, the
assumption that the circumstances during calibration were similar to the circum-
stances during the design discharge introduced uncertainty in the model outcomes,
which is shown in Warmink et al. (2007). Furthermore, the WAQUA model
neglected (local) variations in the height of the river bed during peak discharges and
3D effects in the river bed morphology were also omitted or included in a constant
parameter.

In the second step, the initially identified uncertainties were classified in the
uncertainty matrix (Fig. 11.6). For example, the hydraulic roughness is often
mentioned in literature as an uncertain parameter (e.g. Bates et al. 2004).
Classifying this uncertainty using the decision trees in Warmink et al. (2010)
yielded that the hydraulic roughness was an input, a parameter and part of the
model structure (see Fig. 11.5 for an example). Therefore, the uncertainty needed to
be further specified. In the Waal case, the hydraulic roughness consisted of, e.g.,
roughness of the main channel, vegetation roughness, and energy losses over weirs.

Fig. 11.4 Example of the global identification of uncertainties for the WAQUA model for the
river Waal (adapted after Warmink et al. 2010)
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Now, the decision trees of Warmink et al. (2010) needed to be followed again for
these new uncertainties. The roughness of the main channel did not relate to data
(within this model context) and did not relate to technical or numerical aspects of
the model. However, the main channel roughness was not necessarily a constant.
Therefore, again a further specification was required: the roughness of the main
channel consisted of an empirical equation and of the parameters within this
equation. This distinction enabled the classification of the empirical equation in the
model structure location and the parameters in the model parameters location
(Fig. 11.6). Their level was classified as scenario and statistical, respectively, and
their nature was epistemic, because their uncertainty can be reduced by better
understanding of the natural processes.

This example showed that, after proper specification, the hydraulic roughness
consisted of, amongst others, the parameters in the roughness equation for the main
channel and the structure of the equation itself. This specification enables the
selection of methods for further analysis using, for example, the table of Refsgaard
et al. (2007), which prescribes that the methodologies that are suitable for the main

Fig. 11.5 Example of a decision tree for the location dimension only (adapted after Warmink
et al. 2010). The decision trees for the other dimensions are presented in Warmink et al. (2010)
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Fig. 11.6 Uncertainty matrix modified after Walker et al. (2003) with an example to identify
sources of uncertainty in the roughness in the WAQUA model. Uncertainty sources depicted in
bold imply that further specification is required, because they belonged to more than one class for
one of the dimensions of uncertainty (MC main channel)
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channel roughness equation are: expert elicitation, multiple model simulation and
scenario analysis. For the parameters the methods are inverse modelling or quality
assurance. However, more methods are available. The final choice for the method to
use depends on the available resources (time and effort) and the required accuracy
(Refsgaard et al. 2007).

The thorough analysis of possible uncertainties can significantly improve the
accuracy of the subsequent steps of the uncertainty analysis. The resulting list of
uncertainties may become very long and not all sources of uncertainty are equally
important. Therefore, in the second step the uncertainties need to be prioritized.

11.4 Step 2: Prioritizing Uncertainties (Importance
Assessment)

The uncertainties that are most important to include in an uncertainty analysis are
the ones that have the largest effect on the model outcomes. These uncertainties are
selected based on a sensitivity analysis or importance assessment. Traditionally,
sensitivity analysis was defined as a local measure of the effect of a given input on a
given model output (Saltelli et al. 2004). However, the effect on model outcomes
depends both on the sensitivity of the model and the magnitude of the uncertainty.
Therefore, statistical methods that are used to determine the importance of a source
of uncertainty go hand in hand with uncertainty analysis (Saltelli et al. 2008),
leading to the problem that all uncertainties need to be quantified before they can be
prioritized, which is unfeasible due to their large number.

11.4.1 Methodology to Prioritize Sources of Uncertainty

To determine the parameters that have the greatest influence on the model perfor-
mance, quantitative methods exist to filter out sensitive parameters. These methods
are usually employed in combination with calibration and focus on parameters that
are non-observable (Gan et al. 2014). To evaluate the influence of each parameter on
the model performance, sensitivity analysis methods have been used by many people
(e.g. Brugnach 2005; Hall et al. 2009). There are many different sensitivity analysis
(SA) approaches, which can be distinguished in two groups: local SA and global SA.
Local SA methods explores the change of the model outcomes by varying one
parameter while keeping the others constant. Global SA approaches examine the
changes in model outcomes by all parameters at the same time. Gan et al. (2014)
present an overview of many local and global SA methods and developed a piece of
software to perform SA using different approaches and sampling techniques.

Another method to prioritize uncertainties is using expert opinion elicitation (e.g.
Krayer von Krauss et al. 2004; Van der Sluijs et al. 2005b; Refsgaard et al. 2007).
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The advantage of expert elicitation methods is that little data are required, no large
run times of complex mathematical models are involved and experts can include
qualitative and recognized ignorance uncertainties in their evaluation. The disad-
vantage is that experts always have a certain degree of subjectivity and different
opinions are generally difficult to compare. To reduce the degree of subjectivity, the
selection of experts is of high importance (Warmink et al. 2011) and the expert
should be made aware of biases in subjective judgment (Refsgaard et al. 2007).

11.4.2 Application to the Case Study: Prioritization
of Uncertainties

Warmink et al. (2011) used expert elicitation to prioritize the uncertainties in the
WAQUA model of the Dutch river Waal for design water level computations. They
used expert elicitation because the focus was not only on parameter uncertainty and
the identification proved that also uncertainties in model structure and its context
might be important. For the selection of experts they used a Pedigree analysis to
determine the weight of each expert based on four criteria: expertise with model
code development, expertise with WAQUA projects, experience with WAQUA
modelling and number of publications about WAQUA. 42 experts were asked to
indicate their expertise for these criteria and the 11 experts with a score above 75 %
were interviewed face-to-face. They were asked to identify the sources of uncer-
tainty following the method described in step 1. Additionally, they were asked to
quantify these uncertainties and their effect on the design water levels. The experts
had difficulties in quantifying the uncertainty itself and were more comfortable with
quantifying their effect on the water levels.

The results indicated that the upstream discharge (uncertainty 1 in Fig. 11.7) has
the largest effect on the design water levels with an average effect of ±53 cm. The final

Fig. 11.7 Prioritization (and quantification) of the six largest uncertainties by the experts. Each
dot represents the opinion of an expert, the ‘+’ sign denotes the average of each source. Only the
top 6 ranked uncertainties are shown (after Warmink et al. 2011)
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range of possible water levels is therefore 106 cm wide between the lowest and
highest estimate, according to the average expert opinions. The next two important
sources of uncertainty are the equation used to compute the roughness of the main
channel (ranked 2) and the schematization of the vegetation type in the floodplains
(e.g. if there is a forest patch in themodel, it should also be there in the field; ranked 3).

Based on these results, Warmink et al. (2011) selected the uncertainties to
include in the further analysis. The quantification of the uncertainties by the experts
is only a simple method and is not very accurate, but it is thought to be sufficient for
prioritization. However, it should be noted that the differences between uncertainty
sources 3–6 were very small and, therefore, they should be considered equally
important. The prioritization based on expert elicitation clearly resulted in five
groups of uncertainty: (1) most experts agreed that is was very important (unc. 1–2
in Fig. 11.7), (2) most experts agreed they were probably important (unc. 3–6 in
Fig. 11.7), (3) some experts thought they were not important, but one expert
thought it was, (4) most experts thought it was not important and (5) only a single
expert mentioned it, but thought it was important.

The results themselves had some degree of uncertainty and the selection of
which uncertainties to include in the further analysis depended on the available
resources and the required accuracy. The prioritization could have been improved
by organizing a workshop with the same experts and ask them to reach a consensus
in a discussion on the ranking and the magnitude. However, in this case the simple
method was sufficient to determine the ranking and no further action was taken.

The uncertainty in the design discharge is agreed to have a large contribution to
the uncertainty in the design water levels (e.g. Silva et al. 2001; Van Gelder and
Mai 2008). However, in Dutch river management practice, the design discharge can
be considered a political decision even though it is computed from statistical
extrapolation to the return period of 1250 years. In government protocols (e.g.
Rijkswaterstaat 2007), the design discharge for the river Rhine is assumed fixed at
16,000 m3/s, although in the future a new design discharge of 18,000 m3/s is
anticipated. In this study the design discharge was assumed deterministic even
though it is subject to considerable uncertainty. For the further analysis, the
uncertainty in the roughness predictor for the hydraulic roughness of the main
channel (ranked 2nd) was selected. Additionally, the uncertainty due to the vege-
tation classification error (ranked 3rd) and the vegetation roughness predictors
(ranked 6th) are included to show the effect of including more than 1 source of
uncertainty (see Sects. 11.6 and 11.7).

11.5 Step 3: Quantification of Uncertainty Sources

The choice to quantify uncertainties limits the analysis to the uncertainties that are
of statistical or scenario level. By using methods to quantify uncertainties, the
qualitative uncertainties and recognized ignorance uncertainties are ignored.
Van der Sluijs et al. (2005a) showed uncertainties from a non-technical point of
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view, to include those associated with problem framing, indeterminacies and value-
ladenness. Van den Hoek et al. (2013) describe a methodology to deal with
ambiguities between stakeholders in flood management projects. These methods are
outside the scope of this chapter.

11.5.1 Methodology to Quantify Sources of Uncertainty

After the importance assessment, the selected uncertainties need to be quantified.
The objective of quantifying uncertainties is to determine their distributions and
correlations as input for the uncertainty propagation in the next step. The proba-
bility distributions and their correlations are generally poorly known (Refsgaard
et al. 2007) and their quantification is usually the most difficult step in an uncer-
tainty analysis. The quantification method depends on the level and the location of
the uncertainties. Most model inputs represent a physical characteristic and can
therefore be measured in the field. So data analysis techniques can be used to
quantify their distribution. However, the accuracy of the quantification then
depends on the quality and availability of the data. For uncertainties that cannot be
described by a probability distribution, but only by means of alternatives, scenario
methods can be used. It is essential to realize that the accuracy of the final estimated
uncertainty is limited by the accuracy of the quantification of the sources. This third
step is, therefore, one of the most crucial and difficult to carry out.

There are many methods to quantify the sources of uncertainty (see Refsgaard
et al. 2007 for a list of examples). The requirements on the quantification of the
sources of uncertainty depend strongly on the method used for propagation.
Furthermore, the availability of data prescribes how (accurate) uncertainties can be
quantified. Uncertainty quantification methods can be distinguished in direct or
indirect methods. Direct methods quantify the uncertainty by means of analyzing
the uncertainty source itself, without running the model. Indirect methods are only
applicable if data of the model output are available, so inverse modelling is required
to estimate the uncertainty of the model inputs and parameters. Expert elicitation is
a direct method to quantify the uncertainty if only very few data are available, in
which the subjective judgment is represented as a ‘subjective’ probability density
function (PDF) reflecting the expert’s degree of belief (Refsgaard et al. 2007). If
more data are available, the PDF can be constructed using a statistical analysis of
the data, however large data sets are required, especially if the interest lies in the tail
of the distributions which is often the case for exceedance of threshold type of
problems. The Data Uncertainty Engine (Van Loon and Refsgaard 2005) is an
example of a tool to construct PDFs of uncertainties including temporal and spatial
variability and correlations.

Indirect methods, such as inverse modelling, are used for combined calibration
and uncertainty quantification. They only require data of the output of models and
prior estimates of the possible range of the sources of uncertainty and a performance
measure. In these methods the model is run multiple times using randomly selected
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input from the prior ranges. The resulting set of model outcomes is compared to the
observations using a performance measure to weigh the effect of parameter varia-
tion on model performance. This results in posterior distributions of the model
inputs and parameters, thereby quantifying their uncertainty (e.g. Bates et al. 2004).
Some of these methods reject the parameter sets below a certain acceptance level of
the objective function (e.g. GLUE; Beven and Binley 1992), to only include the
“behavioural” parameter sets. These methods can be extended to account for model
structure errors using Bayesian Model Averaging methods (Todini 2008).

The advantage of indirect methods is that they include the correlation between
model parameters and they account for the remaining uncertainty over the
parameters that were assumed deterministic. The latter is also a disadvantage,
because these methods attribute all differences between the model and observations
to the uncertain parameters, which leads to overestimation of the uncertainty of
certain parameters. Direct methods on the other hand require explicit quantification
of the correlation between parameters and omit the uncertainty in the deterministic
parameters. The latter might lead to an underestimation of the total uncertainty.
Quantification of the correlations is difficult and therefore parameters are often
assumed independent. Furthermore, indirect methods are often very time con-
suming, because many model simulations are required to cover the parameter space
(see Zhou et al. 2014; Gan et al. 2014). This was the reason to use direct statistical
quantification of the sources of uncertainty in our case study.

11.5.2 Application to the Case Study: Uncertainty
Quantification

To quantify the uncertainty in the main channel roughness for the river Waal,
Warmink et al. (2013a, b) used the Monte Carlo method, because this method does
not assume a certain shape of the probability distributions of the sources of
uncertainty and data for quantification were available. The objective was to quantify
the uncertainty in the hydraulic roughness of the main channel during design
conditions. Identification using the method from Sect. 11.3 showed that this
uncertainty consisted of the uncertainty in the hydraulic roughness equation, the
uncertainty in the data used as input for the equation and the extrapolation to the
design conditions.

The hydraulic roughness of the main channel is mainly determined by bed forms
on the river bed. In many rivers, river dunes are the dominant bed forms. River
dunes are rhythmic patterns caused by the interaction of the turbulent flow with the
sandy bottom. The height of river dunes is in the order of 10–30 % of the water
depth and their length (distance between two consecutive crests) is approximately
ten times their height (e.g. Van Rijn 1984). Recirculating eddies develop at steep
lee sides of dunes, resulting in a flow separation zone, which causes energy losses
and therefore resistance. River beds are highly dynamic during floods. The lengths
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and heights of dunes increase and decrease during floods as a result of the changing
flow conditions.

Warmink et al. (2013a) used field measurements of bed form and flow charac-
teristics from the studies of Julien et al. (2002) and Wilbers and Ten Brinke (2003).
The data were measured during the 1995, 1997 and 1998 flood waves in the river
Rhine 200 m upstream of the first bifurcation in the Netherlands (Fig. 11.2). Data
consisted of measured dune heights, dune lengths and flow characteristics (water
levels, discharges and water surface slope) at various times during the flood wave.
Warmink et al. (2013a) selected five roughness models that performed well for
these field data. The roughness was expressed using the Nikuradse roughness
height, kN with unit meter.

To quantify the uncertainty in bed form roughness under design conditions, two
sources of uncertainty were considered: firstly, the uncertainty due to the choice of
the roughness model, that is, the variability between the kN values under design
conditions, and secondly, the uncertainty due to the extrapolation from the mea-
sured to the design conditions. The latter also accounted for the variability in the
recorded discharge data. The uncertainty in the measurements of the dune and flow
characteristics was not taken into account (Warmink et al. 2013a). Figure 11.8
shows that there was a large variation between the results of the roughness models
and that the variation increases with increasing discharge.

Warmink et al. (2013a) extrapolated the predicted roughness to the design return
period using the Generalized Extreme Value (GEV) distribution for each roughness
model separately (Fig. 11.9). The uncertainty in the observations was expressed by
a confidence interval around the extrapolated value. The width and shape of the
distribution at the design return period described the uncertainty in the roughness

Fig. 11.8 Main channel roughness predicted by the five roughness models (Van Rijn 1984;
Vanoni and Hwang 1967; Engelund 1977; Haque-Mahmood 1983 and Wright and Parker 2004)
for the 1995, 1997 and 1998 discharge waves in the river Rhine (adapted after Warmink et al.
2013a)
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for each roughness model. The confidence interval increases with increasing return
period, thereby reflecting the uncertainty due to extrapolation including the
uncertainty in the data. This heteroscedastic pattern is also shown in Fig. 11.8
showing that the magnitude of the uncertainty depends on the return period.
Lowering of the return period will therefore lead to reduced uncertainty. Other ways
to decrease the width of the confidence interval are to increase the number of data
points and include observations at higher return periods.

To quantify the uncertainty due to the roughness models, the method described
above was repeated for all five roughness models. Combining the final distributions
resulted in the uncertainty in the hydraulic roughness of the main channel for the
river Rhine just upstream of the bifurcation point (Fig. 11.10). The hydraulic

Fig. 11.9 Method for the quantification of the uncertainty due to parameters for 1 roughness
model, a parameterization of roughness, b extrapolation to design return period, c resulting
probability distribution at the design return period (after Warmink et al. 2013a)

Fig. 11.10 Uncertainty in the main channel roughness under design conditions due to combined
model and extrapolation uncertainty. Stacked histogram showing each roughness model separately
and the final PDF of the main channel roughness with the average and 2.5 and 97.5 percentile.
Total sample size was 1000 (adapted after Warmink 2011)
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roughness of the main channel had a 95 % confidence interval between 0.32 and
1.03 m with an average of 0.59 m. The resulting samples were the input for the
propagation using Monte Carlo Simulation to yield the uncertainty in the water
levels.

11.6 Step 4: Propagation to Model Outcomes

The final step of a quantitative uncertainty analysis is to propagate the quantified
sources of uncertainty to the model outcomes. For this purpose, Monte Carlo based
methods are the most common ones. The method to propagate uncertainty is related
to the level of the uncertainty and is already chosen before the quantification of the
sources of uncertainty. We discuss only Monte Carlo Simulation and scenario
analysis, but many more methods (e.g. inverse modelling) are available.

11.6.1 Methodology to Propagate Sources of Uncertainty

In Monte Carlo Simulation, the model is run multiple times for randomly selected
input values. The advantage of Monte Carlo Simulation (MCS) is that it does not
impose assumptions on the shape of the distribution and correlations can (if
quantified) be taken into account. However, in case of a computationally time
consuming model the run times may become significant. To reduce the computa-
tional demand, various methods exist to reduce the required number of samples,
such as importance sampling, stratified sampling or Latin Hypercube sampling
(Helton and Davis 2003; Gan et al. 2014). However, Van der Klis (2003) showed
that for increasingly non-linear models, the advantage of these sampling methods
for reducing run times decreased.

In case of alternative models or climate change scenarios, scenario analysis
methods are used. Scenarios are defined by Loucks and Van Beek (2005) as an
external development affecting the (modelling) strategy. The objective of a scenario
analysis is to explore how the results may evolve from the current situation
(Refsgaard et al. 2007). Similarly to the quantification, also in scenario analysis the
definition of the scenarios is crucial and determines the reliability of the results. It is
therefore important to capture the whole range of possible scenarios (or models) to
describe the range of possible future realities.

The definition of scenarios implies that their relation usually cannot be quantified
on a continuous scale, so it usually not possible to average over several scenarios.
In case of alternative models, however, this is possible if they yield the same output
variables. Bayesian model averaging (BMA) is the most often used method to
combine the results of different model structures. It assumes a fixed probability
distribution around individual model forecasts and uses a performance measure to
assign a weight to the individual models. Recently, Parrish et al. (2012) developed a
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new BMA method that used dynamic pdfs and sequential BMA techniques during a
flood wave. Their method continuously selected the best model, thereby signifi-
cantly reducing the uncertainty in the discharge forecasts for a catchment in
Mississippi, USA. Their research showed that under different conditions different
model structures gave the best results.

11.6.2 Case Study Example for Uncertainty Propagation

After the prioritization, Warmink et al. (2013b) selected three uncertainties which
were amongst the six largest sources of uncertainty for the design water level
estimation for the river Waal. The three sources were: (1) the roughness of the main
channel, (2) the vegetation classification error and (3) the vegetation roughness
model. They used Monte Carlo Simulation for the propagation of uncertainty
source 1 and 2 (for which the PDF was quantified) and scenario analysis (alternative
model structures) for the third source. Warmink et al. (2013b) used a crude sam-
pling method, because due to the non-linearity of the model an advanced sampling
method was not expected to significantly reduce the required number of model runs.

The quantification of the uncertainty due to the main channel roughness has been
shown in the previous section. The uncertainty due to the vegetation classification
error was quantified by Straatsma and Huthoff (2011) and represented as a per-
centage of the vegetation types in the model that matched field observations. The
uncertainty due to the vegetation roughness model was described by four alternative
models that predicted the vegetation roughness as a function of water depth, where
each of the four models was considered equally likely. Warmink et al. (2013b)
carried out four sets of Monte Carlo simulations with 500 samples each. Three of
these sets corresponded to the individual uncertainty sources, where one source was
randomly sampled and the other fixed at the default value. In the last set of runs, all
three sources of uncertainty were randomly varied in the Waal river section. Results
were compared as water levels along the centre of the river and as pdfs at a single
point (near river kilometer 893; see Fig. 11.2c).

The uncertainty due to the main channel roughness resulted in a wide range of
possible water levels (Fig. 11.11). While the input distribution was skewed left, the
skewness in the resulting water levels was significantly reduced. The uncertainty
due to the vegetation classification resulted in a smaller range, but with a more
skewed distribution with a heavy tail, indicating a small probability with a sig-
nificant increase of water levels. The vegetation roughness model yielded a rela-
tively small uncertainty range. Therefore, the assumption that all models were
equally likely had a negligible effect on the final uncertainty range. In case this
uncertainty would have a large effect on the water levels it is advisable to use more
advanced methods (such as Bayesian Model Averaging) to account for this source
of uncertainty. Combining the three sources of uncertainty resulted in a wide dis-
tribution with a heavy tail, similarly to a log-normal distribution with a 95 %
confidence interval of 68 cm. Given an average water depth of approximately 12 m
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(dependent on the highly variable bed level), this implies an uncertainty of 5.6 %,
which seems quite low, but is highly significant in Dutch river management
practice. An accuracy assessment of this confidence interval showed that 500
simulations yielded an error of 2 cm in the 97.5 percentile (Warmink et al. 2013b).

11.7 Comparison of Step 3 and 4 for the Case Study

The example for the Dutch river Rhine showed that it is possible to explicitly
quantify the uncertainty starting from identification, prioritization and quantification
of the sources and model outcomes. Many assumptions were taken during the
process. Warmink et al. (2013b) quantified only three out of the six most important
sources of uncertainty: the main channel roughness (ranked 2nd), the vegetation
classification (ranked 3th) and the vegetation roughness model (ranked 6th). The
propagation in the previous section showed that the 6th ranked uncertainty only had
a negligible effect on the water level uncertainty. Therefore, the first step to improve
this analysis would be to include the uncertainty sources ranked 4th and 5th. It is
not expected that the uncertainty sources that were ranked lower by the experts will
significantly affect the uncertainty range.

The uncertainties are quantified by two different methods: (1) expert opinions
(Warmink et al. 2011) and (2) quantification of sources followed by Monte Carlo
propagation (Warmink et al. 2013a, b). Table 11.1 shows that the experts estimated
the same order of magnitude as the quantification study. However, they slightly

Fig. 11.11 Monte Carlo results. Top results of individual uncertainty sources. Ranked 2nd main
channel (left), 3rd vegetation classification (middle) and 6th vegetation models (right). Bottom
combined uncertainties showing water level difference from the mean along the river (left) and
probability distribution of water levels at river kilometer 893. The mean and range between the
percentiles 2.5 and 97.5 are depicted by the black lines (adapted after Warmink et al. 2013b)
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underestimated the uncertainty of the sources. The experts estimated the uncertainty
due to the main channel roughness quite well (49 cm using MCS vs. 43 cm
according to the experts), but underestimated the uncertainty due to the vegetation
classification (34 vs. 10 cm). Overall, the experts in this case proved to be able to
give a reliable estimate of the contribution of different uncertainty sources.

The uncertainty in the water levels due to the individual sources can be com-
bined assuming a normal distribution and independence by Morgan and Henrion
(1990):

vartotal ¼
X

varsource;i ð11:1Þ

This equation states that the total variance in model output due to various sources
(vartotal) equals the sum of the variances of model output due to the individual
sources (varsource,i). The bottom two rows in Table 11.1 show that the total
uncertainty (expressed as the standard deviation) estimated by the experts for the
three selected uncertainty sources is 44 cm using Eq. (11.1). The total uncertainty
from the Monte Carlo Simulation was 68 cm, which is the same order of magnitude,
but slightly underestimated by the experts. The difference between combining the
individual contributions using Eq. (11.1) and the Monte Carlo Simulation is small,
61 versus 68 cm. This shows that the model responds relatively linearly to the
uncertainties and that the assumption of independent and normally distributed
uncertainties is reasonable. In the last column, Table 11.1 shows an estimate of
combining the top 7 ranked uncertainties (omitting discharge uncertainty) using
Eq. (11.1). Inclusion of the three sources (ranked 4th, 5th and 7th), indicated that
adding more sources of uncertainty to the analysis will probably have a small effect
on the final uncertainty range.

Table 11.1 Comparison of quantification of uncertainties by expert opinions and quantification
based on Monte Carlo Simulation (MCS)

Rank Uncertainty source MCS (cm) Experts (cm) Experts (cm)

2 Main channel roughness 49 43 43

3 Vegetation classification 34 10 10

4 Energy losses due to weirs – – 7

5 Calibration data – – 5

6 Vegetation model 12 4.3 4.3

7 Bathymetry accuracy – – 5

Sum [using eq. (11.1)] 61 44 45

Sum (using Monte Carlo) 68 – –

Values are maximum range (experts) and 95 % confidence intervals (MCS) for the situation of
approximately 12 m water depth. The MCS column shows the results presented in Sects. 11.5 and
11.6. The last two columns show the uncertainty quantified by the experts: one column only
showing the uncertainties that were also quantified by MCS and the last column showing only the
top 7 ranked uncertainties. The bottom two rows show their combined effect using Eq. 11.1
and MCS
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The final step in an uncertainty analysis is the communication of uncertainties.
The case study examples showed that the water levels (based on a discharge with a
return period of 1250 years) have a range of approximately 68 cm. This kind of
information is useful for the policy makers (Pappenberger and Beven 2006) who,
for example, decide how high the dikes should be. Based on this uncertainty
information they can decide if the freeboard that accounts for the uncertainty is
sufficient. Figure 11.11 shows that the uncertainty varies along the river, based on
river geometry. A possibility is therefore to vary the freeboard along the river based
on river geometry. However, it is the choice of the decision maker to define the
acceptable level of uncertainty given the costs of heightening of the dikes.

Additionally, the uncertainty analysis provided information about further actions
to reduce the uncertainty and their benefits in terms of increased accuracy. For the
case study it might be beneficial to improve the mapping of vegetation types in the
floodplain areas. This can reduce the uncertainty in the water levels from 68 to
approximately 50 cm [using Eq. (11.1)]. Another approach is to improve the
estimate of the roughness of the main channel. However, because this uncertainty is
caused by limited knowledge of the roughness model, its reduction requires an
extensive scientific study.

11.8 Conclusions

The objective of this chapter was to give an overview of the first four steps of an
uncertainty analysis and show their application for the quantification of the
uncertainty in the design water levels in the river Waal in the Netherlands. We have
presented a methodology to explicitly quantify the uncertainty in a complex model.
The uncertainties were unravelled in separate components, subsequently quantified
and then combined to yield the total effect on the uncertainty in the design water
levels.

1. The first step was to identify uncertainties and led to a coherent list of unique
sources of uncertainty.

2. In the second step, the uncertainty due to the upstream discharge (an input
uncertainty) and the main channel roughness equation (i.e. the model structure)
proved to have the largest effect on the design water levels for the river Waal
case according to expert opinions. The magnitude of the uncertainties quantified
by the experts proved to be similar to the Monte Carlo results.

3. In the third step, we showed the explicit quantification of the roughness in the
main channel due to both model uncertainty and extrapolation uncertainty to
yield a probability distribution of the uncertainty source.

4. Finally, the combined effect of the most important sources resulted in a spatially
variable uncertainty in the design water levels. Including more uncertainties did
not significantly affect the final uncertainty range.
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The application of an uncertainty analysis is useful for policy makers. It provides
information about the reliability of the model results, but also information about
how to reduce the uncertainty and how much can be gained. A thorough identifi-
cation in the early stages of any (modelling) study contributes to a better com-
munication between decision makers and can therefore improve the decisions.
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Part II
Fluvial Processes



Chapter 12
Channel Stability: Morphodynamics
and the Morphology of Rivers

Michael Church

Abstract River morphology and morphodynamics are subject to governing con-
ditions that include the volume and timing of water flows, the volume and calibre of
sediment introduced into the river, the nature of bed and bank materials and veg-
etation, and the geologic and topographic setting of the river, including landscape
gradient, climate and human interference. Water flows set the scale of the channel
and the sediment regime lends distinctive character to river morphology.
Consequently, rivers can usefully be classified on the basis of scale, sediment
calibre and gradient, leading to the distinction of steep, intermediate and low gra-
dient channels that generally correspond to channels of high, intermediate and low
boundary roughness. Channel changes associated with the downstream passage of
sediment constitute the morphodynamics of rivers. Primary morphodynamical
effects include channel deformation, channel division, and channel gradation.
A fundamental lesson is that rivers transporting a significant charge of bed material
sediment necessarily have a lateral style of instability: lateral displacement of the
channel is a normal part of their equilibrium function. Hence the required channel
zone is larger than the presently active channel. Implications of this circumstance
are considered in the context of channel management and river restoration.
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12.1 Governing Conditions

Stream channels exist to evacuate water from the surface of the land. The flow of
water may also mobilize earth materials so that streams, to a greater or lesser
degree, shape their channels. The consequent form of the channel and the history of
channel changes depend upon four principal governing conditions:

1. the volume and time distribution of water that is supplied from upstream and the
land surface;

2. the volume, timing and calibre of sediment that is introduced into the channel;
3. the character of the bed and bank materials, including vegetation, through which

the river flows;
4. the geological history of the riverine landscape; in particular, the topographic

gradient down which the water and sediment are transferred.

Secondary factors that may be important include climate, in particular, the occur-
rence of a freezing winter and a seasonal ice regime, or an extended dry season;
land use in the contributing drainage basin; and direct human interference.

12.1.1 Volume and Timing of Water Flows

The volume of water that flows through the channel—in particular, the magnitude
of flows that mobilize channel-bed sediments and thereby shape the channel—sets
the scale of the channel (Fig. 12.1). Since runoff, including peak flows, varies with
the size of the contributing drainage basin, river channel scale varies systematically
through the drainage basin (Leopold 1994). It is widely supposed that flood flow of
some relatively frequent recurrence—in the range 1.5–2.5 years (that is, approxi-
mately the mean annual flood: cf. Wolman and Miller 1960)—is the dominant or
‘channel forming’ flow in the sense that it is the flow that creates the greatest degree
of morphodynamic change. Alternately, ‘bankfull’ is often invoked as the most
effective flow because this represents the maximum flow that occurs within the
confines of the channel, hence exerts the largest stresses on the channel boundaries,
whilst rarer overbank flows have negligibly more severe effect within the channel.
However, there is no consistent correlation between flow frequency and bankfull
nor, in fact, between flood frequency and effectiveness in creating morphodynamic
change. Large rivers flowing in relatively fine, easily mobilised sediments may
indeed have their channels shaped mainly by frequently recurring flows, but
headwater cobble or boulder channels may be subjected to channel reforming
disturbance only once in decades, or even more rarely (Fig. 12.2). There may be
scale-related consistency of channel disturbance on a regional scale but, if there is
any universal character at all underlying channel disturbance, it is simply that larger
rivers tend to undergo channel change more frequently but less severely than small
channels. That is because they experience more powerful streamflows and generally
are bounded by finer, more easily mobilized sediments.
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The duration of inundation and the season in which it occurs may significantly
condition the channel edge and riparian zones. Significant correlations have been
demonstrated between plant communities and elevation above normal water levels,
hence usual duration of inundation (e.g., Woodyer 1968; Teversham and Slaymaker
1976) and between certain invertebrates and elevation (Radecki-Pawlik and Skalski
2008). The ‘lower limit of continuous terrestrial vegetation’ is a significant channel
boundary that is more or less well-defined on most stream banks and is interpreted
as the limit of the ‘active channel’ (Fig. 12.3). In many jurisdictions, this is also the
legal limit of the river channel, though it may not correspond with the morpho-
logically determined ‘bankfull’ stage.

While synoptic variations in flow change the area of the wetted channel with
high frequency (time scale of days, or hours in small streams), the area of the active
channel is naturally modified only on time scales of hydroclimatic change, which

Fig. 12.1 Scaling relations for river channel geometry. Channels that are dynamic models of each
other scale as Q0.4 in both width and depth so that geometric similarity is preserved. Alluvial
channels are distorted toward relatively increased width as Q increases (width exponent = 0.55;
depth exponent = 0.33; both values exhibit some variation amongst individual data sets); that is,
the width to depth ratio increases. Inset variation in channel width due to material properties,
which covers the range of variability in the main diagram: the ‘limit channel’ is the narrowest
mechanically stable channel for a given flow (Lane 1957). These scaling relations have been
formalized for rivers as the ‘hydraulic geometry’ (Leopold and Maddock 1953). (Modified after
Fig. 6.2 in Church 1992)
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may be long. However, human regulation of streamflows—by dam building and
water diversion—induces rapid channel change. An increase in channel width and
area in response to a secular increase in high flows may occur quickly (over days to
a few years, depending on the mobility of bed and bank sediments) because

Fig. 12.2 Relative magnitude and frequency of significant events through the drainage system
showing the increase in variability in both magnitude and frequency toward the headwater The
time graphs can be read to represent water flows or sediment fluxes: the vertical scales should be
read to vary with drainage area; the horizontal scales can be read flexibly to represent periods
varying from a year to many years. The strongly shaded area of the drainage basin cartoon
indicates the ‘headwater’ region of the drainage basin, where streams are directly coupled to
adjacent hillslopes—that is, they receive increments of sediment directly overbank; the lightly
shaded sector indicates the mainstream, where the channel is decoupled from adjacent slopes by
the presence of alluvial deposits: sediments are received from upstream and by erosion of alluvial
banks. Partially coupled reaches are common in mid-basin

Fig. 12.3 Cross-section of a river illustrating significant water level thresholds (modified after
Osterkamp and Hedman 1982). The diagram is vertically exaggerated to emphasize the different
levels
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conditioned by the hydraulic force of the increased flows, whereas a reduction in
high flows elicits a response measured in years (small streams) to decades (large
rivers) because controlled by the rate at which riparian vegetation advances across
the former channel margins. This latter transformation is climatically sensitive,
being more rapid in the humid tropics than in temperate and boreal regions.

12.1.2 Volume and Calibre of Sediment

River channel morphology and channel morphodynamics are principally condi-
tioned by the volume and character of sediment moving through the channel. When
predominantly fine-grained material (fine sand, silt) is delivered to the channel it is
largely carried in suspension in the water column and there is substantial overbank
deposition during floods. This builds high, semi-cohesive banks that maintain a
relatively narrow, deep channel that habitually meanders, or is anastomosed (that is,
a low gradient channel divided about channel islands into two or more channels),
and changes position slowly in a roughly predictable way. Coarser sediments
(coarse sand, gravel, cobbles) are transported on the bed and deposited within the
channel. Such deposits deflect the flow, creating a relatively wide, shallow channel
with non-cohesive lower banks. Channels then exhibit less regular migration,
dominated by lateral activity that sometimes undergoes rapid and unpredicted
change. According to the sediment supply, such channels may meander irregularly,
adopt an anabranched style (exhibiting division about channel islands or normally
emergent bars into two or more branches), become braided, or wander (that is,
exhibit characteristics of both braided and anabranched channels) (see Fig. 12.4).

Many rivers flow through sediments that they have previously deposited: their
channels are termed alluvial channels. These rivers certainly are competent to
reform their channel since they previously moved the sediment that makes up the
bed and banks. Here we find consistent relations between streamflow and the
channel dimensions of width and depth, hence also velocity. Such scaling relations
are termed hydraulic geometry (Fig. 12.1). Since the actual form of the channel is
conditioned by the material that forms the bed and banks, distinctive hydraulic
geometries occur in different materials (Fig. 12.1, inset). However, the strength of
granular materials has only a limited range, whilst the power of flows may vary over
orders of magnitude through time at one place and downstream through the river
system. The width to depth ratio (aspect ratio) of an alluvial channel is governed by
bank material strength; as rivers become larger, they chiefly become relatively
wider (Fig. 12.1) because neither bed nor bank material strength increases in pro-
portion to the increase in the hydraulic forces that would be exerted in a self-similar
channel. This effect distributes the force of the flow over a proportionally wider
bed, which serves to increase channel stability. For these reasons, a small channel is
not, in general, a model of a larger one.

Material calibre (grain size) and the force imposed by the flow on the granular
boundary determine the intensity of sediment transport. A measure of the force
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imposed on the boundary by the flow is given by τ = ρgdS, in which τ is shear stress
(force per unit area), ρ is water density, g is the acceleration of gravity, d is flow
depth and S is the energy gradient (usually assumed in regime studies to be
equivalent to the water surface gradient over the length of a reach, which is then
approximately equivalent to channel gradient). Resistance to the flow is distributed
between a part applied directly to the solid boundary and a part absorbed by
accelerations and deceleration of the flow induced by larger geometric elements of
the channel (bedforms, variations in width, channel bends) and by turbulence.

Fig. 12.4 Multi-thread channels: a Rivière Bléone, at Digne, France, a low-order braided channel,
view downstream: note the rock-faced embankment on the left bank (photo by H. Piégay);
b Kootenay River, British Columbia, Canada, a sandy anastomosed channel; view downstream;
c wandering gravel-bed channel incorporating both braid bars and anabranches: Kemano River,
British Columbia, Canada, view downstream
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The effective stress available to move sediment, then, is τeff = ατ, α < 1.0. The
capacity of a flow to move material is indexed by the Shields relation, τ* = τeff/g
(ρs−ρ)D, in which τ* is the Shields number, a non-dimensional expression of the
stress applied directly to the grains on the boundary, ρs is the sediment density, and
D is the grain size. For large materials (gravel and larger), τ* < 0.1 generally, and
sediment movement is sporadic for most competent flows. When 0.1 < τ* < 1.0,
sand may be moved at substantial rates over the bed, with fine to medium sand and
silt in suspension; for τ* > 1.0 general suspension of sand occurs. Church (2006)
gave an extended discussion of sediment transport regimes in relation to channel
morphology.

Fine materials are, then, moved over a wide range of flows and may be moved in
high concentrations for a significant distance, whereas coarse materials are moved
only in high flows and at relatively low concentrations for shorter distances. This
means that bed reshaping is a relatively common occurrence in fine sediments: such
channels may be termed labile channels (meaning, easily deformed); coarse
materials form threshold channels; that is, sediment movement nearly always
occurs near the threshold for movement and significant bed reshaping is a less
common occurrence. In labile channels, bed sediments are easily mobilized. In
threshold channels, however, the wide range of grain sizes present leads to size-
selective transport, the development of a surface layer of relatively coarse material
that moves less readily than finer fractions and ‘hiding’ of the finer material below
the surface. Consequently, sediment flux is limited by the necessity to displace
elements of the coarse surface before significant amounts of finer material can be
entrained. A further consequence is that, if sediment supply to the channel is
reduced, the bed surface is apt to coarsen further as finer grains are winnowed from
the bed and transported away (Dietrich et al. 1989) so the characteristic difference
between the size of sediments on the bed surface and transported sediment
increases. Of course, sediment supply from the land surface mediates these con-
ditions, hence human agency may influence channel processes and morphology by
mobilizing or immobilizing sediment in the course of land use.

Variations in sediment supply to streams may occur in concert with hydrocli-
matic change as runoff from the land changes, or can occur relatively abruptly as the
result of major landslides delivering large volumes of sediment to a channel,
changes in land use that change sediment supply to the channel, or direct mining of
riverbed sediments from the channel. The most dramatic short-term changes in river
morphology are effected by abrupt changes in sediment supply. But despite its
importance in establishing the morphological style of a river, sediment transport—
in particular, the transport of the ‘bed material’ that constitutes the bed and lower
banks of the channel—is difficult to measure and not commonly measured. River
investigators must, then, often make qualitative inferences about the character of
sediment transport by considering stream power, or by regarding the morphology of
the channel and the character of the bed sediments. In the latter case, one in effect
infers cause from effect (see Church 2006, for a discussion of the bases for
inference).
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12.1.3 The Character of Bed and Bank Materials

Not all channels have entirely alluvial boundaries. Rock and non-alluvial sediments
may constitute one or both banks or the channel bed, and present more or less firm
resistance to erosion. This may significantly affect the stability of the channel and
also constrain channel orientation. Rivers with one or more non-alluvial boundary
can at best be considered to be ‘semi-alluvial’; rock-bound channels are non-
alluvial. Non-alluvial boundaries may also be non-lithified sediments, including
glacial sediments, streamside colluvium, loess, and peat. It may, further, include
relict, often semi-lithified alluvium from an earlier era. Such materials may vari-
ously resist erosion strongly, or perform little differently than contemporary
alluvium.

Riparian vegetation may have significant effects on bank strength, hence on the
overall form of the river channel, provided the rooting depth is as great as the
channel is deep. This generally limits vegetation effectiveness to rivers smaller than
some limit size that will vary geographically according to the character of the native
vegetation. For example, Beechie et al. (2006) report that, in Pacific Northwest
North America, channels less than 15–20 m in width remain stable because of root
reinforcement of bank strength. Vegetation may have further effects in channels
with seasonally exposed bed areas by becoming established in-channel. Provided
woody vegetation can withstand subsequent high flows, it then encourages sedi-
ment deposition and the eventual development of a channel island. Downed wood
instream also has a significant impact on sedimentation, leading to island formation,
and may direct the flow so as to increase or attenuate bank attack.

The composite strength of bank materials has a significant influence on the time
scales for channel change, including normal lateral activity (see Sect. 12.2) and on
the aspect ratio of the channel. Figure 12.5 presents a classification of the range of
channel conditions, encompassing boundary conditions and sediment mobility, that
may result. Each type exhibits a characteristic style of channel instability.

Fig. 12.5 Channel classification. The more detailed description of boundary materials gives some
emphasis to Quaternary materials that are encountered by many rivers, particularly within the
limits of Quaternary glaciations. The effects of bankside and instream woody vegetation are not
incorporated into this diagram
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12.1.4 Geological History

The most important control exerted by the river setting is the topographic gradient
down which the water and sediment load of the river must be transferred (that is
valley or surface gradient, not the channel gradient). Most rivers flow in valleys
established over a long geological history and valley gradient is accordingly
imposed. River adjustment in the medium term is restricted to the possibility for the
river to adopt a meandered habit so that its gradient declines below that of the
valley. This is a particularly important constraint even in major rivers in regions that
were affected by Pleistocene glaciation and is generally true of small headwater
channels with limited erosive capacity. However, rivers flowing over purely
depositional surfaces, such as alluvial fans or extensive floodplains, may indeed
have conditioned their own topographic gradient as the result of a long period of
aggradation.

Landscape history and physiographic setting impose additional constraints on
river morphology and morphodynamics. Rivers flowing in valleys may be subject
to lateral and/or vertical control over channel position. Vertical control is exercised
in the form of resistant materials, usually rock, that resist erosion and so form a
local grade control for the river. Rivers may be confined or entrenched in narrow
valleys. Conversely, on surfaces of considerable lateral extent, in particular on
river-constructed floodplains, deltas and alluvial fans, absence of lateral constraint
permits avulsions—sudden lateral displacements of the channel when, due to
excessive water volume or blockage by sediment or downed wood, the flow wholly
or in part abruptly departs from its former channel to form a new channel (or
reoccupy a former channel) on the adjacent surface.

12.1.5 Human Interference

Humans affect river channels by direct structural interference, as by the construction
of dams, weirs and artificial channels, or by stabilizing bank position (that is,
inhibiting lateral erosion). Rivers are also affected by land surface change on the
contributing drainage basin that changes the water and/or sediment supply to the
stream. Forestry, agricultural land conversion and urbanization each have charac-
teristic effects on stream systems. Human activities in each of these categories occur
with a characteristic intensity in the landscape, hence it is a reasonable general-
ization that impacts of land use are proportionally most severely visited upon
smaller, headwater channels. Nevertheless, the cumulative impact of human activity
may strongly affect even the largest rivers, many of which have been directly
altered by structures (Church et al. 2009). In particular, most of the larger rivers of
Europe have been modified by channel rectification or the construction of dams or
weirs. Human impacts may be transient but more often have definitively changed
the river morphology and morphodynamics.
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12.2 River Regime and Channel Equilibrium

The governing conditions vary systematically along a river. Some changes are
abrupt, such as the change in flow and sediment load at a tributary junction
(Ferguson and Hoey 2008), or the change in channel morphology induced when a
river crosses a geological boundary. Other changes may be subtle, such as when
sediment grain size changes downstream under the influence of abrasion or selective
transport, or sediment load changes in a long reach of slowly degrading channel.
River channels must be analyzed reach by reach since the important forcing and
boundary conditions are well-defined only on a reach basis. Because of the
importance of sediment as a primary governing condition, a useful concept is that of
the sedimentary link in a channel system (Rice and Church 1998), the distance
between successive significant increments to the sediment load. Mostly, these would
be tributary junctions that also designate hydrological links, but significant non-
fluvial sediment sources do occur, especially in hillslope-coupled, headwater
streams (Fig. 12.2) that flow directly along the base of adjacent, failing hillslopes.

Within sedimentary and hydrological links (reaches) forcing and boundary
conditions are essentially constant (except in reaches in which the river approaches
a grade control or end point that forces a continual change in slope) and alluvial
rivers adjust their boundaries by erosion, transfer and deposition of sediment so that
they approach a state of ‘equilibrium’—that is, a state in which the channel is just
able to pass the water and sediment supplied from upstream, hence remains stable in
average dimensions. Another way to express this condition is to say that the channel
is ‘in regime’. In this state, the channel dimensions are well-predicted by the
equations of hydraulic geometry appropriate to the bounding materials (Fig. 12.1), a
concept directly descended from ideas about the regime (stable) condition of
unlined irrigation canals (Eaton 2013).

It is critically important to realize that an alluvial channel in equilibrium is not,
as commonly supposed, absolutely stable. Although the channel dimensions remain
stable, on average, any river that transports significant quantities of bed material—
that is, sediments that constitute the bed and lower banks of the river—must move
laterally to accommodate erosion and deposition of those materials as they are
staged along the channel by varying flows. The channel is, at best, ‘pattern stable’,
meaning that its geometry, including planform, retains the same average character.
Failure to appreciate this condition has led to many unsuccessful attempts to sta-
bilize river channels absolutely.

To achieve a regime condition, there must be an adjustment of the channel form
and gradient so that all the energy of the river, except that required to pass the water
and sediment supplied from upstream, is consumed in overcoming resistance to
flow (Eaton et al. 2004). The river has four principal means to achieve this:

1. adjustment of grain size of the sediments exposed on the bed surface (by size-
preferred erosion or deposition), or of the dimensions of labile primary bedforms
(such as sand dunes);

2. adjustment of channel width by bank erosion or sediment deposition in bars;
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3. adjustment of channel macroform elements, that is, the development of pools,
riffles and bars, or assumption of a meandered habit;

4. adjustment of the mean gradient of the river by net degradation or aggradation.

The first, and most easily achieved, adjustment, because it entails only differential
pickup and deposition of the various sizes of granular sediments present on the bed,
alters the grain friction and micro- to mesoform resistance to flow of the channel. This
is a significant means of adjustment as the strength offlow and magnitude of sediment
transport vary with the waxing and waning of a flood: both grain size on the bed
surface and sedimentary bedforms such as ripples and dunes may be changed as the
flow changes. The second adjustment affects the aspect ratio of the channel which, in
turn, affects the bed material transport because it affects the force imposed on the bed
by the flow. The combination of these first two effects adjusts the transport capacity of
the river to match the incoming sediment supply. Width may also change within the
period of a flood but more commonly changes through a sequence offloods. The third
and fourth adjustments change the rate of energy expenditure of the river by altering
the macroform geometry and channel gradient (in the fourth case, within the limit set
by valley gradient). Macroform geometry may change within the time scale of a flood
by transient scour and fill of pools and riffles along the channel but larger scale
adjustments such as meander growth require years to decades. These adjustments
require at least local net displacement of sediment. Gradient adjustments require
redistribution of sediment over long distances and may require decades to millennia
(in the largest rivers) to complete (see Sect. 12.3.6 for a discussion of time scales).

Channel changes associated with the passage downstream of sediment, and
changes described above that are associated with regime adjustments, constitute the
morphodynamics of rivers. River channel morphology is the autogenerated result of
the interaction amongst flow, sediment load and initial channel form working on a
variety of scales from granular to channel system, leading to the occurrence of
distinctive channel types (Kleinhans 2010). Since the calibre of the sediment and
the energy required to move the sediment are principal controls on the transport and
disposition of bed material, hence on channel morphology, river gradient and bed
material supply and calibre are reasonable parameters upon which to base a clas-
sification of river channels. Volume of flow (in effect, channel scale) must also be
considered since the relative size of channel and the sediments is a significant factor
mediating sediment mobility, while the flow and gradient together determine the
capacity to move sediment.

12.3 Channel Classification and Morphodynamics

12.3.1 Morphological Classification

River channels have customarily been classified principally according to channel
planimetric form as straight, meandered or braided (e.g., Leopold and Wolman
1957), with anabranched channels introduced as an additional distinctive type
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(Nanson and Knighton 1996). In fact, rivers exhibit much greater variety of form
than is admitted by this spare classification (even though these major distinctions of
morphological style remain fundamental) and different bases for classification are
possible.

Channel and sediment scales are important classificatory criteria because the
relative size of channel and sediment lends distinctiveness to channel morphology;
the largest materials are found in the headward, smallest channels, and on the
steepest gradients (Fig. 12.6). We may define channels with high granular rough-
ness as ones in which flow depth, d, is typically comparable with grain size, D, so
that relative roughness, D/d ≈ 1.0: channel scale is comparable with the scale of
individual boundary elements. Individual clasts accordingly constitute significant
form elements of the channel that act to divide the flow into a series of jets.
Conversely, in rivers with low granular roughness, one might arbitrarily say D/
d < 0.05, grains on the bed contribute collectively to skin friction but do not
individually affect overall channel geometry or function. A deep shear flow results.
Between these limits lies a class of intermediate channels which experience wake
flows dominated by eddies shed by submerged but relatively prominent grains.
These divisions discriminate principal sources of flow resistance (see Ferguson
2007, Fig. 1a) but they remove any sense of absolute scale. Nonetheless, most high
roughness channels are small, headwater channels, most low roughness channels
are major rivers, while channels of intermediate roughness appear in the landscape
between these end-members (Fig. 12.6).

Channels of high and intermediate granular roughness are typically threshold
channels; ones of low granular roughness are typically transitional or labile.
Furthermore, high roughness channels are typically hillslope-coupled, channels of
intermediate roughness are often partially coupled, and ones with low roughness are
characteristically decoupled. But while these correspondences define a character-
istic organizational structure for drainage basins, they are not without exception. In
regions of low relief, for example, headmost channels may be miniature low
roughness channels enclosed in peat, turf or heath, or woodland streams of inter-
mediate roughness.

Within this framework, both single and multi-thread channels are recognized.
Figure 12.7 illustrates a range of channel morphologies that are defined by scale,
sediment calibre and gradient, and notes the resultant characteristic (in)stability of
the channel. An even more nuanced pattern of classification was presented by
Kellerhals et al. (1976) which disaggregated channel properties into different cat-
egories for sinuosity (meander form), presence of islands (anabranched, of which
anastomosed channels are a subcategory), style of in-channel bar forms, and style of
instability (morphodynamics). That classification recognized that features that
commonly are dichotomized in single-dimensioned classifications may in fact occur
together (such as meandering and islands). In summary, rivers exhibit a continual
range of variation in morphology.
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(a)

(b)

(c)

Fig. 12.6 Variation of flow
and channel properties
through the drainage system
(partly after Schumm 1977).
a drainage basin map showing
zones of distinctive sediment
behavior (only a fraction of
the hillslope-coupled upland
channels is shown); b pattern
of variation of principal
quantities related to flow,
sediment flux and channel
morphology; c pattern of
variation of some ecological
phenomena that are
systematically related to
drainage structure. The
characteristic distribution of
channel ‘roughness types’
(see text) is superimposed.
(Modified from Church 2002,
Fig. 1)
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Fig. 12.7 Morphological channel types according to scale, sediment calibre and sediment flux.
The diagram can be presented in two dimensions because of the characteristic correlations between
sediment calibre and gradient and between sediment volume and stability. (Modified from Church
2006, Fig. 2)
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12.3.2 Morphodynamics: Channels of High Roughness

High roughness occurs essentially exclusively in channels flowing on boulders,
cobbles or coarse gravel. They are mainly small channels on relatively steep gra-
dients (Fig. 12.8)—upland to montane headwaters (Church 2010)—though rivers
on lower gradients but with a local source of boulders may have high roughness. In
the smallest, steepest channels the larger individual clasts may have dimensions
similar to those of the channel itself (Fig. 12.9). Hence instability of individual
grains may affect the stability of the entire channel.

On gradients steeper than about 3° (5 %) individual grains as large as the channel
is deep should not be stable (when the critical Shields number for mobilization,
τ*c ≈ 0.03, a widely accepted value for exposed grains). But they certainly are found
in even steeper channels. It has been found that τ*c > 0.03 in steep channels and
increases as slope increases (Mueller et al. 2005). Stones in steep channels form
jammed chains that retain them in place (Church and Zimmermann 2007), and these
form ‘steps’ so that a characteristic step-pool morphology results. Such ‘force
chains’ are rarely more than 5D in length, which represents an approximate limit
width for sediments to be stable in such channels. The source of the largest key-
stones in the channel usually is the immediately adjacent hillslope or, in glaciated
terrain, erosion out of till lining the channel. They are not fluvial elements in the
strict sense since the stream is rarely able to move them and does so mainly by
undermining them, unless a debris flow—a mass movement of all mobilizable
material in the channel—occurs. Most of the channel gradient is controlled by the
steps. In forests, downed wood may also form steps. The intervening pools often

Fig. 12.8 Gradient-
determined sequence of high
roughness channels.
(Modified from Montgomery
and Buffington 1997, their
Fig. 4)
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contain relatively fine gravel that regularly moves through the system without
disturbing the overall stability of the channel. These channels are usually confined
in gullies or hillslope declivities and cannot shift their course. Individual keystones
may be displaced by being undermined, but the frequency of step-destabilizing
sediment mobilization and significant channel change depends upon whether or not
the channel is directly connected to significant hillslope sediment sources (Recking
et al. 2012). Significant channel change, in which the step structure is substantially
destroyed, occurs only rarely—for example, once in 20–50 years in active channels
in the French Alps (Recking et al. 2012). Such channel changing events accomplish
most of the sediment transporting work in these channels (see Fig. 12.2).

On gradients in excess of 7–8° (12–15 %), step-pools give way to a more or less
continuous cascade of large stones with small, non-spanning pools. Significant
mobilization of the bed sediments in this morphology may propagate into a debris
flood (Hungr et al. 2001)—a condition of high transport of gravel- to cobble-sized
material—or even, starting usually on even steeper gradients, a debris flow: these
channels may be mortally dangerous. At the lower end of such channels, where they
discharge into a larger channel or valley, a debris fan develops with characteristic

Fig. 12.9 Vens stream, an
active step-pool channel,
gradient 0.15 (8.5°), French
Alps (photo by A. Recking)
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angle of 3–5° (5–9 %)—lower for muddy sediments—and here the stream can
easily avulse out of its channel during a major sediment transporting event. The
entire fan is potentially an active zone (Kellerhals and Church 1990).

Maintaining the stability of these channels in the presence of engineering works
(such as road crossings) critically depends upon maintaining the structure of locked
keystones in the channel. Stabilizing steep, unstable gullies entails building
sequences of check dams that act as artificial steps with much reduced gradients
between them to discourage the movement of the coarser clasts.

12.3.3 Morphodynamics: Channels of Intermediate
Roughness

‘Intermediate’ channels are ones in which individual bed material grains no longer
dominate the morphology, but still strongly condition the flow. One commonly
finds 0.1 < D/d ≤ 1 and wake-dominated flows. Many gravel-bed rivers fall into this
class. Gravel derives from physical rock weathering in montane or upland regions
and so gravel-bedded rivers are characteristic of montane valleys and forelands.
Because of the wide grain size distribution and size specific differences in transport,
a coarse surface layer develops that serves to reduce general transport. Further,
structural reinforcement of bed sediments occurs on these stream beds in the form
of stone clusters and stone networks composed of larger clasts anchored by the
largest, least mobile clasts (Church et al. 1998). Imbrication, the stone-on-stone
layering of bed grains—a virtually universal phenomenon in gravel-bedded streams
—also acts to increase the stability of the bed as finer material is effectively hidden
below the imbricate surface layer (Fig. 12.10).

(a) (b)

Fig. 12.10 a Bed sediment stratigraphy in a gravel-bed channel, showing armoured and
imbricated surface; b cartoon of typical granular structure and cumulative size distributions. Photo
by S.P.Rice
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Sediment transport over these structurally constrained channel beds occurs in
three stages. In stage 1, material introduced from upstream is passed over the bed
without disturbance of the local bed material. Such mobile material would be
mostly sand and substantially finer than local surficial bed material. In stage 2, the
local bed material begins to be mobilized but entrainments are more or less spo-
radic: only some of the material is mobilized at any time (the condition known as
‘partial transport’) and the largest material may remain entirely immobile (resulting
in ‘size-selective transport’). The bed remains intact and deposition on bar faces
remains an incremental process, so that lateral shifting of the channel is relatively
slow. In stage 3, reached only in rare high flows, the bed is generally mobilized and
rapid bank erosion may occur as the direct result of water attack. An individual
flood of exceptional magnitude may, then, reform the entire channel (Fig. 12.11).
An important outcome of the bed conditions found in channels of high and inter-
mediate roughness is that bed material transport is normally orders of magnitude
smaller than classical hydraulic formulae predict (Bathurst 2007; Yager et al. 2012)
because of the constraints posed by size-segregated and structurally interlocked bed
material.

Once relative roughness declines below about 0.1, grains may be stacked to form
riffles and bars. Typical morphology is for a sequence of shallow pools and
extended rapids on gradients of 1–2° (2–3 %), and for pool and riffle morphology to
emerge on gradients lower than 1° (2 %) where a pool-riffle-bar triplet is the
characteristic macroform feature of the channel. In these circumstances relative
roughness may be much less than 1 locally (in the pools) and so at low to

Fig. 12.11 Rapid enlargement of a gravel-bed channel of intermediate roughness by a 500 m3 s−1

flood in Highland Creek, Toronto, Canada, in August, 2005. The Shields number for the flow was
approximately 0.3 for a 100 mm bed grain. The black outline indicates the position of the well-
vegetated pre-flood channel banks. (Church 2010, Fig. 9.6, reproduced by permission of John
Wiley & Sons, Ltd.: original courtesy of the City of Toronto Engineering Department and
Professor Joseph Desloges)
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moderately high flows one has an alternation of shallow, wake-dominated flow over
the riffle decaying to a deep shear flow in the pool (MacVicar et al. 2013). Channel
morphodynamics remains dominated by the bed material load even if a substantial
volume of fine material moves through the channel. Bed material is deposited as
gravel sheets along bar edges, so bars grow laterally into the channel, forcing
erosion on the opposite bank (Fig. 12.12). A floodplain is thus constructed by
lateral deposition and consists primarily of bed material initially deposited as bar
sediments, with a topset bed of sand deposited from suspension during overbank
flooding. Bars form in alternate sequence on opposite sides of the channel, leading
to a usually irregular meandering tendency. Much investigation has gone into
attempts to understand the alternating regularity of bar formation, a process that
leads to full-scale meander form in finer grained materials. The fundamental aspects
of bar formation are reviewed by Rhoads and Welford (1991) in a paper that, for
practical purposes, remains informative.

It is clear that this lateral style of instability is an intrinsic aspect of bed material
staging downstream and so an aspect of equilibrium processes in rivers of this type.
One expects the rate of lateral channel shifting and total channel zone width to
depend upon the magnitude of bed material transport through the channel (Wickert
et al. 2013). Further, the consequent age distribution of the floodplain area favors
younger surfaces and the proportion of the channel zone not reoccupied by active
channel becomes smaller with time (Fig. 12.13a) at a rate dictated by sediment
throughput. It is important to recognize, then, that the floodplain is part of the
channel zone: it consists of sediment that is stored for a greater or lesser length of
time. Left unconstrained, the river will eventually reoccupy floodplain sites and

Fig. 12.12 Pattern of gravel
movement in a pool-riffle
system (dashed arrows): low-
order braiding illustrated
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remobilize the stored material. Where confined within erosion-resistant banks
(either natural or artificial), the channel may instead be subjected to repeated epi-
sodes of local aggradation and degradation as sediment is staged downstream in
migrating barforms.

(a)

(b)

Fig. 12.13 a Rate of floodplain consumption (reworking) for several rivers with different sediment
flux concentration: Grand River, Ontario, Canada, is a meandering sand-silt transporting river with a
significant wash load and low bed material load, hence strong banks and a low rate of lateral movement
(b→ 0); Fraser River, British Columbia, is a wandering gravel bed river in which the bed material load,
only 1–2% of total load, dominates river morphology; Bella Coola River, British Columbia, is a similar
river but is smaller, with higher bed material concentration; Saru River, Japan, is an active mountain
torrent (b≪ 0). Numbers following river names are the exponential decay constants, b, in the equation
Ar = e−bt in which t is floodplain age and Ar is the area remaining unreworked at that age. Bradley and
Tucker (2013) have recently proposed a different model for the distribution of age on floodplains of
meandered rivers that favors increased probability for further survival of successively older surfaces.
b Same for river bars within the active channel zone: Fraser River as above (data of Ham and Church
2012); Sunwapta River, Alberta, is a highly active, proglacial outwash river

300 M. Church



Channels of intermediate roughness are common on the floors of montane
valleys where topographic confinement is lost—often the stream is flowing on a
valley fill of its own sediments. Major sediment transporting events can lead to
channel-blocking deposits locally, forcing the channel to avulse into a new course.
Such avulsions remain relatively rare but, on an otherwise little disturbed valley
floor, serial avulsions over many decades, or even centuries, create a series of side
channels and isolated pools that constitute unusually rich stream and wetland
habitat.

In forest environments, drop-in wood, including trees toppled off undercut
banks, may induce riffles or steps in the channel, promote scour pools, and even
generate avulsions. The latter is particularly likely when many pieces drift into a
channel-spanning jam. Conversely, along relatively shallow channels the root
network of streamside trees commonly penetrates to the full depth of the channel
and provides important bank reinforcement and channel stabilization.

Recking et al. (2013) have recently published an excellent monograph on the
geomorphology and management of torrents and montane rivers—that is, channels
of high and intermediate roughness.

12.3.4 Morphodynamics: Channels of Low Roughness

Channels of low roughness and deep shear flows are normally larger channels,
though they may remain small in sand or silt on low gradients. They are bounded by
materials varying from cobbles to fine sand and present a kaleidoscope of channel
styles.

In gravel: processes are similar to those in channels of intermediate roughness.
The gravel bedload—which may constitute as little as 1 or 2 % of the total sediment
load in large gravel-bed rivers, but which nevertheless still dominates the mor-
phology—moves from bar to bar; bars grow laterally and so a lateral style of
instability characterises the channel (Fig. 12.12). Chute cutoffs are common on the

Fig. 12.14 Chute cutoff in the Ain River, France (photo by Hervé Piégay)
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landward edge of the bars (Figs. 12.12 and 12.14). To maintain uninterrupted
downstream sediment transfer, total channel zone width must be some multiple—
depending on the magnitude of bed material transport—of current active channel
width. Dunne et al. (2010) amplify the relations amongst flow, sediment provision
and lateral migration rate.

Lateral erosion and deposition in heterogeneous gravel leads to channel patterns
that may vary from irregularly sinuous or irregularly meandered, through wan-
dering to braided form according to the total bed material concentration (that is
transport rate in comparison with channel scale). Rate of lateral movement and the
time required for the channel to develop and consume a bar also depends upon the
volume of sediment moved through the channel, relative to the size of the channel
(Fig. 12.13b). Accordingly, the time for the channel to laterally rework its flood-
plain depends on channel size, sediment volume and the valley width.

Where channels encounter resistant valley walls or non-alluvial sediments, the
channel is forced to change direction and, here, bars are often ‘forced’ to develop as
current slackens upstream of the bend or constriction. Such bars persist while
sediment is staged through them. Where the channel is unconstrained, however, and
not too tortuous, bars may be ‘free’ to migrate downstream and the movement of
bedload may approximately equal the rate of bar shifting. But even in unconstrained
circumstances, a channel may become sufficiently tortuous that bars become
anchored on tight bends for extended periods. At such places the channel eventually
may avulse.

In sand: bed material movement occurs over a much wider range of flows;
channels are labile. Sands move on the bed or in intermittent suspension. Where
sands are relatively coarse, they move principally on the bed and may build a
sequence of alternating bars that grow by progressive accumulation of sand sheets
on the downstream flank so that they progress downstream. Again, channel pattern
may vary from single-thread meanders through anabranched channels to braided
form. In low gradient channels carrying a fine sand and silt load, anabranching takes
the special form of anastomosis, in which avulsions into the floodplain may
abruptly create extensive channel islands. In larger single-thread channels trans-
porting sand, alternate bars develop into progressing meanders (Fig. 12.15a). In
more widely graded or finer sands, much of the material moves in suspension and
the channel, more easily able to mould the boundary to the flow, develops more or
less regular meanders (Fig. 12.15b). A combination of progression and loop
extension occurs while, in still finer sediments, loop extension and cutoffs come to
dominate. In this process it appears that outer bank erosion, locally widening the
channel and thereby creating a slackwater zone on the convex bank opposite,
encourages sediment deposition there and extension or progression of the meander
bend (van de Lageweg et al. 2014). The resulting ratio Svalley/Schannel = length of
channel/length of valley defines the sinuosity of the channel. Channel sinuosity and
meander belt width may vary according to how different is the valley gradient from
the gradient that the river must maintain to pass its sediment load.

Because finer sediments can be suspended high in the water column, bars build to
significant height and carry a topset bed of fine sand or silt that also appears in the
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floodplain, the deposit of overbank flows. Deposition of sediment in the slackwater
zone immediately overbank leads to the construction of natural levees which,
however, are rarely more than a metre or so in height. The style of bar and floodplain
development is more vertical than in gravel-bed rivers. Fine sediments possess a
degree of cohesion and vegetation readily establishes in the sediments, which retain
moisture more abundantly than gravels, so root reinforcement of channel banks is
common. Hence, bank erosion is apt to be slower and more uniform than on gravel
banks and may to some degree be predictable where a history of channel deformation
(e.g. from air photographs or historical maps) is available. Rate of floodplain reoc-
cupation still follows an exponential relation, but with a considerably greater time
constant than in laterally active gravel-bed channels (Fig. 12.13a).

12.3.5 Morphodynamics: Channel Division

Channels that are divided—that is, having more than one branch—have been
classified as ‘braided’ or ‘anabranched’ (see Fig. 12.7). Braided channels

(a) Progressing

(b) Progressing and extending

(c) Loops extending

Fig. 12.15 Styles of
meandered sand-bed channel
deformation
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(Fig. 12.4a) divide about bars that may be awash at high flow or result from chute
cutoffs: they are the product of the deposit of abundant bed material in-channel and
the necessity for the channel to move around them (Ashmore 1991a). An argument
could be made that braided channels are really a single-channel form as the division
of branches is clearly evident only at low to moderate flows. Despite the division,
there usually remains an identifiable principal channel and braided channels retain
many characteristics of single-thread counterparts (Ashmore 2001).

Anabranched channels (Fig. 12.4b) are divided about channel islands that build
to adjacent floodplain level; these are truly divided channels. Nanson and Knighton
(1996) have defined six types, varying from silt-transporting rivers in cohesive
sediments on low gradients (anasomosed) to gravel-dominated rivers on relatively
steep gradients. A common type in mountain valleys is the so-called ‘wandering’
channel (Fig. 12.4c) that exhibits a combination of low-order braiding and channel
islands, hence anabranches.

The fundamental reason for channel division appears to be a surfeit of bed
material load such that the river cannot continue to pass the load through a single
channel on the available topographic gradient (e.g., Mueller and Pitlick 2013). But
the reason for this may not just depend on sediment delivery; channel bank strength
exercises a strong influence over channel width (Millar 2000; Eaton et al. 2004)
such that, with sufficiently low bank strength, the channel may widen to the point
that shear stresses become too low to transport the supplied load. Then division into
two smaller, narrower channels with increased depth may more efficiently pass the
load (Huang and Nanson 2007; Eaton et al. 2010). Linear stability analyses confirm
that the transition from single to multi-thread channels depends largely on the
width/depth ratio (aspect ratio) of the channel (cf. Colombini et al. 1987) so various
simple numerical criteria based on the aspect ratio have been proposed. However,
the range of candidate critical values varies from about 50 to 100, suggesting that
other factors, in particular sediment calibre, remain important.

The propensity for channels to present one or more branches has conventionally
been parameterised as an empirical discrimination between braided and single-
thread channels on the basis of discharge and gradient (Lane 1957; Leopold and
Wolman 1957) with the addition of sediment grain size (Henderson 1963; Ferguson
1987, amongst others). These empirical formulations encompass stream power and
grain inertia (hence, presumably, the capacity for grains to be moved, or not, in a
single talweg) but they do not incorporate the important bank strength parameter,
nor did these analyses separately treat anabranched channels.

Basing their analysis on a rational formulation of river regime equations due to
Millar (2005) for gravel-bed streams and approximate results from linear stability
analysis, Eaton et al. (2010) arrived at a discriminant criterion, referred to channel
gradient, that distinguishes single-thread channels from multi-thread ones:

Sc ¼ 0:40l01:41Q��0:43

in which Q* = Q/{D50
2 [(s − 1)gD50]

1/2} is a non-dimensional representation of
streamflow (incorporating grain size as a direct variate in the analysis) and μ′ is
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relative bank strength, that is bank strength as a proportion of bed strength.1 For
gravel channels in which the lower banks are composed of bed material, μ′ ≈ 1 and
the formula reduces in form to one proposed by Henderson (1963) (Fig. 12.16). To
further discriminate braided channels from anabranched ones, Eaton et al. proposed
the coefficient 0.72. Since the formulation is based on regime equations for a gravel
bed, it presumably applies strictly to such channels, including only the steepest
types of Nanson and Knighton’s anabranched channels. It is also difficult to assign a
value to μ′, but Eaton et al. indicated that values may vary from 2 to 5 for
increasingly heavily defended banks. Experimental evidence of the importance of
vegetation in mediating bank strength has been supplied by Tal and Paola (2007)
and by Braudrick et al. (2009). A similar discrimination for channels in fine sed-
iments has not been worked out but it is likely that rivers transporting sand obey
similar rules.

Mechanistically, while braided channels divide about medial bars that represent
deposited bedload, and wandering channels may develop in cases where vegetation
becomes established on high bar surfaces, anabranched channel systems may also
develop by avulsion into the floodplain. Avulsion is promoted by aggradation in the
case, described by Huang and Nanson (2007), that the channel can no longer pass
the supplied load. A special case of anabranching—termed anastomosis—occurs in
low gradient rivers carrying fine sand and silt in deep channels with high banks
(Makaske 2001). Avulsion often occurs through a low point in the river bank,
termed a crevasse, leading the river to form a new channel in the floodplain. Where
low-gradient channels flow through a delta into a standing water body, or where the
river enters a flood basin (a low, frequently or permanently flooded section of a
floodplain), sediment is dropped near the channel mouth, creating a bifurcation and

Fig. 12.16 Discrimination of
river channel styles using the
equation of Eaton et al. (2010)
(figure provided by B. Eaton).
The coefficient for the
meandered-multithread
threshold is 0.40; that for the
upper limit of anabranched
channels is 0.72

1Note that there are errors in the printed equation in the original paper of Eaton et al. (2010). The
paper of Huang and Nanson (2007) also contains typographical errors in displayed equations.
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the establishment of two channels that may remain stable if water and sediment
divide proportionally (Kleinhans et al. 2013). Hence, anastomosis develops by
channel extension and bifurcation as well as avulsion. Slingerland and Smith (1998)
have presented a mechanical criterion for avulsion in the general case of channel
division in a floodplain or flood basin.

In considering the various channel types discussed above, from single-thread
meandered channels to braided ones, it is finally important to realize that no dis-
criminant criterion has been proven perfect: channel styles exhibit overlapping
fields of principal governing conditions (see Figs. 12.7 and 12.16) and evident
channel style may, in face of extended periods of drought or floods, appear to shift
from one type to another, especially as in-channel vegetation comes or goes.

12.3.6 Morphodynamics: Channel Gradation

Key elements of channel adjustment are channel elevation and gradient. These may
be altered through a change in sinuosity or in channel pattern, or by the raising or
lowering of mean bed elevation via channel gradation, or via a change in down-
stream grade control. ‘Gradation’ is the systematic change in channel elevation due
to net deposition or erosion of sediment. Degradation reduces slope as a counter-
adjustment to reduced sediment supply or increased runoff. In contrast, aggradation
occurs as a means of increasing slope and restoring depleted sediment transport
capacity when flow is reduced or to accommodate increased sediment load.
Changes in channel cross-sectional morphology usually accompany channel gra-
dation (Brandt 2000). In bedload dominated systems (meaning, in general, gravel-
bed rivers) sediment evacuation from a reach—the signal effect of degradation—
may occur principally as bank erosion with only limited lowering of the more or
less effectively armoured bed. However, severe degradation will lower the bed
substantially (e.g., Liebault et al. 2013). On the other hand, aggradation in such
rivers occurs as a vertical rise in bed level as sediments are deposited on the channel
bed. In contrast, in suspended load dominated systems (in general, sand-bed or silty
rivers) degradation is dominated by vertical lowering of the bed, whilst aggradation
is dominated by lateral deposits that also narrow the channel or raise the floodplain.
The difference in characteristic bank strength mediates these outcomes.

Downstream grade controls leading to aggradation or degradation include
establishment or removal of weirs, establishment of a dam and a new base level in
the reservoir, a change in sea level, meander cutoffs that increase river gradient and
induce upstream progressing degradation, or successful erosional attack on former
hard points. Galay (1983) gave a comprehensive review of the causes of river bed
degradation that remains instructive today.

Slope adjustment of a river is most readily achieved by an adjustment of channel
sinuosity, which entails bank erosion and local redistribution of sediment. In
instances where the lateral activity of the channel is constrained (by non-erodible
banks or by the fact that the river is already flowing on the limit topographic
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gradient) pulsed influx of sediment to the channel causes local aggradation (Nicholas
et al. 1995). Such local accumulations may result from auto-generated variations in
sediment flux in the channel (see Ashmore 1991b); they may also result from the
entry of a landslide or debris flow into the channel. Subsequent dissipation of the
aggraded material may occur by dispersion from the point of entry or by downstream
translation, depending on flow conditions (Lisle 2008). A river with attendant
floodplain that aggrades significantly is likely to avulse into the floodplain and may
not return to an equilibrium state until the entire floodplain has aggraded.

Self-adjustment of the topographic gradient down which the river flows requires
the net deposition or evacuation of sediment through the entire system and this may
take a very long time. DeVries (1975) proposed an approximate formulation of the
time scale for system-wide adjustment. In a slightly simplified form (that is, dropping
O[1] constants) it was presented by Castelltort and Van Den Driessche (2003) as

t50 ¼ L2=K

in which K = bVb/wS is a sediment diffusion coefficient, t50 is the time for channel
bed adjustment to be 50 % complete, L is the length of the channel, b is the
exponent of a bed sediment transport relation, Vb is the mean annual bulk volume of
the bed material transported (about 1.6× the mineral volume), and w is the river
channel width. Subsequent investigators (e.g. Dade and Friend 1998) have pro-
posed variations on this formulation, while DiSilvio and Nones (2014) have
recently abstracted similar approximations from simplified analyses of long profile
adjustment to a sediment supply perturbation. Depending on the exact time scale
selected (the diffusive effect is asymptotic, so no final time can be given), differ-
ences of O[1] are observed amongst the formulations, but they do not materially
affect the order of magnitude results, considering that they are all gross approxi-
mations. For observed values of sediment volume and channel geometry for
streams of all sizes, the formula indicates that single reaches of length in the range
15–30 channel widths may compensate a gradient or load perturbation within one
year to about 10 years; in detail, the flow regime will influence the result. However,
for adjustments to propagate through a river system of order 100 km length requires
of order 103–104 years, depending on the sediment charge, while a large system
with length of order 103 km requires of order 104–106 years to adjust. Blum (2007,
Table 30.1) gives estimates for some of the world’s major rivers that are consistent
with this range. (The foregoing estimates are based on b = 1.5, the common
exponent for high rate sediment transport. In gravel-bed channels, for which most
significant transport occurs in stage 2, b falls in the range 3–5 and adjustment times
become commensurably longer.)

The predictions are by no means exact: notably, they do not—for the case of
aggradation—include provision for floodplain aggradation. But, if they fall even
within an order of magnitude, then no significant stream system anywhere is apt to
be in equilibrium with current flow and sediment regimes, which vary on much
shorter time scales. The implication is that channel equilibrium is a local phe-
nomenon. This conclusion is consistent with results of Pizzuto (1992) who found,
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in a numerical model study of equilibration of an entire fluvial system, that
hydraulic geometry (i.e., reach-scale effects) was quickly stabilised, but system-
wide effects, commensurable with sediment storage time in the system, is of the
order of millenia. Harvey (2002) gave a more detailed discussion of mechanisms
affecting adjustment times. Of course gradient adjustments through an entire fluvial
system are apt to be sufficiently subtle as not to be noticed over periods of decades
or even longer, except in the case of extreme engineered changes.

12.3.7 Rockbound Channels

Channels confined within competent rock are non-alluvial (Fig. 12.5). If one or both
banks consist of rock (Fig. 12.17), lateral movement is constrained on practical time
scales. If the bed is rock, then the channel will not quickly degrade below the rock
floor (Turowski et al. 2008), though erosion of the bed may occur by rock abrasion
and rock quarrying (see Sklar and Dietrich 2004; Chatanantavet and Parker 2009).
Conversely, the bed may aggrade by the deposition of incoming sediment load and
be protected from rock incision. Channel beds erode to rock when the incoming
sediment load is smaller than the capacity of the stream to move sediment by virtue
of either a locally high gradient or restricted upstream sediment sources. Hence,
rock exposure is a significant indicator of conditions governing the channel.

It is important to recognise that not all non-alluvial bounding sediments may be
competent rock. Poorly lithified and unlithified material may form a channel
boundary and may be eroded nearly as readily as alluvium. In formerly glaciated
regions, contemporary rivers are frequently incised into and have banks comprising
glacial till, outwash or lacustrine sediments. Over-consolidated sediments may
resist ready erosion. If incision is relatively deep, so that banks are high, lateral
mobility of the channel will be constrained simply by the large volume of material
that must be entrained to allow the channel to move.

Fig. 12.17 Upper Drôme River near Luc-en-Diois, southern France, a rock-bound channel with
partial sedimentary cover (photo by S.P. Rice)
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The average geometry of rockbound channels is little different than alluvial
channels (Montgomery and Gran 2001; Wohl and David 2008) though they are
subject to abrupt changes in width and depth, especially in rock canyons where the
stream course and morphology are apt to be controlled by rock structure.

12.4 Morphodynamical Considerations in River
Restoration

12.4.1 The Problem

Since antiquity, rivers have been significantly engineered in one way or another to
control water flows. The legacy of western engineering began in northern Europe in
the Middle Ages with the installation of weirs for water power and fishery control
(ca.1200CE) and channelization for navigation (ca.1400CE). Principal reasons to
engineer river channels today (see Gregory 2006) include damming for water
power, water supply and flow control, bank ‘hardening’ to prevent erosion,
embankment (dyke) construction to inhibit out-of-channel flooding, channel
realignment (‘channelization’) to facilitate land use or navigation, and diversion of
water for human use. The 20th century saw massive gravel borrowing from many
rivers (Rinaldi et al. 2005) but the destructive effects of this activity have been
recognized and the practice largely ended. These activities more or less dramatically
change the conditions governing channel morphology and morphodynamics:

• Dams change the magnitude and timing of water flows downstream and trap the
sediment load of the river; upstream, river gradient is modified in the approach
to the reservoir; downstream, morphodynamic tendencies may be radically
altered—significant degradation is a common but not universal outcome;

• Bank hardening interferes with normal staging downstream of bed material
sediments since it prevents the lateral movement associated with bed material
deposition and reentrainment: it thereby interdicts floodplain renewal;

• Embankments isolate the river from its floodplain, eliminating transient storage
of flood water and renewal of floodplain soils: they also raise the level of flood
waters within the channel;

• Bank hardening and embankments may also directly promote bed aggradation
or degradation if the chosen channel width is not appropriate for the passage of
the bed material load of the river;

• Channelization, which almost always entails straightening of the channel,
increases channel gradient, possibly leading to channel-bed scour and reduction
of aquatic habitat diversity;

• Water diversion changes the flow magnitude and regime of the river, with
effects on sediment transporting capability;

• All of the above measures may adversely affect aquatic and riparian ecology by
altering flow regimes and reducing habitat diversity.
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Each of these effects moves the channel out of the local equilibrium it may have
gained by which it was able to pass its water and sediment load while remaining ‘in
regime’ (pattern-stable), and usually deprives the river of the means to adjust
successfully. But in the attempt to regain a stable geometry, the channel will
attempt to do further erosional or depositional work—work that may undermine the
purpose (and often the structures) of the original engineering work. Case studies are
legion (e.g. Gilvear 1993; Steiger et al. 2000; Liebault and Piégay 2001; Surian and
Rinaldi 2003; Wyżga 2008; Grant 2012) and often complex.

For example, Landon et al. (1998) identified gravel mining in the formerly
braided gravel-bed Drôme River of southeastern France as the reason for metres of
degradation in the latter half of the 20th century. But cessation of mining has not led
to recovery of the river because, after centuries of upland erosion caused by land
clearance and poor agricultural practices, rural depopulation in the 20th century and
reafforestation have dramatically reduced sediment yield from upland tributaries.
Riverside structures have been undermined and the braided river aquatic habitat
persists in only some reaches of the river. Along most of the river, however, flood
hazard has been substantially reduced.

Engineers have, of course, learned the effects of interference with river channels
and use computational methods to design projects so that they compensate for
changes in flow and sediment passage in the immediate reach. But computational
methods for rivers remain inexact. Nor is it easy to find a fixed design that accounts
for the dramatic variation in flows and sediment transport experienced in a river. Far
field effects are rarely considered. Furthermore, the governing conditions them-
selves will change within the lifetime of the engineering works, while the river
usually has been deprived of the freedom to adjust to those changes. Often, such
changes are initiated by human activity, most notably when land use change alters
the sediment supply to a river system (e.g. Lach and Wyżga 2002; Kondolf et al.
2002; Toone et al. 2014).

Beyond the primary effect on channel morphodynamics, the constraints placed
on the river introduce constraints on aquatic, riparian and floodplain ecosystems,
each of which is strongly driven by the hydrological and sediment regimes of the
river. In recent years, the repair of ecological function has become the chief focus of
efforts to ‘restore’ engineered channels to something more like their former state
(see Beechie et al. 2010). ‘Process-based river restoration’ is defined by Beechie
et al. as reestablishment of the ‘normative rates and magnitudes of physical,
chemical and biological processes that create and sustain river and floodplain
ecosystems’. Such a goal is often not possible: major installations such as dams will
not soon go away, while land use often prevents reincorporation of floodplains into
the river system. Primary focus must be placed on the hydromorphological pro-
cesses, which are an essential prerequisite to satisfactory ecological restoration. In
such a perspective partial restoration of river processes may still be possible.

Within a process-based focus the most critical issue is the transport of sediment
because sediment load determines the character of the river and, if the transporting
capacity of a reach does not match the bed material influx, then aggradation or
degradation will occur and usually undermine the intended outcome. The most
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difficult management problems arise in those rivers that carry significant bed
material load, for these are ones that need to be laterally active in order to pass the
load successfully. Deprived of this possibility they may experience significant
aggradation or degradation in a confined reach. But deprivation of lateral freedom is
the most common of all river engineering treatments. We must, therefore, consider
bed material transport in relation to the morphodynamics of engineered channels.
We must consider it even though bed material transport is so difficult to measure,
and so variable in the short term (because it is a significantly non-linear correlate of
flow) that we usually have only qualitative information—inferred from an appraisal
of the river morphology—of its status.

12.4.2 Channel Responses to Engineered Constraints

Most high roughness channels are topographically confined, single thread, and of
relatively high gradient. Significant morphodynamic change consists of local or
general bed destabilization, including the mobilization of keystones that stabilize
the bed. On sufficiently steep gradients (generally >25 % or 15°), a mass debris flow
may result that invariably spreads outside the channel in the terminal zone—usually
on a colluvial fan where the high gradient channel debouches into a valley. These
sites are dangerous but are often occupied because mass flow events are rare and so
the danger is disregarded (and in mountain terrain these are sometimes the only
surfaces that can practically be occupied). Debris floods may also occur in such
channels and may choke and escape the channel in its terminal zone. The rate of
accumulation of deposits is less rapid and the deposition less damaging to struc-
tures, but still potentially destructive and dangerous. At many sites in the alpine
regions of Europe where colluvial fans have been settled, flights of check dams
have been constructed in the upper channel (Fig. 12.18a) to focus the drop at the
dam overfalls and reduce intervening gradient and sediment mobilization, while
elaborate and expensive channels are constructed to pass debris flows and floods
through the settlement without major damage (Fig. 12.18b).

In some places high roughness channels are found on relatively low gradients
(<3 % or 2°); these are almost always channels flowing through lag deposits of non-
fluvial origin (e.g. glacial deposits). Such channels are usually stable for the large
stones are immobile on the low gradient and the channel is non-alluvial or only
partly alluvial.

Channels of intermediate roughness are characteristically cobble-gravel channels
found in the upper valleys of hill country and in montane valleys (Fig. 12.19). They
are apt to receive significant quantities of bed material derived from steep headward
tributaries and hillslopes. In many cases they are naturally aggrading systems since
the larger sediment is left behind as river gradient declines. Much of the material is
moved as bedload and deposited in barforms that impose on the channel an
irregular or raggedly meandered style of lateral instability. Channels become
braided if the sediment load is sufficiently great. These are the most laterally active
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(a)

(b)

Fig. 12.18 a Grade control check dam in the torrent Le Riou Bourdoux, near Saint Pons in the
Ubaye River catchment, French Alps. The works were constructed in the 19th century (photo by S.
P. Rice); b Channel construction on a colluvial (debris flow deposit) fan to protect concentrated
settlement (Carinthia, Austria). Both views upstream

Fig. 12.19 Illustrating the zone of greatest lateral activity in most river systems: upper valleys
receiving coarse sediment inputs from many upland tributaries. Compare Fig. 12.6; zone of
intermediate roughness
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of all channels. Efforts are often made to stabilize them or, at least, to confine their
activity to a reduced channel zone by building strongly reinforced embankments,
usually employing large stone (Fig. 12.4a). If the remaining channel zone width is
sufficient to sustain hydraulic conditions that can transport the incoming sediment
load through the reach in the manner that it did before confinement this strategy can
be successful. But if the selected channel zone is too narrow, then aggradation may
occur until the gradient has been increased sufficiently to force sediment through
the reach or, if very high velocities are forced in order to pass sediment, degradation
may occur locally as additional sediment is entrained. Either way, the river control
works will eventually be threatened or fail (see Davies and McSaveney 2006) while
the underlying problem of sediment passage remains unresolved.

Channels of low roughness present a range of levels of lateral activity,
depending on the magnitude of bed material load. Many lowland rivers carry
modest loads of relatively fine material (sand and silt) that can be accommodated
within the active channel. Channel banks, often reinforced by woody vegetation,
are sufficiently strong to withstand the normal range of shear stresses imposed by
the river, hence the channel is stable (Fig. 12.20). In other cases, banks can be
reinforced sufficiently to create stability. Many rivers in central and northwestern
Europe are so conditioned, whether by virtue of natural bank strength or by the
construction of rock or masonry walls. Stability is not guaranteed, however; a
substantial increase in bed material load to the river or an exceptional flood may

(a)

(b)

Fig. 12.20 Stable lowland
channels. a a stable reach of
the River Seine, France,
upstream from Paris (photo by
H. Piégay); b Garonne at
Toulouse, France, a
constrained channel (photo by
Wojsyl from Wikipedia)
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destabilize the channel or create significant problems of aggradation within the
confined channel zone.

Given sufficient bed material load and insufficient bank strength, rivers of low
roughness are laterally active, much like those of intermediate roughness. The style
of instability is more likely, however, to consist of meander loop development
(Fig. 12.21). Often, initial erosion augments bed material supply such that the
problem propagates downstream. Similarly, the often-practiced remedy of local
bank reinforcement to discourage erosion simply displaces the problem down-
stream. A true remedy must consider control of sediment production and bank
stabilization over an extended reach.

There is evidence that many lowland floodplains in central and northwestern
Europe (and elsewhere in the world) originally featured anabranched channel
systems under heavy forest cover (Brown 1997; Hughes 2003). Some such systems
survive, usually in simplified form, today. There is a close connection between the
forest and the multiple channel formation, which derives from stream rerouting by
downed wood allied with strong bank reinforcement by standing vegetation. These
systems are unusually diverse biologically and effective in passage and sequestering
of flood waters. Sustenance or reintroduction of anabranched systems, where fea-
sible and ecologically appropriate, would be enlightened ecological management.

12.4.3 Design

The situations described above raise the question of design methods to determine a
suitable channel zone width. Shields et al. (2003) and Millar (2005) have proposed
computational methods based on regime equations to estimate active channel
geometry. But in both cases an underlying assumption is that the channel will be
stable. Further, a design flow must be selected, for which there is no clear

Fig. 12.21 Meander loop extension on a lowland river: River Manifold near Hayesgate, U.K.
Lack of bankside vegetation is a contributing factor to the level of lateral activity. (photo by S.P.
Rice)
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methodology, nor is it clear how the resulting channel form should be varied to
account for changes through pool and riffle sequences or channel bends (Wilcock
2012). In any case, laterally active channels require additional room. The term
‘channel zone’ is employed here to recognize the occurrence of a more or less
substantial bar area or ‘exposed’ floodplain that will not be water-covered during
most flows, but may be susceptible to erosional attack in the short to intermediate
term (years to decades). The channel zone is equivalent to the ‘erodible river
corridor’ of Piégay et al. (2005), who have made similar arguments.

Appropriate channel-zone space may be estimated by several means, depending
on available morphological or historical evidence. Most simply, one may use purely
empirical criteria based on observation of the morphological style of the river. For a
braided channel a minimum channel zone would consist of the presently active
channel plus an area on each side occupied by recent to sub-recent bars
(Fig. 12.22a). The limit of mature riparian forest might be a useful indicator. Given

(a)

(b)

Fig. 12.22 Defining the
‘channel zone’ for laterally
active channels: a low order
braided channel at low flow,
upper Őtztal, Őtztaler Alps,
Austria: channel zone
outlined; b meander bend on
the Ain River at Mollon,
France, showing a channel
zone adapted to meander
amplitude: recent cutoff in the
upper portion of the
photo (photo courtesy of H.
Piégay)
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such a crude estimation, however, a margin of safety varying from metres to tens of
metres (depending on the size of the river and the evident degree of lateral activity)
might prudently be added. As a general rule, the greater the bed material load, the
wider must be the channel zone relative to the active channel width. For meandered
channels, a channel zone may be defined by the maximum meander amplitude in
the subject reach. For purely progressing meanders, this may be easily defined.
However, for partially or principally loop extension styles of meandering, the
possibility for loop lateral extension or compound loop development will make
specification less clear.

Such subjective judgments can be made more objective by examining the history
of river lateral displacement. For laterally active rivers, an air photo history that
goes back at least fifty years is now available in most places, providing opportunity
to map recent lateral activity. In many parts of Europe, reasonably precise mapping
may extend back for as much as two centuries. It is important to confirm and
possibly extend mappings by geomorphological investigations on the ground, by
which old channel courses may be identified and even dated using methods based
on the age of woody vegetation, radioisotopes, remanent luminescence, or other
chemical or biological signatures. In some cases, it may be possible to construct the
distribution of floodplain surface age (cf. Fig. 12.13) by amassing evidence from all
of the foregoing means taken together. In that case, age and distance from the
present active channel might be interpreted in terms of the probability for reoc-
cupation by the channel. Then an objective (although arbitrary) basis can be
established to define that part of the area best assigned to the channel zone. For
floodplains with a high rate of sediment turnover (e.g. decades to reoccupy the
entire surface: see Fig. 12.13, Saru River), the entire floodplain should be con-
sidered to lie within the channel zone; for those floodplains with slow turnover (e.g.
centuries to millennia: Fig. 12.13, Fraser River and Grand River), it is reasonable to
expect to be able to isolate some portions from the river for secure human occu-
pance. Individual decisions will depend upon the nature of floodplain occupance,
the level of investment in protective measures that is considered appropriate, and
the residual risk factor that is considered bearable.

Morphodynamic modelling has also been proposed as a means to define the
likely future course of river lateral movement. The method may give insight locally
(around a particular meander bend, for example) but, in general, input data
requirements are very onerous and the results will include small errors that inevi-
tably propagate into major errors as the simulation is extended into the future. For
projecting the future course of a laterally active river, numerical modelling is best
utilised as a diagnostic tool (indicating, for example, likely degree of activity or
sensitivity to changes in forcing conditions) rather than a predictive one.

It is finally necessary to emphasize that past and present levels of lateral activity
(or of aggradation or degradation) in a river channel do not necessarily indicate
future activity. One must also consider the effect that changes in runoff or sediment
supply may have on the morphodynamic activity of the river. For this, one must
consider land management in the contributing catchment and regional trends in
hydroclimate, both for interpreting the past and envisaging the future.
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Because of its importance in establishing the morphodynamical style of the river,
a fundamental approach to channel stabilization consists of controlling the supply
of bed material to the river. For upland channels draining limited areas, this matter
is best tackled by managing land use to reduce sediment supply to the point that
channels are just able to pass the load. In this endeavour, one must recognize that
too little sediment supplied to a river may induce significant degradation (and
thereby degrade fish habitat). Many European montane foreland rivers have
experienced significant degradation during the twentieth century following reaf-
forestation of abandoned upland farms with consequent reduction in sediment
supply (Lach and Wyżga 2002; Kondolf et al. 2002). Hence there may be excep-
tional cases in which one wishes to encourage an increase in sediment yield to arrest
undesirable river degradation (see Landon et al. 1998). For larger rivers, sediment
control may be part of regional land planning criteria, but direct actions to constrain
channel activity are more often the practical recourse. In such circumstances—and
contrary to most past practice—the best management strategy always is to leave as
much room as possible to accommodate the normal river lateral activity—activity
associated with the downstream passage of the sediment load.
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Chapter 13
Principles of Bedload Transport
of Non-cohesive Sediment
in Open-Channels

Rui M.L. Ferreira, Marwan A. Hassan and Carles Ferrer-Boix

Abstract This text addresses the particular case of motion and causes of motion of
granular material as bedload in the fluvial domain. The aim is to perform and
overview of key concepts, main achievements and recent advances on the
description of the processes involved in erosion, deposition and transport of sedi-
ment in open-channels. The theoretical functional relations describing both the
initiation of motion and the sediment transport are introduced. The classical
problem of the initiation of motion of particles is treated at grain and at reach scales,
accounting for the stochastic nature of flow. Concepts of granular kinematics and
methods for quantifying the sediment transport rate in rivers are presented. The
latter results from the interactions between the flow and the particles on the bed
surface. The sediment transport rate, which has been shown to have a stochastic
behaviour, is converted to a lumped statistic distribution. Finally, some field and
laboratory techniques for measuring sediment transport, accounting for its inherent
fluctuations, are introduced.
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13.1 Introduction

Most interventions in the fluvial domain require understanding of the processes of
entrainment, transport and deposition of the granular material that composes the
channel banks and the bottom boundary. Classical problems include land erosion,
flood management, design of stable channels, river restoration, prediction of mor-
phologic evolution of natural streams, local scour or reservoir sedimentation,
among others (Garde and Ranga Raju 1985). Hazard mitigation has expanded the
field; fluvial engineering is often needed to solve problems involving debris and
torrential flows, in particular dam-break flows.

The body of knowledge on the motion of the granular phase within a fluid flow
remains, however, limited and fragmented. Unlike fluid flow, whose spatial
(Eulerian) continuum description by the continuity and Navier-Stokes equations is
widely accepted, the dynamics and kinematics of granular material set in motion by
a continuous fluid phase or moving together with a fluid phase are not amenable to
a universal description. If the solid fractions are high and gravity is a key source of
momentum, the mixture of fluid and granular material may be described as a
continuum albeit with a complex rheology, determined mostly by granular inter-
actions (e.g., Iverson 1997). If, on the contrary, grains are mostly picked up and
displaced by the action of fluid (low solid fractions), the contribution of granular
momentum to the flow of both phases may be neglected and the motion of the
granular phase is best described with stochastic tools (e.g., Ancey et al. 2008). In
between these two extreme cases, for which, incidentally, there are no universally
accepted descriptions, the granular phase may exhibit an infinite range of kinematic
and dynamic behaviours.

Finding regular patterns in this vast domain of possibilities has constituted a
research challenge that has traditionally been carried out independently over several
geomorphological and engineering disciplines and determined by their ultimate
applications, notably in coastal or river domains. Within each, it has been dealt with
at several spatial scales, from the grain-scale, at which research has been mostly at
fundamental level, to basin scale, including engineering scales appropriate to for-
mulate problems of channel morphology. Within each discipline there have been
outstanding achievements, notably that the structure of the laws describing the
macroscopic aspects of the granular-fluid flows are, in most cases, relatively simple
and can be devised through a judicious combination of dimensional analysis, lab-
oratory work and field investigation. However, these progresses have seldom
resulted from the integration of processes characterized at grain-scale. In other
words, the vast amount of research work carried out at grain-scale has yet to be
harmonized to match results obtained at macroscale into a consistent theoretical
body.

In this respect, it may be argued that the first true modern research program
concerned with the physics of granular motion was that of Einstein (1937) (see also
Vanoni 1984; Ettema and Mutel 2004). Unlike most previous works (reviews in
Mavies et al. 1935 or Williams et al. 1937), Einstein derived a law to quantify the
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flux of granular material through a channel cross-section (a “bedload function”)
from fundamental kinematic and dynamic considerations on grain motion and grain
equilibrium and not from particular measurements of weight of granular material
displaced over time intervals. In this sense, his approach was universal, independent
of the particular application for which the law may find application and of the
channel in which the granular motion was observed. Furthermore, he fully
acknowledged the stochastic nature of grain motion at low and moderate rates of
transport and he incorporated the best knowledge of turbulence and boundary layer
hydrodynamics existing at the time.

Einstein (1950) formula is known to have formal shortcomings and to incor-
porate some formulations from fluid mechanics that are now outdated but it is safe
to name Einstein’s probabilistic approach the first paradigm for the study of the
motion of granular material and its morphological consequences. Further devel-
opments in fluid mechanics, namely in what concerns turbulent flows, and in
mechanics of granular flows, have provided the study of granular-fluid flows with
the formal apparatus to expand Einstein’s research program and to create others,
notably that of Bagnold (1954, 1956).

Currently, the description of the motion and causes of motion of the granular
discrete phase encounters still difficulties at quite fundamental levels. These include
the identification of the scales at which an Eulerian-continuum approach is justified,
the articulation between the probabilistic definition of sediment discharge, the
stochastic nature of the (turbulent) near-bed flow and the development of bed forms
or the relation between Lagrangian and Eulerian quantities describing sediment
fluxes. These, among other fundamental issues, have been addressed in recent
research works (Furbish et al. 2012a; Ballio et al. 2014; Ma et al. 2014). However,
the premises and formal apparatuses employed in such works are often different,
which is typical of research fields yet to reach maturity. This hinders the effective
dissemination of key advances to the broad research communities dealing with
granular-fluid mixtures.

This text, addresses the particular case of the motion and causes of motion of
granular material in the fluvial domain. Attention is restricted to non-cohesive
natural granular material susceptible to be transported as bedload by water or by the
action of gravity. Such granular material will be henceforth designated as sediment.
The aim of this text is to perform and overview of key concepts, main achievements
and recent advances on the description of the processes involved in erosion,
deposition and transport of sediment in open-channels.

Section 13.2 is devoted to the characterization of the origins of fluvial sediments.
Section 13.3 addresses the initiation of sediment transport. A theoretical model for
the entrainment of a single particle on a granular bed is developed and expected
values of the involved parameters are also estimated. The conditions for the deri-
vation of formulas for incipient motion are then discussed. The principles of
mechanics of bedload transport are discussed in Sect. 13.4. In Sect. 13.5 techniques
for measuring sediment-related quantities are presented and discussed. The text is
ended by a recapitulation of the main points.
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13.2 Origins of Sediment

Reflecting conventional methods for measurements, sediment load of a stream is
traditionally divided into two different modes of transport, bedload and suspended
load. Bedload consists of particles moving in contact with the bed while suspended
load refers to particles moving in the water column supported by buoyancy and by
upwardly directed turbulent currents. Another division that provides insight into
channel stability and morphology—and that accounts for the different origins of
sediment—is the distinction between wash load and bed material load. Wash load is
the relatively fine material (characteristic diameters smaller than those of fine sand)
that moves directly throughout the reach in suspension without being deposited in
the main channel; it is normally originated in the basin by hillslope erosion. Bed
material load (coarse material), moving in suspension or as bedload, results from
local processes of erosion from and deposition on channel bed and banks although
substantial amounts of material may enter the stream by landslides or rock slides.

In mountain regions, sediment is delivered to channels from tributaries, bank
erosion, surface erosion on slopes and mass movements. These are called external
sources of sediment. In mountain streams, where channels are not buffered by a
floodplain, mass movements and bank erosion are the primary sources of sediment
into channels. Sediment from mass movement events enters stream channels from
adjacent slopes or upstream tributaries. It may be deposit immediately and dam the
channel for a more or less prolonged period, then to be remobilized and moved
downstream gradually by fluvial processes (Sutherland et al. 2002). Sediment
entering the channel as a mass movement event may travel along the channel as a
debris flow for some distance and be deposited in low gradient reaches or behind
obstacles to form sediment wedges (e.g., Roberts and Church 1986). Parts of the
episodic deposited sediment in the channel are stored for a relatively long period of
time to form persistent, complex channel morphology (e.g., Church 2006; Lisle
et al. 1997). Bank erosion is a chronic sediment source especially into channel
adjacent to developed floodplains or valley flats.

Channel response to external sediment supply largely depends on flood mag-
nitude and sequence and the interaction among the major mobilization processes
along the channel. Due to sediment supply history, flow events of the same mag-
nitude may create different channel morphology and sediment mobility (e.g.,
Buffington and Montgomery 1999; Lisle et al. 2000). For example, Ryan (2001)
reported that whereas streams with a relatively large sediment supply typically have
fine surface sediments and high sediment transport rates, relatively low sediment
transport rates and well armoured bed surface were observed for streams with
relatively low sediment supply. These observations are consistent with experi-
mental findings of Parker et al. (1982), Dietrich et al. (1989), Church et al. (1998)
and Hassan and Church (2000).

Internal sources of sediment supply are located within the stream channel and
banks. Bed material is supplied from sediment stored in pools, bars, behind
obstructions such as logs and boulders, including rarely moved keystones and large
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wood (e.g., Whittaker 1987; Lisle and Hilton 1992). In steep channels, sediment
supply from behind obstructions may occur by the displacement of the obstruction,
suddenly releasing large volumes of sediment (Sidle 1988; Smith et al. 1993a, b).
The localized release of large sediment stores results in the movement of sediment
in waves or pulses. Swanson et al. (1982a, b) noted that the volume of temporarily
stored material is up to an order of magnitude larger than the annual export of total
sediment. Therefore, even if there is no sediment supply from external sources,
changes in sediment storage can cause major changes in sediment transport rate
(Hassan et al. 2008; Hassan and Zimmermann 2011). Furthermore, sediment
storage within channel can also delay the spread of sediment waves and could
produce a hysteresis effect on transport (Meade 1985; Hassan et al. 2014).

The magnitude of the hysteresis loop appears to depend on the amount of stored
sediment and position along the channel (Bogen 1980; Hassan et al. 2014).
However, the temporal and spatial variation in the amount of within-channel
storage depends largely on the supply from external sources (e.g., Swanson et al.
1982a; Benda 1990; Hassan et al. 2008).

13.3 Initiation of Sediment Motion

13.3.1 Introduction

Initiation of sediment motion is a classic problem of sediment and fluid mechanics
that has been studied at wide range of scales. We define analysis at grain scale as
that concerning the statics of a single grain or a small number of grains, subjected to
hydrodynamic forces, normally generated by turbulent flows, and to contacts with a
limited number of neighbouring grains. At this scale, initiation of motion is a
deterministic problem: a single grain is set in motion once the areal integral of
normal and tangential forces per unit area acting on its surface produces a desta-
bilizing hydrodynamic force larger than the stabilizing force resulting from its
weight and contacts with other grains. This notion can be generalised for small
groups of grains provided that momentum transfer per unit time from other moving
grains in the mean flow direction is computed as a destabilizing force. A sample of
experimental, theoretical and field works that addressed the problem of character-
ization of incipient motion at grain scale include Fernandez Luque and van Beek
(1976), Yalin (1977, Chap. 4), Fenton and Abbott (1977), Wiberg and Smith
(1987), Kirchner et al. (1990), Bridge and Bennet (1992), Buffington et al. (1992),
Seminara et al. (2002) or Göğüş and Defne (2005).

By analysis at channel scale, we mean the investigation of a reach of the stream,
sufficiently large to encompass a large number of sediment grains but sufficiently
small not to experience important variations in key hydrodynamic variables. At this
scale, it is a matter of simple observation that there is a threshold below which
particle motion passes undetected in the bed reach. A first attempt to systematize
this observational result was Kramer’s (1935) classification of bed movement.
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The first class is simply no movement and the second class—weak bedload—is
described as the stage when some particles are “in motion, in isolated spots, and in
countable numbers.” At a colloquial level, threshold conditions may be identified
with Kramer’s (1935) weak bedload conditions.

The proper mathematical formulation of the threshold (including the debate on
its very existence in the case of turbulent flows) in terms of hydrodynamic variables
and sediment parameters is however more complex. The hydrodynamic conditions
that correspond to this threshold for a given bed mixture have been the aim of
several studies, and have been termed critical flow (Shields 1936), incipient motion
(e.g., Buffington and Montgomery 1997) or sediment threshold (Komar and Miller
1973; Dey and Papanicolaou 2008). Other approaches include the definition a
reference bedload transport rate (Shields 1936; Paintal 1971a; Parker and
Klingeman 1982) below which finite sediment transport occurs but at very low
rates. This approach has been used by Wilcock and McArdell (1993), Wilcock and
Crowe (2003), among others.

Most formulae for total bedload transport rates include a parameter or a function
using threshold conditions (e.g., Meyer-Peter and Müller 1948; Ashida and Michiue
1972; Fernandez-Luque and van Beek 1976) expressed in varying forms of Eq. (13.4).
However, the wide variety of formulations, even for uniform sediment (Buffington and
Montgomery 1997), indicates that flows at incipient motion conditions are not yet
sufficiently well described. It can also be argued that, in turbulent flows, there is no
sound foundation for an incipient motion condition as the probability of entrainment of
any given exposed grain is never exactly zero, for infinite time, given the stochastic
nature of hydrodynamic actions (e.g., Einstein 1950; Paintal 1971b).

For poorly sorted mixtures of sediment the problem acquires further complexity.
Extensive experimental and field work by, among others, Wilcock and McArdell
(1993, 1997), Hassan and Church (2001) or Church and Hassan (2002) have shown
that there is no single critical flow for which all particle sizes of a given bulk
mixture initiate motion and that it becomes necessary to consider the effects of bed
surface structuring and armouring.

13.3.2 Dimensional Analysis

The relevant variables to describe static equilibrium threshold for a single particle
of grain size di involve geometrical characteristics of the sediment grains, geo-
metrical descriptors of grain positioning, properties of the minerals that compose
the grains, fluid properties, variables that describe the flow in the vicinity of the
grain and the acceleration of gravity. Symbolically one has

F di; fCkg; f/kg;w; qðwÞ; lðwÞ; up; gðqðgÞ � qðwÞÞ
� �

¼ 0 ð13:1Þ

where di is the grain sieving diameter (defined as the width of the smallest square
mesh through which the grain is able to pass and, if the particle is approximately
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elliptical, the length of the intermediate axis), fCkg is a set of shape parameters that
characterize the non-sphericity of the grain, f/kg is a set of angles that describe the
orientation of axes of the particle, w is the skin friction angle of the individual grain,
qðgÞ and qðwÞ are the grain and fluid densities respectively, lðwÞ is the fluid viscosity,
up is the longitudinal velocity of the fluid in front of a grain (a “local” velocity, not
the depth-averaged flow velocity) and g is the acceleration of gravity. Variables
di; fCkg; f/kg; qðwÞ; lðwÞ; up
� �

determine both horizontal and vertical hydrody-
namic forces; note however that the actual functional dependence is different. The
submerged weight of the grain is determined by di; fCkg; qðsÞ � qðwÞ

� �
g

� �
. Note

that, in the analysis of grain threshold of movement cast as a limit static equilibrium
problem, the grain density is not an independent variable: its role is to determine the
buoyant weight, together with the acceleration of gravity and the volume of the
grain. It would be an independent variable only if the grain was in motion, in which
case there would be an inertial force depending on its mass. Since the inertial force
is zero, qðgÞ and g cannot be separated in Eq. (13.1). Reactions at the supporting
points are determined by the weight and hydrodynamic forces and by the friction
angle characteristic of the grain skin roughness.

The non-dimensional form of Eq. (13.1) can be obtained applying the Vaschy-
Buckingham’s theorem choosing the grain sieving diameter di, the flow velocity up
and the fluid density qðwÞ as dimensionally independent base:

U Ckf g; f/kg;w;
upd
mðwÞ

;
u2p

gðs� 1Þdi

 !
¼ 0 ð13:2Þ

where ðs� 1Þ ¼ qðgÞ � qðwÞ
� �

=qðwÞ is the submerged specific gravity of the grain

and mðwÞ ¼ lðwÞ=qðwÞ is the fluid kinematic viscosity. Equation (13.2) can be, for
instance, employed to guide an empirical investigation of the local threshold flow
velocity above which the grain is entrained, whose non-dimensional form is

upffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gðs� 1Þdi

p ¼ Uu Ckf g; f/kg;w;
updi
mðwÞ

� �
ð13:3Þ

where Uu is a general function of grain shape factors, grain positioning, skin friction
and Reynolds number updi

	
mðwÞ. It is clear that the relevant flow parameter to which

a sensitivity analysis is due is the Reynolds number upd
	
mðwÞ. For an isolated

particle, there is a range of values of this Reynolds number (2� 102 to 105, White
2011) for which the ratio of drag to lift forces becomes constant. If it is assumed
that the same holds for grains exposed on a bed surface (e.g., Wiberg and Smith
1987; Göğüş and Defne 2005), the threshold velocity becomes a function of grain
shape, submerged specific gravity of sediment, skin roughness and positioning.

The relation between the local threshold velocity up and the mean flow velocity
cannot be expressed with grain-scale variables as it involves channel-scale issues
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related to the spatial variability of the non-dimensional parameters involved in
Eq. (13.3).

At channel scale, and in a steady and uniform fluid flow, the non-dimensional
relation between the volumetric sediment transport rate per unit width, qs, and flow,
fluid and sediment variables is

W fCðjÞ
k g; cðjÞ

d j


 �
; ðs� 1Þ; q

ðwÞu�d
lðwÞ

;
h
d
;

qs
d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gdðs� 1Þp ;

u2�
gdðs� 1Þ

 !
¼ 0 ð13:4Þ

where d is a characteristic diameter of the bed granular mixture, for instance the

median diameter of the substrate dðsbÞ50 , CðkÞ
l

n o
represent a set of l shape parameters

of grains of size-fraction k, fcðjÞg represents a characterization of the grain-size
distribution through its first j-order moments, qðgÞ is the grain density, h is the flow
depth, u� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0=qðwÞ

p
is the friction velocity where, in a uniform flow, s0 ¼

qðwÞhgJ is the bed shear stress and J is the channel slope (see Yalin 1977).
Equation (13.4) states that the non-dimensional sediment transport rate

/s ¼
qs

d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gdðs� 1Þp ð13:5Þ

is a function of grain shape, grain-size distribution, specific gravity, relative depth
Z ¼ h=d, the Reynolds number

X ¼ qðwÞu�d
lðwÞ

; ð13:6Þ

which expresses the influence of viscosity and the mobility number, best known as
the Shields parameter,

Y ¼ u2�
gdðs� 1Þ ; ð13:7Þ

which expresses the influence of the submerged grain weight of the grain.
At incipient motion conditions one has /s � 0. In this case Z and the specific

gravity of sediment grains are not relevant parameters1 and Eq. (13.4) becomes

u2�c
gdðs� 1Þ ¼ Wc fCðjÞ

k g; cðjÞ

d j


 �
;
qðwÞu�cd
lðwÞ

� �
¼ 0 ð13:8Þ

1Note that gravity appears in Eq. (13.4) through terms u� and gðqðgÞ � qðwÞÞ; in the latter case it
allows for separating clearly the effects of grain weight, directly depending of gðqðgÞ � qðwÞÞ,
and inertial effects, depending only on qðgÞ (Yalin 1977).
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Equation (13.8) expresses the functional relation between mean flow and granular
mixture properties at the onset of generalised sediment motion, as opposed to
Eq. (13.3) which expresses limit static equilibrium of a single grain in terms of a
relation between its properties and flow in its near vicinity. For a given grain-size
distribution and given type of particles, Eq. (13.8) becomes

Yc ¼ Wc Xcð Þ ð13:9Þ

where Yc ¼ u2�c
gdðs�1Þ and Xc ¼ qðwÞu�cd

lðwÞ are relative to the critical flow conditions

expressed by u�c for which incipient motion occurs. This was the starting point of
the influential work of Shields (1936). Using narrowly graded sediment, he con-
ducted flume experiments to investigate particle initiation of motion in streams. He
determined that, for particles larger than 5 mm, corresponding to large values of X,
Y is independent of X and about 0.06. For smaller grains, viscous effects would be
relevant and two other ranges of values of X could be determined. The importance
of Shields work was first recognised by Rouse (1939) as well as its main short-
comings, namely the fact that it did not include grain shape effects and is not
applicable to poorly-sorted sediment mixtures.

13.3.3 Entrainment of Individual Grains: Theoretical
Formulation

In this section we analyse the conditions for the onset of motion of a single grain
contained in a sediment mixture of different grain sizes. Given the forces exerted by
the fluid on a particle, i.e., drag and lift forces, its weight and the resistive forces
due to the contacts with the surrounding grain, a force and a moment balances is
established to determine the conditions for the onset of motion of the particle.

Consider a particle at rest in a hydraulically rough bed, as depicted in Fig. 13.1.
The longitudinal bed gradient, tan(α), is small and there are no relevant bed forms.
The sieving diameter, di, is equal to its horizontal projection (Fig. 13.1, plan view).

While at rest, the particle is supported by, at least, three grains. At the static limit
(onset of motion) it is assumed that there are reacting forces in only two upfront
supporting points. If the hydrodynamic actions increase, the particle will either (i)
roll out of its position, (ii) slide over the upfront supporting grains or (iii) perform a
jump. In any of these cases, the direction of the particle, as it leaves its static
position, is normal to the pivoting axis (which may not be horizontal, i.e. c 6¼ 0 in
general, as seen in Fig. 13.1, front view). Evidence drawn from gravel bed
experiments (Parker and Andrews 1985; Kovacs and Parker 1994; Nikora et al.
2002; Seminara et al. 2002; Parker et al. 2003) suggests that angle d between the
direction of the flow and the direction of displacement is, on average, small but not
zero (Fig. 13.1, plan view). Hence, drag and lift should be considered in the
direction normal to the pivoting angle.
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A generally overlooked aspect (Carling et al. 1992 exempted) is that the major
axis of the particle is tilted g relatively to the plane of the bed, itself tilted a
relatively to the horizontal plane (Fig. 13.1, side view). If the particles are pro-
nouncedly non-spherical, the angle g plays a major role in the stability of the
particle since it determines its protrusion, defined as the maximum height of the
particle above the mean bed elevation (Fenton and Abbott 1977).

In order to determine the limit static equilibrium conditions Yalin (1977),
Wiberg and Smith (1987), Kirchner et al. (1990) or Valyrakis et al. (2011), among
others, formulated the problem in terms of equilibrium of forces. Bridge and Bennet
(1992), Fernandez Luque and van Beek (1976) or Aleixo and Maia (2006), among
other, opted for equilibrium of moments while Ling (1995), Cheng and Chiew
(1998) or Sun and Donahue (2000) formulated the problem for both (the latter two
just for lift). Figure 13.2 shows the balances of forces (left) and moments (right) for
a particle at the onset of motion.

If the particle performs a jump or if it slides out of its position, force equilibrium
is broken before moment equilibrium. In this case the fundamental positioning
parameters are the support angle u and the skin friction angle w (Fig. 13.2, left).

Angle u develops between the plane of bed and the plane that is normal to the
particle surface at the contact points, herein support plane. This is a construct for
which is necessary to assume that the pivoting axis is nearly horizontal (c � 0) and
that the tangential reactions T at each of the supporting points can be combined in a
single force. Angle w is such that Tj j ¼ Nj j tanðwÞ where N is the normal reaction
at the supporting points.

If the particle rolls out of its position, equilibrium of moments is broken before
equilibrium of forces; the most relevant positioning parameter is h1, the angle
between the direction normal to the bed and the plane that encompasses the point of
application of the hydrodynamic force and the pivoting axis (Fig. 13.2, right).

Angles u and h1 are often mistakenly taken as the same (Li and Komar 1986;
Kirchner et al. 1990; Fernandez Luque and van Beek 1976), which is true only if

Fig. 13.1 Positioning of an
individual sand or gravel
particle on the surface of a
granular bed composed of a
poorly-sorted sediment
mixture
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the particle is exactly spherical. Furthermore, Kirchner et al. (1990) erroneously
refers to u as the “friction angle” and, as a matter of fact, measures uþ w while
intending to measure u. It is noted that w is the friction angle at the scale of the
particle while uþ w may be interpreted as a ‘bed friction angle’.

Limit equilibrium conditions based on the balance of the forces shown in
Fig. 13.2(left) can be formulated in the following manner. The first step is to find
the projection of the forces in the direction of the displacement. Equilibrium of
forces in the direction normal to the support plane reads as follows

N þ F sin b� uð Þ � G cos u� að Þ ¼ 0 ð13:10Þ

where N � jNj, F � Fj j is the absolute value of the hydrodynamic force (lift and
drag), G � Gj j is the absolute value of the weight of the particle and b is the angle
between the hydrodynamic force and horizontal plane such that tan bð Þ ¼ FL=FD

where FD and FL are the horizontal and vertical components of the hydrodynamic
force, herein designated drag and lift forces, respectively.

Equilibrium of forces in the direction tangential to the support plane reads

�T þ F cos b� uð Þ � G sin u� að Þ ¼ 0 ð13:11Þ

where T � Tj j. Considering that

T ¼ N tan wð Þ ð13:12Þ

combining Eqs. (13.10) and (13.12), introducing the result in Eq. (13.11) and
solving for F one obtains

F ¼ G
sin u� að Þ þ cos u� að Þ tan wð Þ
cos b� uð Þ þ sin b� uð Þ tan wð Þ ð13:13Þ

Fig. 13.2 Equilibrium of forces (left) and of moments (right) for the particle shown in Fig. 13.1
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Introducing trigonometric relations, Eq. (13.13) becomes

F ¼ G
cos að Þ sin uð Þ þ cos uð Þ tan wð Þð Þ � sin að Þ cos uð Þ � sin uð Þ tan wð Þð Þ

cos bð Þ cos uð Þ þ tan bð Þ sin uð Þ þ tan bð Þ cos uð Þ tan wð Þ � sin uð Þ tan wð Þð Þ ð13:14Þ

The horizontal component of the hydrodynamic force, herein defined as the drag
force, is

FD ¼ F cos bð Þ ð13:15Þ

Introducing Eq. (13.14) in Eq. (13.15) and dividing by cos uð Þ one obtains

FD ¼ G
cos að Þ tan uð Þ þ tan wð Þð Þ � sin að Þ 1� tan uð Þ tan wð Þð Þ

1� tan uð Þ tan wð Þ þ tan bð Þ tan uð Þ þ tan wð Þð Þ ð13:16Þ

The usual parameterization of the drag and lift forces, the latter being the vertical
component of the hydrodynamic force, are respectively [recall that the above
manipulations concerned forces in the direction of the displacement, hence the
factor cosðdÞ]

FD ¼ 1
2
qðwÞCDCeC0p

d2i
4
u2p cosðdÞ ð13:17Þ

and

FL ¼ 1
2
qðwÞCLCeC0p

d2i
4
u2p ð13:18Þ

where up is the near-bed horizontal velocity registered in front of the particle when
forces are at limit equilibrium conditions, herein designated the competent velocity
for individual particle entrainment, CD and CL are the drag and lift coefficients, Ce

is an exposure coefficient, defined as the fraction of the visible projected area of the
grain considering that a part of it may be hidden by an upstream grain, and C0 is a
shape parameter such that C0 ¼ max C3 cosg;C1 singf g (see Fig. 13.1) where
C3 ¼ dm=di C1 ¼ dM=di, being dm and dM respectively, the minor and major particle
axis. It should be noticed that up is normally taken as stream-wise velocity; no major
errors are committed if the channel slope is small. Note also that the definition of C1

and C3 presuppose that the particles are approximately elliptical and that the
problem of the projected area is simplified. The correct projected area is a more
complex problem whose full solution can be consulted in e.g., Binggeli (1980).

Since tan bð Þ ¼ FL=FD, one has

tan bð Þ ¼ CL

CD cosðdÞ ð13:19Þ
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The weight of the particle is

G ¼ qðwÞðs� 1ÞgCVp
d3i
6

ð13:20Þ

where CV, which can be back-calculated from (13.20), is a shape coefficient.
Introducing Eqs. (13.17), (13.19) and (13.20) in Eq. (13.16) one obtains the specific
form of Eq. (13.3) for force limit equilibrium:

u2p
ðs� 1Þgdi

¼ 4
3

CV

CDCeC0

cos að Þ tan uð Þ þ tan wð Þð Þ � sin að Þ 1� tan uð Þ tan wð Þð Þ
cos dð Þ 1� tan uð Þ tan wð Þð Þ þ CL

CD
tan uð Þ þ tan wð Þð Þ ð13:21Þ

In the case of equilibrium of moments, limit equilibrium conditions expressing the
geometrical conditions shown in Fig. 13.2, assuming that lift and drag are applied in
the same point, read:

FbF cos b� h1ð Þ � GbG sin h�ð Þ ¼ 0 ð13:22Þ

where θ* = θ − α is the angle between the direction of the weight and the plane that
encompasses the centre of mass of the particle and the pivoting axis, θ1 is the angle
between the direction normal to the bed and the plane that encompasses the point of
application of the hydrodynamic force (Fig. 13.2, right) and the pivoting axis (bF
and bG) are the lever arms of the hydrodynamic action and of the weight, respec-
tively. It was pointed out by Chepil (1959), Fernandez Luque and van Beek (1976),
Bridge and Bennet (1992), that the point of application of drag and lift may be
different from the centre of mass of the particle. In fact, the point of application of
drag may be different from that of lift, an aspect that will be overlooked in this
study. It is implicit the forces are expressed in the direction of the displacement.

Considering that cos b� h1ð Þ ¼ cos bð Þ sin h1ð Þ þ sin bð Þ cos h1ð Þ Eq. (13.22)
becomes

F ¼ G
bG
bF

sin h�ð Þ
cos bð Þ cos h1ð Þ þ tan bð Þ sin h1ð Þð Þ ð13:23Þ

Introducing Eq. (13.15) in Eq. (13.23) one rewrites the latter as

FD ¼ G
bG
bF

sin h�ð Þ=cos h1ð Þ
1þ tan bð Þ tan h1ð Þ

and, given Eqs. (13.17), (13.20) and (13.19), the specific form of Eq. (13.3) for
limit equilibrium of moments becomes

u2p
ðs� 1Þgdi ¼

CV

CDCeC0

bG
bF

sin h�ð Þ=cos h1ð Þ
cosðdÞ þ CL

CD
tan h1ð Þ ð13:24Þ

Equations (13.21) and (13.24) configure a model of entrainment of an individual
particle expressed in terms of competent velocities. When the flow velocity in the
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near vicinity of the sediment grain, for instance in front of it and at the elevation of
its centre of mass, is equal to up that sediment grain will be displaced. The
dependence of the Reynolds number updi=mðwÞ is indirect, through the ratio CL=CD

and through CD. Assuming that most flows have updi=mðwÞ ranging between 2� 102

to 105, CL=CD and CD have a narrow range of variation and are not dominant terms.
On the contrary, the normalised velocity up is much influenced by protrusion
(quantified by C0) and by exposure (Ce), being inversely proportional to both. Other
major influences are angles u, h1, and w.

In order to make this model operational, it is necessary to quantify its geo-
metrical and dynamic parameters. The shape parameters, CV, C1 and C3 were
subjected to direct measurement and evaluation. A sample of over 200 particles of
fine gravel was employed. The mean sieving diameter of the sample was 4.3 and the
extreme values were 1.2 mm and 9.2 mm. The results are seen in Fig. 13.3.

The support angle, φ, was studied by Kirchner et al. (1990), in the wake of
Miller and Byrne (1966), by tilting a frozen segment of a water worked bed where a
particle was randomly placed. As explained before, it is envisaged that this method
provides good estimates for the sum φ + ψ. From their work, and assuming that the
probability density function of φ is symmetrical for each size fraction, the expected
value of φ in degrees (°) is

u ¼ 55:2
di
d50

� ��0:307

�w

The inclination of the particle, expressed by angle η in degrees, was estimated for a
limited number of particles of the water worked beds described by Ferreira (2005,
Chap. 2); it was obtained

g ¼ 3333 di � 0:001ð Þ if di\0:007 m
20 if di [ 0:007 m




Fig. 13.3 Shape coefficients. Left panel: measured values of CV (black circle) and mean values as
a function of sieving diameter (dashed line). Right panel: measured values of C1(dM/di) (black
circle) and respective mean values (dashed line) and measured values of C3(dm/di) (open circle)
and expected mean values (black line)
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Angle θ can be estimated as a function of φ. For an ellipsoid one has tan u0ð Þ ¼
dm=dMð Þ2tan h0ð Þ where h ¼ h0 þ g and u ¼ u0 þ g, which, considering
K ¼ dM=dmð Þ ¼ C3=C1ð Þ2, leads to

tan hð Þ ¼ tan uð Þ K þ tan2 gð Þð Þ þ tan gð Þ 1� Kð Þ
1þ tan gð Þ tan uð Þ 1� Kð Þ þ tan gð Þð Þ ð13:25Þ

The exposure coefficient Ce depends on the height of the crest of the particle
relatively to the crest of the particle immediately upstream (Kirchner et al. 1990). It
does not account for particle hiding as a result of placement inside the wake of a
larger grain or cluster of grains. The uncertainty in this parameter is large. It is
considered that exposure is uniformly distributed between 0 and 1 for grain-sizes
smaller than 0.007 m and uniformly distributed between 0 and 0.5 for grain-sizes
larger than 0.007 m.

Drag and lift coefficients were subjected to much attention in previous studies. It
is assumed that the Reynolds number is sufficiently large to render constant both
coefficients. Assuming that the range of updi=mðwÞ is compatible with constant drag
and lift coefficients, it is assumed CD ¼ 0:4 (White 2011) and CL ¼ 0:2 Wiberg and
Smith (1987). The ratio CL=CD is consistent with the direct measurements of Chepil
(1961) who found that for exposed particles larger than 3 mm that lie above local
mean bed elevation the ratio should be lower than 0.75. For smaller grain sizes,
there is high uncertainty regarding the values of this ratio as empirical evidence is
scarce.

The impact of angles δ and α is small. Without loss of generality, and consid-
ering the uncertainties already introduced, it is considered that δ = α = 0. From α = 0
one obtains θ* = θ. Given the lack of information in the moment arms of drag, lift
and weight, it is assumed that bG=bF ¼ 1 and that h1 ¼ h.

The particle friction angle, ψ, depends primarily on the micro-texture of the
particle and, hence, varies with the type of constitutive minerals and the degree of
abrasion. Preliminary experiments on gravel-sized particles indicate that this angle
can vary from 5°, for mechanically polished feldspate particles, to 30° for crushed
granite rock.

Introducing the expressions and values of the intervening parameters in
Eqs. (13.21) and (13.24) the Froude-like parameter

Frp ¼
u2p

ðs� 1Þgdi
can be calculated for any given size fraction characterized by di. The results for
ψ = 15o are shown in Fig. 13.4. In can be concluded that:

(i) small particles (up to 2 mm), because of their high values of φ, are susceptible
to be entrained by failure of moment equilibrium. They will roll out of its
pocket and, given their size, are likely to be found in saltation;
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(ii) intermediate sized particles are susceptible to slide out of its locations by
failure of force equilibrium. Larger particles may be set in motion by rolling
due to failure of moment equilibrium. This is especially true for rounder
particles;

(iii) the value of Frp for fine and intermediate sized particles is approximately
constant. Hence, in these sizes, the square of the competent velocity of a
grain, with ‘average’ shape and positioning characteristics, is approximately
proportional to its diameter di;

(iv) for larger particles, the relation between u2p and di is not a direct propor-
tionality. In this model, the decreased resistance of larger grains is not so
much due to greater exposure but fundamentally because it is assumed that
larger particles have smaller supporting angles, φ. This effect does not owe to
protrusion (sensu Fenton and Abbott 1977).

It is now necessary to understand the relation between the competent velocity for
entrainment of a grain and the concept of incipient motion at channel scale. In a
sufficiently large bed area, Frp is a random variable defined through the distribu-
tions of the parameters involved in Eqs. (13.21) and (13.24). The near-bed velocity
field is also a random variable; these are the two main premises to cast incipient
motion as a probabilistic problem.

13.3.4 Incipient Motion at Reach Scale. A Probabilistic
Approach

For poorly sorted sediment mixtures, field work (e.g., Ramette and Heuzel 1962;
Fahnestock 1963; Novak 1973; Church 1978; Bradley and Mears 1980; Parker
et al. 1982; Andrews 1983; Carling 1983; Reid and Frostick 1984; Andrews and
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Fig. 13.4 Values of Frp computed from Eqs. (13.21) ( ) and (13.24) ( ) for particles sized
between 0.5 and 15 mm (coarse sand and fine gravel). Friction angle ψ = 15°
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Erman 1986; Church and Hassan 2002) and laboratory studies (e.g., Fenton and
Abbott 1977; Parker and Klingeman 1982; White and Day 1982; Proffitt and
Sutherland 1983; Wilcock and Southard 1988; Wilcock and McArdell 1993, 1997;
Buffington and Montgomery 1997) show that Yc [Eqs. (13.8) and (13.9)] ranges
between 0.01 and 0.1 and even more. Such wide variations obtained for both
natural and experimental gravels have been explained by the effect of sheltering and
hiding of different grain sizes in poorly sorted mixed sediment, relative protrusion,
pivot angle, channel morphology, bed surface structuring, and the interaction
among grains. In a natural stream, in fact, the combined effect of all of these surface
characteristics is likely to determine the threshold of movement of the bed sedi-
ment. Per se, each of these effects does not fully explain the wide range of values of
Yc obtained for natural sediments.

To account for this variability, the problem of incipient motion at reach scale can
be cast in probabilistic terms. This has been attempted since, at least, Gessler
(1965), who found that the probability for a grain to remain static on a bed surface
was about 0.5 for Y ¼ Yc and about 0.95 for Y ¼ 0:5Yc. More recently Wu and
Chou (2003) derived a theoretical model of critical entrainment probability as a
function of Xc, explicitly differencing rolling and lifting probabilities. However,
they assume that particles are subjected to the mean flow velocity, given by the
logarithmic law, which is not the case in hydraulically rough beds (Ferreira et al.
2010). The following text describes a probabilistic analysis of incipient motion at
reach scale, based on experimental evidence and on the theoretical model for the
entrainment of a single particle described in Sect. 1.3. Each exposed grain2 in the
bed, has a hydrodynamic threshold force. This force depends only on its geomet-
rical arrangement and on the specific frictional interaction with its neighbours, as
expressed in Eqs. (13.14) and (13.23). If, at a given time, the flow field generates
normal and tangential stresses such that, integrated on surface of a grain, originate a
force larger than its threshold force that grain will be entrained; otherwise it will
remain static. Note that we are not taking into consideration the effect of the
duration of flow event, see Valyrakis et al. (2011). Alternatively, one may express
this principle in terms of flow velocities in the vicinity of a grain and competent
velocities for the entrainment of a single grain given by Eqs. (13.21) or (13.24).
Repeating this analysis over the totality of exposed grains, one obtains the number
of grains that are set in motion at a given instant.

At this level, the analysis is still deterministic: each exposed grain experiences an
action either smaller or larger than its threshold. Yet, given the stochastic nature of
the turbulent flow, one may interpret such instantaneous analysis as one realization
of a stochastic process. Repeating the analysis for a sufficiently large succession of
instants one subjects the same bed location to the whole spectrum of velocities (and
thus of hydrodynamic forces). Should each realization of the turbulent flow be
accomplished with the same bed (same grains in the same positions) an empirical

2We define exposed grain as that which, to be able to move, would not have to disturb the position
of its neighbours (we ignore, for now, the possibility of collective entrainment).
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probability of entrainment could be assigned to a given location as the probability
of the instantaneous near-grain velocity exceeding its competent velocity,

Pðuðxn; ynÞ[ upnÞ ¼
Zþ1

upn

fuðujxnÞdu ð13:26Þ

where the index n designates the grain, xn ¼ ðxn; ynÞ are its longitudinal and lateral
coordinates and fuðujxnÞ is the empirical probability density function (PDF) of the
instantaneous (turbulent) velocity in its near upstream vicinity. If fuðujxnÞ is known,
the probability of entrainment of a given grain is the shaded area depicted in
Figure 13.5.3

The competent velocity varies from grain to grain—hence being written
upðxnÞ—a direct consequence of the variation of parameters in Eqs. (13.21) or
(13.24). At reach scale, one can view the competent velocity as a random variable
and organize the values of upðxnÞ into a probability distribution function fupðupÞ,
given that a bed composed of a poorly-sorted granular mixture exhibits a suffi-
ciently large number of arrangements of grains.

Also, the PDF fuðujxnÞ varies with the location xn ¼ ðxn; ynÞ, influenced by the
bed micro-topography in the upstream vicinity of the grain. An example is shown in
Fig. 13.6. Grains A and B have the same skin roughness, exposure coefficient,
protrusion and pivoting angle. Assuming that the ratio CL=CD does not change
significantly both grains should have approximately the same ratio Fj j= Gj j

Fig. 13.5 Probability density of the flow velocity in the near-vicinity of a given grain, fuðujxnÞ.
The probability of entrainment of the grain or, approximately, the probability of entrainment at a
given bed location is the numerical value of the shaded area

3The ensemble analysis underlying Eq. (13.26) is not possible in practice since it is not feasible to
subject the exact same bed to a succession of turbulent flows. The practical way to generate a
succession of flow realizations is to expose the bed to a turbulent flow over a sufficiently long but
finite time interval, so that all relevant turbulent scales are included. Hence, in practical terms, an
empirical probability of entrainment can be obtained for a set of bed locations, coincident with the
position of a set of grains that may be substituted over the course of time.
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[Eqs. (13.14) or (13.23)]. Also, in absolute terms, the threshold competent velocity
for the larger grain A is larger than that of (the smaller) grain B [Eqs. (13.21) or
(13.24)]. However, micro-topography upstream of grain B contributes to reduce the
flow velocity in its near vicinity. Thus, it may be the case that grain A, in spite of its
greater size, has a larger probability of entrainment than grain B.4

A first consequence of the spatial variability of upðxnÞ and of fuðujxnÞ is that the
probability of entrainment characteristic of a given bed location

PðuðxnÞ[ upðxnÞÞ ¼
Zþ1

upðxnÞ

fuðujxnÞdu

is not constant in the bed reach. Hence the analysis of the entrainment of the entire
sequence of exposed grains in that bed reach is not a Bernoulli statistically random
process. A second consequence is that it makes sense to speak about joint proba-
bility of local bed micro-topography features and entrainment of single grains.
Hence, one can the interpret probability shown in Fig. 13.6 as the conditional
probability of entrainment of a single grain given a specific bed morphology fea-
ture, for instance a wake of a cluster or an exposed region. Note that the quanti-
fication of the frequency of these micro-topography features should be susceptible
to be parameterized employing grain diameter, grain-size mixture, mean flow
parameters, fluid properties and gravity.

An empirical probability of entrainment, which will naturally account for size-
selective transport, can be calculated at the scale of the bed reach, using the PDFs
fuðujxnÞ and fupðupÞ and the concept of joint probability of entrainment and bed
micro-topography features.

One must first divide the bed reach into several classes of local morphological
conditions. These classes are arbitrary but should be representative of phenomena
susceptible to be characterized empirically. Following the example shown in

4The view of sediment transport as a purely size selective process has been rejected (Parker and
Klingeman 1982; Komar 1987). Deterministic bedload discharge formulas that include a depen-
dence of a power of h� hc require corrections to either the Shields or the critical Shields
parameters when applied to the transport of size fractions. Hiding-exposure coefficients have
been proposed to reduce/increase hk � hck for given size fractions dk smaller/larger than a
reference diameter (Egiazaroff 1965; Ashida and Michiue 1972). As seen in the example of
Fig. 13.6, hiding and exposure describe different phenomena. The former is related to local
modifications of the flow field which, for smaller size fractions may signify reduced mobility
due to sheltering or decreased near bed turbulence (Nelson et al. 1995). The latter expresses the
positioning of the grain relatively to its immediate neighbours. Increased exposure and decreased
support angle are common of larger size fractions (Sect. 13.3 and, e.g., Komar and Li 1988).
Due to this combined effect, in the limit, equal mobility of different size fractions can be nearly
attained for gravel mixtures (Parker and Klingeman 1982; Parker et al. 1982), although the range
of conditions for this to happen has been shown to be relatively narrow (Wathen et al. 1995;
Parker and Toro-Escobar 2002). Hiding/exposure coefficients thus account, in a lumped way, for
the differential grain response regarding entrainment, depending on the particular location/
diameter of the particle relatively to their neighbours.
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Fig. 13.6, a class can group the grains of a given size fraction that have clusters in
their upstream vicinity; one other class may group the grains of another size fraction
that are more exposed. Other classes may be imposed but it is crucial that a
frequency pM can be assigned to each class M.

For each class, a conditional PDF of the competent velocity fupðupjMÞ is
obtained, through Eqs. (13.21) and (13.24), from the PDFs of the intervening
parameters. For the same class, the probability density function of the instantaneous
turbulent velocities fuðujMÞ can be obtained from judicious laboratory or field work,
for instance collecting time series in the locations of typical bed features. From
these probability densities, the empirical conditional probability of entrainment of
given class M can be obtained as

PðEjMÞ ¼
Zþ1

�1
Pðu[ upjMÞ fupðupjMÞdup ð13:27Þ

where Pðu[ upjMÞ ¼ Rþ1
up

fuðujMÞdu. Employing a frequentist interpretation of

probability one may say that, in an actual bed reach subjected to a succession of
N (turbulent) flows, Eq. (13.27) states the fraction N PðEjMÞ is the number of flows
in which the grains of class M are entrained.

Fig. 13.6 Stream-wise vertical section of the bed depicting geometrically similar grains subjected
to different flow turbulence fields. The influence of upstream micro-topography results in a greater
probability of entrainment of the larger grain
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A joint probability of class M and entrainment of grains of that class is given by
the product PðEjMÞpM . Hence, the reach scale empirical probability of entrainment
is the marginal probability

PðEÞ ¼
X
M

PðEjMÞpM ð13:28Þ

since the classes M are mutually exclusive (Feller 1968, p. 116).
A given flow is said to be in incipient motion conditions if the marginal prob-

ability expressed in Eq. (13.28) is equal to an arbitrarily specified small threshold
value:

PðEÞ ¼ Pe ð13:29Þ

Incipient motion conditions can also be expressed in terms of bedload transport
rates. Following Einstein (1950), the volumetric bedload discharge per unit width,
qs, can be expressed as

qs ¼ E‘s ð13:30Þ

where ‘s is the mean displacement length of entrained grains and E is the
entrainment rate, in volume of granular material per unit bed area and per unit time,
calculated from the probability of entrainment as

E ¼ PðEÞdð1� kÞ
2T

ð13:31Þ

where d is a characteristic diameter of grains on the bed surface, k is the bed
porosity and T is the integral length scale of the longitudinal velocity at the given
elevation above the bed.

The displacement length has been the object of considerable research, including
Einstein (1937) or Hu et al. (1992). Note that in the definition of E it is assumed that
2T is the period of the larger velocity fluctuations. It is implicit that the probability
of entrainment, which increases with the size of the time interval employed in the
stability analysis, becomes sufficiently close to its asymptotic value PðEÞ for time
intervals longer than 2T. Multiples of this interval would render the same value
because the (statistically) same hydrodynamics actions would be applied on the
grain.

The entrainment rate at threshold conditions is thus

e ¼ Pedð1� kÞ
2T

ð13:32Þ
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and the bedload discharge characteristic of incipient motion conditions becomes

qe ¼ e‘s ð13:33Þ

An example of calculation is seen next. The gravel bed data of Ferreira et al. (2012),
obtained in 12 m long 40 cm wide channel under uniform flow conditions and
sediment recirculation, are used to identify the flow that can be considered as
incipient motion conditions. Tests T1, T2 and T8 of that database were picked for
analysis in this text. The main parameters of the tests are reproduced in Table 13.1.

Variables involved in Table 13.1 are S0, the channel slope, Q the total discharge,
Fr ¼ U=

ffiffiffiffiffi
gh

p
, the Froude number where U is the depth-averaged mean flow

velocity, dðsrf Þ50 and dðsrf Þ90 , the median diameter of sediment in the surface layer and

the diameter for which 90 % of the mass of the surface layer is finer, Y ðsbÞ
50 , the

Shields parameter [definition (13.7)] calculated with the median diameter of the

substrate (dðsbÞ50 ), X, the boundary Reynolds number (calculated from definition
(13.6) with d � ks where ks is a roughness scale defined as in Ferreira et al. (2012)
and /s is given by definition (13.5).

For simplification, the classes needed to apply Eq. (13.27) were simply the grain
sizes of the employed mixture of fine gravel. The grain-size distribution, with
geometric standard deviation of 1.7, can be seen in Ferreira et al. (2012). The
probability density function of instantaneous velocities was derived from Laser
Doppler Anemometry data at the lowest measuring position, roughly at the ele-
vation of the crests of the more exposed grains.

The probability density function of the competent velocities for each class
fupðupjMÞ was obtained, through equations, from the empirical distribution of
support angle u determined by Kirchner et al. (1990) for grains of classes

di=d
ðsbÞ
50 ¼ 0:45 and di=d

ðsbÞ
50 ¼ 2:10 (the empirical distributions of the remaining

classes were determined by interpolation). Such distribution acknowledges that
smaller grains tend to have higher values of angle u. Values of the exposure
coefficient Ce of each class were determined from the formula proposed by
Kirchner et al. (1990). Values of the shape coefficients were determined from a
large collection of grains (Fig. 13.3). Friction angle was w ¼ 10� for all classes.

Table 13.1 Main variables and parameters that characterize the laboratory tests

Test S0
(–)

Q
(l/s)

Fr
(–)

dðsrf Þ50
(mm)

dðsrf Þ90
(mm)

Y ðsbÞ
50

(–)

X
(–)

/s
(–)

T1 0.0014 14.3 0.43 3.2 6.0 0.027 221 3.3 × 10−7

T2 0.0031 13.2 0.60 3.3 6.1 0.046 324 1.9 × 10−5

T8 0.0046 18.5 0.76 3.7 6.1 0.067 376 3.3 × 10−3
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All other variables were parameterized to u, as is the case of h, or included as
averaged values, as was the case of g.

The PDFs fupðupjMÞ and fuðujMÞ are shown in Fig. 13.7 for the classes

di=d
ðsbÞ
50 ¼ 0:45; 0:73; 0:94; 2:10f g of test T1 (Table 13.1). The same PDFs are

shown for class di=d
ðsbÞ
50 ¼ 2:10f g of tests T1, T2 and T3 in Fig. 13.8. The PDF of

fuðujMÞ is the thick black line in the figures. It is striking that the flow velocities are
not normally distributed; a positive skewness is evident, especially in the test with
the larger value of Shields parameter, as seen in Fig. 13.8c). The standard deviation
of the velocity distribution is a measure of the turbulence intensity; there is a
necessary positive correlation between its value and the value of the Shields
parameter, which is apparent in Fig. 13.8.

Figure 13.7 illustrates that for Test T1 there is practically no overlapping
between the distributions of flow velocities and competent velocities for all classes.
The computed probability of entrainment was zero. This can be explained by the
low value of the dimensionless critical shear stress (Table 13.1).

In the case of tests T2 and T8, Fig. 13.8 shows that there is some overlapping of
probability density function, mostly in the classes of diameters equal and larger than

the dðsbÞ50 . Probabilities of entrainment were computed for each class with
Eq. (13.27). Bedload discharges were also computed for each class according to the
fractional counterpart of Eq. (13.30)

Fig. 13.7 Probability density functions of instantaneous velocities (thick black line) and
competent velocities (thin black line) for 4 classes of grains in the bed, discriminated by size. Data
of Test T1
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qsk ¼ Ek‘sk ð13:34Þ

where qsk is the bedload discharge in volume per unit width of size fraction k, Ek is
the entrainment rate of that size fraction, calculated from the probability of
entrainment as Ek ¼ PðEjkÞpkð1� kÞd=ð2TÞ and ‘sk is the mean displacement
length of grains of that size fraction, computed, in this case, with the formula for
saltation in rough beds proposed by Hu et al. (1992).

Calculation for T1 rendered a zero probability of entrainment while the mea-
sured time-averaged discharge was the very small number of about 20 grains (with
the median diameter) per hour. In Test T2, the calculated bedload rate was about 90

equivalent dðsbÞ50 grains per minute, more than four times larger the measured
averaged bedload transport rate (about 20 grains per minute). In the case of Test T8,
the computed bedload rate is about 100 equivalent grains per second, while the
measured rate is 59 grains per second. Given the uncertainties involved in the
parameters of the model the agreement is acceptable.

If incipient motion conditions were defined as the flow that generates a bedload
transport rate of, say, 0.1 grains per second, this probabilistic approach would
indicate that Test T1 is below threshold conditions, that Test T2 is slightly above
threshold conditions and that Test T8 is under conditions of generalised transport.

The above probabilistic considerations allow for an objective definition of
incipient motion conditions in the following sense: once the threshold value ε
[Eq. (13.32)] is specified, whether a flow is above or below, threshold conditions

Fig. 13.8 Probability density functions of instantaneous velocities (thick black line) and

competent velocities (thin black line) for class di=d
ðsbÞ
50 ¼ 2:10f g. Data of tests a T1, b T2 and c T8
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become specified with no intervention from the observer. However, a decision must
be made regarding the value of ε.

To avoid such decision, critical bed shear stresses have been obtained by
extrapolation from /sðYÞ curves. According to Vanoni (1966), Paintal (1971a) or
Buffington (1999), among others, this was the procedure followed in the seminal
work of Shields (1936). A regression law was fitted to measured pairs of bed shear
stress and bedload transport rates; the critical bed shear stress was simply the bed
shear stress for which the best fit law crossed the axis of zero bedload transport
rate.5 This definition presupposes a separation between high, and thus relevant (for
practical engineering purposes), transport rates from indifferent ones.

13.3.5 Advanced Issues Concerning Mountain River
Morphologies

The problem of incipient motion is more complex in coarse bedded streams with
cascade, step-pool and riffle-pool morphologies. In this case the shear stress
responsible for particle entrainment is a very small fraction of the total bed shear
stress (e.g., Zimmermann et al. 2010). One of the outstanding characteristics of
these streams affecting sediment entrainment and transport is the high boundary
roughness from not only the large particles but also the frequent obstructions and
rough banks that make up a large proportion of the boundary. In these streams,
particle entrainment largely depends on the location within the local bed mor-
phology, i.e., riffle, pool, step. Furthermore, large proportions of the bed remain
stable during small and medium size events while during large events (larger
than 20 years return period) most of the bed is mobile including boulder and
keystones in steps (e.g., Lauffer and Sommer 1982; Jaeggi 1995; Zimmermann and
Church 2001; Curran and Wilcock 2005; Zimmermann et al. 2010). For steep
channels, the Shields’ function may be modified to take into account the particle’s
downslope weight (e.g., Graf 1971; Mizuyama 1977; Rickenmann 1990, 2001;
Lamb et al. 2011). For example, Solari and Parker (2000) reported that small
particles are more stable than large particles at slopes >2 %. Due to the difficulty in
obtaining reliable measure of the water depth/hydraulic geometry of steep streams
with step-pool morphology and boulder-bed channels, field studies often report
water discharge, and so the Shields function is converted to a discharge-based
relation (e.g., Schoklitsch 1962; Bettess 1984; Ferguson 1994; Lenzi et al. 1999;
Lenzi and D’Agostino 1999) or stream power (Gomez and Church 1989). However,
stream power depends on water depth.

5Kennedy (1995) believed that Shields (1936) used Kramer’s (1935) category of weak-countable
transport conditions to define the incipient motion conditions, thus reducing subjectivity to the
notion of “countable”.
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13.4 Mechanics of Bedload Transport

13.4.1 Definition of Bedload Transport Rate

Sediment transport concerns the motion of granular material. It is the general name
for kinematic and dynamic phenomena occurring when granular material is picked
up from a granular bed and set in motion by a continuous fluid phase or is triggered
to move together with a fluid phase. The fundamental phenomenon occurring
during the movement of coarse bed material by fluid is the dispersion of individual
particles. The volumetric sediment transport rate, or sediment discharge, per unit
width, can be defined as the flux

qs ¼ 1
b

Z
S

uðgÞ � n dS ð13:35Þ

where uðgÞ is the velocity of the granular phase, n is the outward unit normal vector
to the arbitrary surface S (Fig. 13.9) and b is a length calculated along surface S. As
pointed out by Furbish et al. (2012a) this definition is not very practical as it
requires the evaluation of the (spatially discontinuous) granular velocity field. It can
be achieved by analysing high-speed video footage of relatively low bedload rates.
An example is shown in Fig. 13.10: a sequence of images acquired at 300 frames
per second of 5 mm glass beads passing through a rectangular cross-section section
normal to the bed. From this sequence, the actual velocity field of the granular
phase can be calculated, as well as the area of solid material.

In this case, video analysis allows for the determination of the velocity of each
grain as it crosses a virtual surface. Since this velocity is considered uniform over
the cross-sectional area of the grain, Eq. (13.35) is actually calculated as

qsðt0 þ mDtÞ ¼ 1
b

XNðt0þmDtÞ

n¼1

AðgÞ
n uðgÞn � n; ð13:36Þ

where N is the number of grains that intercept S in the sampling instant t0 þ mDt,

m is the number of the video frame under analysis, AðgÞ
n is the area resulting from the

intersection of surface S and grain n,

Fig. 13.9 General definition of volumetric transport rate: variables included in Eq. (13.35)
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uðgÞn ¼ xðt0 þ mDtÞ � xðt0 þ ðm� 1ÞDtÞ
Dt

is the velocity of grain n and x is the position of a fixed point of grain n.
A concentration of the granular phase can also be obtained from the video

analysis. In this case, as the channel cross section is rectangular, it is cðt0 þ mDtÞ ¼
1=ðbhÞð ÞPNðt0þmDtÞ

n¼1 AðgÞ
n where h is the flow depth.

A 5 s long time series of bedload discharge per unit width, taken from the same
flow depicted in Fig. 13.10, is presented in Fig. 13.11. The stochastic nature of qs at
weak bedload rates is evident, itself a consequence of the stochastic character of the
rates of particle entrainment and deposition. The former results from randomness in
particle positioning, especially in poorly sorted grain-size mixtures (e.g., Church
and Hassan 2002) and from the particular randomness associated to the magnitude
and orientation of hydrodynamic actions, determined by local flow turbulence (see
Sect. 13.3). Particle deposition has been less studied but has been shown to depend
on the grain-size distribution of surface material and bed microtopography (Drake
et al. 1988), themselves depending on turbulent flow variables (Nelson et al. 1995;
Ferreira et al. 2012).

For relatively low transport rates, such as that depicted in Fig. 13.11, and well-
sorted bed material, the distribution of intervals between particle arrivals (inter-
arrival intervals) is approximately exponential (Einstein 1937), although other
distributions may constitute better fits, including the Poisson’s distribution
(Turowski 2010). For higher transport rates, self-organization into bedload sheets
and reach scale morphological features like alternate bars or pools and riffles result
in a particle motion not amenable to a description by homogeneous random pro-
cesses (Hassan et al. 1991).

Fig. 13.10 Sequence of images distanced 33 ms of a particle moving as bedload. Particles are
glass beads with 5 mm diameter. Channel is 0.405 m wide, recirculating water and granular
material. Channel slope is 0.00385, Froude number is Fr ¼ 0:67, Reynolds number [definition
(13.6)] is X ¼ 288, dimensionless transport rate is /s ¼ 6:7� 104
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Under equilibrium conditions for which flow is steady and nearly-uniform
spatial distribution of moving particles (or active particles, Furbish et al. 2012a),
ensemble-averaging over a large number of events of instantaneous bedload
transport rates, one obtains

�qs ¼ UðgÞHðgÞ ð13:37Þ

where UðgÞ is the ensemble-averaged grain velocity and HðgÞ is the volume of
moving grains per unit bed area. If the channel is sufficiently wide to be approxi-
mated by a rectangular cross-section, equation above is equivalent to �qs ¼ UðgÞCh
where the grain concentration is the ratio of the volume of granular material and of
total volume. If ensemble-averaging is substituted by a time-average of quasi-
continuous records of bedload transport rates, such as the series shown in
Fig. 13.11, the averaging window has to be chosen with some care in order to
obtain a smooth flux �qs (Ballio et al. 2014). Averaging windows of the order of
magnitude of the mean inter-arrival time result in time-fluctuating averaged values.
For instance, averaging the time series of Fig. 13.11 with a window of 1.0 s would
produce a much more stable average flux than with a window of 0.25 s.

Still under near-equilibrium conditions, the mean bedload discharge can be
expressed by Einstein (1950) formulation, already presented in Sect. 1.4:

�qs ¼ E‘s

where, it is recalled, ‘s is the mean displacement length, i.e. the mean length
travelled by individual grains between the instants of entrainment and of distrain-
ment (the latter defined as the instant for which the grains finds again a stable
position in the bed surface) and E is the entrainment rate (volume of granular
material per unit bed are per unit time), of which Eq. (13.31) is one particular

Fig. 13.11 Time series of qs as directly calculated from definition (13.35). Sample of 5 s of the
flow depicted in Fig. 13.10. Vertical thin lines mark the detection instant
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definition. Equation (13.30) states a conservation equation of the volume of par-
ticles under the hypothesis entrainment and deposition rates are in equilibrium.

The volumetric rate of sediment transport in streams can also be expressed as:

�qs ¼ VbDs 1� kð Þ ð13:38Þ

where Vb is the virtual rate of travel velocity (Vb ¼ �L
Dt); �L is the mean travel

distance, Ds is the depth of active layer. Hence, correlation of the volumetric
transport rate with mean flow characteristics is equivalent to seeking consistent
correlations of travel distance, virtual rate of travel velocity, and depth of active
layer. Equation (13.38) can be applied to the total or fractional bed material load.
Although, Eq. (13.38) is simple, the quantification of these variables proves to be
difficult. The above formulation represents a time and space averaged formulation
of the discrete approach given by Eq. (13.36).

The difficulty in quantifying the virtual rate of travel velocity has to do with the
interment nature of movement of individual particles in streams (see Fig. 13.11).
The motion of grains is not continuous, but consists rather of a series of steps and
rest periods. As it has been described in the previous section, see Sect. 4.3), the
movement of individual stones appears to be a statistically random phenomenon
(Einstein 1937). The patterns of particle dispersion in streams are due to irregu-
larities in sediment transport and the local nature of the scour and fill. Factors of
irregularities of sediment transport include flow turbulence, wide range of particle
size and shape, bed surface arrangements, and channel morphology. These factors
are superimposed to cause complicated dispersion with particle sorting. At present,
it is difficult to deal with them simultaneously. The quantification of sediment
transport using tracers differs with respect the procedure followed in Sect. 4.3 in the
sense that the stochastic nature of the flow and thus of the particle entrainment is
transferred to the virtual rate of travel velocity. This approach considers the physical
consequence of flow on the particle entrainment, i.e. the movement of a particle.
When the number of individual tracers increases, this movement, expressed as the
travel distance of a particle and integrated according to Eq. (13.36), can also be seen
as a part of a statistical distribution of the bedload transport rate for a given flow
conditions. In other words, the stochastic nature of the particle location and its
entrainment due to the time fluctuations of the turbulent flow is converted to a
lumped statistic distribution of the sediment transport rate which is, indeed, the final
outcome of the interactions between the water flow and bed surface particles and
their distribution.

13.4.2 Step Length, Rest Period and Travel Distance

Einstein (1937) assumed that the step length and the rest period are independent,
negative exponential variates. Subsequent work in sand bed river suggested that the
step length may be best described by gamma probability function (e.g., Grigg 1970;
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Nakagawa and Tsujimoto 1976). The step length and rest period are both stochastic
parameters that scattered over wide range of values. Their distribution depends on
flow conditions, bed material composition (texture and structure), channel mor-
phology (bars, riffle-pool, step-pool), and bedforms. Bed surface structures and well
developed channel morphology (e.g., bars) are likely to trap sediment and result in
relatively long rest periods. On the other hand, an increase in the flow strength is
likely to increase the step length and reduce the rest period duration. Field evidence
shows that the distribution of step length and rest period follows exponential or
gamma distributions (Schmidt and Ergenzinger 1992; Habersack 2001; McNamara
and Borden 2004). In order to estimate sediment transport rates, Einstein (1950)
assumed that the mean step length is about 100 grain diameters. Although, mean
step length larger than 100d has been observed (Schmidt and Ergenzinger 1992;
Habersack 2001), there is a need for more field and experimental research on the
topic. As usually the movement period is much shorter than the rest period, the rest
period and step length are especially important in order to express the bedload
transport rate as a time series.

To solve Eq. (13.38) we need information about the travel distance of particles
for a flood event or a time interval. The travel distance of particles, has been the
focus of field, experimental and theoretical research. The distribution of travel
distance of individual particles for a given number of steps is normally taken as
gamma variate (although an exponential distribution may be used for simplicity,
Hill et al. 2010). After an interval of time Δt, the travel distribution is a compound
Poisson process (Einstein 1937). The field and experimental results of Sayre and
Hubbell (1965) confirms Einstein’s model for particle travel distance. In gravel bed
rivers, studies showed that the gamma probability function and Einstein-Hubbell-
Sayre model fit the data reasonably particularly one-peaked relatively short flow
events during which the number of steps that particles are likely to preform is
relatively low (Hassan et al. 1991; Hassan and Church 1992; Gintz et al. 1996;
Wong et al. 2007). Poor performance of the models was observed for multi-peak
long floods and complex channel morphologies that include well developed bars
(Hassan and Church 1992; Gintz et al. 1996). Studying the influence of bars on the
step length of particles, Pyrce and Ashmore (2003a, b, 2005) reported a departure
from the gamma distribution which was due to the modulating effect of channel
bars and riffle-pool on the travel distance. They demonstrated that the travel dis-
tance of particles corresponds to mean spacing of bars and riffle and pool mor-
phologies. Working on steep channels, Lamarre and Roy (2008) demonstrated the
strong effect of channel morphology on travel distance.

Recently, the stochastic approach of Einstein has been questioned such as the
definition of characteristic time of entrainment and deposition rates, fluctuation in
the fluid movement, and abnormal diffusion of particles (e.g., Ancey et al. 2008).
For example, using sediment transport data from gravel bed streams, Nikora et al.
(2002) suggested three scales (temporal and spatial) with different diffusion regimes
to describe the longitudinal and transverse diffusion of bedload particles. The first is
the local range (ballistic diffusion) which corresponds to ballistic particles between
two successive collisions with static bed grains. The second is the intermediate
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range (normal or anomalous diffusion) which corresponds to particle trajectory
between two successive periods of rest. Finally, the global range (subdiffusion)
which is corresponds with particle trajectory that consists with many intermediate
range particle trajectories. Most traditional research on the topic has assumed that
the distributions of the step length and rest period have a well-defined mean and
characteristic amount of variability suggesting that the advection-dispersion equa-
tion should describe the movement of sediment in streams (e.g., Bradley et al. 2010;
Ganti et al. 2010; Hassan et al. 2013). Furthermore, over a very wide range of scales
and when the pattern of particle displacement is controlled by multiplicity of
mechanisms, Ganti et al. (2010) argued that particle advection/dispersion may no
longer be described by classical advection/dispersion model which is based on
constant downstream dispersion. In a variety of settings, fractional advection dis-
persion equations have been used to model environmental transport over a wide
range of scales (e.g., Schumer et al. 2003; Bradley et al. 2010; Foufoula-Georgiou
and Stark 2010). Ganti et al. (2010) proposed a theoretical model to study bedload
dispersion on the streambed. They restricted their model to describe a set of situ-
ations that might lead to anomalous dispersion of tracers. For a mixture of sediment,
Ganti et al. (2010) discussed how a heavy-tailed power law density function of
travel distances can result from the marginal density of two thin-tailed densities: a
conditional exponential density of step travel distance given particle size with a
gamma distribution of grain sizes. To explore the applicability of heavy-tailed
distributed step lengths, Bradley et al. (2010) reanalyzed the classic data collected
by Sayre and Hubbell (1965) for sand bed rivers. Bradley et al. (2010) developed a
model similar to the one proposed by Sayre and Hubbell assuming a heavy-tailed
distribution of particle step lengths. To improve the performance of their model,
they partitioned the tracers into detectable mobile phase and undetectable immobile
phase. They concluded that fractional-order models match the observed plume
shape and growth rates better than classical step length models. These results
contrast Nikora et al. (2002) suggestion that anomalous super-diffusive exists as a
preasymptotic local range within which the correlated particle motion dominates
transport. Flume experiments conducted by Martin et al. (2012) yielded super-
diffusive step length distributions that persisted after sediment was well mixed in
the flume. On the other hand, Furbish et al. (2012b) suggested that the anomalous
particle movement behavior may be the result of periodicities in the particle motion
rather than super-diffusive step length. Recently, Roseberry et al. (2012) showed
that the step length distribution is more exponential like than heavy tailed.

13.4.3 Mean Travel Distance and Virtual Travel Velocity

One way to estimate travel distance of each fraction is to characterize the relative
mobility of grains is to quantify the scaled average distance moved by tracers in
each size class during a single flood as a function of grain size (Church and Hassan
1992; Hassan and Church 1992). For example, the scaled travel distance was found
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to decrease with the increasing grain size for coarse grains (Church and Hassan
1992; Hassan and Church 1992; Ferguson and Wathen 1998; Ferguson et al. 2002;
Haschenburger 2013). Wilcock (1997a) confirmed the relation between the scaled
travel distance and particle size but asserted that such relation applies for the
condition when material finer than the median size of the bed material is fully
mobile while the coarser fractions are within the state of partial mobility. Recently,
MacVicar and Roy (2011) showed that a power law function describes the decline
in the travel distance with particle size for free surface particles in forced riffle-pool
morphology of the Mores Creek.

The relation between the Vb and the flow properties is another practical relation
for the estimation of the sediment transport rate using the dispersion parameters of
the tracer particles. The concept was introduced by Einstein in 1937; Stelczer
(1981) considered the virtual travel velocity of particle as a great contribution to the
description of the process of bedload transport in streams. Sayre and Hubbell
(1965) used the concept to estimate sediment transport rates in a sand bed river and
flume experiments. However, Sayre and Hubbell (1965) show a wide scatter in the
Vb even under the same flow conditions. This is likely due to the increase in the
number of stationary particles because of the increase in the buried proportion of
the tracer particles (Ferguson and Wathen 1998; Bradley et al. 2010; Haschenburger
2011b). Relating both the virtual travel velocity and travel distance to stream power
calculated for the maximum peak flow or the total stream power above the threshold
for movement yielded scatter data with weak correlation (Hassan et al. 1992;
Haschenburger and Church 1998; Schneider et al. 2014). One of the main controls
on the virtual velocity is the burial depth which is likely to slow down the
downstream dispersion of tracer particles (e.g., Ferguson and Wathen 1998;
Ferguson et al. 2002). Burial depth is likely to determine the timing and the
duration of movement of particles within the active layer, deeply buried particles
are likely to move later during the event and for shorter duration (Hassan and
Church 1994; DeVries et al. 2001; Wong et al. 2007).

An implementation of Eq. (13.38) requires some knowledge of the depth of the
active layer and particle. The depth of the active layer has been inferred from the
probability distribution of depth of burial of tracers as well as from direct mea-
surements of scour and fill over the event scale (Hassan 1990; Hassan and Church
1994; Wilcock 1997b; Haschenburger 1999, 2013; DeVries 2002). The distribution
of burial depth of coarse bed material tends to follow an exponential distribution for
a single-peaked flood (Hassan and Church 1994). Furthermore, Hassan and Church
(1994) showed that a single event can bury the tracer particles up to five times the
median size of the bed material.

13.4.4 Thickness of Active Layer

Information on the thickness of the mobile bedload layer with characteristics of
particle displacement and dispersion enable the estimation of the volume of bedload
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transport during a flood event (Hassan and Ergenzinger 2003; Haschenburger and
Church 1998; Houbrechts et al. 2012; Laronne et al. 1992; Sear (1996); Wong et al.
2007). The thickness of the layer influence sediment transport model mass bal-
ancing and prediction of degradation and aggradation in streams (DeVries 2002).
Wilcock et al. (1996) related the thickness of the active layer to the local bed shear
stress and the d90 of the bed material. They reported that particle exchange asso-
ciated with bedload transport occurred to a thickness of 1.7d90 at a dimensionless
shear stress of 0.035. Field and experimental research linked the thickness of the
active layer to the flow strength in streams (Hassan et al. 1992; Wilcock and
McArdell 1997; Haschenburger and Church 1998; Wong et al. 2007; Houbrechts
et al. 2012; Schneider et al. 2014). Houbrechts et al. (2012), for example, showed
that the thickness of the active layer positively correlated with the specific stream
power estimated for the peak flow of the mobilizing event. However, limited field
evidence suggests a value of 2d90 as an upper limit of the active layer (Wilcock
et al. 1996; DeVries 2002; Haschenburger 2011a, 2012). Based on the probability
distribution associated with bed elevation fluctuations and structure functions for
variation in the entrainment and deposition rates with depth below the mean active,
Parker et al. (2000) developed vertically continuous version of the Exner equation
of sediment continuity for multiple grain sizes.

13.4.5 Vertical Mixing of Particles

Marked tracer particles offer a unique approach for studying of the dispersion of
sediment within the active bed layer, bed surface composition and evolution. As
part of the fluvial sediment dispersion process, part of the surface particles vertically
exchange to the subsurface while a proportion of the subsurface material become
exposed on the surface due to scour and fill. The vertical exchange within the active
layer involves both active mobile gravels and passive stationary stones (Hassan
1990; Haschenburger 2011a, 2012). The vertical mixing of sediment and burial
depth of tracer particles is likely to be accomplished in most cases by random scour
and fill in gravel bed streams. This is not the case in sand bed stream where
bedforms such dunes and antidunes dominate the channel morphology. Vertical
sorting in the dune regime has been shown to be too complex to explain in terms of
active layer (Ribberink 1987).

As mentioned before, the depth of the active layer depends on flow magnitude
and duration, bed surface texture and structure (e.g., armouring) and channel
morphology (Hassan and Church 1994; Haschenburger 1999; DeVries 2002; Wong
et al. 2007). Particle entrainment, waiting time, and travel distance depend on the
relative location of the particles within the active layer; deeply buried particles are
likely to be entrained late in the flood, move short distances and have a relatively
long waiting time.

At the event scale, the burial depth of individual particle varies with no simple
relation to particle size (Hassan 1990; Hassan and Church 1994; Ferguson and
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Wathen 1998; Ferguson et al. 2002; Gottesfeld et al. 2004; Hassan et al. 2008).
Single-peaked and short flow events yielded exponential distribution of burial depth
of the individual particles, whereas, multi-peak and long events resulted in uniform
distributions (Hassan and Church 1994). Observing the movement of gravels over
sand bed stream, Hassan et al. (1999) reported that the gamma distribution fit the
burial distribution of individual particles. This could be due to the dunes that
dominated the bed channel during floods (Carling et al. 2000). Using on flume
experiments, Wong et al. (2007) reported an increase in the depth of exchange and
bed mobility as the flow magnitude or duration increases; an outcome supported by
field observations (e.g., Schick et al. 1987; Hassan 1990; Haschenburger 1999).
Finally, using a long-term data set that span 17 years, Haschenburger (2011b,
2013), evaluated the depth of burial and vertical mixing over a long flood series.
The vertical mixing of particles through the monitoring reaches was very rapid;
within one to eight events, the mean burial depth reached two times the thickness of
the bed surface layer (Haschenburger 2011a). A consistent pattern of particle
exchange was achieved after the tracers particles become well mixed within the
sediment exchange layer (Haschenburger 2011a, 2012).

Few vertical mixing models have been developed for both sand and gravel bed
streams. Crickmore and Lean (1962) developed a two layer vertical mixing model
assuming that the upper “half layer” on the zone of motion moves more frequently
than particles in the lower half. They assumed that when motion occurs, there is a
complete mixing between the layers. Full mixing and uniform vertical distribution
of particles within the active layer are the main assumptions in Sayre and Hubbell
(1965) model. In gravel bed rivers, Schick et al. (1987) developed a two layer
model, surface and subsurface, for mixing of coarse bedload. The time for equi-
librium exchange depends largely on the level of armouring and the magnitude of
the mobilizing events (Schick et al. 1987). Using the extensive Carnation Creek and
Allt Dubhaig data sets, Haschenburger (2012) successfully applied Schick et al.
(1987) two layers model. The model that Hassan and Church (1994) developed
consists of ten layers in which part of the particles move and change their vertical
location while the rest remains in the same layer. The model is based on the
assumption that both particle entrainment and travel are exponentially distributed.
The model yielded an exponential decline in the vertical distribution for small
events and well armoured surfaces. After many events, the model yielded a uniform
distribution. Based on extensive data set collected from the Allt Dubhaig, Scotland,
Ferguson and Hoey (2002) developed Markov model of exchanges between three
layers of sediment. An equilibrium of exchange was achieved between three and
five years for the study creek.

13.4.6 Characteristics of Sediment Transport at Reach-Scale

Detailed descriptions of the spatial and temporal variations in sediment transport are
prerequisite information for understanding the sediment transport physics and for
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the development of predictive models. Short-term variations in the sediment
transport rate have been documented in the field. At the single event scale, the
sediment transport rate on the rising limb of the hydrograph is often higher than that
on the falling limb (clockwise hysteresis). This variation is attributed to changes in
sediment supplied and within channel storage between floods which is mobilized as
soon as flows increase. A counter clockwise hysteresis in the sediment transport rate
is typical of well-packed and armoured stream bed where little sediment moves
until the armoured layer is disrupted. After the disruption of the armour layer,
usually at peak flow, relatively large amounts of sediment are transported during the
falling limb of the hydrograph (Milhous 1973; Reid et al. 1985). However, due to
temporal changes in sediment storage and supply, both types of hysteresis could be
observed in the same stream (Gomi and Sidle 2003). In addition to sediment supply
and the partial destruction of armouring, it has been suggested that short term
variations result from the differential pattern of scour and fill in relation to channel
morphology, the fluctuations in flow velocity, the development and destruction of
small scale bed forms such as pebble clusters, stone cells, and micro-scale eddies
developing around large obstacles (Reid et al. 1985; Hassan and Reid 1990), and
episodic sediment supply (Benda and Dunne 1997; Church et al. 1998).

At a longer time scale, variation in the sediment transport is associated with
sediment supply from slopes and banks and sediment storage in bars and pools. For
example, Dietrich et al. (1989) and Ryan (2001) linked the temporal variations in
sediment transport to the sediment supply from outside the channel system. Inputs
from mass movement increase the sediment supply to channels and hence dictate
the sediment transport in streams. Large inputs of sediment from mass movement
events may have a long-term influence on the sediment transport rates and texture
and may result in complex channel morphology. Deposition of large inputs of
sediment from mass movement events may create a wedge of sediment that will
persist for decades to centuries and might result in the movement of sediment in
pluses or waves along the channel (e.g., Benda 1990; Roberts and Church 1986;
Miller and Benda 2000; Benda and Dunne 1997).

Based on flume and field measurements, three stages of sediment transport have
been identified: (1) phase I consists of overpassing sand, (2) phase II occurs during
the partial mobility of sediment, and (3) phase III occurs during the full mobility
conditions (e.g., Jackson and Beschta 1982; Andrews 1983; Ashworth and
Ferguson 1989; Wilcock and McArdell 1993, 1997; Zimmerman and Church
2001). In phase I fine sediment (mainly sand) move over static bed (no local
scouring); phase II occurs during high flows when coarser material is locally
entrained; and phase III occurs during the heights flows under conditions of full
mobility of all sizes on the bed surface. In natural streams, phase II is the most
dominant stage for the mobilization of local coarse sediment while phase III occurs
during relatively extreme events. Therefore, phases II and II are likely to influence
the channel morphology. However, the relative importance of the three phases
largely depends on the degree of bed surface armouring/structuring and the sedi-
ment supply (amount and texture) into the channel. Working in St. Louis Creek, a
boulder-cobble stream, Ryan and Troendle (1996) related the sediment transport
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phase to the flow conditions relative to the bankfull discharge. They reported that
phase I was in effect at half bankfull discharge, and phase II was observed between
70 % and 100 % bankfull discharge. Since they did not observed phase III in study,
we speculate that this phase is associated with a flow beyond bankfull discharge.

13.4.7 Bedload Capacity Formulas

A large quantity of bedload capacity formulas have been proposed since the first
“modern” effort of DuBoys, in 1879 (review in Mavies et al. 1935). Its derivation
entails pure theoretical arguments (e.g., Einstein 1950), best fit analysis between
normalised sediment transport rates, measured in the field or in laboratory flumes,
and non-dimensional parameters deduced by dimensional analysis (e.g., Ackers and
White 1973) or a combination of both (van Rijn 1984). In any case, the parameters
of the formulas must be calibrated with experimental data and validated with
independent data.

Below is a non-exhaustive set of topics for discussion on existing bedload
capacity predictors.

• In general, capacity formulas incorporate average hydraulic conditions and
express mean transport rates or concentrations. However, sediment transport is
highly intermittent in time and heterogeneous in space. Hence, mean values
from collected samples may not represent the actual transport rate due to scale
issues (Ballio et al. 2014); data collection should take place over a time interval
larger than the characteristic time scale of the bedload fluctuations. In field
studies, pit traps (Milhous 1973) provide adequate information while in the
laboratory image analysis of video-footages (Roseberry et al. 2012) may rep-
resent an alternative.

• Bedload formulas can be classified as probabilistic (e.g., Einstein 1950) or
deterministic (e.g., Bagnold 1956). Some explicitly include physics of bedload
transport at grain-scale. For instance, classic probabilistic formulas of Einstein
(1950) or Paintal (1971b) embed upscaling arguments to express reach scale
motion based on criteria for single particle entrainment. Other formulas
acknowledge that particles move preferentially when subjected to high-velocity
turbulent bursts (Nelson et al. 1995; Cao 1997; Ferreira et al. 2009). Such flow
structures must penetrate the laminar sub-layer (for low values of X, Gyr and
Schmid 1997) or deep into the region between troughs and crests of roughness
elements (Lacey and Roy 2007; Ferreira et al. 2010). Yet, some classic deter-
ministic formulas include physics only indirectly in the correlation between
mean flow non-dimensional flow parameters and mean non-dimensional trans-
port rates (Meyer-Peter and Müller 1948; Brownlie 1981). Attempts to trans-
form these predictors into stochastic formulas for poorly sorted sediment
mixtures have been undertaken (Kleinhans and van Rijn 2002).
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• Most capacity formulas are developed and calibrated from specific conditions of
shear stress, discharge, bed conditions. The basic rule is to use the one whose
conditions best approximate those of the problem at hand. Note that river, but
most have been calibrated using the same data set (e.g., Oak Creek–Parker and
Klingman 1982; Wilcock and Crowe 2003; Parker 2008) and many have been
validated with laboratory data only (e.g., Wu and Yang 2004; McEwan et al.
2004; Ferreira et al. 2009).

Two examples of capacity bedload predictors are presented next, as examples of
probabilistic (Sun and Donahue 2000) and deterministic (Wilcock and Crowe 2003)
predictors.

Closely following Einstein (1950), Sun and Donahue (2000) employed proba-
bility concepts, mechanical formulations and experimental data to develop and
validate a bedload transport capacity function for poorly sorted sediment mixtures.

The exchange of sediment particles between resting and active states is modelled
with a continuous-time Markov process. The dimensionless particle average
velocity and duration of single-step motion are functions of the Shields parameter
for each size fraction. The probability of incipient motion for kth grain-size fraction,
ak, was derived considering random properties of forces and moments acting on a
particle of that grain-size. They obtained:

ak ¼ 1� 1ffiffiffiffiffiffi
2p

p
Z2:7
ffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0822wk

p
�1ð Þ

�2:7
ffiffiffiffiffiffiffiffiffiffiffiffiffi
0:0822wk

p
þ1ð Þ

e�0:5x2dx ð13:39Þ

Flow intensity is defined as the reciprocal of the grain Shields parameter, corrected
by a shelter-exposure coefficient:

wk ¼
qðwÞðs� 1Þgdk

s00

d
_

dk

 !0:5

r�0:25
g

where s00 ¼ qðwÞgR0
hJ is the bed shear stress associated to grain roughness, R0

h is the
hydraulic radius associated to grain roughness, rg is the geometric standard devi-

ation (see, e.g., Garde and Ranga Raju 1985) and d
_

is the mean diameter. Including
the estimates for particle average velocity, duration of single-step motion and
probability of entrainment [Eq. (13.39)] in the probabilistic equation of mass flux
Sun and Donahue (2000) obtained the dimensionless bedload capacity formula for
the kth grain size:

/sk ¼ 0:3fk
ak

w3=4
k 1� akð Þ

ð13:40Þ
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where fk is the fraction of the grain size in the bed (although it is not clear if the
authors meant the substrate or the surface). The key disadvantage of this model is
that the transitional probabilities are only suitable for discrete-time Markov process.
Validation of this formula took place with total transport data, not fractional bed-
load rates.

Wilcock (1998) and Wilcock and Kenworthy (2002) introduced the role played
by the fraction of sand in the bed surface enhancing bedload transport of a mixture
of composed of two fractions of sand and gravel. These previous works were
extended to poorly-sorted mixtures of a finite number N of grain classes by Wilcock
and Crowe (2003). They proposed a surface-based bedload approach (Parker 1990;
Parker 2008) in which the fraction of sand on the surface is explicitly included. The
“all or nothing” drawbacks of considering a critical shear stress for a given grain
size dk are overcome by considering a reference dimensionless shear stress Yrk
associated to a very low dimensionless sediment transport (W* = 0.002). The
formulation proposed is expressed in terms of dimensionless fraction sediment
transport rate for the kth grain size W�

k :

W�
k ¼ ðs� 1Þgqsk

Fku3�
ð13:41Þ

where Fk is the surface fraction of the kth fraction and qsk is the volumetric sediment
transport rate per unit channel width for the ith grain size. Note that qsk drops to
zero when Fk = 0, i.e. when a particular grain size is not present on the bed surface.
The total sediment transport qs is obtained after summing up the partial contribu-
tions qsk of all grain sizes in the mixture.

The dimensionless sediment transport rate W�
k is obtained by:

W�
k ¼ 0:002#7:5; #\1:35

14 1� 0:894
#0:5

� �4:5
; #	 1:35



ð13:42Þ

where / is defined as the hiding/exposure function such that

# ¼ Ysg
Yssrg

dk
dg

� ��b

ð13:43Þ

where dg is the geometric mean size of the mixture, Ysg is the dimensionless shear
stress (Shields number) associated to dg and Yssrg is the reference dimensionless
shear stress associated to dg which is obtained by

Yssrg ¼ 0:021þ 0:015 e�20Fs ð13:44Þ

where Fs is the fraction of the sand in the surface. Lastly, the exponent b is
computed by
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b ¼ 0:69

1þ e
1:5�dk

dg

� �

Given a flow condition (characterized by the boundary shear stress s0 or a surrogate
as u�), and the grain size distribution of the mixture (represented by the surface
fractions Fk, its geometric mean size dg and the sand fraction Fs), the reference
shear stress of the mixture is calculated by (13.44). After evaluating the exponent b
(which varies for each grain size), the hiding/exposure function is calculated by
Eq. (13.43). This result is plugged into (13.42) to obtain W�

k and finally the frac-
tional transport rate is obtained by solving (13.41) for qsk.

The total sediment transport rate for both above predictors is

qs ¼
XN
k¼1

qsk ð13:45Þ

13.5 Measuring Sediment Related Quantities

Reliable measurements of sediment transport in streams, especially bed material
load, are one of the hurdles in the development and the calibrations of transport
models. The focus of the short review here is on bed load because of the relative
importance of this mode of transport to channel stability and morphology and
difficulty in obtaining reliable field measurements. Furthermore, bed load occurs
under relatively high flow conditions and for a relatively short period of time and
therefore difficult to measure. Wide range of methods has been used to measure bed
load including sampling devices, pit traps, or magnetic detection devices, and
observe weir ponds and tracers. This is particularly true in steep cobble-boulder
channels in which the operation of bed load sampling devices is difficult.

Bed load sampling devices is the most common used method to estimate sedi-
ment transport rate and texture in streams. Over the last 100 year, a large number of
sediment transport samplers have been developed. The Helley-Smith sampler is the
most commonly used, however, it was designed for use in coarse sand and granule-
gravel beds (Helley and Smith 1971) and is known to produce biased results in
coarse materials (Sterling and Church 2002). Sediment transport samplers provide
site specific or cross-sectional averages of transport rate and sediment texture. To
represent spatial and temporal variations and in order to derive a reasonable esti-
mates in sediment transport, a large number of samples is needed, which is labour-
intensive and expensive task (e.g., Emmett 1980; Hubbell et al. 1985; Ryan and
Emmett 2002; Gray et al. 2010). Although the Helley-Smith sampler has been
widely used, especially in the US, there is little agreement as to what is considered
to be a valid sampling scheme in any fluvial system (Ryan and Troendle 1996).
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The best sampler for obtaining true sediment transport rates in gravel bed rivers is
unknown.

Weir ponds and pit traps have been deployed successfully in small streams wide
range of environments (e.g., Milhous 1973; Hayward 1980; Reid et al. 1980;
Sawada et al. 1983, 1985; Kuhnle 1992; Reid and Laronne 1995). Traps are
assumed to yield relatively good estimates of sediment transport rate and event bed
load transport (Reid et al. 1980; Hassan and Church 2001). Weir ponds provide
volumetric total bed material transport between surveys and particle size distribu-
tion of the integrated sample (e.g., Ryan and Troendle 1997; Gomi and Sidle 2003).
Data of this nature provide a record of long-term sediment yield but the information
is limited in temporal detail (Troendle et al. 1996).

Surrogate methods (e.g., active and passive sensors) for the estimation of sed-
iment transport have been the focus of much research in the last few years. A
comprehensive review of the surrogate methods can be found in Gray et al. (2010).
The active sensors include acoustic Doppler current profilers (ADCPs), sonar,
radar, and smart sensors. Passive sensors include geophones (pipes or plates) in
direct contact with the streambed, hydrophones deployed in the water column,
impact columns, and magnetic detection. The most developed ADCP for sand and
geophones for gravel (Gray et al. 2010). However, most of these methods require
both laboratory and field calibration.

Tracers can help solve some of the difficulties of obtaining reliable estimates of
sediment transport using sampling devices. Hassan and Ergenzinger (2003) provide
a comprehensive review of the available techniques. Passive and active tracers can
be used to estimate volumetric sediment transport, three-dimensional dispersion of
sediment, and flow competence, but their deployment and recovery is labour-
intensive. Using particle kinematics, Wong et al. (2007) (see also Wilcock 1997a)
detailed three methods to estimate sediment transport using tracers. In a compre-
hensive study Houbrechts et al. (2012) compared sediment transport estimates
calculated using tracers data with data from Helley-Smith and dredged material
show that the tracers’ method yielded poor results. Therefore, practical relation for
the estimation of sediment transport using individual grain movement characteris-
tics is still an open question.

13.6 Summary and Recapitulation

This chapter summarizes some of the most important issues with regards the
transport of sediment as bedload in fluvial systems. The theoretical functional
relations describing both the initiation of motion and the sediment transport are
introduced. These relations depend on the basic variables that characterize the mean
flow properties and the sediment parameters. With regards the classical problem of
the initiation of motion of particles, it has been treated both at a grain level
(accounting for a force and moment balances acting on a grain) and from channel
perspective. The first approach represents a particular version of the aforementioned
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functional relations. The second approach introduces the resulting expressions for
the initiation of motion at a grain level and integrates them at a reach scale
accounting for the stochastic nature of flow. This perspective results in a strategy to
analyse the onset of motion at river reach scale that encompasses the deterministic
response of a particle to be entrained or stay at rest depending on the forces and
moments balances acting on it with the nature of the flow, which in turn is the cause
of the particle movements. This procedure has been applied to a set of laboratory
experiments. Finally, another way of quantifying the sediment transport rate in
rivers is presented. This approach consists of tracking the travel distances of set of
particles (tracers) on the river bed. By doing this sediment transport rate that, in the
end, results from the interactions between the flow and the particles on the river bed
surface, the nature of which has demonstrated to have an important stochastic
behaviour, is converted to a lumped statistic distribution. Finally, some field and
laboratory techniques for measuring sediment transport, accounting for its inherent
fluctuations are introduced.
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Chapter 14
Recent Advances from Research
on Meandering and Directions for Future
Work

Ana Maria Ferreira da Silva

Abstract This paper presents a review of the present understanding of the kine-
matics of meandering flow, and its relationship to bed deformation as well as
downstream migration and lateral expansion of meander loops. Taking into account
the conditions prevailing in natural, low-land alluvial meandering rivers, the paper
focuses primarily on the behaviour of streams having “large” values of width-to-
depth ratio. The present review is preceded by a brief description of meandering
defining geometric characteristics, as these are invoked throughout this manuscript.
The paper is also used as an opportunity to outline future directions for research.
These involve matters related to the topics under consideration that remain obscure
and which, in the writer’s view, constitute subjects particularly worthwhile as future
research topics for their scientific as well as practical significance. More specifi-
cally, these concern the nature and analytical formulation of meander wavelength;
the value of width-to-depth ratio beyond which the effect of cross-circulation
becomes of secondary importance where the meandering bed deformation is con-
cerned; and, finally, the unification of present methods of determination of mean-
dering planimetric evolution with the principle of self-formation of alluvial streams
as expressed by regime theory.

Keywords Meandering rivers � Flow kinematics � Bed deformation � Bank
deformation � Morphological evolution

14.1 Introduction

Following Leopold and Wolman (1957), streams are commonly classified as
straight, meandering and braiding, with meandering being by far the plan shape
most frequently acquired by natural streams. As such, meandering has been
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attracting the attention of scientists and engineers for a long time, with the first
systematic studies on the topic dating from the later part of the 19th century (see,
e.g., Thomson 1879; de Leliavsky 1894; Jefferson 1902; see also Fargue 1908;
Engels 1926). An excellent review of this early research was provided by Leliavsky
(1959). Since the publication of the just mentioned works, and especially over the
past 60 years, meandering became the object of intensive research. This has resulted
in a voluminous body of literature covering different aspects of meandering, with
contributions by specialists from a variety of fields such as physical geography and
geomorphology, fluid mechanics and fluvial hydraulics, and including theoretical
and numerical research, as well as laboratory and field investigations.

While much debate is still ongoing on several aspects of meandering, a great deal
of progress has been achieved in the understanding of the nature of meandering flow,
and how this determines bed deformation as well as meandering downstream
migration and lateral expansion patterns. This paper focuses primarily on these
aspects. Its objective is to provide a synopsis of the state-of-the-art, and at the same
time outline matters related to the topics under consideration that remain obscure and
which, in the writer’s view, form particularly worthwhile subjects for future research,
for strictly scientific reasons as well as reasons related to river engineering practice.

Taking into account the conditions prevailing in natural alluvial meandering
streams, the paper centres on research specifically addressing the behaviour of
streams having “large” values of width-to-depth ratio. The matters under consid-
eration in this paper can be quite involved, as often different phenomena co-exist in
meandering streams. To illustrate this point, consider the nature of the deformed
bed in a meandering stream. In addition to the characteristic large scale pool-bar
formations (or complexes) invariably occurring once per meander loop and strictly
caused by the meandering of the stream, bed forms due to other reasons, such as
ripples, dunes and bars may be superimposed on them. This paper, however, is
restricted to those essential aspects or features of alluvial meandering streams that
are always present, and thus can be viewed as forming the essence of the mean-
dering phenomenon.

14.2 Defining Geometric Characteristics of Meandering
Streams

In nature, different meandering streams exhibit different flow widths and depths,
grain size distributions, flow regimes, etc., and in any given stream the conditions
vary to a smaller or larger extent, from one meander loop to another. Yet, despite
their differences, meandering streams share some essential, defining geometric
properties. Since these properties will be invoked throughout this paper, it seems
worthwhile, for the sake of clarity, to devote this section to their description. The
following is also used by the writer as an opportunity to discuss existing formu-
lations of meander wavelength and related views.
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14.2.1 Meander Wavelength

(i) Following the works by Inglis (1947), Leopold and Wolman (1957) and Zeller
(1967), among others, it has become clear that the meander wavelength KM

(see the definition sketch in Fig. 14.1) is directly proportional to the flow width
B, i.e., that

KM ¼ nMB ð14:1Þ

where nM stands for the proportionality factor.
The realization of this fact has, over the years, prompted a number of authors
to produce plots of meander wavelength versus B using data from various
sources. To the best knowledge of the writer, the most recent of such plots are
by Yalin and da Silva (2001) and Soar and Thorne (2001) (see Fig. 14.2a, b).
Observe that Fig. 14.2a, which was produced by adapting and extending
Fig. 13.12 in Garde and Raju (1977), includes data not only from alluvial
streams, but also from meltwater channels on ice and meanders of the Gulf
Stream. These data are from Leopold et al. (1964), who appear to have been
the first to realize that “the meander pattern of meltwater channels on the
surface of glaciers have nearly identical geometry to the meander bends in
rivers” and that “the geometry in plan view of meanders in the Gulf Stream is
also similar to that of rivers”. It should be noted that, as pointed out by
Leopold et al. (1964), p. 302, the “meandering channels on ice are formed
without any sediment load or point-bar construction by sediment deposition”,
and that the meanders on the Gulf Stream too occur “… without debris load

Fig. 14.1 Definition sketch
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and, in this instance, without confining banks”. Considering this, Yalin (1992),
p. 161, defined meandering as a “self-induced plan deformation of a stream
that is (ideally) periodic and anti-symmetrical with respect to an axis, x say,
which may or may not be exactly straight”—where the term self-induced is
used to imply that the deformation is induced by the stream itself, as opposed
to being forced upon the stream by its environment. The term “meandering” is
used throughout this paper in the sense implied by this definition.

(ii) Two different views regarding the nature of Eq. (14.1) emerge from the lit-
erature, either explicitly or implicitly. The first view is that KM is theoretically
(i.e., ideally) a fixed multiple of channel widths (or, in other words, that
nM ¼ const; irrespective of stream size, flow conditions, physiographic set-
ting, etc.). This view seems to pervade present river engineering practice, and
especially be followed in stream restoration and re-naturalization guidelines,
where a single value of nM is often suggested for all practical applications (see,
for example, USDA 2007). Rinaldi and Johnson (1997) pointed out the
dangers of such practice, using as examples streams from the Piedmont
province in central Maryland, U.S.A. The just mentioned work, just like
Fig. 14.2a, b (see also Seminara 2006), highlights the large variation in the
values of KM , which in reality range from ≈4B to ≈20B. Thus, the second
view is that if nM is treated as having a constant value, then Eq. (14.1) can be
viewed as valid only for the average meander wavelength, i.e., as a relation-
ship meant to capture the average meander wavelength of a large number of
meanders existing under an equally large set of flow conditions and geo-
graphic settings (see, e.g., Yalin and da Silva 2001). In this sense, the fact that
different authors arrived at different values of nM [e.g., 6 according to Yalin
and da Silva (2001), 6.06 according to Inglis (1947), 10.23 according to Soar
and Thorne (2001); while Leopold and Wolman (1960) proposed the equation
KM ¼ 10:9B1:1, in which KM and B are in feet] is merely a reflection of the

Fig. 14.2 Plots of meander wavelength KM versus flow width B: a Adapted from Yalin and da
Silva (2001); b Adapted from Soar and Thorne (2001) (dashed lines mark KM ¼ 4B and
KM ¼ 20B)
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fact that the datasets they used to determine the average value of nM are
different, and not large enough to eliminate the effect of sample size when
determining the ‘true’ average value of this proportionality factor.
Yalin and da Silva (2001) attributed the variation in values of KM to the strong
“random element” in natural meandering streams. However, while this cer-
tainly plays a role in the ‘scatter’ exhibited by the data around the ‘best fit’
lines in Fig. 14.2a, b, a possibility that cannot be excluded is that the scatter is
also a reflection of nM being a function of some variables—even if this
function is not yet known. To further discuss this point, consider the case of
alternate bars, also known as single-row or one-row bars, and which, as is
well-known, are closely related to meandering. A recent plot of measured
values of Ka=B versus B/D due to Boraey (2014), and including all the readily
available data from the literature, is shown in Fig. 14.3 (for references to the
data sources in these figures, see Boraey 2014 or, alternatively, Boraey and da
Silva 2014). Here Ka is alternate bar length and D is representative grain size
(=D50). Figure 14.3a corresponds to the case of alternate bars produced under
rough turbulent flows; Fig. 14.3b, to that of bars produced by flows in the
transitional regime of turbulent flow (note that the reason for using B/D as
abscissa in these plots is irrelevant to the present discussion). Figure 14.3a, b
clearly illustrate the fact that the length of alternate bars too, varies within a
wide range [≈4B–18B, on the basis of Fig. 14.3a, b, which is in agreement
with previous statements by Ikeda (1984), Rhoads and Welford (1991),
Welford (1993) and Bridge (2003)]. Yet, from the independent works by Ikeda
(1984) and Boraey and da Silva (2014) (see also Boraey 2014), it follows that
alternate bar length is best expressed as Ka=B ¼ na, where na is not a constant,
but rather a function of B/h and h/D (even if the exact form of this function is
still under investigation). It thus seems only natural to expect the propor-
tionality factor nM in Eq. (14.1) to be a function of some variables. It would be
particularly worthwhile to explore this possibility in the future, especially for
its implications for river engineering practice.

Fig. 14.3 Plots of normalized alternate bar length Ka=B versus B/D (after Boraey 2014): a bars
produced under rough turbulent flows; b bars produced under transitional flows
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14.2.2 Plan Shape of a Meandering Stream

(i) As demonstrated by Leopold and Langbein (1966), Langbein and Leopold
(1966), the centrelines of natural, regular meandering streams closely follow
the “sine-generated curve”, given by

h ¼ h0 cos 2p
lc
L

� �
ð14:2Þ

(see Fig. 14.1 for the meaning of symbols in this equation).
As is well-known, Eq. (14.2) was introduced by the aforementioned authors as
an approximation to the closed form integral resulting from the probabilistic
derivation of meander path by von Schelling (1951), which rested on the
postulate that for a given length between two points, A and B (two consecutive
crossovers, say), a meander loop will acquire the shape corresponding to the
minimum overall (average) curvature. Yalin (1992) succeeded in deriving
Eq. (14.2) on a non-probabilistic and continuous basis, by treating the meander
path as a isoperimetric variational problem based on the postulate that if a river
is to turn in a meander loop having a given average curvature (squared), then
this loop must be such that the average rate of change (squared) of its curvature
is minimum. More recently, classical calculus of variations was also used by
Movshovitz-Hadar and Shmukler (2006) to formulate the meander path. These
authors, however, based their derivation on von Schelling’s assumption of
minimum overall curvature. [It should be noted that the term ‘irregular
meandering stream’ appears to be generally used in the literature to describe
any stream whose plan shape noticeably deviates from the sine-generated
curve. While the deviations can be the result of external factors such as terrain
irregularities or geological constraints, it appears that in the absence of such
factors there are nonetheless some definable (deterministic) patterns in the
shape of irregular meandering streams (see e.g. Kinoshita 1961; Hasegawa
1983), intrinsic to the phenomenon itself and requiring a physical explanation.
This topic, however, is outside of the scope of the present paper, and the reader
is referred to the works on the topic by, among others, Ikeda et al. (1981),
Parker et al. (1982) and Seminara et al. (2001).]

(ii) From Eq. (14.2) it should be clear that sine-generated channels exhibit a
continuous variation of the centreline curvature 1=R ð¼ �dh=dlcÞ along the
streamwise direction lc: at the crossoversOi (see Fig. 14.1), where lc ¼ 0, L=2,
L, …, etc., j1=Rj ¼ 0; at the apexes ai, where lc ¼ L=4, 3L=4, 5L=4, … etc.,
j1=Rj is maximum. Yalin (1992) (see also Yalin and da Silva 2001) has shown
that for sine-generated channels the sinuosity r ¼ L=KM can be expressed as

r ¼ 1
J0ðh0Þ ; ð14:3Þ
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while the dimensionless curvature B=R along the centreline can be expressed as

B
R
¼ ½h0J0ðh0Þ� sin 2p

lc
L

� �
ð14:4Þ

(or as a multiple of the right hand side of Eq. (14.4) if KM=B 6¼ 2p). Here
J0ðh0Þ is the Bessel function of first order and zero-th kind of h0. This
equation yields for the apex sections

B
Ra

¼ h0J0ðh0Þ: ð14:5Þ
Observe from Eqs. (14.3) and (14.5), whose graphs are shown in Fig. 14.4,
that both r and B=Ra are uniquely determined by h0. Note also that the
maximum possible value of h0; corresponding to J0ðh0Þ ¼ 0 and L; r ! 1;
is �138� ¼ 2:41 rad: However, in practice, this can never occur, for when h0
reaches the value �126� ¼ 2:20 rad ðr � 8:5Þ; the meander loops come into
contact with each other and the meandering pattern is destroyed. From
Eq. (14.5) (see also Fig. 14.4) it follows that the largest values of (dimen-
sionless) curvature at the apex occur for intermediate values of h0 (h0 � 70�),
and that B=Ra then gradually decreases with the increment of deviation of h0
from �70�:

(iii) As follows from subsequent sections, the streamwise variation in stream
curvature exhibited by freely meandering natural streams as reflected in the
sine-generated curve, and the fact that B=Ra is of the nature just described,
have far-reaching implications where flow patterns, modes and rates of bed
and bank deformation, etc., are concerned. It is therefore highly advanta-
geous to capture these properties when idealizing meandering streams for the
purpose of investigating the phenomenon. Yet, from the 1960s to the 1990s,
laboratory research on meandering was almost invariably carried out in
single circular bends (of various central angles) or sequences of adjacent
circular bends (for lists and reviews of such works see, e.g., Chang 1988;
Yalin and da Silva 2001). More recent works carried out in circular bends
include Blanckaert and de Vriend (2004), Zolezzi et al. (2005), Blanckaert

Fig. 14.4 Plots of J0ðh0Þ and
h0J0ðh0Þ versus h0
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(2010), Kashyap et al. (2012), among others. It is not until relatively recently
that more realistic idealizations of meandering streams, and in particular the
sine-generated curve, started to be frequently used in research. These include
the works by Hooke (1974), Hasegawa (1983) (see also Hasegawa and
Yamaoka 1983), Ikeda and Nishimura (1986), Whiting and Dietrich (1993a,
b), da Silva (1995), Termini (1996), da Silva et al. (2006), da Silva and El-
Tahawy (2008), Binns and da Silva (2009, 2011), Termini (2009), Termini
and Piraino (2011), Xu and Bai (2013). [It appears that, so far, only
Hasegawa (1983) and Abad and Garcia (2009a, b) used Kinoshita curves as
idealizations of irregular meandering streams.]

The contribution of the research on circular bends to the overall understanding of
processes in meandering rivers should not be minimized. However, as pointed out
by Yalin (1992), it is also important to keep in mind that such research has sig-
nificant limitations where explaining the behaviour of most natural, freely mean-
dering rivers is concerned. In subsequent sections, the focus is on results of research
carried out in sine-generated streams.

14.3 Meandering Flow Kinematics

In order not to encumber the explanations below, throughout this section it will be
assumed that the meandering streambed is flat (i.e., the bed cross-sectional profiles
are horizontal). If the streambed is movable, then the flat bed is assumed to rep-
resent the conditions at the beginning of an experiment (i.e., the “flat initial bed” at
time t = 0).

14.3.1 General

As is well-known, a meandering flow manifests itself as a three-dimensional
helicoidal fluid motion (Engelund 1974; Smith and McLean 1984; Chang 1988;
Nelson and Smith 1989). Following Yalin (1992), this motion can be viewed as
consisting of a laterally oscillating flow (the “convective base”; see Fig. 14.5a)
upon which the cross-circulation C is superimposed (see Fig. 14.5b). The cross-
circulation is induced by the channel curvature 1=R. The lateral oscillation of flow,
on the other hand, is induced by the streamwise variation of channel curvature
dð1=RÞ=dlc: the fluid mass shifts in all its thickness h periodically left and right as it
moves along lc (see Fig. 14.1 for the meaning of lc).

The amplitude of the lateral oscillation of streamlines (due to dð1=RÞ=dlc)
decreases as the bed is approached (Fig. 14.5a). As a result, a vertical straight line
segment 1–2 formed by fluid particles at a certain instant, one second later, say, will
be deformed into 10–20 as the fluid mass is shifted sideways. The related radial flow
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velocities, urb1 and urb2, are in the same r-direction; and the deviation angles at the
free surface, x1; and near the bed, x2;are of the same sign.

In contrast to this, cross-circulation produces a urC-diagram along z consisting of
one negative part and one positive part having equal areas (Fig. 14.5b). The radial
velocities urC1 (at the free surface) and urC2 (near the bed) are in the opposite r-
directions, and therefore the deviation angles x1 and x2 of its streamlines s1 and s2
are also of opposite sign. The vertical average of a urC-diagram is zero (Nelson and
Smith 1989; Yalin 1992). As pointed out by Yalin (1992), p. 191, “at any location
in the flow the ur-diagram is the sum of two components: the circulatory urC-
diagram, and the translatory urb-diagram”.

14.3.2 The Convective “Base”

The vertically-averaged streamlines of the laterally oscillating flow are between the
free surface and near bed streamlines s1 and s2 (see Fig. 14.5a). Since the deviation
between these is small, it follows that the plan behaviour of the lateral oscillations
of flow is very adequately reflected by the vertically-averaged counterpart of the
actual three-dimensional flow.

Fig. 14.5 Schematic representation of components of flow in a meandering channel (after Yalin
1992): a laterally oscillating flow induced by the streamwise variation in channel curvature;
b cross-circulatory motion
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Let us then consider the vertically-averaged flow in a meandering channel over a
flat bed. From the considerations above, it should be clear that the streamlines s of
this flow must necessarily form, in flow plan, laterally adjacent convergence-
divergence zones (in short, [CD]’s), as shown in Fig. 14.6. In this figure, s� is the
streamline separating two laterally adjacent (outer and inner) convergence-diver-
gence flow zones, each conveying half the flow rate Q. In sine-generated streams,
the pattern formed by the streamlines in plan view varies periodically along lc:
Hence the length of each convergence-divergence flow zone ([CD]) is L=2: At any
point P, let x be the deviation angle between the vertically-averaged streamline
passing through P and the longitudinal coordinate line l, as shown in Fig. 14.6.
Clearly, at the sections coinciding either with the upstream-end or the downstream-
end of a [CD], x is equal to zero. The sign of x remains either positive or negative
within each [CD]; and it alternates periodically along lc between positive and
negative (positive in a L=2-long divergence-convergence flow zone as in Fig. 14.6,
then negative for the subsequent L=2-long convergence-divergence zone, etc.).

It appears that the first systematic experimental study on the nature of the ver-
tically-averaged flow over a flat bed in sine-generated channels was carried out by
da Silva (1995), who used two channels having h0 = 30º and 110º and typifying
“small” and “large” values of h0: In these experiments, B = 0.40 m, hav � 3 cm, and
D ¼ 2:2 mm; KM=B ¼ 2p; B=hav � 13; ðcf Þav � 11: It was assumed that B=hav
was sufficiently large to represent “wide” channels (where the term “wide” is used
in the sense of Sect. 14.4.1.2(i)). Here hav is channel-averaged flow depth, D is
average size of the bed material and ðcf Þav is (channel-averaged) dimensionless
(Chézy) flow friction factor, determined from Eq. (14.1) in Yalin and da Silva
(2001). It should be noted that the results of the velocity measurements in the 110º
channel in these experiments are consistent with the free surface flow velocity
measurements that had been previously carried out Whiting and Dietrich (1993b) in
a 100º channel as well as the measurements of the vertically-averaged flow sub-
sequently carried out by Termini (1996) in a 110º channel. These experiments made
it clear that streams having small and large values of h0 possess distinctly different
locations of their convergence-divergence zones. But this means that the location of

Fig. 14.6 Laterally adjacent
convergence-divergence flow
zones in a meandering flow
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the [CD]’s in flow plan is not of a standard nature, but rather strongly dependent on
(at least) h0: Considering this, da Silva et al. (2006) extended the previous mea-
surements in da Silva (1995) by including also channels representing intermediate
values of sinuosity (h0 ¼ 50�; 70� and 90�), with the goal of revealing experi-
mentally how the location in the flow plan of the [CD]’s changes as h0 increases
from “small” to “large”. As examples, the velocity fields measured by da Silva
(1995) in the channels having h0 ¼ 30� and 110º, and that resulting from the
measurements reported by da Silva et al. (2006) in their 70� channel are shown in
Fig. 14.7.

From the aforementioned experiments, it follows that the plan configuration of
the [CD]’s varies as shown in the schematic Fig. 14.8a–c, where the meandering
channels are “straightened” for the sake of simplicity (consider only the top figure
in each of Fig. 14.8a–c, where “CONV” and “DIV” indicate the zones of con-
vergence and divergence of flow, respectively; and nc0 is the distance, normalized
by L, from the crossover Oi to the upstream-end of the [CD] shown; the bottom
figures, showing erosion-deposition zones will be discussed later, in Sect. 14.4.1.1):

Fig. 14.7 Measured
vertically-averaged flow
velocity fields in sine-
generated channels having
h0 ¼ 30� and 110� (adapted
from da Silva 1995) and h0 ¼
70� (produced from the
measurements reported by da
Silva et al. 2006)
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1. If h0 is “small” ðh0 ! 0Þ, then a [CD] exhibiting x[ 0 is situated (approxi-
mately) between the apex-sections ai and aiþ1: In this case, the most intense
convergence-divergence of flow, and thus the maximum value of x; here termed
xmax; occurs (approximately) at the crossover section Oiþ1; while the maximum
flow velocity occurs at the inner bank (or in its proximity) very near the apex
sections (as is the case in the velocity field for h0 ¼ 30� in Fig. 14.7).

2. As h0 increases from “small” to “large”, then the location of the analogous [CD]
exhibiting x[ 0 gradually shifts upstream (as implied by the arrow in
Fig. 14.8), so that for “large” h0 it becomes situated (approximately) between
the crossover-sections Oi and Oiþ1. In the latter case, x ¼ 0 at Oi; with the most
intense convergence-divergence of flow occurring at the apex-section ai; the
largest flow velocity occurs at the inner bank (or in its proximity) very near the
crossover section Oi (as is the case in the velocity field for h0 ¼ 110� in
Fig. 14.7). The locus of maximum flow velocity thus shifts upstream as h0
increases, with intermediate values of h0 exhibiting the largest flow velocity at
the inner bank somewhere between the sections Oi and ai:

Fig. 14.8 Schematic
representation of the location
of flow convergence-
divergence zones ([CD]’s)
and erosion-deposition zones
([ED]’s) in sine-generated
streams with varying values
of h0. Meandering channels
are “straightened” for the sake
of simplicity
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(Note that because of bank effect, in reality the largest flow velocity does not
occur exactly at the inner bank—hence the reason for the inclusion of ‘(or in its
proximity)’ in the statements above.)

The plan patterns of the streamlines of the vertically-averaged flow corre-
sponding to small and large values of h0 are as shown in the schematic Fig. 14.17a,
b, respectively. The conditions above can also be inferred from Fig. 14.9, showing a
plot of the values of nc0 versus h0 resulting from the flow velocity measurements by
da Silva (1995) and da Silva et al. (2006).

Figure 14.10 shows the graph of the values of ðxcÞmax versus h0 resulting also
from the just mentioned experiments. Here ðxcÞmax stands for the maximum value
of xc found along the channel, xc itself denoting the deviation angle x at points
P falling on the channel centreline. For a given set of experimental conditions, as
the deviation of h0 from �70� decreases and B=Ra ð¼h0J0ðh0ÞÞ increases (see
Sect. 14.2.2), the vertically-averaged flow must necessarily become “stronger” (in
the sense that super-elevation increases, velocity gradients increase, the amplitude
of oscillation of the streamline s� (as defined earlier) around the channel centreline
increases, etc. Therefore, ðxcÞmax must also increase. This explains why, in
Fig. 14.10, ðxcÞmax reaches a maximum for h0 � 70� ¼ 1:22 rad.

Fig. 14.9 Plot of the values of nc0 versus h0 resulting from the flow velocity measurements by da
Silva (1995) and da Silva et al. (2006) in channels with varying values of h0

Fig. 14.10 Plot of measured values of ðxcÞmax versus h0 resulting from the flow velocity
measurements by da Silva (1995) and da Silva et al. (2006) in channels with varying values of h0
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No systematic experimental studies to investigate the dependency of the location
in flow plan of the [CD]’s on variables other than h0; and in particular KM=B; B=hav
and ðcf Þav; have been carried out to date. However, there are sufficient indications
that the effect of KM=B and ðcf Þav in determining the location of the [CD]’s is
relatively minor when compared to that of h0 (for more on the topic, see da Silva
1995; Zhang 2007; da Silva and El-Tahawy 2008). The effect of B=hav is discussed
later in Sect. 14.4.1.2.

14.3.3 The Cross-Circulatory Motion

Consider now the cross-circulation C: In earlier works on the topic (see, e.g., Chang
1988) it has been demonstrated that for the case of fully developed flow in circular
bends, the related radial velocity urC is best expressed as urC=u ¼
constðh=BÞðB=RÞ � uðz=h; cf Þ; where u is the longitudinal component of the local
vertically-averaged flow velocity U; h is flow depth (�hav), and uðz=h; cf Þ is a
function that varies depending on distance from the channel bottom z (where z is
measured vertically) and the friction factor cf. Adopting this equation for sine-
generated channels, as invariably done in the current literature (see, e.g., Jia and
Wang 1999; Kassem and Chaudhry 2002; Olsen 2003; Chen and Duan 2006), and
taking into account Eq. (14.5), we can then write for ðurC=uÞa at the apex-section:

urC
u

� �
a
� const½h0J0ðh0Þ� hB � uðz=h; cf Þ: ð14:6Þ

This relation indicates that for a given flow in a sine-generated channel, the value
of urC: and thus the importance of cross-circulation C varies with the channel’s
initial deflection angle h0 or, to be more exact, with h0J0ðh0Þ. As shown in
Sect. 14.2.2, paragraph (ii), this function acquires its maximum at h0 � 70�: Thus
the relevance of C decreases with the increment of the deviation of h0 from �70�:
Equation (14.6) also indicates that for any given h0; the importance of C pro-
gressively decreases with the increment of B=hav:

It should be mentioned here that the present practice of generalizing the earlier
expressions for cross-circulation to the case of sine-generated channels is entirely
due to the lack of formulations developed specifically for the case of the latter
channels. From this practice, it thus should not be concluded that the expressions of
cross-circulatory motion derived for fully developed circular flows are valid as they
stand for the case of sine-generated channels (or, to that matter, other types
of channels involving a streamwise variation in curvature). Indeed, in the latter the
largest value of urC=u may not necessarily occur at the apex sections (Chang 1988),
but rather somewhere in its proximity. Additionally, there seems to be a gradual
realization that the expressions derived for fully developed circular flow overesti-
mate the intensity of cross-circulation in channels exhibiting a streamwise variation
in curvature (Zhang 2007; Blanckaert 2009; Ottevanger et al. 2012). For these
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reasons, Eq. (14.6) cannot be viewed as exact for the case of sine-generated
channels. However, these matters are inconsequential where the conclusions of the
discussion in the previous paragraph are concerned.

14.4 Meandering Morphodynamics: Deformation of Bed
and Banks

14.4.1 Bed Deformation

According to Yalin and da Silva (2001), “perhaps the most pervasive and lasting
misconception inherited from the literature stemming from the earlier laboratory
research on meandering, is the exaggerated importance of cross-circulation (in
determining the bed geometry and bank erosion-deposition patterns in meanders)”.
Indeed, still today any “radial manifestation” of a meandering stream or its
boundaries (including both bed and bank deformation) is very often routinely
attributed to the cross-circulation—no matter what the value of h0 and B=hav might
be. “The importance of cross-circulation in determining the geometry of river beds
in meanders has been over-emphasized for many years, and it will take some time
to bring the significance of such flow patterns into proper perspective” (Hooke
1980). This aspect is further elaborated below, by considering the bed erosion/
deposition patterns in meandering streams and how these come into being.

14.4.1.1 Nature of Deformed Bed

In agreement with the current approach, it will be assumed in the following that the
initial surface of the movable bed is flat: its slope along the stream centreline lc is
the channel slope Sc; its slope in the radial direction being zero. An experimental
“run” commences at time t ¼ 0: With the passage of time, the bed progressively
deforms until the equilibrium (or developed) state is achieved at time t ¼ Tb: The
bed remains invariant for any t� Tb; Tb being the duration of development of the
equilibrium bed topography.

As is well-known, the bed development consists of the growth, in the vertical z-
direction, of laterally adjacent deposition bars and erosion pools (see as examples
Fig. 14.17c, d, showing the developed beds measured by Losiyevskii [as reported
by Makaveyvev (1975)] and Jackson (1975), respectively. In the case of sine-
generated streams, each pool-bar complex forms a large-scale erosion-deposition
zone having the length L=2 (which, for short, henceforth will be referred to as a
[ED]). The location in flow plan of the [ED]’s remains nearly invariant as pools and
bars grow in their magnitude (see Binns and da Silva 2011; Binns 2012).

Just like the location in flow plan of the [CD]’s, that of the [ED]’s is also not of a
standard nature, but rather dependent on stream geometry and flow conditions. From
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their analysis of laboratory data in sine-generated streams, da Silva and El-Tahawy
(2008) found that the location in flow plan of the L=2-long erosion-deposition zones
is strongly dependent on h0: In order to characterize this location within a meander
loop, da Silva and El-Tahawy (2008) introduced the quantity k; defined as the
distance (normalized by the meander length L) from the apex ai to the mid-section of
the [ED] where deposition occurs at the inner bank and erosion at the outer bank as
shown in the schematic Fig. 14.8. Here the loop OiOi+1 is used as reference. Note
from Fig. 14.8 that the [ED] under consideration may be only partially located within
the meander loop or fully located within it. The plot of the values of k versus h0
produced by the just mentioned authors on the basis of data from the movable bed
experiments carried out by Losiyevskii [as reported by Makaveyvev (1975)],
Hasegawa (1983), Whiting and Dietrich (1993a, b), Termini (1996), as well as data
from their own experiments, is shown in Fig. 14.11. In this figure, the solid line
represents the general trend of the data; the data correspond to �10	B=hav 	�30
and ðcf Þav � 14:5; with the (channel-averaged) dimensionless (Chézy) flow friction
factor ðcf Þav reflecting the influence of the granular skin roughness as well as of the
grain size Reynolds number Re�:A plot similar to Fig. 14.11 can be found inWhiting
and Dietrich (1993b), the difference being that the latter authors considered the
distance measured along the channel centreline to the cross-section of the deepest
point of the pool, instead of λ. The results, however, are perfectly in agreement with
the findings of da Silva and El-Tahawy (2008). Note that the graph in Fig. 14.11
implies that if h0 is “small”, then the most pronounced erosion-deposition occurs
around the crossovers Oiþ1 (as in Fig. 14.8a; see also Fig. 14.17c later on); if h0 is
“large”, it occurs around the apex-sections ai (as in Fig. 14.8c); and if h0 is inter-
mediate, then it occurs in an intermediate location with regard to those for small and
large values of h0 (as in Fig. 14.8b; see also Fig. 14.17d). Observe also that the trend
of the solid line in Fig. 14.11 is similar to that best fitting the plot of nc0 versus h0 in
Fig. 14.9—which implies that the location of the [ED]’s is nearly identical to that of
the [CD]’s of the initial flow. As previously pointed out by da Silva et al. (2006), this
means that the information needed for a flow to subsequently generate its bed surface
is already locked in the structure of the meandering flow at its initial stage (at t ¼ 0;
when the bed is still flat).

Fig. 14.11 Plot of values of λ
versus h0 (after da Silva and
El-Tahawy 2008)
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14.4.1.2 Mechanics of Bed Deformation

(i) From the considerations in Sect. 14.3, it follows that there are two mecha-
nisms responsible for bed deformation in meandering streams, namely
convective acceleration/deceleration of flow and cross-circulation. The first
of these can be explained on the basis of the sediment transport continuity
equation, namely ð1� pÞ@zb=@t ¼ �r � qs, where p is the porosity of bed
material, zb is the bed elevation measured with regard to an arbitrary datum,
t is time and r � qs is the divergence of the specific (per unit flow width)
volumetric bed-load rate vector qs. As is well-known, the local sediment
transport rate qs is a strongly increasing function of the vertically-averaged
flow velocity vector U (at the same location). Therefore, the convective
variation of U in a flow zone inevitably causes the corresponding variation of
qs in that zone, i.e., it causes the scalar r � qs to acquire a non-zero value.
From the sediment transport continuity equation, it thus follows that the
zones of the downward and upward bed displacements (i.e., the erosion and
deposition zones) must coincide with the zones of convective acceleration
and deceleration of flow, respectively. But if each [ED] is brought into being
by a corresponding [CD], then the length of each [ED] must be the same as
that of each [CD], viz L=2: Moreover, the location in flow plan of the [ED]’s
must necessarily be approximately in coincidence with that of the [CD]’s, as
implied by the schematic Fig. 14.8 (more on the topic in da Silva et al. 2006).
Cross-circulation, on the other hand, will induce the growth of a pool-bar
complex that is invariably located around the apex (see Fig. 14.12). That is,
in contrast to the erosion-deposition patterns due to the convective behaviour
of the flow, cross-circulation (by itself) is associated with a “standard”
erosion-deposition pattern.
The convective behaviour of flow induced by the streamwise variation in
curvature is always present, irrespective of the value of B=hav; the intensity
of cross-circulation, as follows from Sect. 14.3.3, depends on B=hav (and also
h0). But this means that for any h0; the extent to which C will play a role in
the deformation of the bed must necessarily depend on the value of B=hav: It
is therefore only natural to expect cross-circulation to play an important role
in determining the shape of the bed provided that B=hav is sufficiently
“small”; and to expect its role to eventually become negligible provided that
B=hav is sufficiently “large”.

Fig. 14.12 Standard erosion-deposition pattern due to cross-circulation
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(ii) On the basis of the content of the previous paragraph, it should be clear that
the erosion-deposition patterns described in Sect. 14.4.1.1 can be very sat-
isfactorily explained by attributing them primarily to the convective behav-
iour of flow arising from the streamwise variation in curvature, with cross-
circulation playing only a rather secondary role. In fact, for large low-land
meandering rivers, whose values of B=hav can be as high as 100–120 (see,
e.g., Fig. 14.3 in Ahmari and da Silva 2011) and where the effect of cross-
circulation has since long been deemed only of secondary importance
(Matthes 1941; Makaveyvev 1975; Hooke 1974), the convective behaviour
of flow is the only means of explaining the resulting erosion-deposition
patterns. Such explanation is also consistent with field observations, such as
those by Matthes (1941) for the Mississippi River, that the bar in any
meander loop is formed mainly by material eroded from the loop immedi-
ately upstream and transported downstream along the same side of the river;
as well as similar observations by Hooke (1974), Whiting and Dietrich
(1993a, b), da Silva and El-Tahawy (2008) and Binns and da Silva (2009) in
their sine-generated laboratory channels.

(iii) The considerations so far in this paper suggest that the effect of cross-
circulation becomes significant only for comparatively small values of B=hav:
Yet, no systematic research has been carried out to date to determine, for any
given h0; what exactly is the “critical value” of B=hav beyond which the
effect of cross-circulation becomes of secondary importance where the bed
topography is concerned. Such a research would be particularly worthwhile,
as it would provide a useful guideline regarding the selection of the
numerical hydro and morphological platform to be used in river engineering
studies (3D versus 2D numerical models). Considering this, in the following
the matter of the “critical value” of B=hav is further explored.

For the present purposes, let us return to the considerations in Sect. 14.3.2.
There, for the sake of simplicity, the convective behaviour of flow was entirely
attributed to the streamwise variation in curvature. In reality, however, as demon-
strated by Kalkwijk and de Vriend (1980), de Vriend (1981) (see also Struiksma
et al. 1985; Blanckaert and de Vriend 2003), cross-circulation itself leads to the
transport of momentum from the inner to the outer bank as flow moves around a
bend. But this means that the convective behaviour of a flow where cross-circu-
lation is negligible (“very large” B=hav) and strictly produced by the streamwise
variation in curvature should be somewhat different from that in the same channel
but under conditions where cross-circulation is not negligible. We postulate here
that, in comparison to the case where cross-circulation is negligible, as the effect of
the latter increases the location of the [CD]’s of the flow will be shifted further
upstream, and the more so the smaller B=hav: Thus a means to establish the critical
value of B=hav would be to investigate the location of [CD]’s for decreasing values
of B=hav: Such investigation can be meaningful only for small and intermediate
values of h0 (h0 	�70�; say), as for large h0 the location of the [CD]’s is around
the apex no matter what the value of B=hav:
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In addition to affecting the convective flow patterns, and as follows from par-
agraph (i) above, the cross-circulatory motion can directly act on the grains forming
the bed by moving them from the outer to the inner bank. That is, cross-circulation
can determine the bed topography (or play a role in determining it) indirectly via its
action on the convective flow patterns as well as directly through its effect on
sediment transport patterns. Through this combined effect, one would expect the
location of the [ED]’s too, to be shifted further upstream in a case where cross-
circulation is not negligible when compared to one where it is negligible—and the
more so, the smaller B=hav: Hence, an alternative means to establish the critical
values of B=hav would be to investigate differences in the location of the [ED]’s for
decreasing values of B=hav: Note that this would not be meaningful for the case of
large values of h0; as in this case the pool-bar complexes are invariably located
around the apexes, no matter whether solely caused by the convective behaviour of
flow due to the streamwise variation in curvature, solely by cross-circulation, or a
combination of the two. However, in this case, there should be detectable differ-
ences in the shape of the pool-bar complexes. That is, for large values of h0; one
would need to search for differences in the shape of the pool-bar complexes, instead
of their location.

The above hypothesis was tested in da Silva et al. (2008), by plotting the
measured values of k resulting from two series of laboratory experiments in a 70�

sine-generated channel, as shown in Fig. 14.13. Observe from this figure that k
remains approximately constant as long as B=hav [�20; but for B=hav\�20 it
indeed gradually decreases with B=hav: The experiments did not include tests with
B=hav\10; but the data trend indicates that for such values of B=hav the location in
flow plan of the [ED]’s would become significantly different from that in streams
having B=hav [�20:

The aforementioned suggests that for h0 ¼ 70�; the critical value of B=hav
beyond which the effect of cross-circulation becomes of secondary importance
where the bed deformation is concerned is �20:

Fig. 14.13 Plot of values of λ
measured in a 70� channel for
decreasing values of B=hav
(after da Silva et al. 2008)
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14.4.2 Bank Deformation

14.4.2.1 Downstream Migration and Lateral Expansion of Meander
Loops

In the previous section, the streams were treated as having rigid (or virtually rigid)
banks. However, as is well known, and as illustrated by the photo in Fig. 14.14, at
the same time that the bed deforms, the banks deform too—and as a result, the
meander loops evolve in plan with the passage of time. Such evolution occurs
though (simultaneous) downstream migration and loop expansion as exemplified by
Fig. 14.15, showing the results of one of the laboratory runs by Friedkin (1945).
From field measurements in European and American rivers, but especially from

Fig. 14.14 Erosion of outer bank in the Hardebek-Brokelander Au River, in northern Germany
(courtesy of Dr. M. Hassan Nasermoaddeli, BAW, Hamburg, Germany)

Fig. 14.15 Evolution of a laboratory meandering stream through downstream migration and
lateral expansion (experiment by Friedkin 1945)

392 A.M.F. da Silva



field surveys carried out over long periods of time in Russian rivers including the
Dnieper, Oka, Irtish, etc. (compiled and analysed by Kondratiev et al. 1982), it
follows that the (normalized) migration velocity and the expansion speed of freely
meandering rivers varies with h0 as shown in the schematic Fig. 14.16. “At the early
stages (small h0), it is the downstream migration of the meander waves which is
mainly observable, at the latter stages (large h0), it is their expansion which
dominates” (Kondratiev et al. 1982, p. 108).

From the aforementioned, it follows that the patterns of migration and expansion
described above are also most satisfactorily explained on the basis of the convective
behaviour of the flow. The banks thus are eroded mostly in those locations where
the bed adjacent to them is eroded; with a similar situation applying to deposition.
This explains why we have mainly migration for “small” h0; mainly expansion for
“large” h0 (see Fig. 14.17), and a combination of migration and expansion for
“intermediate” values of h0:

Fig. 14.16 Schematic graph showing the variation with h0 of (normalized) downstream migration
and lateral expansion velocities of meandering streams (after Kondratiev et al. 1982)

Fig. 14.17 Patterns of convective flow, bed erosion-deposition and planimetric downstream
migration and lateral expansion in streams having “small” h0 (a, c and e) and “large” h0 (b, d and
f). Figures are schematic representations, except (c) and (d): c measured by Losiyevskii (as
reported by Makaveyvev 1975); d measured by Jackson (1975)
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14.4.2.2 Computation of Meandering Planimetric Evolution

Recent research on meandering is marked by substantial efforts to extend previous
models (Nelson and Smith 1989; Shimizu and Itakura 1989; Struiksma and Crosato
1989; Jia and Wang 1999, etc.) for the computation of bed deformation, invariably
achieved by coupling the solution of the flow continuity and momentum equations
with a sediment transport solver, also to the computation of bank deformation, with
the goal of capturing the plan development of meandering streams (see, e.g., Nagata
et al. 2000; Darby et al. 2002; Olsen 2003; Duan and Julien 2005; Chen and Duan
2006; Rüther and Olsen 2007; Zolezzi et al. 2012; Nasermoaddeli 2012; Motta et al.
2012). Only a brief outline of the rather involved process of bankline shifting was
given in the previous section. No mention was made to bank geotechnical failure,
near-bank flow structures, evaluation of bank shear stress and sediment transport,
interaction between bed and bank, etc.—all of which are not yet completely
understood and/or not satisfactorily described mathematically. The problem of
developing physically-based, reliable numerical models for the simulation and
prediction of the planimetric evolution of meandering rivers is compounded by the
spatial and temporal scales involved. Planimetric adjustments of equilibrium in a
meandering stream can range from a matter of hours/days in a laboratory stream,
years in a small creek, to many decades (and sometimes centuries) in large rivers.
An insightful discussion of some of the existing challenges has been presented by
Mosselman (1995) in a paper which, despite substantial progress in the field over
the past ten years, nonetheless remains nowadays as up-to-date as when it was first
published (see also Crosato 2007). A comprehensive review of post-1995 research
efforts has been presented by Nasermoaddeli (2012).

Yet, a different matter that has not yet been addressed emerges if we consider the
time-growth of meander loops in the light of regime development, as done below.
Taking into account that loops expand by maintaining the distance between con-
secutive crossovers O1;O2;O3; … (see Fig. 14.18), downstream migration will be
disregarded in the following so as not to encumber the explanations.

Fig. 14.18 Expansion of
meander loops with the
passage of time
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14.4.2.3 Regime Development and Time-Growth of Meander Loops

In their classical treatments, meandering and regime channels used to be regarded
as independent fluvial phenomena. The first suggestions that the phenomena
mentioned may not really be independent are due to Bettess and White (1983),
Chang (1988). An outline of the time-growth of meander loops in the light of the
regime-trend following Yalin (1992), Yalin and da Silva (2001) (see also da Silva
2009) is given below.

(i) Before entering the topic of meandering, it seems in order to first clarify the
nature of changes that a stream undergoes when striving to achieve a stable
state. For this purpose, and in agreement with convention in classical regime
theory, let us consider an experiment which starts at t ¼ 0 in a straight initial
channel excavated in an alluvial valley. The slope S0 of the initial channel is
the same as the valley slope Sv; i.e. S0 ¼ Sv: It is assumed that the granular
material and fluid are specified, that the flow rate Q is given
(Q ¼ Qbf ¼ const; Qbf being the bankfull flow rate), and that the conditions
are such that sediment can be transported. It is also assumed that the initial
channel ðB0; h0; S0Þ is such that the formation of the regime channel
ðBR; hR; SRÞ is possible. The duration of formation of the regime channel is TR:
The laboratory research (see, e.g., Ackers 1964; Leopold and Wolman 1957)
indicates that the variation of the flow width B, the flow depth h, and the
slope S during TR takes place as shown in the schematic Fig. 14.19. In the
(very short) part T̂0 of TR, B and h vary substantially, while S remains nearly
constant ðS � S0Þ; no regime development as such takes place. The part T̂0 of
TR is merely the duration needed to alter (the arbitrary) B0 and h0 into such
B̂0 ð�BRÞ and ĥ0, say, which are in equilibrium with the existing S � S0 and
which, together with S0, are able to convey the given flow rate Q. The regime
development in the proper sense takes place only after the adjustment period T̂0.

Fig. 14.19 Variation of flow width B, flow depth h, and slope S during the regime development.
Subscripts 0 and R mark the initial and regime (or stable) states, respectively
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(ii) According to the contemporary rational approaches to regime, the regime
development is a process in which the stream appropriately alters its channel
so that a certain energy-related quantity, A� say, may be minimized.
Although different authors proposed different quantities as A� [e.g.,
according to Chang (1988), A� ¼ cQS; according to Yang et al. (1981),
A� ¼ uavS; according to Jia (1990), Yalin (1992), A� ¼ Fr, where Fr
 S;
according to Yalin and da Silva (2001), A� ¼ uav (see also da Silva 2009,
2013)], almost invariably A� is such that its minimization can only be
achieved through the decrement of the slope. This is in agreement with the
aforementioned experimental observations. Here c is specific weight of fluid,
uav is average flow velocity, and Fr is Froude number.
Clearly, the decrement of the slope (from S0 to SR) can only be realized either
by degradation-aggradation or by meandering (for the expansion of meander
loops (see Fig. 14.18), i.e., the increment of their length, means the decre-
ment of the channel slope)—or by a combination of both. The development
stops, and thus the expansion of meander loops stops, at t ¼ TR when S ¼
SR: In the case of large sand-bed rivers, the regime development is accom-
plished primarily by meandering. This is because the regime slope of large
sand-bed rivers is usually rather small and, as pointed out by Chang (1988),
“reduction of channel slope through incision would require tremendous
degradation. For these reasons, the river channel usually adjusts by devel-
oping a flatter slope through meandering” (Chang 1988, p. 313). [Note that
the matter of how exactly a straight stream initiates its meandering is to be
considered and treated as a topic independent from the time-growth of
meander loops (see, e.g., da Silva 2006). Accordingly, in the considerations
below, the initial stream is to be viewed as a stream which already exhibits an
incipient meandering at t ¼ T̂0].

(iii) Consider now a stream whose initial slope (valley slope) is SV ; and which
acquires at t ¼ TR its regime slope SR: Since the valley slope is arbitrary (i.e.,
it can take any value), the sinuosity of the stream at the regime state, namely
rR ¼ SV=SR; can also take any value (from small to large). But this means
that, according to regime theory as outlined above, not all streams evolve to
cut-off, as the regime slope may be reached before meandering loops begin to
touch; while in some other streams, the stream slope may not yet have
decreased to the regime slope when the cut-off stage is reached—in which
case the stream becomes straight (or nearly so) after cut-off and the process
of loop expansion starts all over again. This appears to be in agreement with
what happens in reality (Yalin 1992). It should be noted that in the case of
sand streams (“live-bed” regime channels), the regime state is achieved even
though the stream itself is far from the stage of incipient motion (i.e.,
qs � 0).

In contrast to the conditions just described, it seems that the current approach to
the determination of meandering planimetric evolution (based on the coupling of
the solution of the flow continuity and momentum equations with bed and bank
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sediment transport solvers) will always result in loop expansion until cut-off
(unless, of course, the stream reaches the critical stage of initiation of motion before
that). This, as previously pointed out by Yalin and da Silva (2001), suggests that the
current approach is not complete as it stands. According to the just mentioned
authors, it should be augmented so as to take into account also the conditions
present because of the regime development. The matter is complex, but it is clear
that there is a need to unify the two approaches, as the contradiction that results
from their application cannot be ignored.

14.5 Conclusions

The present paper focuses on the kinematics of flow in sine-generated streams and
its relationship to bed and bank erosion-deposition patterns.

It is shown that in the case of large values of width-to-depth ratio the meandering
pool-bar complexes and the modes of bank deformation (downstream migration and
lateral expansion) can be very satisfactorily explained by attributing them primarily
to the convective behaviour of flow due to the streamwise variation in curvature.
Two possible methods for the determination of the “critical value” of B=hav beyond
which cross-circulation becomes of secondary importance where the bed defor-
mation is concerned, are discussed. Application of one of these methods to data
from existing laboratory experiments suggests that for h0 ¼ 70�; the critical value
of B=hav is ≈20. This result, however, cannot be extrapolated for different values of
h0; as the critical value of B=hav should itself be a function of h0:

The time-growth of meander loops is analysed in view of regime theory. It is
shown that this and the current approach to the determination of meandering pla-
nimetric evolution based on the flow kinematic and sediment transport equations
may, in many instances, lead to different values of the maximum value of sinuosity
that a stream may reach. Such a contradiction highlights the need to consolidate the
two approaches. Even though no attempt has been made so far in this direction, this
appears as a particularly worthwhile line of research, with the potential to greatly
deepen our understanding of the fluvial system.
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Chapter 15
Fluvial Processes in Braided Rivers

Nicola Surian

Abstract Braided rivers are characterized by an unstable network of multiple
channels and very active channel processes. They can be found in different climate
regions (e.g. from glacial areas to arid regions) and physiographic settings (e.g.
from steep mountain areas to low coastal plains). This chapter aims to summarize
the present knowledge about braided rivers and to point out some gaps that still
require further research. The first part of the chapter focuses on channel processes
while the second part deals with channel changes through time. As for the first part,
the following processes are illustrated: bar formation and development; processes at
bifurcations and confluences; lateral mobility; bedload transport; role of vegetation
on river morphodynamics. The second part deals with the evolution of braided
rivers, mainly in response to human alteration of fluvial systems, over some decades
up to some centuries. The historical perspective is crucial to understand present
morphology and processes, as well as to assess future channel evolution.
Understanding about braided river morphology and processes has significantly
increased over the last three decades or so, through physical modeling, field
observations, and, to a lesser extent, numerical modeling. On the other hand,
several open questions still remain and future research should address aspects such
as metrics used to characterized braided rivers, measurements of flow and sediment
transport, and prediction of future channel evolution.
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15.1 Introduction

Braided rivers have a peculiar morphology and are characterized by very active
channel processes. Braided morphology is characterized by an unstable network of
multiple channels separated by ephemeral bars. Channel processes include frequent
bar development and migration, intense bedload transport, high rates of bank
retreat. Braiding processes occur when there are non-cohesive materials (e.g. gravel
and sand), high sediment supply, and absence or limited lateral confinement.

Braided rivers can be found in different climate regions, e.g. from glacial areas to
arid regions, and in very different physiographic settings, e.g. from steep mountain
areas to low coastal plains. This means that braiding occurs in a very wide range of
river scales, from small streams with drainage basins of few km2 (e.g. in proglacial
environments) to very large low gradient rivers draining basins over 105 km2 (e.g.
the Brahmaputra River). Consequently, sediment size of braided rivers ranges from
cobbles to silt. Because high sediment supply is a key ingredient for occurrence of
braiding, the spatial extent of braiding along a river and its persistence through time
may change also over relatively short time periods (i.e. few decades or centuries) in
relation to natural causes (e.g. occurrence of large floods, earthquakes, volcanic
eruptions) and/or human modifications within the fluvial system (e.g. dams, land
use changes, sediment mining) (e.g. Surian and Rinaldi 2003; Piégay et al. 2009).

Understanding of braided river morphology and processes has developed
through physical modeling, field observations, and, to a lesser extent, numerical
modeling (Ashmore 2013). Physical modeling has been very effective for investi-
gation of braided morphology and morphodynamics over more than thirty years
(e.g. Ashmore 1982; Young and Davies 1991; Hoey and Sutherland 1991). Field
studies are not easy to carry out in a braided system but remote sensing and recent
technologies (e.g. LiDAR, TLS) have improved our capability of observation in the
field (Lane et al. 2003; Bertoldi et al. 2011b; Brasington et al. 2012). Insights about
braiding derive also from numerical modeling (e.g. Murray and Paola 1994;
Nicholas 2000; Thomas et al. 2007; Ziliani et al. 2013), but still several issues limit
the use of such models to braided rivers.

The aim of this chapter is to summarize the present knowledge about braided
rivers and, at the same time, to point out some open questions that still require
further research. In the first section of the chapter the morphological characters of
braided rivers are illustrated. The second section deals with the different processes
that take place in a braided system. In the third section it is described how braided
rivers may change through time, specifically in response to human alteration of
fluvial systems. The last section deals with thresholds between channel patterns.

404 N. Surian



15.2 Braided River Morphology

Although the chapter focuses on processes, this section is intended to give a clear
description of morphological features in braided rivers and clarify terminology
commonly used to describe such features. Aerial photographs and satellite images
have been commonly used to describe the main elements of braided river planform
(e.g. Surian 1999; Piégay et al. 2009; Fotherby 2009; Bertoldi et al. 2011a; Belletti
et al. 2014), while, more recently, new technologies have allowed construction of
Digital Elevation Models and, therefore, more comprehensive description of brai-
ded morphology (e.g. Wheaton et al. 2013; Lallias-Tacon et al. 2014; Williams
et al. 2014; Javernick et al. 2014) (Fig. 15.1).

The braidplain, also called “braid belt” or “braided channel belt” (e.g. Lane
2006; Ashmore 2013), is composed by different bar types (e.g. unit bars, complex
braid bars), main and secondary channels, commonly called anabranches, and, in
some cases, islands. Bars are the main depositional features and are exposed most
of the time. Anabranches, representing the lowest topographic features, can carry
water most of the time in more humid environments, but can be also dry for most of
the year in arid climates or in small streams. Islands are commonly the highest

Fig. 15.1 Detrended digital elevation model (a) and bathymetric map (b) of the Ahuriri River,
New Zealand (from Javernick et al. 2014)
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topographic features displaying high vegetation cover, that is a significant portion
occupied by shrubs and trees.

Braiding intensity, or degree of braiding, is a basic morphological property
analogous to sinuosity in single-thread channels. Several indices have been used to
measure braiding intensity, but the two most commonly used are the total sinuosity
index (e.g. Hong and Davies 1979; Robertson-Rintoul and Richards 1993) and the
channel count index (e.g. Howard et al. 1970; Ashmore 1991a). According to Egozi
and Ashmore (2008), the channel count index gives the best combination of rapid
measurements, precision, and range of sources from which the index can be reliably
carried out. The estimate of this index implies counting of wet anabranches in a
minimum number of cross sections which should be spaced no further apart than
the average wetted width of the river (Egozi and Ashmore 2008). It is worth noting
that braiding intensity is flow stage dependent; therefore, intensity should be
measured at different flow stages or be referred to an index discharge.

Channel bifurcations and confluences are other basic morphological features of
braided rivers. Hundey and Ashmore (2009) found that there is a linear relationship
between channel width and the distance between anabranch confluences and
downstream bifurcation. In a physical model, confluence-bifurcation lengths turned
out to be 4–5 times the width of the main channel (Fig. 15.2). These findings, as
well as other morphological observations, have suggested that braided rivers may
be self-similar fractals (Sapozhnikov and Foufoula-Georgiou 1996).

Fig. 15.2 Relation between
the average width of the main
channel and confluence-
bifurcation length (from
Hundey and Ashmore 2009)
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15.3 Processes in Braided Streams

15.3.1 Bar Formation and Development

Bars are fundamental features in braided rivers because (i) their formation has a key
role in development of braided pattern and (ii) presence and development of bars is
strictly connected to other processes, such as channel bifurcations and confluences
and lateral channel mobility. Bar formation and development of braiding has been
observed in laboratory experiments (e.g. Ashmore 1982; Ikeda 1984). Such
experiments have shown that there are two different manners for development of
braiding, from alternate bars or from multiple row bars (Fig. 15.3). Braiding
develops by cutoff of alternate bars (see upper sketch in Fig. 15.3) and bifurcation
around mid-channel bars. Simple lobate bars that develop by such manners are
commonly called “unit bars” (Smith 1974; Ashmore 1991b) which have distinct

Fig. 15.3 Bar formation: transition from single and multiple bars (upper and lower sketches) to
braided channel morphology (from Ashmore 2009)
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downstream margins, with avalanche faces, especially in sand-bed rivers (Bridge
1993).

As braiding becomes more developed, large central or lateral bars are formed by
gradual accretion of unit bars or bedload sheets. Sheets are formed when deposition
is less rapid and/or more continuous (Bridge 2003). In sand-bed rivers, large bars
are formed by accretion of low-amplitude dunes. These large bars are called “braid
bars” (e.g. Ashmore 2013) or “compound bars” (e.g. Bridge 2003; Bridge and Lunt
2006). Braid bars are commonly built through a series of depositional and erosional
events. These large bars migrate laterally and downstream but their migration rates
are normally considerably much less than those in unit bars (Bridge 2003). Less
mobile compound bars have been called “forced” bars, in contrast to “free” bars
which are more mobile.

15.3.2 Bifurcations and Confluences

Bifurcations and confluences are basic morphological features in braided rivers
(Fig. 15.4). In many cases these features are connected morphologically and their
dynamics and mutual interaction control many aspects of channel morphology and
processes (e.g. bar formation and development, bedload flux) and, overall, the
complexity of a braided river network (Tubino and Bertoldi 2008; Ashmore 2013).
Thus these “nodes” in the braided network, and their evolution through time, are
fundamental for understanding morphodynamics of braided rivers.

Fig. 15.4 Bifurcations and confluences in the Rakaia River (New Zealand); braidplain width is
about 900 m (from Google Earth)
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Bifurcations control the partition of flow and sediment discharge in the ana-
branches of a braided network. How bifurcations are generated and how they
evolve have been studied by laboratory (e.g. Ashmore 1991b; Federici and Paola
2003, Bertoldi and Tubino 2007) and field (e.g. Ferguson et al. 1992; Richardson
and Thorne 2001; Zolezzi et al. 2006) observations and modeling approaches (e.g.
Bolla Pittaluga et al. 2003; Jagers 2003). Bifurcations may be symmetric or
asymmetric. In the first case both anabranches convey flow and transport bed
material, while in asymmetric bifurcations only one anabranch transports bed
material and one or both anabranches convey water. In the latter case upstream bar
migration may cause a switch of activity between the anabranches. In gravel-bed
rivers, where Shields stress is relatively low, bifurcations evolve toward asym-
metrical configurations (e.g. Zolezzi et al. 2006), while in sand-bed rivers, where
Shields stress is higher, they may evolve to a symmetrical configuration (e.g. Best
et al. 2007). Zolezzi et al. (2006) have analyzed seven bifurcations in two gravel-
bed rivers (the Ridanna Creek, in Italy, and the Sunwapta River, in Canada). They
observed asymmetrical configurations which are reflected by (i) an unbalanced
water distribution and different width of the downstream branches, (ii) the presence
of a transverse step at the bifurcation, and (iii) the lateral shift of the main branch,
the one carrying more water, towards the external bank, where most of erosion
takes place. The fact that only one branch is morphologically active, at least at low-
intermediate flow stages, is crucial for understanding braided morphodynamics. In
fact the distinction between total braiding intensity and active braiding intensity
(e.g. Egozi and Ashmore 2009) and the concept of active channel width (e.g.
Ashmore et al. 2011) have been increasingly used over the last few years.

Confluences are other fundamental “nodes” within the braided network. These
features represent a transfer zone between upstream lateral erosion sites and
downstream sedimentation sites (i.e. bars). Some confluences display a simple
symmetrical Y shape but in most cases their morphology is more complicated.
Morphology of confluences varies in relation to several factors including total and
relative discharges of the confluent anabranches, bedload delivery to the conflu-
ence, boundary shear stress, particle size distribution and confluence angle
(Ashmore 1993). Confluence complexity may increase also in relation to the
number of confluent anabranches.

Typical morphological features, flow structures and processes of confluence
have been commonly described referring to the simple Y form (e.g. Mosley 1976;
Ashmore and Parker 1983; Best 1986; Ashmore et al. 1992). This type of con-
fluence is characterized by a deep scour at its center and mid-channel bar down-
stream. Scour size and depth is primarily controlled by confluence angle and
discharge of the confluent anabranches (Ashmore 1993, 2013). Scour depth is
larger in high-angle confluences with similar discharge in the confluent anabran-
ches, while it is minimal if there is a large difference in discharge in the two
anabranches, regardless of confluence angle (Mosley 1976; Ashmore and Parker
1983; Best 1986; Ashmore and Gardner 2008). The center of the confluence is also
characterized by secondary flow dominated by a double helical circulation with a
downward component in the shear zone and divergence at the bed (Ashmore et al.

15 Fluvial Processes in Braided Rivers 409



1992). Strong secondary flows lead to size sorting in the thalweg and rapid lateral
fining (Ashmore and Gardner 2008). Often one, or both, confluent anabranches
build an avalanche face bar in the upstream end of the confluence. If the ana-
branches are of different size, the avalanche face may prograde into the confluence
forcing lateral or downstream migration of the scour hole (Best 1988; Ashmore
1993).

15.3.3 Lateral Mobility

Lateral mobility, commonly characterized by high rates of bank retreat, is a fun-
damental process in braided river. The process is strictly linked with the processes
described above (i.e. bar formation and development; bifurcations and confluences)
and, it is worth to remember, to the presence of non-cohesive materials (i.e. gravel,
sand, silt). Bank erosion occurs at specific sites along the river, in relation to the
presence of the main anabranches, confluences, and sharp bends (Mosselman
2006). Commonly the magnitude of erosion is directly correlated with discharge,
although in some cases, e.g. the right bank of the Brahmaputra River (Sarker et al.
2014), a weak relation between peak discharges and bank erosion was found. It is
worth noting that bank erosion does not require high magnitude discharges and,
therefore, it is effective also during frequent flood events (e.g. Mosselman 2006;
Surian et al. 2009a).

Bank erosion rates can be very high in large braided rivers, a good example
being the Brahmaputra River, in Bangladesh, which has a catchment area of about
573,000 km2, mean annual flood of about 70,000 m3 s−1, and banks made of fine
sand and silt (Thorne et al. 1993; Sarker and Thorne 2006). In this river, bank
retreat is of the order of hundreds of meters per year (Mosselman 2006; Mount et al.
2013) and it can exceed locally 1 or even 2 km/year (Sarker et al. 2014) (Fig. 15.5).
Lower, but still remarkable, erosion rates have been measured in gravel-bed rivers.
In the Tagliamento River, with catchment area of 2580 km2 and mean annual flood
of about 1600 m3 s−1, bank erosion can be up to tens of meters per year. For
instance, bank retreat was up to 90 m over a period of 16 months characterized by a
flood with a recurrence interval of 12 year and some other floods of lower mag-
nitude (Surian et al. 2009a) (Fig. 15.6).

The intense lateral mobility of braided rivers can represent a major issue for river
basin managers. This is the case of the Brahmaputra River where bank erosion has
remarkable societal and economical impact (i.e. loss of agricultural land, destruc-
tion of houses) (Mosselman 2006; Sarker et al. 2014). Piegay et al. (2006) pointed
out that there is not a unique solution to managing braided river. Besides human
safety and protection of economic interest, management should take into account
existing or potential ecological values and the evolutionary trajectory of the river.
As for this latter aspect, Ziliani and Surian (2012) found that lateral mobility is
crucial for rivers that undergo severe channel adjustments (e.g. narrowing and
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incision); therefore, the mobility should not be prevented unless for specific reasons
(e.g. human safety).

15.3.4 Sediment Transport

Sediment transport, specifically bedload transport, is a key process to understand
morphodynamics in braided rivers. Insights about bedload fluxes come mainly from
flume experiments (e.g. Ashmore 1988; Hoey and Sutherland 1991; Warburton and

Fig. 15.5 Lateral mobility
along the Brahmaputra River
(Bangladesh) between 1973
and 2010 (from Sarker et al.
2014)
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Davies 1994; Meunier and Méteivier 2006). Some field measurements have been
carried out (e.g. Davoren and Mosley 1986; Ferguson et al. 1992), but reliable field
estimates by direct sampling are almost impossible because of the number and
frequency of samples needed to represent the spatial and temporal variations of
bedload flux in a braided network (Ferguson et al. 1992; Bertoldi et al. 2009a).

Bedload fluxes are characterized by intense spatial and temporal fluctuations.
Bedload transport occurs only in some portions of the whole cross-section where
Shields stress is sufficiently high to entrain particle motion and to maintain transport
conditions. Such portions of the bed, where sediment transport and morphological
changes occur, define the “active width” which has been shown to be an useful
element of braided river morphodynamics (Ashmore et al. 2011) (Fig. 15.7). Active
width can be derived by parameters such as braiding intensity and wetted width and
it can be used to predict bedload flux (Egozi and Ashmore 2009; Ashmore et al.
2011).

Besides spatial variations, remarkable temporal fluctuations of bedload flux at a
given discharge have been measured. Most of measurements have been carried out
in physical models, but some also in the field, e.g. in the Sunwapta River in Canada
(Ashmore 1988; Hoey and Sutherland 1991; Ashmore 2013). Temporal fluctuations
may deviate by a factor up to 10 relative to the mean bedload flux (Fig. 15.8). These

Fig. 15.6 Bank erosion in the Tagliamento River (Italy) between September 1999 and January
2001. 1 wet channels; 2 dry channels; 3 exposed sediments; 4 islands; 5 flow direction; A1–A8:
main sites of bank erosion (modified from Surian et al. 2009a)
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Fig. 15.7 Relationship between active width and dimensionless stream power (from Ashmore
et al. 2011)

Fig. 15.8 Bedload transport fluctuations: a time series of fluctuations in bedload flux; b range of
bedload variations, at constant discharge in physical models with a range of discharges;
c morphological estimates of bedload flux in the Sunwapta River (Canada) over a series of daily
meltwater hydrographs (from Ashmore 2013)
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fluctuations might be related to the overall river morphodynamics, for instance to
bar migration and channel switching (Ashmore 2013).

There are still several open questions about bedload transport in braided rivers.
Flume experiments have shown that there is a relationship between nondimensional
stream power and nondimensional bedload flux (Bertoldi et al. 2009a) (Fig. 15.9),
but estimate of bedload flux in real rivers remains very challenging. Bertoldi et al.
(2009a) demonstrated that reliable estimate of mean bedload at channel forming
discharge may be obtained using limited information (e.g. cross-section geometry,
average grain size, average channel slope) and a simple numerical scheme.
Promising approaches are also the so-called “morphological method” (e.g. Lane
et al. 1995; Ashmore and Church 1998; Brasington et al. 2003) and the virtual
velocity approach (e.g. Haschenburger and Church 1998). Besides estimate of
bedload flux, the relation between channel width, or braiding intensity, and trans-
port capacity needs further research efforts. In fact, some flume experiments have
pointed out that bedload transport is greater at lower braiding intensity (e.g.
Ashmore 1988; Marti and Bezzola 2006) while other experiments have shown that
it is greater when there is a high number of active anabranches (e.g. Warburton and
Davies 1994).

15.3.5 The Role of Vegetation in Braided River
Morphodynamics

The role of vegetation (i.e. large wood, plants) on river morphodynamics has
received increasing attention over the last 10–15 years and it is now clearer than in
the past that vegetation is a key component of fluvial systems (e.g. Gurnell 2014).

Fig. 15.9 Sediment flux as a function of dimensionless stream power; data from flume
experiments (from Bertoldi et al. 2009a)
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According to the extent of vegetation patches (i.e. islands) braided river can be
classified as bar-braided with occasional islands (island area/gravel area <0.25),
island-braided (island area/gravel area >0.25 and <0.5) or heavily island braided
(island area/gravel area >0.5) (Gurnell et al. 2000) (Fig. 15.10).

Island formation and dynamics have been widely studied in the Tagliamento
River, a high energy braided system in northeastern Italy (e.g. Gurnell et al. 2001;
Gurnell and Petts 2006; Surian et al. 2015). Several key aspects have emerged from
those studies on the Tagliamento. It was recognized that there is a threshold of unit
stream power below which island can develop and persist (Gurnell and Petts 2006)

Fig. 15.10 Islands in the Tagliamento River (Italy): both reaches can be classified as bar-braided
with occasional islands (island area/gravel area <0.25), although a significant difference in
vegetation extent does exist between the two reaches. The reach with more islands (lower sketch)
turned out to be less dynamic than the other one (modified from Surian et al. 2015)
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and the fundamental role of large wood for island formation. Commonly pioneer
islands start their formation around a deposited tree (i.e. living wood) that regen-
erates. This implies that seedling germination and growth is not, in most cases, the
main process for vegetation establishment. Tree growing and trapping of fine
sediments make islands relatively stable features which can persist for some years
within the channel. Erosion and development of islands is strictly related to flow
regime. Surian et al. (2015) have recently documented in the Tagliamento River
that significant vegetation erosion is determined by relatively frequent floods (i.e.
floods with a recurrence interval of 1–2.5 years); therefore, erosion is not controlled
solely by large floods. This implies that vegetation turnover is rapid and few islands
persist for several years. For instance, only 10 % of islands persists in the
Tagliamento for more than 18–19 years (Surian et al. 2015).

The role of vegetation on braided morphodynamics has been analyzed in flume
experiments (e.g. Gran and Paola 2001; Coulthard 2005; Tal and Paola 2010).
Alteration of flow regime, specifically reduction of floods which are capable of
vegetation erosion, produces vegetation expansion and may lead to channel pattern
change (i.e. from braided to single-thread). Braided rivers affected by strong flow
regulation, for instance below dams, may undergo dramatic changes because of
vegetation establishment and its effects on the overall river morphodynamics (Hicks
et al. 2008).

15.4 Braided Morphology and Processes in the Long Term
Perspective

As illustrated in the previous sections, braided rivers are very dynamic systems
which change their morphology frequently. Although some processes are more
frequent than others (e.g. bedload transport in the main anabranches occurs more
frequently than vegetation erosion), commonly significant morphological changes
take place on one year scale, even without the occurrence of large floods. These
changes, due to channel shifting, bar erosion or migration, bank retreat, island
establishment or erosion, produce a frequent re-assemblage of morphological units
but this may not imply significant changes in the main characters of the systems (i.e.
channel width, braiding intensity or the extent of islands). This is not the case if the
controlling variables, i.e. flow regime and sediment transport, change through time.
Changes in the controlling variables can produce remarkable modifications of
channel characters, e.g. channel narrowing or/and incision. In this section the
evolution of braided rivers over some decades up to some centuries is analyzed.
This historical perspective is crucial to understand present morphology and pro-
cesses, as well as to assess future channel evolution.

The work by Gurnell et al. (2009) gives an overview of braided river evolution
in Europe over the last centuries. Braided rivers are very common in the Alps and
are found, to a lesser extent, in other European mountain regions, such as the
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Apennines, the Pyrenees, the Carpathians, the Caucasus, the mountainous regions
of Scandinavia and some upland areas of the United Kingdom. Braided rivers have
undergone dramatic changes in many parts of Europe over the last few centuries.
Many studies have documented that a major phase of braiding reduction took place
during the 20th century (e.g. Winterbottom 2000; Muhar et al. 2008; Piégay et al.
2009; Surian et al. 2009b), but some studies suggest that this followed several
centuries (approximately from the 14th to the 19th century) characterized by
braiding expansion. An example of this morphological evolution (i.e. braiding
expansion followed by braiding reduction) comes from the Polish Carpathians
(Klimek 1987; Wyzga 1993, 2008), where the natural occurrence of multi-thread
rivers was quite limited and largely concentrated in the Tatra Mountains during
most of the Holocene. However, the increasing impact of human activities on slopes
(deforestation, agriculture and pastoral activities on hillslopes) in the past increased
sediment delivery to channels, inducing aggradation and braiding. The change of
Carpathian rivers towards braiding gradually extended downstream, particularly
during the Little Ice Age when it was probably enhanced by increased precipitation.
During the 20th century, this trend was reversed under the influence of intense river
channelization works, a marked decrease in human activities on hillslopes and
extensive hillslope reforestation. Currently, the occurrence of braided pattern is
once again largely confined to rivers draining the Tatra Mountains.

A marked phase of braiding expansion commencing in the Middle Ages, has
also been recognized in the Alps and particularly in several French rivers (Bravard
1989; Piegay et al. 2006), and was associated with catchment-wide pressures
induced by an increasing rural population. Widespread deforestation occurred as
agriculture expanded onto more marginal, often steeply-sloping, land, and over-
grazing was common on this cleared land as a result of relatively high stocking
densities. These catchment-scale human activities increased runoff and sediment
supply to river channels, leading to an increase in the magnitude and frequency of
floods and the quantities of sediment that they transported, although Bravard (1989)
has also attributed increases in sediment supply and braiding expansion to changes
in climate, particularly during the Little Ice Age.

From the end of the 19th century and throughout the 20th century, human
activities dramatically altered river dynamics so that the extent of braided and
transitional river reaches were significantly reduced throughout Europe. For
example, during the 20th century, the total length of braided reaches decreased by
70 and 95 %, respectively, in France and Austria (Habersack and Piégay 2008;
Muhar et al. 2008). Besides, in those reaches where braided morphology has per-
sisted braiding intensity have commonly decreased significantly (Fig. 15.11). These
morphological changes were caused by a range of human activities that affected
both drainage basins and river channels, such as land-use changes, torrent-control
works, dam construction, flow regulation, channelization, and sediment mining.
Complex sets of these activities altered flow regimes and sediment fluxes, as well as
channel boundary conditions. In particular, a decrease in bedload supply to river
channels has been identified as the driving factor of many channel adjustments (e.g.
Kondolf et al. 2002; Surian et al. 2009b). In some rivers a cumulative effect of
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many different human activities has occurred, whereas in others one or two
activities are thought to be responsible for channel changes. Furthermore, there are
cases where basin-scale activities are identified as the major cause of channel
change (e.g. land-use change, afforestation, torrent-control works; see Beguería
et al. 2006; Kondolf et al. 2007) whereas in other cases reach scale interventions
were more significant (e.g. sediment mining; see Peiry 1987; Surian et al. 2009b).

Historical analysis is very instructive to understand present morphology and
predict future changes. Specifically, reconstruction of evolutionary trajectories
needs to be coupled with the analysis of controlling factors (Fig. 15.12). This
approach enables inferences to be made about future channel evolution (e.g. Surian
et al. 2009b; Ziliani and Surian 2012). Prediction of future evolution has several
practical implications because it may represent a key tool to guide management
strategies. This said, we should be aware that prediction of channel morphology has
inherent limitations since braided rivers are very complex systems and results of
any model (e.g. conceptual, physical, analytical or numerical model) are affected by
a degree of uncertainty.

15.5 Braided Morphology and Transition Between Channel
Patterns

In the previous section it was illustrated how braided rivers may change notably
their morphology over few centuries or even few decades. These changes may
imply a decrease of braiding intensity but also more drastic changes, for instance
from braided to single-thread channel pattern (Surian and Rinaldi 2003; Piégay
et al. 2009; Gurnell et al. 2009). Is it possible to identify clear thresholds between

Fig. 15.11 Decrease of braiding intensity in the Trebbia River (Italy) between 1954 and 2006.
The 1980 aerial photo shows channel morphology when mining activity was very intense (from
Surian et al. 2011)
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channel patterns? Which are the main factors that control channel pattern in alluvial
streams? Questions of this type have been addressed by several authors over the last
six decades or so (e.g. Leopold and Wolman 1957; Schumm and Khan 1972;
Carson 1984; Chang 1985; Van den Berg 1995; Eaton et al. 2010; Mueller and
Pitlick 2014). Since the classical work by Leopold and Wolman (1957), where
distinction between braided, straight and meandering streams was approached
taking into account discharge and channel slope, progresses have been made in two
ways. First, other variables, besides discharge and channel slope, have been con-
sidered to explain thresholds between channel patterns, in particular bank strength
(e.g. Carson 1984; Eaton et al. 2010) and sediment size (e.g. Van den Berg 1995).
Second, there has been a shift from qualitative towards quantitative classifications.
While qualitative or descriptive classifications are based on morphological variables
(e.g. channel sinuosity, channel division), quantitative classifications are based on
equations of flow and sediment transport, therefore attempting to relate channel
pattern to fluvial processes (Eaton et al. 2010). Using a quantitative approach Eaton
et al. (2010) recognized three distinct channel patterns (single-thread, anabranching,
and braided channels) and showed that prediction of channel pattern is a three
variable problem. They used channel slope, dimensionless discharge and relative
bank strength to define thresholds between channel patterns.

Fig. 15.12 Trends of width and bed-level adjustments in the Trebbia River (Italy) and their
relationship with human impacts and main flood events. Human impacts: horizontal bars indicate
temporal interval and relative intensity of the different impacts (from Bollati et al. 2014)
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15.6 Final Remarks

Our understanding about how braided rivers work has significantly increased over
the last three decades or so. On the other hand, several open questions still remain
and future challenges for research have been recently pointed out during a work-
shop held in France in June 2014 (Bertoldi et al. 2014). Some aspects that should be
addressed by future research are:

(i) Metrics to characterize the wide spectrum of braided river morphology and
processes: there is a need for both revising traditional metrics and using new
ones;

(ii) Flow and sediment transport measurements: few data are available for “real”
rivers, it will be crucial obtaining a larger dataset to improve our overall
comprehension of braiding processes;

(iii) Management of braided rivers: this requires understanding of past and recent
evolution and prediction of possible future trends, by taking into account key
controlling factors such as sediment supply.

As for tools and methods, observations and measurements in braided rivers have
been already facilitated by technologies such as airborne and terrestrial LiDAR and
multibeam echo-sounding, but other emerging technologies, such as Structure from
Motion could enhance our capability of measuring and understanding braiding
processes. Finally, a great challenge is represented by numerical models. These
models require improvements in reproducing later mobility, but there is also a need
for a better integration between numerical modeling and the other approaches,
specifically with insights coming from field observations and flume experiments.
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Chapter 16
Lagrangian Modelling of Saltating
Sediment Transport: A Review

Robert J. Bialik

Abstract One hundred years of research on the saltation in rivers, both experi-
mental and numerical, has allowed for a fairly good improvement of our knowledge
of the physics of the saltation process. Lagrangian modelling has played a huge role
in this field and has made it possible to apply the knowledge obtained in the
analysis of processes associated with the movement of sediment particles. The
present paper briefly reviews the current state-of-the-art of the Lagrangian model-
ling of saltating grains in open channels and highlights recent findings in three areas
in which employment of the Lagrangian models of saltation improve our under-
standing of sediment transport in rivers, namely: initial motion of saltating grains,
diffusion of particles and calculation of the bedload transport rate. The particular
challenges in all of these research areas are discussed and future ways forward are
presented.

Keywords Entrainment � Numerical simulations � Particle diffusion � Saltation �
Sediment transport � Turbulence structures

16.1 Introduction

Saltation as defined by Niño (1995) and further emphasized by Niño and Garcia
(1998a, b) is “the unsuspended transport of particles over a granular bed by a fluid
flow, in the form of consecutive hops that nonetheless keep the particles within the
near-bed region, which is governed mainly by the action of hydrodynamic forces
that carry the particles through the flow, the downward pull of gravity, and the
particles’ collision with the bed, which transfers their streamwise momentum into
upward momentum, thus sustaining the saltation motion”. Generally, saltation,
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besides sliding and rolling, is one of the forms of sediment transport in bedload and
appears if the shear stress exceeds some critical value, allowing particles to jump
downstream.

The term ‘saltation’ originates from the Latin verb ‘saltatus’, the past participle
of ‘saltare’, which means to leap or to dance, frequentative of ‘salire’ meaning to
jump. As a curiosity, to the best of the author’s knowledge, this term was used for
the first time in 1646 by Sir Thomas Browne in his magnum opus “Pseudodoxia
Epidemica” when he attempted to characterize the grasshopper; we can read: “The
word Grashopper1 itself is improper, and the term of Grashopper not appliable
(see footnote 1) unto the Cicada; for therein the organs of motion are not contrived
for saltation, nor are the hinder legs of such extension, as is observable in salient
animals, and such as move by leaping”. The first known use of the term ‘saltation’
associated with the transport of sediment was made by McGee (1908), who claimed
that “(…) Transportation may be regarded as the general movement of earth matter
seaward by streams; it comprises carriage of material (a) in solution, (b) in sus-
pension, and (c) in what may be denoted saltation (…)”. However, Gilbert (1914)
was the first to use the word ‘saltation’ in a very similar sense to that in which it is
used today, stating that “If the bed is uneven, the particle usually does not retain
continuous contact but makes leaps, and the process is then called saltation, an
expressive name introduce by McGee”.

Until the early 1980s, research on the saltation motion of particles had been
mostly based on experiments (Einstein 1942; Bagnold 1956, 1973; Gordon et al.
1972; Francis 1973; Abbot and Francis 1977; Murphy and Hooshiari 1982) which
mainly focused on analysis of the velocities of the saltating particles. It should be
noted, however, that they established a basis for the construction of later models.
However, only the dynamic development of and open access to computers in the
1980s and 1990s allowed for the first significant step in the understanding of
saltation through the possibility of carrying out simulations based on theoretical and
numerical models (Wiberg and Smith 1985, 1989; Sekine and Kikkawa 1992; Lee
and Hsu 1994; Niño and Garcia 1994, 1998b; Rowiński 1995). Note that only
models on saltation in flowing water are considered here. However, it is important
to mention three works on saltation in the air condition on the Earth (McEwan and
Willetts 1991) and the Martian (White et al. 1976 and White 1979) surfaces as these
papers present models which were one of the first used to analyse the different
processes, including entrainment and diffusion of particles in open channels.

The advantage of these new, Lagrangian models of sediment transport, com-
pared to the existing ones, lies in the possibility of their derivation from the general
equations of hydrodynamics. Moreover, each of the models’ terms has a physical
meaning that was previously often neglected. All of these models are based on the
equation of a single spherical particle in a flowing fluid. Two studies on this
phenomenon are particularly important: Tchen (1947), who summarized the works
of Basset (1888), Boussinesq (1903) and Ossen (1927), describing the BBO

1The original spellings are used here.
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equation (after the first letters of the names of the authors), well-known from fluid
mechanics, which was formulated for the sphere in a stationary liquid; the second
work was done by Maxey and Riley (1983) wherein, based on an analysis similar to
that reported by Corrsin and Lumley (1956), the authors showed the detailed
derivation of the equations describing the behaviour of such particles in flowing
fluid. Since then, a number of modifications to this equation have been proposed,
the most commonly quoted being that given by Mei et al. (1991), which in the form
presented in Bialik (2011a) is shown here:
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ð16:1Þ

where up is the particle velocity vector, ur = uf − up denotes the relative water and
particle velocity vector, dp is the particle diameter, CD is the drag coefficient, CL

stands for the lift coefficient, and Cm denotes the virtual mass coefficient, which for
spherically shaped particles is equal to 0.5, AD is the cross-section area, mp and mf

are particle and water masses, respectively, ρ is water density, t is the time of
saltation, g stands for acceleration of gravity, μ is dynamical viscosity and τ is
characteristic time. Subscript B denotes the particle bottom and subscript T is the
particle top and ez is a unit vector in the direction perpendicular to the relative
velocity. It should be noted that the Maxey and Riley (1983) as well as the BBO
equations are valid only for very small particle Reynolds number Rep ≪ 1, whereas
Eq. (16.1) used by Bialik (2011a, b) is valid for finite Rep. In addition, Eq. (16.1)
should be supplemented with the trajectory equation, equation for the particle
rotation and with the sub-model for the flow velocity, which for simplicity in such
models has usually been described by the logarithmic law. However, ideally, the
velocity field should be resolved and coupled with the particle motion, as done for
example by Ji et al. (2014). Figure 16.1 shows sample trajectories of particle motion
obtained with use of the Bialik (2011a, b) model and by solving Eq. (16.1).

Initially, the main purpose of constructing the Lagrangian models was the
accurate calculation of the amount of transported sediment, mostly in bedload.
However, it soon turned out that it was only possible to calculate the several
trajectories of particles, which was insufficient for calculation of the bedload rate, so
the goal was transformed into improving the models, such that they might be used
further when the development of computers allowed for their employment. The
focus was on better description of the shape of a single trajectory through more
accurate assessment of the impact of individual processes such as: collisions
between particles (Sørensen and McEwan 1996; Schmeeckle et al. 2001; Lee et al.
2002; Yeganeh-Bakhtiary et al. 2009; Bialik 2010, 2011a; Moreno and Bombardelli
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2012), particles’ collisions with the channel bottom (Sekine andKikkawa 1992; Niño
and Garcia 1994; Lukerchenko et al. 2006; Bialik 2011b, Kharlamova and Vlasak
2015), taking into account the three-dimensional nature of the particles’motion (Lee
et al. 2006; Lukerchenko et al. 2009a; Bialik et al. 2012) or a better approximation of
the different forces acting on the flowing particles, such as: Basset force (Bombardelli
et al. 2008; Lukerchenko et al. 2012), lift force (Lee and Hsu 1996; Zou et al. 2007;
Lukerchenko et al. 2008) and drifting force (Lee 1987; Lee and Wiesler 1987;
Czernuszenko 1998) due to turbulent diffusion, which, with some exceptions
(Rowiński and Lee 1993; Rowiński 1995), has usually been neglected in the
Lagrangian models of sediment transport. It should be noted that all of these models
mostly skip the idea of their creation, namely their use for the evaluation of the
phenomena associated with the movement of particles near the bed region.

The present review paper aims to achieve two goals: (1) to present the current
state-of-the-art of the Lagrangian modelling of saltating grains in open channels;
and (2) to highlight recent findings in three areas, in which the employment of such
models improves our understanding of sediment transport in rivers, namely: initial
motion of saltating grains, diffusion of particles and calculation of the bedload
transport rate.

16.2 Initiation of Saltating Grains Movement

In order to find the particle trajectory using the Lagrangian models of saltation, the
initial conditions, which determine the initial position of the particle as well as its
velocity, are required. Abbott and Francis (1977) were among the first who sug-
gested, based on the experimental data, that the particles’ velocity in both the
streamwise up and vertical wp directions should be of approximately 2u*, where u*
is the shear velocity. In addition, if it is assumed that initially the particle lies on the
channel bottom and that its movement is three-dimensional, then such conditions
are as follows: xp(t0) = 0, yp(t0) = 0, zp(t0) = 0.5d, up(t0) = 2u*, vp(t0) = 0 and
wp(t0) = 2u*. However, the initial velocities of the particle are sometimes treated as

Fig. 16.1 2-D sample trajectories of particle motion
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parameters for the model calibration (i.e. Lee et al. 2000) and further several of the
particles’ first jumps should be discarded for the statistical analysis. This is due to
the influence of the initial conditions on the height and length of saltation. Niño and
Garcia (1998b) suggested that in order to draw any conclusions on this issue, the
first 5–20 jumps should be omitted, which means that the information about the
initial movement of the particle is lost and, therefore, the processes that play an
important role in the particles’ entrainment would be neglected in the Lagrangian
modelling of saltation. Bialik (2011b) confirmed the findings of Niño and Garcia
(1998b) by comparative analysis between the commonly used and the following
initial conditions: xp(t0) = 0, zp(t0) = 0.5d, up(t0) = 0, and wp(t0) = 0, which were
employed in the 2D Lagrangian model of saltation. The model of Bialik (2011b)
takes into account the fluctuation of the flow velocity which causes non-moving
particles to begin to jump, which allows for analysis of the local range of particles’
diffusion (this issue will be discussed in Sect. 16.3) and of the processes responsible
for the particles’ entrainment.

According to McEwan and Willets (1991) who investigated aeolian saltation, the
moving grains may be considered as made up from two components: aerody-
namically entrained grains and impact generated grains. Further, McEwan et al.
(1999) developed this approach, adapting it to the fluvial conditions, suggesting that
the number of uniform grains Ne entrained per unit area per unit time is equal to

Ne ¼ a� s�ð Þbf� s�ð Þcr
h i

; ð16:2Þ

where α* denotes the coefficient which determines the entrainment rate, (τ*)f
b is the

dimensionless fluid shear stress at the channel bottom, and (τ*)cr is the dimen-
sionless critical fluid shear stress, defined by the Shield’s criterion. They used the
‘Aberdeen’ Lagrangian model of saltation for the calculation of the bedload
transport rate (this issue will be discussed in detail in Sect. 16.4) for different values
of entrainment coefficient α*. Based on the results of simulations, they showed that
the fluid shear stress at the channel bottom and the transport rate are dependent on
the sediment availability, parameters which depend on the entrainment coefficient.
It should be mentioned that the McEwan and Willets (1991) entrainment model is
proportional to the first power of the difference between the shear stress and the
critical fluid shear stress, whereas other models specify a highly non-linear power
law with larger exponents, at least 1.5, as it was proposed for example by Garcia
and Parker (1991).

Wiberg and Smith (1987) carried out an analysis of the forces acting on the
sediment particle, which were taken into account in their model of saltation (Wiberg
and Smith 1985), in order to find the value of the critical shear stress of noncohesive
sediment ζ*. They proposed an expression which omits the critical shear velocity
(u*)cr and depends only on the grain size D, sediment ρs and fluid ρ densities and
viscosity ν, which allow for the calculation of the critical shear stress for any given
grain in a particular fluid environment:
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f� ¼
dp3

m2
qs � qð Þ

q
g; ð16:3Þ

It should be noted that both McEwan and Willets (1991) and Wiberg and Smith
(1987) mostly focused on the saltation occurring in air conditions and, due to the
low density of this fluid, argued that the main role in the sediment particles
entrainment is played by forces associated with their collisions with the bed. It
seems, however, that in the case of the saltation in rivers, more important in
sediment transport and the incipient motion of grains are near-bed turbulence
structures, and in particular those associated with the fluctuation in streamwise
velocity (e.g., Drake et al. 1988; Nelson et al. 1995).

Bialik (2013) used the previously proposed 3D Lagrangian model of saltation
(Bialik et al. 2012) to analyse the influence of the near-bed turbulence structures on
the motion of the saltating particles. One of the most important ingredients in this
model was the generator for the flow velocity field originally proposed by Nikora
et al. (2001), which is based on the Monte Carlo simulation of time series of
velocity fluctuation. For details, readers are referred to the original works. Three
values of particle mobility parameters K = 1.1; 1.5; 2.5 and three values of relative
sizes of saltating particles d/D = 0.5; 1; 2 were used in the simulations, where
d denotes a flying particle and D is the bottom particle. Figure 16.2 summarizes all
of the obtained results which are presented in a histogram of time fractions of four
quadrants. This analysis has been usually used (i.e. Lu and Willmarth 1973; Nezu
and Nakagawa 1993; Czernuszenko and Rowiński 2008) to determine important
instantaneous Reynolds stress and four regions (quadrants) may be detected in
dependence on the signs of streamwise (u′) and vertical (w′) velocity fluctuations
and then by checking fractional Reynolds stresses belonging to those particular
regions. Thus, outward interactions (Q1) are sought when (u′ > 0, w′ > 0), ejections
(Q2) when (u′ < 0, w′ > 0), inward interactions (Q3) when (u′ < 0, w′ < 0) and
sweeps (Q4) when (u′ > 0, w′ < 0). The simulation results supported earlier

Fig. 16.2 Cumulative results of all simulation showing time fractions of four quadrants
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experimental observations, showing that the initiation of sediment movement is
strongly related with fluctuation of the positive streamwise velocity and, despite the
more common existence of ejections in fluid flow, it was presented that the outward
interactions and sweeps play a crucial role in the entrainment of saltating particles.
Moreover, the results suggested that ejections have the smallest part in this process.
More details on the quadrant analysis technique and the results can be found in
Bialik (2013).

Entrainment and the movement of particles in the form of saltation is actually
mostly a result of a combination of two forces: drag and lift. Their impact in a
particular phase of the particles’ movement determines the shape of the particles’
trajectory. Particularly striking is the dominant role of the sweeps events in the
initial motion of the grains, which was confirmed by experimental (Cameron 2006)
and numerical (Bialik 2013) studies. The negative values of the vertical velocity
decrease the lift force and should thus reduce the entrainment, but the results of
simulations and experiments indicate a completely different role of sweeps events.
Therefore, further attention is required to clarify the contribution of the individual
forces being exerted on the particle and the role of the coherent structures in the
particles’ entrainment.

16.3 Diffusion of Saltating Particles

The diffusive nature of the bedload particles has been observed for almost 50 years
(e.g., Sayre and Hubbell 1965; Drake et al. 1988). However, only the combination
of experimental studies (e.g., Habersack 2001; Nikora et al. 2002; Campagnol et al.
2013) and Lagrangian models of saltation (e.g., Nikora et al. 2001; Lukerchenko
et al. 2009a, b; Bialik 2011b; Bialik et al. 2012, 2015; Moreno and Bombardelli
2012) have allowed for the improvement of our knowledge on this issue and the
building of the theory of particles’ diffusion in bedload. Figure 16.3 shows

Fig. 16.3 Particle trajectories: a X(t)/d, and b Y(t)/d
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examples of temporal changes of the particles’ positions based on the simulations
carried out using the Bialik et al. (2012) model. It should be noted that the diffusion
phenomenon is easily visible in this figure.

Nikora et al. (2001, 2002) presented a conceptual model for the diffusion of
saltating/rolling particles which consists of at least three ranges of scales: local,
intermediate and global. They suggested that the local diffusion is ballistic and is
related to particles’ single jump; diffusion in the intermediate range, which consists
of many jumps, could be normal or anomalous (super- or sub-diffusion); and the
global range of particles’ diffusion, which consists of many intermediate ranges, is
sub-diffusive. Figure 16.4 schematically summarizes the model of Nikora et al.
(2001, 2002).

On the other hand, Lukerchenko et al. (2009a, b) proposed the concept of a
bundle or fascicle of particle trajectories starting from the same point. Generally, the
main difference in comparison to the model proposed by Nikora et al. (2001, 2002)
was that they introduced the disperse angle, which was defined as the angle between
the bundle boundary and its axis, and found that this angle is linearly dependent on
the lateral channel slope, whereas the model of Nikora et al. (2001, 2002) is based
on the variances of particle positions. Lukerchenko et al. (2009a, b) showed that the
value of the angle increases when the particle diameter increases and the shear
velocity decreases.

According to Nikora et al. (2002), who suggested that the boundaries between
diffusion ranges should probably depend on the Shields parameter and the relative
sizes between particles, Bialik et al. (2012) investigated the effects of the particle
mobility parameter, bed topography, and turbulence on the particles’ diffusion.
They found that the spread of saltating particles in the lateral direction depends on
turbulence, whereas in the transversal direction it depends more on the relative sizes
of the particles. Because they found a different value of the boundary between the
intermediate and global ranges (based on the simulations results they suggested that
it should be more than tu*/d * 800) from previous studies (for example, Nikora
et al. (2002) suggested that it should be equal to tu*/d * 15), they speculated that it

Fig. 16.4 Schematic
presentation of a conceptual
model of a bed particles’
diffusion (adapted from
Nikora et al. 2001, 2002)
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is thus necessary to look for other important factors affecting the movement of
particles. Moreno and Bombardelli (2012) showed that sudden changes in the
particles’ velocity and acceleration which appear due to particle–particle collisions
introduce additional transverse diffusion, while in the streamwise direction diffusive
behaviour due to this process does not exist. On the other hand, in the paper by
Bialik et al. (2015) it was shown that two different time scales for defining the
local–intermediate and intermediate–global boundaries should be considered. The
first one is controlled by turbulence, as suggested by Niño (1995), Nikora et al.
(2002) or Bialik et al. (2012), and the second one depends on the duration of the
resting period of the particles, which is the most important factor controlling the
spread of particles in the global range of diffusion. Moreover, a new method of data
normalization based on the mean resting time was proposed in this paper, allowing
for the identification of the diffusive behaviour of particles at different temporal
scales. Figure 16.5 shows the change in time of the variance of particle longitudinal
position obtained with use of the Bialik et al. (2012) model. At least three diffusion
ranges are visible and the results confirm the Nikora et al.’s (2001, 2002) theoretical
approach.

Recently, there has been a noticeable tendency for the diffusion of sediment
particles to be analysed with the use of the Random Walk Models (i.e., Bradley
et al. 2010; Tucker and Bradley 2010; Roseberry et al. 2012; Zhang et al. 2012).
Generally, in such models the particle step lengths and resting periods are described
by the probability distributions, but the physics of the individual particle jump is
missing. This approach allows for the analysis of particles diffusion in the very
large temporal scales (longer than the resting time) which, in the case of Lagrangian
models based on Newton’s second law, is still not achievable due to computer

Fig. 16.5 Time evolution of the second order moments of particle longitudinal position
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limitations. However, the use of both methods shows some contradictory results,
for example, concerning the determination of the boundaries between the diffusion
regimes or identification of the type of regime, in particular in the global scales.
Further study is therefore required in order to clarify the differences between the
results obtained when using these two approaches.

16.4 Bedload Transport Rate

The flux of the bedload sediment qs is given by the product of the downstream
particle velocity and sediment concentration in the bedload layer and hence

qs ¼
ZHs

g

csðzÞupðzÞdz; ð16:4Þ

where cs(z) is the vertical distribution of the particles’ concentration, up(z) stands for
the vertical distribution of the particles’ velocity in the streamwise direction,
z denotes the distance from the channel bottom, η is the level of the non-moving
bed surface and Hs is the maximum height of the saltation. Wiberg and Smith
(1989) suggested that the saltation models allow us to obtain most of the parameters
required to calculate the bedload transport rate and, in order to prove this statement,
they used the saltation model described in Wiberg and Smith (1985). In addition,
they proposed a method for the description of the distributions of the particles’
concentration, which cannot be directly obtained from the saltation model.
Generally, as noted in Bialik and Czernuszenko (2013), these distributions may be
calculated using Monte Carlo-type simulations in which the assumption that the
time which a particle spends at any level above the bed is related to its probability
of being at that level has to be fulfilled, and hence:

csðzÞ ¼ csh ic�ðzÞ; ð16:5Þ

where c*(z) is the shape function of the concentration profile and csh i denotes the
vertically averaged sediment concentration. This concentration is calculated from
the following expression proposed by Wiberg and Smith (1989):

csh i ¼ s� � scr

c�ðgÞ FDðgÞaD
AD

; ð16:6Þ

where τ* and τcr are the boundary bed shear stress and the critical boundary bed
shear stress, respectively, αD = 1.5 is the geometric parameter, AD denotes the
particle cross-section area, η stands for the height of the non-moving bed surface
and FD(η) is the drag force on the channel bed. More details on this method can be
found in Wiberg and Smith (1989) or Bialik (2011a).
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Wiberg and Smith (1989) showed that the results of the bedload transport rate
obtained with the proposed method fit very well to the experimental data and,
compared with the traditional equations (i.e., Meyer-Peter and Muller (1948) or
Fernandez-Luque and van Beek (1976)) do not require the measurement of any
flow or sediment coefficients. In addition, the results may be obtained directly from
the simulations, which was the great advantage of this method. The authors also
claimed that their proposal may be a good starting point for a more complex
solution that could take into account more components of the sediment transport in
the bedload. For example, Bialik and Czernuszenko (2013), based on the Wiberg
and Smith (1989) approach, verified positively the hypothesis “that the distribu-
tions of particles’ velocity and sediment concentration, instead of averaged char-
acteristics of these values, should be taken into account in the calculation of
sediment transport rate”. Moreover, they investigated the influence of the effect of
inter-particle collisions on the bedload transport and confirmed the earlier sug-
gestions of Lee et al. (2002), who speculated that the bedload transport rate
obtained based on the saltation modelling may be slightly overestimated due to
neglect of the bed forms and especially the inter-particle collisions between sal-
tating particles. The inclusion of the latter effect, as shown by Bialik and
Czernuszenko (2013) in the saltation model, reduces the overestimation of the
sediment transport rate, especially for gravel bed particles.

On the other hand, Niño and Garcia (1994, 1998b) proposed the formula for
calculation of the bedload transport rate, based on the numerically simulated sal-
tation characteristics:

/ ¼ 43:0 s� � scrð Þ ffiffiffiffiffi
s�

p � ffiffiffiffiffiffi
scr

pð Þ; ð16:7Þ

where ϕ stands for the non-dimensional bedload transport, s� denotes the non-
dimensional bed shear stress and scr is the non-dimensional critical boundary shear
stress. Equation (16.7) is quite similar in structure to that of Engelund and Fredsøe
(1976); however, the obtained results were three times higher than those obtained
using the Engelund and Fredsøe (1976) formulae. They explained this difference by
the estimation of the Lagrangian dynamics friction coefficient calculated from the
saltation model, which differs from the dynamic friction coefficient used in the
derivation of the bedload model. They suggested that the proposed formula may be
valid only for very high particle concentrations and small particles diameters.

The application of Lagrangian models of saltation for the calculation of the
bedload sediment transport rate, although not as popular as expected when creating
these models (as mentioned in the introduction), has certainly provided important
information about this process. However, as emphasized by most authors (i.e.,
Wiberg and Smith 1989; Niño and Garcia 1994, 1998b; Lee et al. 2002), these
models tend to overestimate the obtained results. They pointed out that this problem
may have different underlying reasons, namely the omission of the collisions
between the saltating particles (Lee et al. 2002) or the need to determine the
magnitude of the shear stresses exerted on the bed by the particles (Niño and Garcia
1994). Lajeunesse et al. (2010) and Roseberry et al. (2012) pointed out that the
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velocities of most of the particles moving in the bedload are considerably smaller
than if they only moved in the form of saltation, which seems to be the most
important problem in the application of these models when calculating the bedload
transport rate. In addition, there is still no clear answer as to what is the percentage
of particle motion in bedload transport that moves in the form of saltation. There is
no doubt that the Lagrangian models of saltation will meet the expectations placed
on them only when the above concerns have been clarified.

16.5 Summary

Lagrangian modelling of saltation from the very beginning of its application has
had both its supporters and opponents. Although many are critical of such an
approach, there is no doubt that it has brought great results allowing for the
improvement of knowledge of the bedload transport. In this paper the achievements
following from the application of Lagrangian modelling of saltation have been
highlighted regarding three areas: initial motion of saltating grains, diffusion of
particles and calculation of bedload transport rate. The particular challenges in all of
these research areas and future ways forward were presented in this review paper. It
should be noted here that the topic is not limited only to these issues, however. One
of the most important breakthroughs would be a transition from models describing
the motion of a single spherical particle to models of particles representing more
natural shapes. The research questions presented here, and many others, are still
awaiting answers. Therefore, well-established researchers, students and practitio-
ners will find in the Lagrangian approach a useful tool that should allow for further
significant achievements in sediment transport mechanics.
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Chapter 17
Runoff Generation and Soil Erosion After
Forest Fires from the Slopes to the Rivers
at a Basin Scale

Antonio Velasco and Xavier Úbeda

Abstract In many parts of the world, forest fires are very common. Fires burn
more or less severely the vegetation and even the most organic parts of the forest
soil. Fire can modify the physical properties of soil; due to the combustion of
vegetation and organic matter, some chemical substances appear and ashes are
deposited in the soil surface in various quantities. During the combustion, there is a
production of gases, which go to the atmosphere but some of them go deep into the
soil and condensate around the soil particles. Due to these important changes
resulting from fires, the rainfall arrives at the soil surface in a different way, the
infiltration capacity changes due to hydrophobicity, the runoff generation can
increase and also the movement of fine and coarse soil particles takes place. All
these changes are important for the water and sediment production at the slopes and
the consequences can remain during months or years at a basin scale.

Keywords Soil properties � Hydrophobicity � Infiltration capacity � Ashes

17.1 Introduction

Many environments of the world are not stranger to the problem of forest fires
(Carretero et al. 2003; Ferreira-Leite et al. 2013). We do not believe the fire to be an
enemy to fight, because we share the argument that many of our landscapes, for
example the Mediterranean landscapes (Ferreira-Leite et al. 2013) have been shaped
by fire. It is a mistake to want to reach the total fire suppression, taking examples
like in the Unites States, where this policy of “fire suppression” proved to be a big
mistake (Úbeda and Outeiro 2008) and caused ones of the biggest forest fires ever
seen. So, when we talk about the “fire problem”, we use different terms to define the
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fires which burned hundreds of hectares, sometimes emphasizing the importance of
the burned area with the term “Large Forest Fires”, and sometimes focusing on the
fire intensity with the term “High Intensity Fires”. In this paper we will use the term
Large Forest Fire; the features of such fires are, among others: very high fire
intensities, impossibility of directly fighting by the teams of extinction, and large
burned areas.

Forest history of the last 50 years included: (1) rural depopulation, which has led
to an accumulation of forest fuel, many times dry and dead; (2) an increase in forest
cover and continuity, vertically and horizontally; (3) a proliferation of urban-rural
interface; and (4) the risk of periods of drought, with very hot summers and very
low humidity. Consequently, the risk of having a Large Forest Fire will surely be
repeated in the world.

We define the basin as a closed system of input and output of water. Entries can
be either in the form of liquid precipitation (rain) and solid (snow) and outputs are
usually given through the main channel (river, stream, creek, etc.). The basin is the
basic unit used for hydrographic studies, allowing measurements and balance of
inputs and outputs of water. The study of a basin includes soil, water fluxes and
potential aquifers. The surface of the basin is expressed in km2. Water catchment
system for the various elements present in the basin and the movement of water and
its status changes is called the hydrologic cycle. Usually a percentage of the pre-
cipitation leaves the main channel of the river, as part of the water is retained by the
soil, vegetation, and groundwater or can evaporate into the atmosphere, either
directly or indirectly.

An important factor that determines the amount of water that leaves the basin is
the different land use (farming, forestry, urban, etc.). Depending of the land use, the
soil will have a different capacity to retain and infiltrate water. Also soil charac-
teristics (composition, porosity, structure), and even the type of vegetation cover as
well as the type of rain and the topography play an important role. Only a per-
centage of the water that precipitates generates runoff that arrives later in the
channels reaching the outlet of the basin to another river, lake, reservoir or the sea.
The amount of water generated as runoff varies throughout the year, depending on
factors such as rainfall or vegetation existing in the basin.

Some effects of fire on hydrology are as follows: reduced infiltration rates and
increased runoff (De Bano et al. 1967), increased total flow and peak flow (Brown
1972; Lavabre et al. 1993) and accelerated soil erosion and consequently increased
sediment load of the river (Brown 1972; Batalla and Sala 1998). Fire effects on
hydrological processes depend on many factors: features (fire intensity and sever-
ity), the type of soil, the rainfall (amount and intensity), topography, the basin area
affected, the vegetation characteristics or the time elapsed after the fire (Lopez
1999).

Thus, the hydrological processes that may be affected by fire are basically the
intercepting rainfall infiltration and the surface runoff (Batalla 2002). When a basin
is affected by a forest fire, the whole system is altered (Sala and Rubio 1994), as the
fire quickly destroys the vegetation, leaving a bare soil (if the fire intensity is high
enough). The disappearance of the vegetation cover is an important lack of soil
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protection against rainfall drops. In case of forest fires, the intensity of fire plays a
critical role in the degree of affectation of the soil. Another important element is the
litter (leaves and branches of fallen trees which are decomposing over time), which
has several functions in hydrological terms:

1. Retains a portion of the moisture.
2. Controls water infiltration into deeper layers of soil
3. Protects soil aggregates from the direct impact of raindrops.

If the fire is of a low or medium intensity, part of this litter or vegetation cover can
remain and make the soil to be not exposed to rain. On the other hand, if the fire
intensity is high, vegetation, litter and even part of the organic matter can disappear
for combustion. This loss can destroy the soil structure and permeability, increasing
erosion (Badia and Úbeda 2013).

When forest fires take place, they generate a layer of ash and organic residues.
This layer can sometimes protect the soil from erosion during a variable period of
time (Cerdà and Doerr 2008; Zavala et al. 2009). When this layer disappears, the
soil is bare and rainwater will impact directly on it, fragmenting aggregates, gen-
erating splash, and the particles of the soil will be able filling the pores and sealing
the soil surface (Inbar et al. 1998). This sealing of the surfaces can increase the
surface runoff, and, with it, the possible increase of soil erosion (Badia and Úbeda
2013). This post-fire response is very common in the Mediterranean environments
since fires are frequent in summer (dry season) and the first autumn storms are very
intense. However, in the Atlantic climate the rainfall is more even throughout the
year (no dry season), and vegetation recovers faster.

If a fire burns at a very high temperature, it can affect certain properties of the
mineral soil horizons (Badia et al. 2011). The accumulation of ash from burning can
alter the hydrological behavior of the basin. The accumulation of ash can form
hydrophobic surfaces, reducing water infiltration capacity of the soil and increase
surface runoff. The high rates of runoff and erosion will be present until it recovers
or vegetation recovery makes a protection of the soil in front of heavy rains and
reduces the runoff generation (Stoof 2011).

17.2 Rainfall Interception

The severe reduction of vegetation cover alters the processes of interception and
evapotranspiration and seriously affects the hydrological cycle (Fig. 17.1).
Interception is the process by which land cover (vegetation, organic matter, etc.)
interrupts the fall of precipitation on the soil and thus reduces the impact of rain-
drops on the soil surface (Tiedemann et al. 1979). This loosening of the soil, caused
by the disappearance of the vegetation cover, together with surface runoff is a major
component of the erosion processes.

The effectiveness of cover against soil erosion is proportional to the amount of
existing vegetation cover (Osborn 1954). Interception loss in a rain forest that has
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not undergone any forest fire during an episode of heavy rainfall is very low
(2–10 %). However, in a forest where the vegetation has been removed by fire, the
effectiveness of interception of rain drops, increasing the potential for runoff and
subsequently the potential soil evaporation due to increased insolation and venti-
lation (Batalla 2002).

Soto et al. (1994) reported a 70 % reduction in the interception after prescribed
burning in low intensity in a study area in Galicia. It is generally believed that
nearly all of interception is completely eliminated with high fire intensity, but that
against low or medium intensity fires interception is much less affected (Batalla
2002).

17.3 Soil Hydrophobicity

The hydrophobicity or water repellence of soil is an important factor that affects the
processes of runoff and infiltration and is a key component in hydrological models
(Doerr et al. 2003; Doerr and Shakesby 2009).

One of the effects of fire on soils is usually caused by increased hydrophobicity
or water repellence. This effect is studied since the late 1960s (DeBano et al. 1970).
The repellence to water is a property of the soil that reduces the infiltration capacity

Fig. 17.1 Burnt slope
without canopy protection
(Photography by Xavier
Úbeda)
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and has important hydrological and geomorphological consequences. This effect
usually occurs after forest fires but is also associated with various types of soils and
climates in different parts of the world (Jordan et al. 2010). The accumulation of ash
as a result of forest fires, as well as the volatilization of organic compounds during
combustion and, once the fire around the condensation of soil aggregates, can help
to increase this to hydrophobicity provided the temperature of the forest fire is
between 200 and 250 °C (Osborn et al. 1964) or weaken and even destroy it if the
temperature in the soil is up to 270–300 °C (DeBano et al. 1976; Nayaka 1982).
These temperature ranges are not static, but vary depending on the type of soil.
There are many factors involved in the development of soil hydrophobicity. Two
basic factors are met during combustion: temperature and residence time (Jordan
et al. 2010). Many authors have found that the water repellence in soils can be
induced after suffering high temperatures (DeBano and Krammer 1966; DeBano
2000b). DeBano et al. (1970) and Savage (1974) found that fire can induce water
repellence in soils that previously did not show it, as well as reduce it or increase it
on soils that were hydrophobic. These changes are related to the combustion
temperature, residence time of heat, the amount and type of fuel, soil moisture prior
to the fire, soil type, etc. (Doerr et al. 2000). However, many studies show water
repellence in soils naturally depending on the moisture content or the soil tem-
perature (Witter et al. 1991; Ritsema et al. 1993; Dekker and Ritsema 1994; Moral
et al. 2002). An example of an unburnt soil that is hydrophobic is shown in
Fig. 17.2.

The repellence to water causes a reduction in the adsorption of water by the soil.
Thus, the layer of soil that acquires this property has to offer strong resistance to
wetting, causing decreased infiltration of water accumulated on the surface during a
time period that can range from a few seconds to days or weeks (King 1981;
DeBano 1981; Dekker and Ritsema 1994; Doerr and Thomas 2000). This effect has
been observed in different soil types and different climates and vegetation types
worldwide (Wallis and Horne 1992; DeBano 2000a; Doerr et al. 2000; Jaramillo
et al. 2000). However, DeBano et al. (1970) and Wallis et al. (1993) found that this

Fig. 17.2 An extremely
hydrophobic sandy soil
sample. Slovakia
(Photography by Jorge
Mataix-Solera)
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effect is usually more pronounced in acidic soils with sandy texture because they
have a lower specific surface area.

The decreased rates of water infiltration in the soil as a result of hydrological and
geomorphological hydrophobicity have immediate consequences, to which must be
added other effects on the soil and survival of plants (House 1991; York 1993). By
decreasing the rate of infiltration into the soil surface, the water repellence helps
reduce runoff generation time and intensify surface flow, causing other serious
consequences such as an increased risk of erosion or accelerated washing of soil
(Imeson et al. 1992; Shakesby et al. 1993; Ritsema et al. 1993, 1997; Doerr and
Shakesby 2009). However, water repellence is not always negative because it can
increase the structural stability (Blanco-Canqui and Lal 2009) or carbon uptake
(Urbanek et al. 2007).

Examples of repellence to water have been collected since 1917 (Schantz and
Piemeisel 1917). However, this property has not been studied more intensively until
the second half of the twentieth century, with searches of Jamison (1947), Van’t
Woudt (1959) and Domingo (1950). In the 1960s and 1970s the number of sci-
entific publications dealing this phenomenon grew, emphasizing its strong rela-
tionship with forest fires (DeBano 1981). During the later years, the study of
hydrophobicity has been continued with increasing frequency because it was shown
to be a field of study with great significance for the research into the relationship
between forest fires and soil. Thanks to research carried out until now, we know
that hydrophobicity is a process much more widespread than previously thought
and is a very normal phenomenon in a variety of soils (Doerr et al. 2000). In fact, it
has been studied on every continent (except Antarctica), in areas with seasonal
tropical climates or subarctic, in soils with different uses, in sandy and clay soils or
soils with a very different amount of moisture (Wallis and Horne 1992; Doerr et al.
2000; Dekker and Ritsema 1996). Several studies have shown that, over time, the
hydrophobicity of the soil decreases due to the rupture of hydrophobic components
formed during heating of the soil. The duration of this phenomenon, however, has
not been determined accurately. It can be present for days or years. Dyrness (1976)
found that hydrophobicity of a soil after a fire in Oregon high intensity persisted for
six years. Instead, Huffman et al. (2001) observed that hydrophobicity in a pon-
derosa pine forest persisted for 22 months. Velasco (2013) found that in a soil burnt
18 years ago there was not any kind of hydrophobicity, even in parts of the burnt
area that was burnt at high intensity fire.

17.4 Soil Infiltration Capacity

Infiltration can be defined as the amount of water that can be absorbed by the soil in
a given time. If supplies more water than soil can infiltrate, the result is runoff
generation. Discontinuities of the surface hydrophobicity and discontinuities of
hydrophobic/hydrophilic patches on the soil will determine whether flow occurs
localized or more widespread in the area. Several studies have shown that usually
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there is no runoff generation in soils with hydrophilic surface in forest soils
(Tsukamoto 1961; Dunne and Black 1970) due to these, soils usually have enough
capacity to support infiltration in front of high intensity rainfalls.

Several factors affect infiltration (soil cover, vegetation type, the physico-
chemical characteristics, etc.) and these can be altered severely by fire, causing a
decrease in infiltration and therefore an increase in runoff. Arend (1941) observed a
reduction in the infiltration rate of 2 cm per hour in plots burned annually for six
years, compared to non-burned areas in the highlands of the Ozarks (Missouri).
Krammer and DeBano (1965) observed that the fire created hydrophobic soil layers
in areas of “chaparral vegetation” in Southern California.

When the rate of infiltration or infiltration capacity of the soil has been surpassed
by the amount of rainfall, irrigation or by the rate of snowmelt, there is runoff
generation. Several variables affect the rate of runoff: the intensity and duration of
rainfall, slope and if the soil is frozen or not (Wisler and Brater 1959). DeByle and
Packer (1972), in a study in eastern Montana, found that surface runoff caused by
snowmelt was eight times higher in burned areas compared with control areas.
Campbell et al. (1977) described a 66 % reduction in the rate of infiltration into soil
occupied by a pine forest in Arizona, resulting in a 800 % increase in the flow of the
stream of watershed burned in the first wet season after the fire. Although the
problems caused by hydrophobicity are more pronounced in areas of “chaparral”,
the problem is not confined to the arid zones. Dyrness (1976) showed increases in
hydrophobicity in the first 23 cm of soil in the first five years after the fire in a pine
forest in Oregon which generated a decrease in the infiltration capacity. Other
studies indicate that the physicochemical properties and infiltration capacity of the
soil are little affected by low to moderate intensity fires (Hudson et al. 1983).

The process of water logging and infiltration in hydrophilic and hydrophobic
soils was studied in detail by Wallach and Jortzick (2008). They observed that
while the water quickly penetrated in hydrophilic soils, hydrophobic soils tended to
expand over the surface. They found that the time of water penetration into
hydrophobic soils could be controlled by the contact time between soil particles and
water, as well as the pressure of the column of water above the soil surface. DeBano
(1971), in a laboratory experiment after destroying the repellence to water in a soil
by heat treatment, showed that the infiltration capacity of the soil increased up to 25
times. Wallis et al. (1990) also observed in the laboratory that the infiltration
capacity of the hydrophilic soil was up to 6 times greater than the infiltration
capacity in a hydrophobic soil.

17.5 Runoff Generation

Increases in runoff in burned areas have been observed particularly in
Mediterranean areas, ranging from 11 % (Anderson 1976) to 300 % (Nasseri 1988)
in large basins, or from 800 % in small basins (Campbell et al. 1977) up to
50,000 % at a scale plot (Inbar et al. 1998). Scott and Van Wyk (1990) observed
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increases of 200 % and up to 300 % in discharge peaks in the year following a
wildfire in a basin of South Africa. López and Batalla (2001) described an increase
of 30 % in runoff and 120 % in flood peaks for the same rainfall 6 months after a
wildfire. Eight months after the fire the discharge values started to decrease,
although they were still higher than the values before the wildfire.

Lavabre et al. (1993) studied the hydrological effects of a fire that burned 85 %
of the oaks in a Mediterranean experimental basin in different time scales. The
annual runoff increased by 25 % for the same annual precipitation, due to reduced
evapotranspiration for the burning of the vegetation cover. The frequency of floods
also grew. In these cases, the return time to the values of the pre-fire runoff con-
ditions depends largely on the rate of recovery of vegetation cover and vegetation
characteristics interception (Batalla 2002).

Jordán et al. (2008) analyzed the hydrological response of hydrophobic and non-
hydrophobic soils in the Mediterranean area and found that the time to have runoff
generation was lower and the rate of runoff increased with increasing degree of
water repellence. They also found that the relationship between hydrophobicity
with other soil properties and discontinuities of each contribute to a heterogeneous
spatial distribution of the response of soil erosion. Jordan et al. (2009) analyzed the
relationship between water repellence and soil loss by rainfall simulation in vol-
canic areas of Mexico, and observed that the hydrological response is related to the
degree of hydrophobicity of the studied soils. Although there were no significant
correlations between the persistence of water repellence and the rate of runoff, it
was observed that the surface flow was more intense in soil water repellent soils
than in hydrophilic ones.

Despite the fact that fire can modify the soil properties and provoke an accel-
erated runoff, it is known that dry soils show a high degree of repellence (Witter
et al. 1991; Ritsema and Dekker 1994) and that implies that the runoff coefficient
tends to increase when soil moisture is low. It is also necessary to take into account
that water repellence depends largely on type and quantity of rains in a hydrological
year (Crockford et al. 1991; Miyata et al. 2007), which may affect the runoff
coefficient. Although several authors have shown a strong relationship between the
impact of repellence to water and runoff generation (Osborn et al. 1964; Cerdà et al.
1998; Benito et al. 2003; Leighton-Boyce et al. 2007), the precise role of water
repellence is difficult to determine, since it is very difficult to isolate it from the rest
of the physical properties and moisture content of the soil (Miyata et al. 2007).

17.6 Soil Erosion

Fire affects soil systems in terms of the physical, chemical and biological properties
and with this, the response to the hydrological and erosive rainfall is also altered.
Thus, fires directly influence erosion processes by eliminating vegetation cover and
produce changes in the structure, nutrient and soil water balance. Forest fires alter
erosion processes, affect soil degradation and change land geomorphology because

450 A. Velasco and X. Úbeda



of accelerated erosion rates, transport and deposition of materials outside the soil
system (Cerdà and Bodí 2007).

Erosion is a process of denudation of the soil by extraction, transport and
deposition of material by various agents. It is a natural process where erosion rates
allow the recovery and development of different lands. This phenomenon has led to
the formation of the most fertile soils in the world, located in floodplains, river
deltas and terraces built by the deposition of materials from the mountains. It is
therefore a sustainable phenomenon dependent on natural conditions of each eco-
system (Cerdà and Bodí 2007).

Where human activity in the area is old, for example in the Mediterranean basin,
erosion rates are high because the vegetation has been reduced and degraded soil.
This is due to the exploitation of the soil by man (use of fire as a tool to lighten or
remove the vegetation, fertilize the soil, etc.) (Cerdà and Bodí 2007).

Although the rates of soil erosion in water repellent soils are usually lower under
dense vegetation cover (Cerdà and Doerr 2007), they can be very high in areas
where natural vegetation has declined or disappeared as a result of human pressure
or wildfires (Scott 1993; Shakesby et al. 1993; Úbeda and Sala 1998; Cerdà and
Doerr 2007; Jordán et al. 2009). Irregularities in seasonal climates, like the
Mediterranean, enhance the risk of soil erosion, especially at the beginning of the
rainy season, which is, when the soil moisture is very low and the degree of
hydrophobicity is very high (Osborn et al. 1964; Cerdà et al. 1998; Doerr et al.
2003; Jordán et al. 2008).

In sandy soils of the coast of Holland, Witter et al. (1991) demonstrated that the
loss of sediment from runoff water increased almost 20 times in soil water repellent
soils in front hydrophilic soils, although the relationship between the two param-
eters could not be isolated from other factors such as soil moisture and organic
matter content.

Through experiments of rainfall simulations, Jordán et al. (2009) determined a
good correlation between the rate of runoff and soil loss. They found an increase of
40 % in average soil water repellent compared to hydrophilic. The role of water
repellence on soil erosion is very important in the case of soils affected by fires of
high intensity, where infiltration can be reduced drastically (Campbell et al. 1977;
Rulli and Rosso 2007). In the case of low-intensity fires, the impact is smaller,
recovery time and the properties prior to the fire have more to do than the recovery
of the vegetation cover (Hudson et al. 1983). In the case of Mediterranean soils, the
vegetation recovery and regeneration of the layer of leaf litter and soil character-
istics prior to the fire can be quite rapid (Fuentes et al. 1994; Cerdà et al. 1998),
demonstrating the strong adaptation of these ecosystems to natural fires (Naveh and
Lieberman 1984).

In Table 17.1 there some data about erosion rates in slopes after forest fire at plot
scale.

Table 17.1 shows only few experiments to calculate erosion rates, but they are
illustrative of the different results at plot scale. It is also clear how the Unites States,
Australia and Mediterranean countries have developed the main part of the research
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of this topic, due to the recurrence of this phenomenon and the importance of soil
losses due to forest fires.

17.7 Repercussions on the Hydrological Cycle

Rainfall, when infiltrates into the soil, fills the pores of surface horizons. The
infiltration capacity depends on the speed water can move through the profile.
Infiltration decreases rapidly in direct relation to soil depth, and is much higher in
forest soils than in agriculture ones. Permeability is defined by large pores through
which water can move by gravity. One important reason favouring the permeability
of the forests soils is the continuous addition of organic matter to the forest soils as
a result of falling leaves, branches, etc., which contributes to the fact that its
structure is more granular; this addition varies with the type of forest throughout the
year (Mataix-Solera and Guerrero 2007). The unaltered forest soils have the
maximum infiltration capacity.

In addition to the infiltration and surface runoff caused by the removal of veg-
etation cover after forest fires, certain effects on the physic-chemical properties of
the soil contribute to this alteration of the hydrological cycle in the affected area.
The formation of hydrophobic substances and their impact on the reduction of soil
permeability and increased runoff, due to the direct loss of vegetation cover and
other indirect effects, are the most important (Mataix-Solera and Guerrero 2007).
After forest fires, erosion studies on quantification revealed significant impact on
the geomorphology of the soils surfaces (Moody and Martin 2001). The vegetation
determines the runoff generation as it controls the distribution of infiltration rates
(Cerdà 1995). The natural recovery of vegetation is usually slower in the sunny

Table 17.1 Erosion rates at plot scale on the burnt slopes in some forest after fires

Erosion rate (T/ha/year) Country Author Year

0.81 USA Meginnis 1935

165 USA Hendricks and Johnson 1944

7.61 USA Copley et al. 1944

0.51 USA Ursic 1970

3.85 Scotland Kinako and Gimingham 1980

49.03 Portugal Lourenço and Bento-Gonçalves 1990

21.75 Spain Marqués 1991

41.46 Portugal Terry 1994

11.10 Spain Andreu et al. 1994

24.05 Spain Úbeda and Sala 1998

16.34 France Martin 1996

4.00 USA Benavides and MacDonald 2001

17.6 Portugal Nunes et al. 2013
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slopes than of shadow ones, and this factor is also important in controlling erosion
rates in the months following the fire (Cerdà et al. 1995).

After a forest fire, with increasing hydrophobicity of the soil, changes in infil-
tration and runoff generation, and if vegetation cover is not recovered before the
first heavy rains arrive, the soil can be eroded in a much accelerated way.

This rain hitting against the bare soil contributes significantly to the destruction
of aggregates. Finer fractions clogged the pores, reducing the infiltration rate (Ela
et al. 1992), increasing surface runoff (Swanson 1981), loss of nutrients and also
increasing the erosion surface (Úbeda et al. 1990; Andreu et al. 1994). The stability
of aggregates that are on the surface is very important. Unstable aggregates form a
crust that inhibits the movement of water and air in soil (Mataix-Solera and
Guerrero 2007).

Slopes with steep gradients can accelerate erosion process, sweeping away much
of the soil and exposing the underlying rock. Some authors have investigated how
important is the slope gradient and orientation and they have found relationships
between these slope variables and erosion rates in areas affected by wildfires
(Llovet and Ponce 1996; Andreu et al. 2001).

17.8 Final Remarks

It is interesting how, once the researchers have known about the effects of fires on
soils and how the variables (hydrophobicity, infiltration capacity, slopes, time, etc.)
participate in the increase of soil erosion, the main part of these researchers in the
last decades of the XX century focused their investigations on how to mitigate the
erosion rates.

Nowadays there are works which try to minimize the effects of the fire on soils,
once the fire took place, incorporating mulch on the soil to benefice the infiltration
capacity and avoid splash erosion, until the barriers are installed in determined spots
of the slopes where the generation of accelerated soil erosion is more likely.

Today, researchers and forest managers have understood that “prevention” is the
only way to avoid great effects on soil erosion after forest fires. It is even cheaper,
economically, to concentrate resources in prevention than control the erosion after
forest fires. The forest management is the key for the prevention. Create forest
structures that in case of forest fires do not develop High Intensity Fires, which are
responsible for generating high erosion rates, and forest mosaic so as to avoid the
forest masses connection which could develop fires to burn large extents of
landscape.
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Chapter 18
Ecological Thresholds and Resilience
in Streams

Robert H. Hilderbrand and Ryan M. Utz

Abstract Ecological thresholds and resilience are powerful heuristics for under-
standing how lotic ecosystems change. Ecosystems may exist in self-organized
states based on their taxonomic composition or the range of ecosystem functions,
which are influenced by environmental drivers such as thermal or hydrologic
regimes, channel morphology, and availability of nutrients. Changes in these
underlying drivers may exceed an ecosystem’s ability to maintain its characteristic
attributes and shift the system into alternative states of organization, which are often
regarded as degraded or undesired. The boundaries where transitions occur are
known as ecological thresholds and often show a rapid ecosystem response across a
relatively small change in the environmental driver. Resilient ecosystems have the
capacity to retain attributes in the face of disturbances. However, at some distur-
bance magnitude an ecosystem may become altered, and the magnitude necessary
for a regime shift decreases as resilience declines. While ecological resilience
remains largely metaphorical in lotic ecosystems, we describe some approaches for
identification and assessment.
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18.1 Introduction

As discussed in previous chapters, complex, nonlinear processes may operate at
multiple spatial and temporal scales to simultaneously control physical and
chemical properties of running waters. Examining the biological attributes of riv-
erine systems increases the complexity of the picture significantly because lotic
organisms and the processes they affect are simultaneously influenced by the
geomorphic, thermal, hydrologic, and chemical properties of the systems in which
they reside. Even the shape of lotic ecosystems presents a challenge to organisms:
the linear-dendritic structure and continuous downstream flow of river networks
renders dispersal, a critical process for organisms, difficult. Streams also integrate
many processes that occur in the terrestrial portion of their watersheds (Hynes 1975;
Allan and Johnson 1997), and legacies of land use or other modifications can
remain within streams for decades even when watersheds return to a system
resembling a pre-disturbance state (Harding et al. 1998). In addition to being lit-
erally immersed in the products of upstream and upslope drivers, lotic organisms
must cope with disturbance regimes perhaps without parallel in terrestrial and
marine systems, from catastrophic floods that can completely reorder their physical
habitat to droughts that may cause their environment to effectively disappear. Thus
a high degree of environmental variability is the norm for most stream ecosystems.

Lotic organisms have evolved numerous strategies to persist and thrive in such
highly dynamic ecosystems. As a prime example, floods may appear to be cata-
strophic events, but organisms possess diverse adaptations to cope, and many
species rely on flooding to maintain habitats necessary to fulfill life history
requirements (Lytle and Poff 2004). Some aquatic insects can recognize cloud cover
to detect eminent high flow events and move to refuge habitat (Bogan and Lytle
2011), while others have evolved flattened or streamlined body shapes to minimize
drag (Alba-Tercedor 2008). In the opposite extreme, drought and desiccation may
seem intuitively disastrous, but many organisms have adapted to cope with this
stressor as well. For instance, the embryonic life stage of some invertebrates may
enter a state of diagenesis to allow persistence of populations through decades-long
dry periods (Jenkins and Boulton 2007), while others use atmospheric or ionic
signals of impending drought to cue migration towards perennial stream reaches
(Lytle et al. 2008). Adaptive traits for surviving dynamic riverine environments are
by no means limited to multicellular organisms. Seemingly sessile benthic diatoms
disperse within lotic ecosystems by riding currents until a favorable patch is
encountered (Stevenson and Peterson 1991).

Even well adapted organisms possess limited tolerance to extreme events,
chronically elevated physicochemical stress, or simply changing environmental
conditions that at some point no longer allow for persistence. Floods and droughts
can be severe enough to eliminate all individuals in populations of fishes or
invertebrates (Adams and Warren 2005; Roghair et al. 2002; Bogan and Lytle
2011). Chronically elevated temperatures or chemical stressors may also induce
local extirpations. Among the most pervasive threats to lotic organisms are
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landscape-scale stressors such as agricultural and urban development, both of which
influence multiple physicochemical stressors in receiving waters and frequently
cause widespread biodiversity loss (Allan 2004). Ecological changes are not limited
to state variables: natural or anthropogenic change can fundamentally alter bio-
geochemical processes such as nutrient retention and whole-system metabolism
(Gibbins 2015, this issue). Periphyton growth may increase nonlinearly if con-
centrations of key chemical constituents of lotic ecosystems, such as inorganic
nitrogen or phosphorous, exceed critical values (Dodds et al. 2002). When such
restructuring events or responses exhibit large shifts across a narrow range of an
environmental driver, they are known as ecological thresholds (Fig. 18.1). While
many ecological responses are nonlinear, not all are necessarily thresholds. Rather it
is the rapidity of change in an ecological attribute over a small change in the driver
variable that constitutes a threshold.

Ecological thresholds have parallels to abiotic components of rivers in that they
can appear at multiple spatial or temporal scales (Church 2002). Two examples of
geomorphic thresholds in flowing water systems include exceeding the shear stress
that induces sediment transport, which represents a threshold at a fine temporal
resolution, and the transition from a braided to a single-channel system when
sediment supply diminishes—an example of a long-term regime shift. Ecological
thresholds exhibit similar heterogeneity. A localized flood may temporarily extir-
pate a population of organisms until migration from nearby reaches recolonizes the
disturbed habitat. At the opposite end of the spectrum, assemblages of fishes and
macroinvertebrates may entirely turn over when stream networks fed by glaciers
transition from turbid to clear water subsequent to glacial retreat.

Not all ecosystem-environment relationships within riverine systems behave in
threshold fashion. In fact, most interactions probably do not result in rapid non-
linear changes. While the documented number of threshold relationships is

Fig. 18.1 Examples of
ecological thresholds as an
ecosystem attribute responds
across the range of an
environmental driver. The
direction of the response can
also be upwards
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increasing, their continued relative rarity in riverine systems calls their importance
into question (Groffman et al. 2006). However, where thresholds exist, they are
rarely known until crossed, and many such relationships may yet be discovered.

18.2 Thresholds and the Challenge of Scale

Where threshold responses exist, few exhibit consistency among species or loca-
tions because the response scale to a gradient of change is often highly idiosyn-
cratic. Detrimental conditions for one species may be tolerable or even beneficial to
another. For example, aquatic insects requiring clean, stable substrates may be
extirpated by fine (≤2 mm) sediment deposition, while populations of burrowing
taxa may grow under such conditions. Even for drivers that trigger a threshold
response, the inflection point will likely be site-, region-, or taxon-specific. Thus, a
single, all-encompassing threshold value is rarely applicable to multiple biological
attributes excepting catastrophic events such as a toxic chemical spill or volcanic
eruption. Such inconsistencies among thresholds largely result from the highly
variable conditions under which stream biota have evolved and the substantial
heterogeneity in physical and chemical templates among basins.

As with most environment-ecological interactions, biotic responses to environ-
mental change can unfold at different spatial and temporal scales (Box 18.1). The
effects can be immediate, as happens when physiological thresholds are exceeded
and organisms die, whereas other threshold responses may transpire over one or
more generations when changing conditions trigger sublethal effects such as
depressed reproductive output. In the latter case, rapid nonlinear reproductive
declines may occur, but one or more generations are required for the result to be
expressed at the population level.

Box 18.1 A closer look at examples of ecological thresholds Streams in
alumino-silicate dominated watersheds with low acid neutralizing capacities
may have water quality suitable for resident biota almost year round.
However, large precipitation events, particularly snowmelt, may overwhelm a
stream’s buffering capacity resulting in a large, rapid drop in surface water pH
(Jeffries et al. 1979). Consequently, elevated acidity may leach lethal con-
centrations of aluminum from the substrate and into streams for only a few
hours. Acute exposure to aluminum may cause extensive mortality to fish and
many of the aquatic invertebrates in a very short time (Baker et al. 1996, Van
Sickle et al. 1996; Lepori et al. 2003) with the water quality later returning
back to habitable, baseline conditions and remaining suitable for long periods
afterwards until the next major event. As second example, water temperatures
directly affect the biota by governing the rate of enzymatic processes and
physiological performance because almost all stream-dwelling biota maintain
temperatures equal to that of the surrounding water. Temperatures directly
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influence the rates of processes as diverse as nutrient uptake (Rasmussen et al.
2011) and enzymatic activity (Ward and Stanford 1982). Aquatic biota have
upper thermal limits that behave as thresholds above which a species rarely
survives (Quinn et al. 1994; Beitinger et al. 2000). Many coldwater species,
such as salmonids, have difficulty surviving temperatures exceeding 25 °C,
while many warm water stream fishes have thermal thresholds around 30 °C
(Allan 1995). Geomorphic changes to streams such as channel widening will
allow greater solar-conductive water heating and consequently may change
thermal regimes to exceed thresholds. Thermal regime shifts can produce
acute responses from rapid heating or chronic, longer-term responses if ele-
vated temperatures are not lethal but rather increase physiological stress. As a
final example, the effects of fine sediment dynamics in streams may influence
biological processes over multiple time scales. As seen in earlier chapters,
sediment size heterogeneity is both present and necessary for channel equi-
librium and maintenance. A lack of fine particles can result in channel
armoring, particularly downstream of dams where the channel may be sedi-
ment-starved. However, excessive fine sediment in the channel has been
regarded as one of the most pervasive biological stressors in stream eco-
systems (Waters 1995). Fine sediments exceeding around 20 % areal cov-
erage of the streambed produces threshold responses in some benthic
macroinvertebrate communities (Burdon et al. 2013). For salmonid embryos
incubating in the hyporheic zone, fine sediments may be particularly lethal:
volumetric percentages of fine particles exceeding 10 % typically cause high
mortality (reviewed in Jensen et al. (2009)), which may result in a multi-year
time lag in population declines. Fine sediment deposition may also reduce
hydraulic conductivity between the stream and its hyporheos, which may
account for substantial portions of the total whole stream system metabolism
(Fellows et al. 2001). We expect declines in stream metabolism to become
rapid and nonlinear as some yet to be defined porosity threshold is exceeded,
and the steepness of the decline proportional to hyporheic depth.

The question of whether thresholds are detected can be contingent on the
response scale of the observations. For example, threshold responses of tolerance to
landscape-scale changes associated with urbanization in the form of pavement and
rooftops (collectively referred to as impervious surface area, hereafter ISA) are
evident for many benthic insects (Utz et al. 2009; King and Baker 2010). In many
cases, populations of sensitive organisms may disappear at very low levels of ISA
within a watershed. The most sensitive taxa are lost at about 3 % watershed ISA
while nearly half of all resident taxa may be extirpated by 15–20 % ISA, although
site-specific values may vary among geoclimatic settings (Utz et al. 2009) and the
degree of ISA connectivity to stream channels (Collier and Clements 2011).
However, aggregating individual taxa responses by considering total taxonomic
richness rather than individual taxa produces a linear decline across the same ISA
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gradient (Fig. 7 in Utz et al. 2009). Although taxa richness is a common com-
munity-level metric, other metrics exhibit threshold responses to ISA (Hilderbrand
et al. 2009; King et al. 2011). Thus, the choice of both taxonomic resolution and
how it is measured can substantially influence whether or not a threshold is
detected.

18.3 Thresholds and the Challenge of Covariates

Ecological thresholds have tremendous allure both as heuristic devices to under-
stand how streams behave and as potentially powerful tools for environmental
management. Unfortunately, thresholds are often assumed to be static such that
maintaining an environmental driver below a critical value can preserve stream
ecosystem structure and function. In theory, thresholds can be used to optimize the
degree to which a system may be altered and still maintain ecological function. In
practice, however, numerous interacting factors often distort or shift threshold
boundaries. Failure to recognize such limitations through adherence to static values
can result in considerable damage to ecosystems. For example, early research on the
effects of urbanization on streams noted negative changes in ecosystem structure
and function as watershed ISA levels exceeded around 10–15 % (Klein 1979;
Schueler 1995). The 10 % value grew in notoriety and became recommended for
land use planning activities (US EPA 2004). Multiple subsequent studies, however,
have detected significant changes in species richness and community structure at
watershed ISA levels well below 10 %.

Because each stream represents a unique combination of physical, chemical,
climatic, and historical legacies, analyses of ecological thresholds have many co-
varying attributes that interact to affect biota. Thus even where threshold responses
are evident, factors that may not be directly related to the stressor of interest can
distort threshold responses. For example, stream biota face particular challenges
with osmoregulation because of a need to retain a higher salt balance than the
surrounding freshwater. Most aquatic organisms have evolved to retain salts in
water with low ionic concentrations, but elevated concentrations overwhelm their
physiological tolerance and may become lethal. High concentrations of anionic salts
(Cl−, SO4

2−) in particular can result in large-scale biodiversity loss over a relatively
small gradient such as downstream of coal mining activities (Garcia-Criado et al.
1999; Pond et al. 2008). However, toxicity at a given anionic salt concentration
decreases substantially as water hardness increases (Mount et al. 1997; Soucek and
Kennedy 2005), making the use of a single threshold for all streams dubious.
Similar blurring of threshold boundaries occur when atypical geologic settings
result in a cool, stable water temperature regime, which allows typically sensitive
species such as brook trout (Salvelinus fontinalis) to persist in streams with
watershed ISA above levels that cause brook trout extirpation elsewhere (Stranko
et al. 2008). Thus, planning for system change using rigid, static approaches may
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inadvertently shift the system into an undesired state if the threshold is not com-
pletely understood.

Because of the multidimensional and contingent nature of many thresholds, the
exact mechanism affecting a stream ecosystem is often unknown or not measured.
Thus cause and effect relationships with univariate drivers are rare in many eco-
systems. When a particular environmental driver causes many disparate physico-
chemical changes, surrogates representing the combined effects are often used. An
example involves the use of watershed urbanization or agricultural land uses as a
surrogate for the numerous physicochemical stressors associated with landscape-
scale anthropogenic change. The combined effects of urbanization is akin to death
by a thousand cuts; urbanization is associated with increases in fine sediment, bed
armoring, elevated specific conductance, higher and more variable water temper-
atures, increased flood frequency and magnitude, greater concentrations of toxic
metals, and numerous other stressors (Paul and Meyer 2001). In an urban stream,
biological structure or processes may be responding to any or all of the above-
mentioned stressors, but rarely do sufficient data exist to identify the specific
mechanism for ecological changes while controlling for all of the other potential
drivers. A given biological attribute of interest could be responding directly to
elevated salt concentrations or indirectly to an altered hydrologic regime and
consequential changes in channel geomorphology.

Although we have cautioned about the uncertainties and potential misapplication
of using ecological thresholds for management, they have value beyond heuristics.
The fact that not every stream responds exactly the same way or to the same value
of a driver known to elicit a response does not negate the threshold. Rather, the
concept provides a range within which change is likely to occur (Schueler et al.
2009), and effective management will recognize the need to mitigate or plan for
uncertainties within such ranges. Ecological thresholds also provide the opportunity
to develop futures scenarios and forecast ecological changes (e.g., Van Sickle et al.
2004; Hilderbrand et al. 2010). While futures scenarios can be conducted for non-
threshold responses as well, the results are often instructive when large ecosystem
changes are forecasted to result from relatively small changes to input drivers. Such
exercises may also be used to better understand the concept of ecological resilience,
which can be lost when thresholds are crossed.

18.4 Ecological Resilience and Alternate States

In a resilient stream ecosystem, key ecological attributes such as species compo-
sition or the range of ecosystem functions will remain consistent over long time
scales or return to pre-disturbance states following perturbations. Resilience can
have many meanings such as the related concept of engineering resilience (Pimm
1984), which refers to the amount of time required for an ecosystem attribute to
return to conditions prior to a disturbance. While ecosystem recovery time is an
important attribute of ecological resilience, it is incomplete. Ecological resilience as
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we use it in this chapter is the degree to which an ecosystem can absorb or with-
stand environmental stress or disturbance and still maintain self-organization (i.e.,
characteristic structure and function; (Holling 1973; Gunderson and Holling 2001).
Our treatment hereafter will be with respect to lotic ecosystems and may not follow
all of the classical definitions, as streams and rivers possess different attributes and
behavior relative to the systems where the foundational concepts of ecological
resilience were developed (shallow lakes, terrestrial, and socioeconomic ecosys-
tems). Thus, we may raise as many questions as answers, and we encourage the
reader to identify similarities and differences and to challenge our perceptions
because ecological resilience can be highly abstract. Several excellent, more
comprehensive treatments place ecological resilience in a broader context (Holling
1973; Carpenter et al. 2001; Gunderson and Holling 2001).

Exceeding the limits of resilience and crossing an ecological threshold may shift
a system from one ecosystem state into an alternate state (Fig. 18.2). State shifts
often entail transitioning from a desired to an undesired state. Figure 18.2 depicts an
urbanizing stream with the ball-in-cup model illustrating resilience and alternative

Fig. 18.2 Lotic ecosystems may exist as multiple alternate states, or domains, (troughs) separated
by thresholds (ridges) dividing the states. An ecosystem at a specific point (open circles) may have
variation in its attributes, but still belong within a state having substantially different attributes,
such as taxonomic composition or nutrient processing rates, from other states. Ecological
resilience is represented by the width of the domain, while engineering resilience is the depth or
steepness of the sides. As the underlying drivers change, as can happen due to increases in
impervious surfaces in the watershed, some domains will begin to lose resilience, while others may
increase. As the resilience decreases, progressively smaller disturbances (arrows) can shift the
stream from one alternate state into another. These regime shifts may be semi-permanent on human
time scales if the drivers have been substantially altered or there are no dispersal paths for
organisms to recolonize after extirpations
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stable states as developed by Holling et al. (1995) and used later by Beisner et al.
(2003); Scheffer and Carpenter (2003). This heuristic device can represent both
biological community and ecosystem frameworks. With respect to biological
communities, ecosystem drivers are relatively constant, and the community com-
position changes mostly from internal, biologically controlled drivers such as
competition or predation. In the ecosystem perspective, the system responds to
changes in the underlying environmental drivers (Scheffer et al. 2001). Both
community and ecosystem frameworks are possible within lotic ecosystems
because the relative importance of external (abiotic) factors versus internal (biotic
interactions) factors forms a continuum along which communities may be struc-
tured (Zalewski and Naiman 1985). Streams dominated by changing environmental
conditions are more externally controlled by abiotic variables, while streams in
more stable environments tend to be structured more internally by biotic
interactions.

Changes in ecosystem state, also known as regime shifts, occur when the
resilience of an ecosystem has been exceeded. Resilience, state changes, and
thresholds are closely intertwined because thresholds represent boundaries between
ecosystem states. While not couched explicitly as alternative states, the lotic liter-
ature is rich with examples because the concept is foundational to biomonitoring
and assessment. As the physical, chemical, or thermal conditions of a stream change
beyond levels observed due to natural variation, detectable changes in taxonomic
composition ensue (e.g., Brenden et al. 2008) or ecological functions no longer
exhibit expected behavior (Dodds 2006; Earl et al. 2006). Thus with a changing
environment, the same section of a stream or river can fundamentally change
ecosystem attributes.

Many examples of transitions between alternative states involve rapid, cata-
strophic shifts (e.g., Carpenter et al. 1999; Scheffer et al. 2001), but loss of resil-
ience may also prove gradual as the drivers change slowly or taxa are sequentially
lost. In such cases, the alternate states may behave similarly to how taxonomists
define closely related species—differences may be clear at the extremes, but the
exact point where the change occurs is uncertain. As detailed below, we believe that
more gradual changes are the more common mode of state change in streams
because lotic ecosystems are highly influenced by many environmental variables
and disturbance regimes (Resh et al. 1988).

Multiple pathways can cause ecosystem state shifts by altering the underlying
drivers (Beisner et al. 2003). Changes to any number of drivers such as sediment
supply, altered thermal regime, or channel confinement and their interactions can
fundamentally change the environmental conditions and result in loss of ecosystem
structure or function. Excellent examples involve rivers where a dam regulates
discharge, and the resulting altered discharge regime alters hydro-geomorphic
attributes such as sediment delivery, resulting in ecological regime shifts (Poff et al.
1997). The dynamic, disturbance-prone nature of lotic systems that exerts strong
external controls on community structure in streams may also promote the for-
mation of alternative states (Didham and Watts 2005). Seasonal and annual vari-
ation in temperature, discharge, and sediment dynamics probably discourage the
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development of tightly coupled biotic interactions in many, but not all, riverine
systems. Rather, biota must respond to a constantly changing and challenging
physical fluid environment, and species sort along their preferred environmental
conditions. As long as the collective suite of abiotic drivers remains within certain
bounds, an ecosystem will likely remain loosely organized based on the existing
physical habitat template (sensu Southwood 1977; Poff and Ward 1990) and dis-
tinguishable from states associated with degraded conditions. However, easily
identified, discrete states seem less common than assortments of species driven by a
few common taxa.

Disturbances that directly affect the actual organisms or processes may also
produce shifts to alternate states. Examples include population losses resulting from
a chemical spill, harvest, disease, extreme drought, or other event that causes
excessive mortality without the ability to recover or recolonize (e.g., Franssen et al.
2006; Bogan and Lytle 2011). State shifts may also arise from internal controls due
to biotic interactions, particularly when a top predator or keystone species is
affected (e.g. Power et al. 1985; Bechara et al. 1992; Carpenter et al. 2011). In the
case of Power et al. (1985), the exclusion of largemouth bass (Micropterus sal-
moides), a piscivorous predator, shifted a stream ecosystem state from one with
substantial periphyton production to one with clean substrates. The regime shift
occurred because largemouth bass preyed on small herbivorous grazing fish (central
stoneroller, Capostoma anomallum), and the exclusion of largemouth bass released
these herbivores to feed in areas they would normally avoid in the presence of their
predators. Reintroducing largemouth bass reverted the system back to one with
heavy periphyton production. In another case study, the catadromous, top predator
American Eel (Anguilla rostrada) seems to exert significant influence on the lower
trophic levels (Stranko et al. 2014). Large dams preclude eel migrations and result
in changes in the densities of the benthic fish and macroinvertebrates.

18.5 Assessing Resilience

Assessing ecological resilience has proven challenging, and the science is still in an
early state. Advances in resilience theory have greatly outpaced applications
(Thrush et al. 2009). The disparity may exist because measuring ecological resil-
ience requires us to identify a specific ecosystem component and the stressor
against which resilience is assessed as well as the necessary time scale of natural
recovery to the stressor (Carpenter et al. 2001). Not all ecosystem components
respond similarly to a given driver nor are we always able to extract the effect of a
single driver from contingent interactions. Thus most advances in assessing resil-
ience have been theoretical (e.g., Petchey and Gaston 2009) or based on simulation
models (e.g., Carpenter and Brock 2006). Rarely has resilience been assessed on
empirical data (but see Carpenter et al. 2011). Emerging evidence suggests that
systems approaching a threshold and regime shift will exhibit higher variance in
response (Carpenter and Brock 2006) or a critical slowing down of recovery time
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after disturbance (Scheffer et al. 2009; Drake and Griffen 2010; Lindegren et al.
2012; Veraart et al. 2012). However, non-catastrophic state shifts may also exhibit
similar behaviors (Kéfi et al. 2013). Nonetheless, such information can be quite
useful for predicting when a system is undergoing change regardless of its speed.
Ideally, several years or decades of data will exist on multiple ecosystem attributes
and drivers, but such data are extremely rare. Thus, resilience is often assessed
through retrospective analysis and inferred from large datasets not explicitly col-
lected specifically for resilience assessments and often using space-for-time sub-
stitutions (Box 18.2). Multiple ecological thresholds may need to be crossed in
order to measure resilience. With sufficient time and data however, advances in
identifying ecological thresholds, alternate states, and resilience are likely to
emerge.

Box 18.2 Measuring ecological resilience Ecological resilience is an
abstract concept. We therefore provide a more detailed example of an attempt
at its quantification. Our research group (Hilderbrand and Raesly 2009) has
studied ecological thresholds, alternate states, and resilience by retrospec-
tively analyzing a large, long-term dataset on headwater streams collected by
the Maryland Biological Stream Survey (Klauda et al. 1998). We focus
specifically on the benthic macroinvertebrate community because it is an
important measure of stream ecosystem health known to be sensitive to
changes in channel structure, water quality, and general degradation (Resh
and Jackson 1993). Streams in the least disturbed watersheds clustered into
two identifiable and slightly overlapping alternate states (Fig. 18.3). The
ellipsoids define sites in similarity space that are not statistically different
from the least disturbed reference sites in terms of benthic macroinvertebrate
community composition. Sites outside of either ellipsoid are statistically
different from either reference state and may reside in a separate alternate
state (not shown due to complexity). The boundary of each ellipsoid repre-
sents the edge of the domain occupied by each alternate state and may be
construed as a threshold between alternate states. Environmental stressors at
sites residing within a reference state can now be quantified and compared
against stressor levels for sites outside of the ellipsoid. The community is
resilient to a specific stressor when stressor levels do not differ among
alternate states. In contrast differences in stressor levels among alternate states
indicate sensitivity to the stressor, and the point where the community
changes can be calculated. Using this approach, many potential stressors can
be assessed against an ecosystem attribute. Using the approach described
above is imperfect because statistical criteria are applied to demarcate a
boundary, but the approach incorporates many of the important attributes of
alternate states, thresholds, and resilience. The use of multiple least-disturbed
sites to define the ellipsoid implicitly allows for the wide variation in com-
munity structure observed in nature and quantifies the presence of one or
more alternate states. The approach also provides boundaries for use in
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determining if a state has been exited. Measuring the range of a given stressor
across all sites falling within a reference ellipsoid is akin to measuring the
width of the domain within which the alternate state resides with respect to
that stressor and operationalizes the theory into something measureable. Thus
we believe that many insights can be derived from retrospective analysis of
the monitoring data that many agencies are charged with.

The choice of ecological response used to quantify resilience may exert a large
influence due to the high degree of variability among rates of ecological processes.
System aspects governed by microbial activity (e.g., nutrient uptake, stream

Fig. 18.3 Alternate states derived from nonmetric nondimensional scaling of benthic macroin-
vertebrate communities occurring in least disturbed watersheds. Ellipsoids define the boundaries of
alternate ecological states identified in the least disturbed watersheds. Sites falling outside of an
ellipsoid have benthic macroinvertebrate communities that are statistically different from the
alternate state representing least disturbed conditions. In this example, there are two general
community states for least disturbed systems. The edges of the ellipsoids represent boundaries of
the alternate states. Axes have been removed for better visual clarity
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metabolism) may respond very rapidly because microbes reproduce rapidly and
consequently an event or driver that alters the microbial community may respond or
recover over short time scales. In contrast, longer-lived organisms, such as fish and
freshwater mussels, may take much longer to respond or recover from a distur-
bance. A long recovery time may be mistaken for a loss of resilience when it simply
reflects the time required for reproduction or dispersal. Until sufficient time has
passed however, we may be unable to separate a regime shift and loss of resilience
from a slow recovery trajectory.

18.6 Maintenance, Recovery, and Restoration of Resilience

Resilient ecosystems have the ability to recover from disturbances of differing
magnitudes. Small disturbances may temporarily alter relative abundances of
organisms or alter processing rates. As the magnitude of a disturbance increases to
the point where taxa are locally extirpated, connections within the hydrologic
network may be required for recolonization and a return to a recognizable, pre-
disturbance state. Thus, maintaining resilient ecosystems in the face of larger
perturbations requires the integration of increasingly larger spatial and temporal
scales.

Across scales, resilience tends to decline with a loss of natural variation in
environmental drivers and is often the result of human interventions in trying to
manage or control the environment, such as with channel and floodplain alterations
to limit flooding (Holling and Meffe 1996). As resilience decreases, smaller dis-
turbances may cause regime shifts (Fig. 18.2). In contrast, maintaining variation in
the external drivers tends to promote a larger range of ecosystem functions and
greater biodiversity, thus increasing systemic capacity to adapt to, and recover
from, changes without fundamentally altering the underlying structure. Such
adaptive capacity is thought to be critical in maintaining resilient systems
(Gunderson 2000). Unfortunately, designing resilient stream ecosystems for alter-
nate states found in non-degraded watersheds can be very difficult. Invariably,
‘managing’ a system for resilience by focusing on an incomplete suite of drivers
will neglect important and unknown drivers, likely reducing overall resilience.
Thus, the best way to maintain resilience is to promote its retention by allowing
physical and chemical attributes of the system to experience as much of the range of
natural conditions as is possible.

Sometimes however, resilience is not a desired quality and may inhibit what we
consider the proper functioning of lotic ecosystems. Some watersheds are so highly
altered that only the most tolerant lotic biota are capable of surviving. These
ecosystems tend to contain a small subset of the regional biodiversity and have
highly altered ecosystem functions. However, they can be highly resilient systems
because the magnitude of change in the drivers required to shift to a more biodi-
verse or ecologically functional state is nearly insurmountable (Bernhardt and
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Palmer 2011). These systems often exhibit hysteresis—the lack of reversion even
after some suitable conditions are restored to a pre-disturbance state.

The visual and heuristic power of thresholds as tipping points and the resilience
that prevents regime shifts naturally leads to a desire to integrate the concepts in
restoration projects (Irvine 2012). If riverine ecosystems can shift into a different
state due to changes in the underlying drivers, then the process should be reversible
with directed management actions. However, because most ecological relationships
are highly multidimensional the perceived ability to restore a system back to its
predisturbance state is usually naïve (Hilderbrand et al. 2005). The hysteresis
exhibited by many degraded streams makes reversion back to the original, or a less
degraded, ecosystem state difficult or improbable because of fundamentally altered
drivers or the inability of the biota to recolonize and persist even after repeated
reintroductions. Despite thousands of restoration projects and billions of dollars
spent on stream restoration (Hassett et al. 2005), we have little evidence of suc-
cessfully restoring stream ecosystems back to an undisturbed state (Bernhardt and
Palmer 2011; Stranko et al. 2012); post-restoration monitoring has largely been
insufficient to determine if ecosystem attributes have moved into a more desirable
condition (Palmer 2008). Nonetheless, many activities that highly degrade lotic
ecosystems continue to assume that all aspects of a stream can be restored or even
re-created in newly constructed channels (Palmer et al. 2010).

18.7 Conclusion

Thresholds and resilience have the potential to serve as powerful heuristics for
understanding stream ecosystems and how they respond as the world around them
changes. The utility of identifying ecological thresholds and quantifying ecological
resilience for managing and maintaining the quality of our streams in an increas-
ingly human modified world is tremendous. However, the allure can also result in
problems because we cannot anticipate every interaction. We also cannot know
how the hydrologic cycle and the resulting thermal and geomorphic adjustments in
each river system will change as the climate and precipitation patterns change.
Thus, these concepts should be primarily viewed more as guiding principles rather
than as static decision points for management. The potential to over-manage
watersheds (Holling and Meffe 1996) could easily end in a Sisyphus Complex
(Hilderbrand et al. 2005) where a seeming endless suite of actions are initiated in
response to topical symptoms rather than identifying and addressing the underlying
changes. A difficult, but more long-term view will allow for change in such a way
as to not dramatically alter the underlying processes and constraints under which
each stream and its watershed evolved. Thus, we too must be resilient in our
ongoing efforts to understand and ensure the ecological resilience and adaptive
capacity of streams.
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Chapter 19
Coupling Biological and Physical
Processes: The Ecological Significance
of River Channel Hydraulics and Fluvial
Dynamics

Chris Gibbins

Abstract This chapter focuses on how flow and associated geomorphic processes
influence river and stream invertebrates. It stresses the importance of flows and
fluvial dynamics across a range of scales, discussing how they influence individual
organisms, populations and whole communities. It considers not just benthic larvae,
but how flow and sedimentological conditions influence other life stages.
Consideration is also given to how organisms influence habitat—so called ‘habitat
engineering’. The chapter argues that a detailed understanding of species’ ecologies
is needed if we are to understand precisely why they are affected by flow conditions
and to allow us to manage rivers sustainably.

Keywords Invertebrates � Hydraulics � Sediments � Larvae � Adult oviposition

19.1 Introduction and Scope

The forces of flowing water create the tune to which, in order to persist,
stream-dwelling organisms must be able to dance. Understanding how they persist
has been a central focus for freshwater ecology for decades, with research providing
insights into an array of morphological, physiological, behavioural and life history
traits that allow organisms to survive and reproduce in what are often high-energy
and extremely variable environments. This chapter provides an insight into the
ways in which flowing water influences benthic organisms. Flow has a direct effect
on them, but it also influences them in a number of indirect ways, perhaps most
notably as a result of the way in which it affects the sedimentological and geo-
morphological characteristics of river channels. The chapter deals also with some of
these indirect influences. Flow-biota interactions are not uni-directional, so the
chapter also discusses how organisms influence river bed conditions.
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There is a large and rapidly expanding literature on flow-biota interactions and a
number of extensive and insightful reviews already exist (e.g. Hart and Finelli
1999; Gurnell 2013). Rather than providing another general review, the current
chapter focuses on the need to connect knowledge of how flow influences indi-
vidual organisms to the implications of this for whole populations. The chapter
discusses flow influences where individuals of a given species occur, how it affects
their dispersal and what it means for their life histories. It stresses the importance of
considering multiple life stages and the need to include scales that are relevant both
to individuals and whole populations in scientific studies. The chapter draws mainly
on literature related to benthic macro-invertebrates (Fig. 19.1). These small and
apparently fragile organisms are an important but challenging group to study. They
are important because they play a range of functional roles in river ecosystems. For
example, some are primary consumers which in turn are preyed upon by higher
trophic groups such as fish and birds, and so they play an important role in energy
transfer. Invertebrates are mostly rather small, so collecting data at the scales rel-
evant to individuals poses many challenges, especially in field studies. Population
level processes may be played out at a different (larger) scale, so it is important that
studies which attempt to understand the controls on things such as birth or immi-
gration rates characterise habitat at an appropriate scale.

19.2 Multi-scale Habitat Influences on Invertebrates

19.2.1 Physical and Ecological Links Across Scales

An individual Baetis mayfly nymph (i.e. the larval life-stage) will no longer be able
to hold on to the surface of a pebble if instantaneous shear stress exceeds some
critical threshold. Once entrained, how far it drifts downstream and where it settles

Fig. 19.1 The ecological processes influencing benthic invertebrates and which are affected by
flow. These processes influence the performance, distribution and abundance of invertebrates.
Modified from Hart and Finelli (1999)
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are also a function of hydraulic characteristics, but characteristics that are better
represented over slightly larger spatio-temporal scales than those which caused its
entrainment. It may experience multiple entrainment and settlement episodes over
the time it spends in the larval stage, so flow conditions over scales of tens or
hundreds of meters and over weeks or months are relevant. However, other factors
operating over much greater spatio-temporal scales will have dictated the location,
within the stream network, of the pebble it was on. Baetis occur in patches of bed
where substrate is of a suitable size and where their food and oxygen requirements
can be met. The presence of suitable substrate at the microhabitat or patch scale is
dictated by variables that influence spatial variation in sediment supply and trans-
port. Depending on the volume and size distribution of sediment being supplied to a
reach from upstream and the channel’s competence to convey this material
downstream, different reach types (e.g. pool-riffle, braided) develop. Supply and
transport capacity correlate strongly with reach gradient, so reaches with certain
gradients are more likely to provide more suitable sediment for Baetis than others;
consequently we can expect to find relationships between Baetis abundance and
reach-scale attributes such as gradient, even though individual animals are not
influenced directly by the gradient of the patch of bed they are occupying.

Channel evolution is driven by certain high flow events, so not all of the flow
regime is important in creating the geomorphic and sedimentological conditions
required by Baetis. Therefore, while it is conceivable that an individual nymph may
never experience the annual high flow events (e.g. a nymph in the summer cohort
may emerge as an adult and complete its life-cycle before the winter floods) it
nevertheless has been influenced by them because if the way they influence the
distribution of suitable and unsuitable benthic habitat. Montgomery and Buffington
(1997) provide a framework within which the hierarchical controls on physical,
habitat-forming processes can be understood. An application of their framework to
understand the hierarchy of scales influencing benthic invertebrate community
structure is provided by Buendia et al. (2013a).

19.2.2 Adaptations to Flow

Three topics are prominent in the literature on benthic invertebrates: (i) the mor-
phological adaptations of organisms to flow, (ii) the importance of substrate for
community structure, and (iii) drift. In the 1980s and 1990s disturbance emerged as
a prominent theme, and is a theme which connects these three topics. Disturbance is
addressed by Hilderbrand and Utz in this volume and is the subject of numerous
reviews (e.g. recently by Stanley et al. 2010) so is not discussed explicitly here.
However, as much of the material in this chapter deals with how organisms cope
with flow extremes and related fluvial dynamics, the material presented herein
relates implicitly to disturbance. Aquatic organisms experience a very difference
world to terrestrial ones, and those inhabiting flowing (lotic) water experience a
rather different world to those inhabiting standing (lentic) water. The mechanics of
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moving or even standing still in lotic environments have had a profound influence
on all aquatic organisms, but especially small ones such as invertebrates. Lancaster
and Downes (2013) provide a very useful recent synthesis of this subject.

Water is approximately 50 times more viscous than air, so movement in water is
more difficult. Viscosity is temperature dependant, so the viscous forces experi-
enced by stream-dwelling organisms change with stream temperature. Water mol-
ecules at the surface are strongly attracted to each other, but not to the air molecules
above. This creates what is termed surface tension, which is apparent as a ‘film’ at
the water surface. Surface tension allows some small organisms (notably
Hempitera) to skate or walk on the water surface; such organisms are typically more
abundant in lentic water, but they also occur in lotic environments, often in mar-
ginal (channel edge) locations. Surface walking requires organisms to be within a
certain size (weight) range; too heavy and the surface film will not be able to
support them, and too light and they will not have the requisite force to manipulate
the surface film (such manipulation is needed for movement; Hu et al. 2003).
Surface walking also requires the evolution of morphological traits which produce
water-repellent leg surfaces. Such traits include waxy coatings and dense coverings
of hairs (Lancaster and Downes 2013). Many invertebrates need to pass through the
water surface to complete their life cycle. For instance, adult mayflies
(Ephemeroptera) of some species need to pass down through the water surface in
order to deposit their eggs, while the larvae later pass in the opposite direction in
order to metamorphose into adults. Others, such as adult beetles (Coleoptera), move
across the water surface more frequently.

The mass of water creates a pressure on surfaces or objects below. Organisms
inhabiting deep oceans and lakes experience considerable pressure because of the
mass of water above. This pressure is lower in the shallower conditions typically
associated with streams and rivers and so, on its own, is less relevant in lotic
systems. However, other forces and hydraulic conditions created by the interaction
of water mass and its movement downstream exert a key influence on individual
invertebrates. The now classic work of Hynes (1970) and Statzner and Holm (1989)
provide important reviews of this topic.

The Reynolds number (Re) is a useful descriptor which helps explain how a fluid
behaves on meeting an object. Re is a function of (i) kinematic viscosity (Ѵ), the
ratio of viscosity to the fluid’s density, (ii) the velocity of the water (Ʋ), and (iii) the
length of the object (l). Re helps describe changes in flow from laminar to turbulent
and, most importantly, because I is the length of the object of interest, it helps
explain how the flow that an organism experiences is a function of its size. Re is
also relevant because it influences drag. Pressure drag (drag related to differences in
pressure at the front and rear of an object) tends to be most important at high Re.
Different body forms are effective in different Re; for instance, an organism with a
rounded, relatively wide front-end and a long, tapering rear-end will be well
adapted to life at high Re due to reduced pressure drag. Conversely, this body form
confers no advantage at low Re.

Benthic invertebrates have evolved an array of different structures to help them
deal with flow forces, including suckers, friction pads, a variety of hooks and claws
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and seteose structures (e.g. Ditsche-Kuru et al. 2010); other organisms (e.g. blackfly
and caddisfly larvae) use silk or sticky secretions to avoid being swept downstream.
Although the subject of much early attention (e.g. Steinmann 1907), this topic has
not garnered much in the way of recent interest. Consequently, most existing
studies are now rather old and there remains much scope for application of new
high resolution technologies to characterise flow around different lotic invertebrate
body forms, as has been done with some marine organisms (e.g. Stamhius 2006).
Lancaster and Downes (2013) provide a thoughtful discussion of some of the
problems of interpreting the functional role of particular body forms as adaptations
to flow. They suggest that some unsubstantiated, misleading or incorrect assertions
have been perpetuated in the literature through repeat citation. For instance, the
body flatness seen in Heptageniidae mayflies is regularly interpreted as an adap-
tation to living in high velocity environments; however, flatness may actually
increase lift, and it seems that some Heptageniidae occur primarily in lower velocity
microhabitats (Lancaster and Beylea 2006; Fig. 19.2) as they may be less able than
other organisms to cope with high velocities (Gibbins et al. 2010).

Life would be relatively simple if all invertebrates had to do was avoid being
swept downstream. However, they also have to feed and this may require them to
move around and/or occupy exposed areas. Many species graze algae and so have
to spend part of their time on the top of exposed bed surfaces, placing them at risk
of displacement. Some species feed by filtering suspended organic material from
the water column, so organisms such as blackflies (Simuliidae) occupy exposed,
high velocity locations in order to filter-feed. Flow also effects filter-feeders in other
ways, as ingestion rates are often limited by low seston flux rates at low velocities,
while high drag may impair the performance of feeding apparatus at high velocities
(Morin et al. 1988). Other organisms are very mobile and risk dislodgement while
foraging. Elliott (2003) assessed the distances travelled by individual invertebrates
and found that predators moved most; distances travelled per 24 h period were
mostly rather short in both upstream and downstream directions, with patterns for
all species best described by an inverse power function. Flow has been found to

Fig. 19.2 Velocity use by Heptageniidae mayflies. The fitted lines represent limiting response
models fitted using quantile regression. Source adapted from Lancaster and Beylea (2006)
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influence the movement of caddisfly larvae, with individuals crawling less fre-
quently and moving shorter distances at high discharges (Lancaster et al. 2006).

These feeding requirements and foraging behaviours influence microhabitat-scale
distribution patterns (Orth and Maughan 1983). Many studies have sought to relate
distributions at this scale to hydraulic conditions. For example, Doledec et al. (2007)
illustrate how the abundance of 151 taxa changed across hydraulic gradients, while
Merigoux and Doledec (2004) found that the abundance of 77 % of the taxa included
in their study was significantly related to hydraulic parameters (notably shear stress
and Froude number). In turn, broader scale spatial patterns in distribution and
abundance reflect the distribution of meso-habitats (e.g. morphological units) which
provide suitable hydraulic conditions. Species with shared requirements, or at least
overlap in some of their habitat requirements, therefore tend to co-occur, leading to
distinct communities associated with particular habitats; the different invertebrate
assemblages of riffles and pools is an obvious and well known example of this (see
Books et al. 2005 and references therein).

19.3 Linking Individual to Population Level Processes

19.3.1 The Role of Drift

Drift is the downstream movement of invertebrates suspended within the water
column. Its prominence in the literature is due to its ubiquity and its importance.
Drift is central to the life history of many invertebrates, as it is a primary means of
longer distance movement and dispersal by larvae—their movement into and out of
stream reaches. Increased drift is also a direct ecological response to physical
disturbances such as floods: drifters are at best displaced, and at worst injured or
killed. However, drift is also a mechanism for the re-colonisation of denuded areas
once the disturbance has passed, and so is an important means of population
recovery. Through its effects on mortality, immigration and emigration, drift
therefore plays an important role in population dynamics.

Early work elucidated the temporal rhythms to drift, drift distances and time
spent in the drift, as well as the relationships between the downstream drift of larvae
and the movements of adults (e.g. Elliott 2003 and the review by Brittain and
Eikland 1988). Drift occurs for different reasons at different times, leading to the
distinction between voluntary (=behavioural) and involuntary drift. Flow forces are
a primary driver of involuntary drift, while the search for food, avoidance of
competitors and escape from predators are causes of behavioural drift. However,
irrespective of the initial cue, flow conditions influence time spent in the drift and
the downstream distance travelled by drifters. Drift increases during periods of
elevated discharge, as greater numbers of invertebrates are sheared from the bed.
The term ‘catastrophic drift’ is applied to the marked increase in involuntary drift
observed during floods. Statzner (1984) hypothesised that during floods the major
increase in drift occurs once the bed begins to move, and more recent laboratory
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studies (Gibbins et al. 2005) have confirmed both that the rate of loss of animals
from the bed parallels sediment loss (Fig. 19.3a), and that fewer animals are lost
from stable beds than mobile ones (Fig. 19.3b). Evidence from field experimen-
tation suggests that a major upward inflection in the drift response to increasing
discharge occurs at the same point that the critical entrainment threshold of the
sediment is exceeded (Gibbins et al. 2007a). What is interesting is that the rates of
sediment transport associated with catastrophic drift are not necessarily great,
suggesting that the hydrological events responsible for ecological disturbance are
lower in magnitude than those responsible for geomorphic disturbance (Gibbins
et al. 2007b).

Fig. 19.3 Relations between the number of Baetis lost from the bed of laboratory flume and
sediment stability. The upper plot (a) indicates that, in general, a higher rate of loss of animals
occurs as the bed become increasingly unstable. The lower plot (b) indicates the magnitude of the
effect of bed instability, over and above that of the direct shear of animals from the bed surface.
The same bed grain-size distributions and range of discharges were used, but in one set of
experiments the sediment was fixed to the flume bed while in the other it was not fixed, and hence
was entrained as a function of discharge and associated hydraulic conditions. Source adapted from
Gibbins et al. (2005)
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Lower levels of involuntary drift occur during conditions when the bed remains
stable. Based on flume experiments, Blanckaert et al. (2013) found that, unlike
sediment particles, dislodgement of invertebrates is related not only to the peak
values of turbulent flow forcing but also to the temporal fluctuations in this flow.
They also found that the dominant temporal fluctuations are not due to local tur-
bulent structures of the size of the invertebrate, but to those that scale with the flow
depth and are inherited from upstream.

19.3.2 The Role of Oviposition

In lotic systems the distribution of individual larvae is typically patchy and
non-random, and historically has been assumed to be dictated by their dispersal,
either through drift or crawling. The initial distribution of larvae (neonates) is
related to the behaviour of their mother and, for those species that deposit eggs in
clusters in specific locations, is a function of the distribution of suitable oviposition
sites (Peckarsky et al. 2000). Historically the effects of this maternal behaviour on
larval distribution have been assumed to be transient, being erased by subsequent
larval movements via drift and/or crawling. However, dispersal distances for some
groups may have been overestimated (Zimmer et al. 2009), suggesting a greater role
of maternal behaviour than hitherto appreciated (Lancaster et al. 2008). Several
studies have indicated that even for Baetidae mayflies, a family normally consid-
ered highly dispersive, maternal behaviour can have lasting effects on larval dis-
tribution (Lancaster and Downes 2010a). For example, the numbers of early instars
of Baetis rhodani, and the caddisfly Rhyacophila dorsalis (which shares the same
oviposition strategy), have been shown to be positively associated with the abun-
dance of suitable oviposition sites; riffles with the most oviposition sites were found
to have more early instar B. rhodani and R. dorsalis (Lancaster and Downes 2014).
Such findings are now challenging long-held assumptions about how larval
hydraulic and sedimentary habitat requirements must dictate spatial patterns in their
abundance; at least for some species, it appears that the requirements of ovipositing
females play a more prominent role.

Female Baetidae oviposit on large cobbles and boulders projecting above the
water surface. However, not all projecting cobbles and boulders appear equally
suitable. Peckarsky et al. (2000) found that, over the three years of their study,
females oviposited on less than 10 % of available cobbles/boulders, and in some
years single large boulders held more than half of the total egg masses observed.
The best predictors of the presence of egg masses appear to vary between streams,
but in general large clasts located in places where there is water splash associated
with high velocities are used most frequently (Encalada and Peckarsky 2006); the
area exposed above the water surface, and hence the area available for females to
land on, appears an important criteria for females selecting oviposition sites
(Encalada and Peckarsky 2006). Thus, the fluvial processes which dictate the
abundance and distribution of suitably large substrate, as well as the hydrological

486 C. Gibbins



regimes which dictate whether (as a function of water depth) potentially suitable
boulders are available to females at the times of the year that they are on the wing,
may exert a critical influence on the success of egg laying. Work on this topic is
also beginning to show that variation in neonate recruitment, linked to adult ovi-
position behaviour, can alter larval population sizes and potentially mask the effects
of processes acting subsequently on larvae. It therefore helps illustrate that flows
and fluvial processes are important for more than just larvae, and that caution is
needed when interpreting patterns of larval abundance solely within the context of
larval hydraulic habitat requirements (Plate 19.1).

19.3.3 The Influence of Habitat Complexity
and Simplification

Flow and substrate interact and create habitat that varies in character and com-
plexity across a range of spatial scales. Cummins and Lauf (1969) provided an early
review of the effects of substrate on benthic organisms. Much of this early, and
indeed some later literature, attempted to understand the extent to which substrate

Plate 19.1 A male Calopteryx virgo (Beautiful Demoiselle) holds station on a protruding boulder.
Such boulders are important for Demoiselles as they are prominent positions used by males to
signal their ownership of a particular territory, and as a base for feeding sorties. Boulders are also
important for other groups; for example, female Baetidae mayflies use them for egg deposition.
Photo Chris Gibbins, Catalunya, Spain
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characteristics (such as clast shape, surface texture and pore space volume) influ-
ence the diversity of invertebrate assemblages (review by Hynes 1970). However,
different empirical studies led to contradictory conclusions (e.g. see Wise and
Molles 1979).

Habitat heterogeneity and complexity may promote species diversity, so
increasingly sophisticated means of quantifying these elements have been
employed in the search for general patterns. Complexity refers to the abundance of
distinct, individual physical elements (e.g. crevices); habitats become more com-
plex as more elements (e.g. more crevices) are added. Heterogeneity refers to the
number of different elements present; habitats become more heterogeneous the
more elements there are (vertical elements such as plant stems present along with
crevices). McCoy and Bell (1991) proposed a three-dimensional conceptualisation
of habitat structure, with heterogeneity and complexity each being an axis. Their
third axis relates to the spatial scale of interest and helps represent the idea that both
heterogeneity and complexity are scale dependent.

At small spatial scales, the presence of mineral substrates of different sizes,
shapes and surface texture creates bed architectural complexity and heterogeneity.
By manipulating complexity and heterogeneity, Downes et al. (1998) were able to
show how habitat structure, quantified by adding elements to increase both com-
plexity and heterogeneity, influences invertebrate diversity. However, more recent
work has found that habitat heterogeneity may not influence diversity and abun-
dance, and that the effects of complexity can be weak (Barnes et al. 2013). The
latter authors suggest that habitat influences invertebrates through factors other than
physical structure, and so advocate a re-appraisal of the processes involved. Clearly,
our ability to detect habitat effects depends on the methods used to characterise
habitat structure. Thus, more than 40 years after Cummins’ early review there
remains considerable uncertainty about how habitat structure influences diversity,
with generalizable rules not yet agreed (Barnes et al. 2013).

Although the effects of habitat complexity have proven difficult to assess, it is
clear that simplification of habitat can lead to reduced diversity. For example, large
volumes of fine sediment, resulting from either natural or anthropogenic processes,
can homogenise river bed habitat and impact invertebrates (reviewed by Wood and
Armitage 1997). Fine sediment smothers riverbed micro-topography and clogs
interstitial spaces, and can alter bed stability as a result of changes in particle
cohesion and entrainment thresholds. In gravel bed rivers, relatively few taxa occur
in locations dominated by fine sediment, and as a result assemblages in such
locations are dominated by a small number of species characterised by particular
ecological traits (Buendia et al. 2013b). At larger scales, whole reaches and
sub-catchments may show community patterns that reflect differences in how much
of the sediment matrix is composed of fine material (Buendia et al. 2013b).
Temporal patterns related to the combined effects of flow and fine sediment may
also be evident; for example, in a river receiving large volumes of fine sediment as a
result of natural geological features and runoff processes (Plate 19.2), invertebrate
communities tracked seasonal rhythms of fine sediment accumulation, rhythms
which themselves were dictated by seasonal changes in flood magnitude and
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frequency (Buendia et al. 2013c; Fig. 19.4). Both alpha and beta diversity changed
over time as a result of the gradual increase in fine sediment accumulated on the bed
and which progressively homogenised habitat.

19.4 Species Impacts on Habitat—Habitat Engineering

Habitat and ecosystem engineering by river organisms is well known, although
most evidence comes from rather obvious examples. The North American beaver,
Castor Canadensis, has long been considered a model ecosystem engineer, with
numerous studies documenting the physical, chemical and ecological impacts of
beavers across a range of spatial scales (Anderson et al. 2007; Hammerson 1994).
Recently, Fuller and Peckarsky (2011) documented how beaver ponds influence
stream temperatures and, in turn, the size of mature female Baetis bicaudatus.
Female size is significant in Baetidae population dynamics, as large females are
more fecund than small ones. An indication of the magnitude of habitat engineering
by fish can be gained from work on mass spawning salmonids. Hassan et al. (2008),
for example, found that salmonids were responsible for around half of the annual
bedload yield and influenced river bed morphology over the whole year (i.e. long
after spawning ceased). Other families of fish have been shown to be significant

Plate 19.2 The River
Isabena, Catalunya, Spain.
Due to highly erodible Marls
in its catchment, this river
carries a very high fine
sediment load. In places
where this fine material settles
out, it can smother the bed
and homogenise physical
habitat conditions. Relatively
few organisms can cope with
such conditions, so
invertebrate species richness
can be low. Photo Chris
Gibbins
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bioturbators of river-bed habitat, due to their feeding action (Statzner et al. 2003;
Statzner and Sagnes 2008).

Rather less obvious but potentially important (especially when considered
cumulatively) are the engineering effects of numerous invertebrates. Different
invertebrates alter habitat in different ways, with some altering hydraulic conditions
and others bed sediments. Crayfish have been shown to influence both coarse and fine
sediment in rivers. Their feeding and movement, especially the aggressive interac-
tions between males, can disturb gravel substrates. Their burrowing behaviour affects
bed architecture, while as they walk they alter the bed by re-orientating material and
changing friction angles between grains (Johnson et al. 2011). Such changes have
been estimated to reduce critical shear stress by up to 75%, with reductions leading to
increased base-flow transport of sand grains by up to 2 kg m−2 d−1 and of gravels by
up to 4 kgm−2 d−1 (Statzner et al. 2003; Statzner and Peltret 2006). Most studies have
been conducted in laboratory settings, but Harvey et al. (2014) demonstrated that
crayfish activity can result in pulses of suspended sediment in natural river channels at
night-time, the period when they are most active.

Fig. 19.4 Flow and fine sediment dynamics in the River Isabena (Catalunya, Spain) and
invertebrate community responses. The upper panel shows discharge and the amount of fine
sediment stored on the bed of the study reach. Numbers prefixed T relate to dates on which
invertebrate samples were collected. The lower panel shows the centroids (⦁) of invertebrate
sample replicates (n = 25–30 on each occasion), ordinated using Co-inertia Analysis (Co-IA). The
Co-IA indicated a strong correspondence between invertebrate patterns and the sedimentary and
hydrological conditions over the study period. Arrows indicate changes in community structure
between sampling occasions (T1–14). Adapted from Buendia et al. (2013c)
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Many smaller invertebrates, including numerous insects, worms and molluscs,
engineer bed sediments in a variety of ways. Statzner (2012) provided a review of
their effects, classified according to whether they have bioturbation or consolidation
impacts on bed sediments. Feeding, borrowing, walking and building tubes or cases
all have bioturbation effects; in their active search for prey, for example, large
predatory stoneflies remove sand grains from within the bed matrix (Zanetell and
Peckarsky 1996). Such effects are not trivial: Statzner et al. (1996) estimated that
Dinocras cephalotes may erode 200–400 kg m−2 y−1 of sand. Conversely, various
taxa help consolidate sediments. Some caddisflies, moths and dipterans construct
cases or tubes from sand grains bound together with silk. In addition, some taxa use
silk as a safety thread or pad when moving or resting, glueing the silk to coarser bed
material (Malmqvist et al. 2004). These silks act as bridges of varying strength
between particles, and may last for long periods (up to one month; see Statzner
2012). Caddisfly larvae of the family Hydropsychidae use silk for several purposes:
as a safely thread, to fix gravel together for their larval retreat, to create nets (which
capture food) between coarse material, and to bind together gravel for pupal cases.
Hydropsychids can occur at high densities, and estimates of the length of silk
produced by them exceed hundreds of km y−1 m−2 (see Statzner 2012). The effect
of these silks on bed stability may be considerable, because of how they increase
critical shear stress (Johnson et al. 2009).

Different species are responsible for consolidation and bioturbation of bed
material and, as they may occur in different locations, can influence spatial patterns
of bed stability/instability within river reaches. Statzner (2012) illustrated sche-
matically the magnitude of the effects of a number of co-occurring bioturbators and
consolidators in a hypothetical reach (Fig. 19.5). While his model did not include
all taxa and necessitated a degree of upscaling and extrapolation, it nonetheless
gives a thought-provoking insight into the potential cumulative influence of
organisms in lotic environments. It also provides a framework for understanding
how the disappearance of native engineers or the introduction of alien ones (e.g.
zebra mussels Dreissina polymorpha or signal crayflish Pacifastacus leniusculus)
may impact fluvial processes (Johnson et al. 2011; Harvey 2014).

19.5 Conclusions: Opportunities and Challenges for Future
Research

It should be evident from the material discussed above that understanding species
ecologies, behaviours and life histories is central to understanding the ecological
importance of flow. Work which fails to do this runs the risk of being merely
descriptive (Lancaster and Downes 2010b) and so may be of limited value in
helping to guide sustainable river management or aid species conservation.

The trait-based approach provides potentially powerful insights into the eco-
logical mechanisms underpinning observed distribution and abundance patterns
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(e.g. a recent example by Buendia et al. 2013b). For this reason, traits are
increasingly being incorporated into monitoring and assessment tools. Trait-based
approaches are not new, but they are assuming greater significance because of the
need to properly assess human impacts on aquatic environments. Opportunities also
now exist for much more realistic characterisation of hydraulic and sedimentary
habitat, providing a much better platform for understanding abundance-
environment relationships. For instance, high resolution techniques such as parti-
cle image and acoustic Doppler velocimetry (PIV and ADV respectively) can
provide hydraulic data at the scales relevant to individual organisms, not just in
laboratory settings but in the field (Smith et al. 2012; Cameron et al. 2013).
Similarly, developments in survey and data interrogation techniques allow seamless
characterisation of river bed architecture from the patch to the reach scales (e.g.
Terrestrial Laser scanning; Brasington 2010; aerial photogrammetry; Vericat et al.
2009). Quinlan et al. (2014) provide a recent review of how such technologies can
provide insights into the interactions between the endangered freshwater pearl
mussel Margaritifera margaritifera and its habitat, and thus provide a robust basis
for habitat management.

Fig. 19.5 Potential effects of engineers on habitat conditions in a stream reach. The diagram
illustrates how by bioturbating or consolidating sediments, organisms alter the discharge needed for
sediment entrainment (critical discharge, Qc). Intermediate grey shading indicates areas unaffected
by the organisms shown. Lighter and darker shading indicated respectively the decrease or increase
in Qc as a result of organisms; e.g. through its consolidations effects, the mussel increases Qc by a
factor of 1.5 in areas where it occurs. Question marks indicate where uncertainty exists over the net
effects of species in locations where they co-occur. Adapted from Statzner (2012)
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While there are opportunities to move forward at increased pace, there are also
significant challenges faced by aquatic scientists. Thomas et al. (2014) provide a
summary of the issues and difficulties associated with understanding flow-biota
interactions. They conclude by stressing that the results of studies carried out over
short durations or at conditions of low to moderate hydraulic forcing cannot easily
be extrapolated to longer timescales or larger (catastrophic) events and, therefore,
that there is an urgent need for larger and more flexible research facilities. In
particular such facilities need to be ‘hybrids’, capable of experimentation with both
abiotic and biotic variables; when married with carefully planned and executed
experiments, such facilities should further our understanding of the coupling
between physical and ecological processes in streams and rivers.
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Chapter 20
Why Do We Need Bankfull and Dominant
Discharges?

Artur Radecki-Pawlik

Abstract Within scientific hydrological, geomorphological and also engineering
literature the two discharges that very often demand attention of hydrologists as well
as ecologists and river engineers and water catchment managers are, respectively, the
dominant and bankfull discharges. What are they? Do we really need them and why?
The present paper explains the main ways of the dominant and bankfull discharges
determinations and calculations. As far as the dominant discharge is concerned, the
most important methods to find its value are: the Rzanicyn, the Debski, the Lambor,
the Marlette and Walker, the Wolman and Miller, and the Makkavieiev methods.
When considering bankfull discharge, the most important concepts and definitions
as well as methods of its determination are: the Williams, the Wolman, the Schumm
and Brown, the Riley, the Woodyer as well as the Radecki-Pawlik and Skalski
methods. All those concepts and methods are described. Additionally, examples of
bankfull calculations are given from one of the Carpathians rivers to show the
difference obtained in bankfull values using different methods. Both morphometric
and biological methods are used to determine bankfull. Special attention is given to
biological approaches of bankfull methods since the Water Framework Directive
gives priority to biological measures and findings along river and stream reaches.

Keywords Dominant discharge � Bankfull � Mountain stream � River � Water
framework directive

20.1 Introduction

Within modern scientific literature dealing mostly with hydrology, catchment
management as well as fluvial geomorphology, two key discharges are very often
reported: the dominant and the bankfull discharges. Also many river engineers,
especially those who cooperate with forest engineers, ecologists and geomorphol-
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ogists are paying an attention due to the variety of variables of the dominant dis-
charge and bankfull, since bankfull values are helpful when designing river training
practices. The values of the two discharges are even more important when talking
about river rehabilitation processes as well as environmentally-sensitive training of
the river. As far as dominant discharge is concerned, one wants quite often to
describe the river regime with one single discharge value. Such a discharge might be
responsible for most changes in the river channel morphology in terms of its
geometry and, at the same time, during such a discharge the largest amount of
sediment might be transported. In general, the bed-forming processes are due to a
variety of variables, but discharges are one of the most important. Often the peak or
the catastrophic discharges transport the largest amount of sediment. But such
spectacular events occur quite rarely within river channels. From the channel
forming process point of view, it is important to consider discharges which are large
enough to initiate the sediment movement (when the water depth is higher than the
critical depth which allows the river bed material to move) and have a sufficient
frequency at the same time too. It is because those discharges are really responsible
for river channel shaping processes. So, the concept of dominant discharge (called,
for the matter of simplicity, Qdd) was introduced, which could be defined as a
discharge which determines the size of the river channel cross-section or a size of
river channel pattern at the particular location, which also depends on the character
and quantity of the sediment transported as well as the composition of river banks
and bed material (Thomas and Goudie 2000). In the literature, one can find the
dominant discharge (or sometimes the bed-forming flow) defined in many different
ways. At the same time, in the literature one can find the term bankfull discharge.
Bankfull (called, for the matter of simplicity, shortly Qb) very often has been
assumed to be a singular discharge or critical channel forming flow which is
important in determining the size and shape of the river channel and it has therefore
be regarded as equivalent to Qdd (Thomas and Goudie 2000). Also it might be
described as the maximum amount of water a specific channel can carry before water
overflows the stream bank and causes flooding. However, as was pointed out by
Radecki-Pawlik (2002), one should rather look for the value of Qb within the range
of discharges, then select one value, which does not necessarily relate to channel
shaping process within a particular river reach and even one cross-section. As
mentioned by Williams (1978), bankfull is something more than just one-reference
discharge, but rather it marks the conditions of incipient flooding. In this latter
respect, bankfull is also of great interest to river engineers and catchment managers
and planners (Nixon 1959). If so, in the present view of the Fifth European Water
Directive, bankfull could be a useful tool which might be used by river engineers, but
it is also becoming an important factor for ecologists and biologists since they are
interested in river changes from the point of view of local ecosystems which are
located within the corridor of a river. Finally, it has to be said that bankfull infor-
mation is not including the flow which is very often running through the gravel bed
of some alluvial rivers and it might be as large as up to 60 % of the total flow (Carling
et al. 2006; Lach and Wyżga 2002). But it is another story which might be included
in bankfull investigations later and it is not within the scope of the present chapter,
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although must be mentioned since many scientists and practitioners are rising up that
issue, especially in countries with large scarcity of water.

When in the early 1990s I started my work at the Univeristy of Agriculture in
Krakow after many years of being employed before as the hydraulic structures and
river training designer in “Hydroprojekt” Designing Office in Krakow, the first task I
met was to be acquainted with bankfull and dominant discharges. I must say that at
that time only a few people had any information on that topic in Poland. So I started to
dig deeply in the problem. I found very soon that the concepts of bankfull and
dominant discharges are useful not only for scientists but first of all for practitioners,
designers and engineers from river/stream management. It is also quite important for
me, since very often, while working in the designing office before, I was just given
one single discharge to determine the designing flood for establishing, for example,
dimensions of engineering structures. It was the value of the discharge of a given
probability. Just having only this number I was supposed to decide on dimensions of
river channel trained or dimensions of check dams, bank revetments or river drop
hydraulic structures. For me this information was not sufficient. I had a number but I
did not “feel” the river. I had the number but I did not know anything about river
channel processes occurring in the particular cross-section or along the river distance
I was working with. Now it was a great discovery time: Bankfull (!); Dominant
discharge (!). Two additional values showing me exactly what is going on in the river
or stream cross-section in terms offluvial processes. That is probably the answer why
I needed, and still need, bankfull and dominant discharge value and why others may
require to find those values and to know how to use and interpret them. But the
problem, especially in Poland, is different.Many people do not want to know bankfull
and dominant. One could ask simply: why? The calculation of bankfull or dominant is
not so difficult and the advantage of having their values seems to be justified. So
what? The answer why some do not need those values is pretty simple: since if you
have those values, you need to firstly include river processes in your project and you
have to know something about them. If you forget about dominant and bankfull you
are just playing with discharges from hydrological calculations (based on probability)
which, when used separately, very often overestimate the hydraulic structures
dimensions. People simply do not want to waste time on that, because, although the
calculation process of bankfull and dominant is maybe not very sophisticated, it needs
time and quite a bit of knowledge about river forming processes. Many professional
engineers need to see the river much deeper than through one number, they need to
feel the river—beautifully about it writes Luna Leopold in “The view of the river”
(2005)—the man I never met in my life but as far as rivers are concerned I owe him a
lot. But at the end of the day, the consequences of such away of thinking are rather sad
andwe can see them unfortunately alongmany rivers in my country. Anyway—I trust
that a new way of thinking for river engineers is coming (for the last 23 years I am
publishing in Polish journals about bankfull and dominant making the two concepts
popular). Thus, the following paper presents some definitions of the dominant dis-
charge (Qdd) and bankfull discharge (Qb) as well as some chosen methods of their
determination showing how to deal with channel fluvial geomorphological processes
knowing bankfull and dominant discharges.
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20.2 Methodology

20.2.1 Dominant Discharge

It is believed that Schaffernak (1922) introduced the term “dominant discharge”
firstly. He defined it as a discharge which, during a long period of time, transports
the maximum amount of sediment. There are several other definitions of Qdd that
appeared later in scientific papers: discharge which has the significant influence on
forming the channel geometry (Debski 1967); the 1.58 year flow on the annual
series used as a statistical definition of bank-full discharge (Durry 1973); the range
of flows which, over a period of time, transports the most bed-load or bed material
load (Marlette and Walker 1968); the effective discharge—the increment of dis-
charge that transports the largest fraction of annual sediment load over a period of
years (Andrews 1988); the most significant discharge influencing alluvial channel
capacity through morphological adjustment which transported most bed sediment
for its given frequency of occurrence (Wolman and Miller 1960); the constant flood
over a period of time which has the same influence for a channel geometry such as
the variable short-time discharge (the same scouring and accumulation) (Rzanicyn
1960); the discharge which transports most bed sediment in a stream that is close to
steady-state conditions (Carling 1988). So, there are many different ways of
defining and thus determining Qdd. The most important are listed below.
Schaffernak (1922) and Raczyński (1977) suggested that having a frequency of
discharges curve (f) as well as a sediment transport rate (T) we can find the products
of these two curves. The maximum of the products is the dominant discharge:

Qdd ¼ ðfTÞmax

Lambor (1971) shows a similar formula but the transport rate is replaced with the
rating curve and Qdd with the stage for a dominant discharge Hdd (Fig. 20.1):

Hdd ¼ ðfQÞmax

Makkavieiev (1966) gives his own formula for calculating Qdd values for the
rivers of Western Europe. He suggested that bankfull is a discharge which is
responsible for the basic shape of a river:

Qdd ¼ Qminð1þ Kf
Iw
In
Þ

where: Qm—mean low flood over a period of time (m3/s), Q—mean maximum
flood over a period of time (m3/s), Iw—mean slope during flood over a period of
time, In—mean slope during low flood over a period of time; Kf is a coefficient:
Kf ¼ ðKn

65Þ3 for Latochin factor L less than 1, Kf ¼ ðKn
75Þ3 for Latochin factor L

greater than 1; Kn is a coefficient defined as
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Kn ¼ ðQ� QmÞ 100
Qþ Qm

and the Latochin factor is L ¼ d
i , where d = d50 (the 50-percent diameter of bedload

from a grain-size curve) and i the mean slope. Rzanicyn (1960) treats the flood-time
as the most important for the channel forming process. His graphic method uses the
flood hydrograph, the intensity-channel-forming curve and the cumulative inten-
sity-channel-forming curve. Having the equation to calculate the intensity coeffi-
cient as well as the graphic example, we are able to find out Qdd according to
Rzanicyn:

S ¼ hi
d
ðv

3
1

v32
� 1Þ

where: h—mean depth of a cross-section (m), S—mean slope between two cross-
sections, d = d50 is a grain size value, v1—mean velocity upstream (m/s), v2—mean
velocity downstream (m/s) (Fig. 20.2).

Schoklitsch (1952), see also Mordziński (1972) is looking for dominant dis-
charge value using his own function for sediment transport (this is the empirical
relation merely between values given there but not the typical equation):

T ¼ f ð7000
d0:5

i1:5ðQ� Q0ÞÞ

where: d = d50, i—mean slope, Q—discharge (m3/s), Q0—discharge for initial the
motion of sediment (m3/s).

f Q

max f (Q) rating curve f (Q)

frequency f 

discharge Q Qdd

Hdd

H

Fig. 20.1 Lambor’s concept
of determination of the
dominant discharge Qdd
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The author states that the dominant discharge stage is the maximum of two
products:

Hdd ¼ f ðQ� Q0Þmax

where f is the frequency of discharges in days.
Wierzbicki (1965) sees the dominant discharge connected with the mean annual

flow:

Qdd ¼ ð1:03� 1:07Þ Qmean

Finally, the Wolman and Miller (1960) concept of finding out the dominant
discharge emphasized that the most significant discharge influencing alluvial
channel capacity through morphological adjustment was the one which transported
most of bed sediment for its given frequency of occurrence (Fig. 20.3).

In Polish literature, the concept of dominant discharge is described by
Mordziński (1972, 1986) who is giving also case studies of its determination. Also
Radecki-Pawlik (2002) put together many definitions of Qdd, trying to analyse
some of them.

For clear interpretation and understanding as well as for better practical use, the
above information on dominant discharge is gathered in Table 20.1.

t

Q

t

J

t

sum J

J = tg alfa

alfa

Q1

Q2

Qdd = (Q1 + Q2) / 2

Fig. 20.2 Rzanicyn’s
concept of determination of
the dominant discharge Qdd
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20.2.2 Bankfull

To identify the bankfull line in the field before the assessment of its value one needs
to know what means ‘floodplain’. With river morphology in the field, usually as the
concave bank recedes due to erosion and the point bar builds outward from the
concave bank, the river/stream channel width remains the same. The progressive
growth of point bars forms a flat surface called the floodplain. This floodplain is
built primarily by point bar extension—and in some instances deposition by
overbank adds to the floodplain level (Leopold 2005). Thus, knowing what is
floodplain—it has to be said that the level of it is the elevation of the top of river
channel banks. When the channel is flowing full, the water surface is at floodplain
level and the flow rate is the bankfull discharge. There are many papers in which
bankfull is especially mentioned (Lenzi et al. 2006; Wu et al. 2008; Navratil et al.
2006; Adams and Spotila 2005; Wohl et al. 2010; Carpenter and Taylor 2007; Pike
and Scatena 2010; Navratil and Albert 2010; Radecki-Pawlik and Skalski 2008a, b;
Skalski et al. 2012; Jiménez and Wohl 2011; Shamir et al. 2013; Soar and Thorne
2011; Agouridis et al. 2011; Pitlick et al. 2013; Frandofer and Lehotský 2013), but
in the present paper the concentration is focused on the most classical ways of
viewing it.

Thus, there are two main ways of how authors define bankfull. The first group of
definitions describes bankfull in terms of the geometry of a cross-section; the
second group of definitions describes it as a bankfull discharge in terms of volume
of water. Within the first group one can find methods which are associated with
pure morphometry, and here we would find the Wolman method and the Riley
method (the so-called morphometric methods), and one can find methods associated
with biological findings in the cross section, and it would be the Woodyer method
and Radecki-Pawlik and Skalski method (the so-called biological methods).

b

maximum

a - bed load transport
b - discharge frequency
c - product of a and b

Q

a, b, c

c
a

Fig. 20.3 Wolman and
Miller’s concept of
determination of the dominant
discharge Qdd
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20.2.2.1 Wolman Method

A classical example of the first group of methods describing bankfull in terms of the
geometry of a cross-section is the Wolman method. The Wolman method consists
of plotting at a-station hydraulic geometry relations between discharge Q and such
flow features as cross-sectional area A, water surface width W, and mean depth D
(=A/W) at the cross-section of interest. Bankfull width and/or area are determined
from field measurements, and bankfull discharge is read from the appropriate
hydraulic geometry graph. Alternatively, a channel cross-sectional survey can
provide values of A, W, and D with stage. Stage is plotted against any one of A, W,
or D (or W/D), and a break in the trend of plotted points usually identifies the
bankfull level (Wolman 1955; Carling 1988). Wolman suggests that the bankfull
stage is a stage at which the ratio of channel width to channel depth is at a
minimum. From a set of widths for given depths (Fig. 20.4) at each cross-section,
the minimum value of a ratio is:

R ¼ WðiÞ
DðiÞ

20.2.2.2 Riley Method

Riley method also classifies according to morphometric methods and consists of
plotting at-a-station hydraulic geometry relations between discharge Q and such
flow features as cross-sectional area A, water surface width W, and mean depth D
(=A/W) at the cross-section of interest. In 1972 Riley proposed the concept of a
bench index BI:

BI ¼ WðiÞ �Wðiþ 1Þ
DðiÞ � Dðiþ 1Þ

where W and D are defined above and i = 1, 2, 3…(n − 1)-th measurements.

W / D

D [m]

Qb

Fig. 20.4 The sketch for
Wolman’s method of bankfull
determination
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The bench index BI (Fig. 20.5) plotted against depth D for decreasing values of
depth within a channel shows a marked peak value near the actual bankfull stage
(Riley 1972).

20.2.2.3 Woodyer Method

The next example of the first group of methods describing bankfull in terms of the
geometry of a cross-section also takes into consideration biological findings, and so
is described here as a biological method, is that proposed by Woodyer (1968). The
author identifies three river benches—low, middle and high—in terms of the annual
maximum series, and uses vegetation cover to verify results (Fig. 20.6). His method
may be particularly successful in mountain creeks where plants are abundant. The
method identifies the low bench as occurring at a low stage only, and usually
showing an obvious relationship to the bed of the stream.

If exposed, the streambed is not vegetated, or carries only a thin cover of
ephemeral grass or herbs. The middle bench occurs where flood frequency is in the
range of 1.01–1.21 years. On the middle bench, some larger species of vegetation
are present, such as water-tolerant trees. The high bench is the widest and most
clearly developed bench, and is characterised by abundant tree cover in a near-
virgin state. At the high bench level, flood frequency varies between 1.24 and
2.69 years. In Figs. 20.6 and 20.7 one can see the details of three benches intro-
duced by Woodyer (1968) as well as one could analyse the detailed plants found in
the field in the river cross section on given example from one of the streams in the
Carpathians.

20.2.2.4 Radecki-Pawlik and Skalski Method

Finally, the first group of methods describing bankfull in terms of the geometry of a
cross-section but taking into consideration biological findings, so again described
here as biological method, includes the Radecki-Pawlik and Skalski method. In
2008 Radecki-Pawlik and Skalski introduced the IBA index (Radecki-Pawlik and
Skalski 2008a, b; Skalski et al. 2012). The authors postulate that is possible to

W

W (i+1)

D D (i+1)

height range

flood plain

river channel

D - cross-section depth [m]
W - cross-section width [m]

Fig. 20.5 Sketch for Riley’s
method of bankfull
determination
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predict the value of the bankfull discharge knowing the proportions of dimensions
of dominant species in a given bench of the river cross-section. To calculate the
bankfull level, the authors introduced the so-called Invertebrate Bankfull Method
(IBA).

They hypothesized that the distribution of particular size group in the riverine
invertebrate community will change with frequency of floods. Since it is known the
size of most central European Riverine ground beetles varies between 1 and 35 mm
(Skalski et al. 2012), thus in more disturbed habitats the proportion of the smallest
toward medium sized beetles will be good predictor and can be applied as an
indicator of habitat changes (flood frequency). In this manner it is proposed that the
formula of bankfull assessment can be tested with the particular example of the
Ochotnica River research cross-section in the Polish Carpathians:

IBA index

¼ abundance of 1�6mm specimens=abundance of 18�24mm specimens

In that way the authors proposed (similar to Woodyer method) to introduce three
benches: high, with IBA < 1; middle, with IBA ≥ 1; and low, where IBA ≫ 1.

high bench level

middle bench level

low bench level

gravel and cobbles

decidous and coniferous trees

grass 

water

flood plainflood plain grass and shrubs

Low bench Middle bench High bench

Fig. 20.6 Sketch for Woodyer’s method of bankfull determination (Photo A. Radecki-Pawlik)
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The animals (riverine ground beetles) are trapped in Berber traps (Fig. 20.8;
Photo 20.1a, b)—(Radecki-Pawlik and Skalski 2008a, b), and their bodies are
measured with measuring tape. Such a simple index allows one to collect species
within any cross-section, measure them and classify into size groups. Next, having
the value of the index and the level/altitude of a particular class/community
occurrence and also at the same time having the level of the calculated t-year flood
for the particular cross section, a bankfull level could be easy to asses from the
rating curve. This method seems to be in very good accordance with the Water
Framework Directive of EU philosophy where one can see that conditions of
streams and rivers depend mostly on fauna living there as well as hydromorphol-
ogy. In this context, the use of this method is very important, giving river engineers
and catchment managers the real view of living river cross-section. Also when
planning any hydraulic structures this method might be used as a reference method
indicating the real changes of fauna abundance and exact habitat in the river reach
or cross-section which would influence the dimensions of hydraulics structures,
especially in terms of their height (altitude).

The second group of methods defines bankfull as a bankfull discharge in terms
of the volume of water. The best known are here the Gauckler-Manning method
(also known as Schumm and Pickup and Warner method) and Williams’s method.

Fig. 20.7 The example sketch for Woodyer’s method of bankfull determination from the Skawica
river cross-section (modified from Radecki-Pawlik 2002)
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20.2.2.5 Gauckler-Manning Method

The Gauckler-Manning flow equation (Schumm 1968; Pickup and Warner 1976) is
one of several equations to be used directly at a station to determine bankfull
discharge. The equation as presented here is:

Qb ¼ 1:0=nð ÞAbD
2=3
b S1=2

The required variables are therefore the resistance coefficient n (Te Chow 1959),
the bankfull flow area Ab, the bank-full depth Db, and the water surface slope S.
Investigators obtain the resistance coefficient either by estimating bankfull condi-
tions, or by actually measuring a lower discharge, computing the coefficient, and

32
1

4 5
6 7

8
9

10

11

12

Fig. 20.8 Radecki-Pawlik and Skalski’s Barber traps localization scheme (1, 2, 3, …, 12—
numbers of traps situated on different flood levels) (Photo A. Radecki-Pawlik)
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Photo 20.1 a Installation of Barber traps for IBA Radecki-Pawlik and Skalski bankfull method
(2008a, b)—the river bank, bench 1 (Photo A. Radecki-Pawlik). b Installation of Barber trap for
IBA Radecki-Pawlik and Skalski bankfull method (2008a, b)—the trap (Photo A. Radecki-Pawlik)
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assuming that ‘n’ for the same coefficient applies at bankfull stage. Bankfull geo-
metric properties are determined from a further measurement of cross-sections.
When one cross-section is used, the resulting Qb applies to that section only. Qb for
a reach can be obtained by using several cross-sections with the slope-area method.
In the field, the slope of the energy gradient is often taken as the bed or water
surface slope. This slope should be measured in the field, but is sometimes obtained
from a topographic map (Williams 1978).

20.2.2.6 Williams Method

The second well known method which defines bankfull as discharge in terms of
volume of water is the Williams method. Williams (1978) proposed an equation for
bankfull, after investigating fifty-one different rivers. Williams’ final regression
relationship was (warning—this is not a typical mathematical equation, but
empirical relationship merely between A and S to give Q using observed data):

Qb ¼ 4:0 A1:21
b S0:28

where Qb is in cubic meters per second, Ab is in square meters, and S is
dimensionless.

After all what was said above about floodplain and bankfull one can notice that
in order to determine a bankfull, some bankfull indicators are very often needed.
And again—to identify the bankfull line in the field, before calculating or/and
assessing its value with the above-mentioned methods we need to find principal
indicators in the field. These are: (1) Point bars: the point bar is the sloping surface
that extends into the river channel from the convex bank of a curve. The top of the
point bar is at the level of the floodplain. (2) Bank slope: In stream channels with
natural riparian areas and a low, flat floodplain, the bankfull edge is located at the
edge of this plain. Often the floodplain will slope down very gradually and then
more abruptly. This abrupt slope-break is usually a good indicator. (3) Topographic
break: There is usually a topographic break at the bankfull. The stream bank may
change from a sloping bar to a vertical bank. It may change from vertical bank to
horizontal plane on top of floodplain. The change of topography may be as subtle as
a change in slope of the bank. (4) Vegetation: The bankfull edge is often indicated
by a demarcation line between lower areas that are either bare or have aquatic and
annual vegetation, and higher areas with perennial vegetation such as ferns, shrubs,
and trees. Therefore, one has to look at vegetation. (5) Animals—river ground
beetles: The bankfull edge is often indicated by a demarcation line between lower
areas with small ground beetles and higher areas with bigger specimens, so the IBA
index is useful. (6) Point bars and bank undercuts: Often on the inside of meander
bends, the stream will build up a bar of sediment from the eddy current created by
the bend; the top of such a bar is the minimum height of bankfull. Similarly, on the
outside of such bends, the stream will often undercut the bank and expose root
mats. If one could reach up beneath this mat, he can estimate the upper extent of the
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undercut. This would also be the minimum height of bankfull. (7) Lines on boul-
ders/bedrock: If one is in a steep with no clear floodplain, he has to look for the
highest mineral-stain line or the lowest line of lichen or moss on stable rock. All
those indicators might help to identify the bankfull line in the field. (8) Material
size: Bankfull is often registered by a change in the size distribution of materials at
the surface, from fine gravel to cobbles or from sand to gravel. It can change from
fine to coarse or from coarse to fine, but the change is common. (9) Debris deposits:
One can notice a subtle change in the debris deposited between rocks, such as the
amount of leaves, needles, seeds or other organic debris. Such indicators might be
the confirmation of a bankfull.

Finally in this section it is worthy to mention two more things about the bankfull
to help in its identification. The first is that all investigations from the field show
that bankfull discharge has a recurrence interval in the range of 1.0–2.5 years
(Leopold 2005). In that context, the value of 1.5-year appears to be a quite rea-
sonable average for bankfull. The second thing is that it is worthy of note that river
channel width at bankfull is closely related to bankfull discharge over a wide range
of channels and regional climates (also in Leopold 2005). Therefore, it might be
worthy to find the relation of channel width to discharge and analyse it with other
data from different rivers in the plotted diagrams. At the same time, in the field the
measurement of width is not subject to large errors even if the elevation of the
bankfull condition is not correct. The width is not much different whether the
elevation chosen is bankfull or somewhat below bankfull. Depth, in contrast, is very
sensitive to an exact choice of bankfull elevation.

20.3 Case Study

Instead of a typical summary, I would like to present, avoiding the already given
thoughts, the importance of using different methods to obtain a bankfull. In
Table 20.2, there are presented the results of bankfull assessment for one of the
Carpathian rivers, the Ochotnica River in the Polish Carpathians, to give a view on
the methodology and outputs. The bankfull discharge values listed in Table 20.2
were obtained using different morphometric and biological methods.

When briefly discussing the obtained values of bankfull discharge for the con-
sidered research cross-section, as it was postulated by Radecki-Pawlik (2002), one
should expect it to lie just between values of bankfull discharges which were found
using many methods—in the present case by abiotic and biotic methods. At the same
time, there is a need to have just one value of bankfull to which other values of
discharges can be referred to the particular river cross-section. Here, in the particular
case of the Ochotnica River research cross section (Table 20.2), there is a need to
exclude from consideration some results of bankfull obtained from some of the
employed methods. Firstly, rejected are the smallest values of the Woodyer method
since those values are too small to be responsible for any river morphology changes
in the context of t-year values as well as because the shear stresses which can be
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predicted under such discharges are not big enough to initiate an entrainment. Also
excluded are the local maximum Riley and Wolman numbers as they seem to be
good indicators for bankfull within only one-braid channel but when dealing with a
multi-braided stream cross-section (which we have in the case of the Ochotnica) the
values of discharge obtained here are too small. Thus to find the range of discharges
where the expected bankfull value should lie, the first Woodyer terrace value, the
average value of Schumm, Brown and Warner number (Manning-Gaucler method),
the first index of Riley value, the Williams number and the middle bench value of the
Woodyer biotic method (the second bench value of Woodyer) are considered.
Finally, bench 2 was considered with resepct to the IBA method with its central
value of other discharges where one could expect to find bankfull. So, calculated are
the central values of discharge within all ranges of bankfull discharges mentioned
above, which were referred to different abiotic and biotic methods and next their
arithmetic average is calculated, which is Q = 18.4 m3 s−1 . That value is termed the
bankfull value to which one could refer as to one number Qb = 18.4 m3 s−1. This
number is bigger than Q50 = 11.3 m3 s−1 (the two-year flood) for that cross section
but close to Q25 = 21.2 m3 s−1, which follows the general statements of bankfull
definition given by some authors, for example Pickup and Warner (1976). Also, the
obtained Qb = 18.4 m3 s−1 is very close to Q = 18.6 m3 s−1 which is the Shumm,
Brown and Warner bankfull value for n = 0.025, which also seems to be the best
described roughness coefficient of the considered Ochotnica River cross-section
(from field observations). Finally the obtained Qb = 18.4 m3 s−1 confirms the present
hydrological situation in that part of the Polish Carpathians where big floods were
experienced in 1997, 2000 and 2003 and when were experienced such values of

Table 20.2 Bankfull values for the Ochotnica River obtained using different morphometric and
biological methods (modified from Radecki-Pawlik and Skalski 2008a, b)

Bankfull discharge values in a cross-section within the investigated research reach, Qb (m
3 s−1)

according to different methods of calculation

Wolman Riley The Gauckler-
Manning
(Schumm, Brown
and Warner)

Williams Woodyer IBA method
(Invertebrate
Bankfull
Assessment
method)

Minimum
W/D
index
4.10

First
index
value
8.88
local
index
value
4.10

(Manning’s
n = 0.02-0.03
range)
n = 0.02
minimum
23.37
n = 0.025 average
18.67
n = 0.03
maximum
15.58

Williams’
equation
19.94

High
bench
40.47
Middle
bench
11.10
Low
bench
3.20

Bench 3
I > 1
38.40
Bench 2
I ≤ 1
11.10 − 38.40
central value
24.75
Bench 1
I ≪ 1
4.10 − 11.10
central value 7.60
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discharges in the Ochotnica River. They were marked in the field as nearly or just
above the bankfull but still conforming to the channel shape. The discharge
Q20 = 40.0 m3 s−1 was noted at the Tylmanowa gauge station for the area of the
catchment A = 108 km2 as a flood noted on the Ochotnica River which is an
equivalent of Q20 = 23.9 m3 s−1 for the research cross section described in the present
paper (calculated using hydrological analogous Fall method (Radecki-Pawlik 1995).
To recapitulate: the value of bankfull Qb = 18.4 m3 s−1 calculated within the research
cross section employing biotic and abiotic methods seems to be the best for rec-
ommendation to any planners, managers and developers but first of all to river
engineers who would like to undertake any training works within the considered
cross-section of the Ochotnica. This value turns out to be a consensus number when
we employed abiotic and biotic methods to calculate bankfull. It looks reliable from
the point of view of hydrology and geomorphology but also it covers the biological
requirements. It also is very important because it gives understanding of river
channel forming processes here and is in line with main thought of River Framework
Directive of EU where including fauna factor to hydromorphological parameters of a
particular river/stream cross-section is of prior importance. In my opinion it is most
of all the prior importance for our world rivers.
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Chapter 21
Hydrodynamics of Vegetated Channels

Jochen Aberle and Juha Järvelä

Abstract Hydrodynamics of vegetated channels and streams is a rapidly devel-
oping research area, and this chapter summarizes the current knowledge consid-
ering both aquatic and riparian zones. The benefit of an advanced parameterization
of plant morphology and biomechanical properties is highlighted. For this purpose,
the response of flexible and foliated plants and plant communities to the flow is
illustrated, and advanced models for the determination of drag forces of flexible
plants are described. Hydrodynamic processes governing flow patterns in vegetated
flows are presented for submerged and emergent conditions considering spatial
scales ranging from the leaf to the vegetated reach scale.

Keywords Rivers and floodplains � Aquatic vegetation � Riparian vegetation �
Hydrodynamics � Flow field � Flow resistance � Modelling � Parameterization

21.1 Introduction

Vegetation represents a ubiquitous feature in river systems affecting many physical,
chemical, and biological processes. In addition to the flow boundary conditions
governed by the geomorphic setting of streams and channels, vegetation interacts
with the flow thereby affecting the turbulent flow field, hydraulic resistance, and
bed shear stress (e.g., Järvelä 2004; Nikora 2010a; Folkard 2011; Neary et al. 2012;
Nepf 2012a; Aberle and Järvelä 2013) and consequently backwater profiles, sedi-
ment transport, and channel morphology (e.g., Yen 2002; Osterkamp et al. 2012;
Yager and Schmeeckle 2013; Gurnell 2014). Moreover, flow-vegetation interaction
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affects solute and particulate budgets (e.g., Shucksmith et al. 2010) as well as the
shapes, sizes and spatial distributions of vegetated patches and mosaics and hence
the habitat structure (e.g., Gurnell and Petts 2006; Gurnell et al. 2006). As a
consequence, the hydrodynamics of vegetated channels has been in the focus of
many scientific disciplines ranging from aquatic ecology to hydraulic engineering.

Vegetation growing in riverine areas is versatile in its properties, as illustrated in
Fig. (21.1). Vascular plants growing in aquatic ecosystems are called macrophytes
and can be classified in plants growing completely under the water surface (sub-
mersed aquatic vegetation; SAV), plants rooted in shallow water but protruding
through the water surface (emergent aquatic vegetation; EAV), and floating vege-
tation which may or may not be anchored in the stream bed (e.g., Janauer et al.
2013). Macrophytes grow also in the interface zone between aquatic and terrestrial
ecosystems, i.e. in the riparian zone, but the more common vegetation types
growing between low- and high-water marks are woody trees, bushes and shrubs
(Richardson et al. 2007).

The above classification reflects partly the classical hydraulic engineering sub-
mergence based vegetation classification in submerged, emergent, and floating
vegetation, which takes into account that the flow field changes significantly when
the flow depth exceeds the vegetation height or is affected by plants floating on
the water surface (e.g., Folkard 2011; Plew 2011). However, a purely water

Fig. 21.1 Rough classification of vegetation types based on commonly observed conditions in the
nature. Note that the visual impression is strongly dependent on the water level and season
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depth-related classification neglects important plant characteristics such as plant
shape and plant biomechanical properties.

Plants and plant communities subjected to a flow direct water to move around
stems, branches, leaves, patches, etc. and are thus exposed to flow-induced forces in
form of drag and lift. The drag force FD (Eq. 21.1 defined in Fig. 21.2) results from
viscous drag along the wetted plant surface and pressure drag from the pressure
differences around the plants and can be parameterized by the fluid density ρ, the
drag coefficient CD, the characteristic plant area Ac, and the reference velocity U,
often defined as the bulk velocity. For isolated rigid elements such as cylinders, CD

can be obtained easily using charts from handbooks relating CD to the stem-
Reynolds number ReS = Ud/ν where d denotes the cylinder diameter and ν the
kinematic viscosity of the water (e.g., Hoerner 1965; Schlichting and Gersten
2006). The characteristic area Ac can be defined by the projected area Ap, i.e. the
area of the cylinder exposed to the flow corresponding for emergent conditions to
Ac = Hd, where H denotes the water depth. However, such a parameterization is
much more difficult for complex shaped flexible vegetation which reacts to the flow
by hydrodynamic reconfiguration if the drag force is larger than plant-resistance
forces (Fig. 21.2). In this case, both the projected area and CD decrease with
increasing flow velocity due to the reconfiguration of the plant, i.e. streamlining,
reflecting the effort of the plant to minimize pressure drag (e.g., Vogel 1994; Sand-
Jensen 2003; Nikora 2010a).

Most of the research on hydrodynamics of vegetated channels has been carried
out with idealized plants (e.g. Aberle and Järvelä 2013) and focused on homoge-
neously distributed canopies. Such simplifications are seldom justified as vegetation
characteristics vary amongst species and habitats (see Fig. 21.1). Therefore, an
important step in the proper description of the hydrodynamics of vegetated channels
and streams is the suitable characterization of morphological and biomechanical

Side view

Downstream view
U = 0.50 m/sU = 0 m/s

AP

FD

AP = ?; CD = ?

FD = ½ CDAcU
2
 (Eq. 21. 1)

Fig. 21.2 A natural willow twig photographed in still water and reconfigured at a bulk velocity of
U = 0.5 m/s illustrates that the application of the classical drag equation to natural vegetation is
complicated. The reconfiguration alters the drag coefficient CD and projected area Ap used as the
characteristic area Ac
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vegetation properties so that flow-induced and plant reaction forces can be
parameterized at the plant scale, i.e. for individual plants, as well as for plant
communities at the canopy, patch or patch mosaic scale (e.g., Nikora 2010a; Luhar
and Nepf 2013). Furthermore, the quantification of the net impact of vegetation on
flow properties and transport processes is aggravated by the complex multi-scale
flow pattern arising through flow-vegetation interaction from the leaf to patch
mosaic scale (e.g., Nikora 2010a; Nepf 2012a, b). An adequate framework for the
investigation and the modelling of such multi-scale flow patterns is provided by the
double-averaging methodology (DAM) which is based on the averaging of conti-
nuity, momentum, and other hydrodynamic equations in both time and space (e.g.,
Nikora et al. 2007a, b; Nikora and Rowinski 2008 and references therein). The
DAM framework allows for up-scaling of physical interactions and mass transfer
processes, as well as for considerations of mobile-boundary conditions (Nikora
et al. 2013b) such as flexible vegetation. An in-depth consideration of this meth-
odology is beyond the scope of this chapter, and the reader is referred to the
aforementioned references for details.

The objective of the present chapter is to summarize the current knowledge on
the hydrodynamics of vegetated channels and streams considering both aquatic and
riparian zones. Recent review papers (e.g. Green 2005a; Nikora 2010a; Folkard
2011; Nepf 2012a, b; Aberle and Järvelä 2013; Curran and Hession 2013; Vargas-
Luna et al. 2015) are complemented by reporting latest advances in this rapidly
developing research area. Focus will be set on the plant characteristics and
parameterization (Sect. 21.2) and their significance for the hydrodynamics of
emergent and submerged flow situations on the canopy and patch scale with an
overview on issues related to reach scale considerations (Sect. 21.3).

21.2 Plant Characteristics

Plants growing in aquatic and riparian habitats show significant differences with
regard to their shape and biomechanical properties. Thus, a suitable parameteri-
zation of vegetation for hydrodynamic analyses must reflect these differences. Even
though species-specific parameters are favorable, such parameters depend also on
succession, seasonality and local habitat conditions (Puijalon et al. 2008; Thomas
et al. 2014), and should therefore be determined at the site of interest. Moreover,
vegetation parameterization must also take into account different spatial scales as
the characteristics at larger scales represent an integrated view of the characteristics
at smaller scales (Nikora 2010a). The latter aspect will be discussed in the following
presentation of plant morphology and plant biomechanical parameters.

Plant morphology describes the visible structure of plants and plant commu-
nities and is described in terms of length, areal, and volumetric scales (Table 21.1).
The notion of “plant structure” refers to different type of organization of plant
constituents and spatial structure to the distribution of plant constituents in three-
dimensional space. The form, size and shape of plant constituents correspond to the
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geometrical structure, and the topological structure describes the decomposition of a
plant into elementary constituents and determines which constituents are connected
with each other (Sinoquet and Rivet 1997; Godin and Caraglio 1998). The most
common parameters to describe an individual plant element in hydraulic engi-
neering applications have been the stem diameter d and plant height h. Such a
description reduces the plant basically to a cylindrical shape, and subsequently areal
and volumetric measures such as frontal projected area Ap and plant volume V can
be easily derived. However, the spatial structure of most natural plants differs
significantly from idealized simple shapes as they are composed of different con-
stituents such as stems, branches and leaves (e.g. Fig. 21.3). The growth structure is
species specific and depends on succession and local habitat conditions and its a
priori parameterization is therefore not straightforward. The vertical structure of
vegetation has largely been neglected in hydraulic engineering applications by
assuming a homogeneous structure over height although the actual width W of a
plant may be much larger than for example the stem diameter. The latter has often
been used to parameterize complex shaped vegetation elements (Aberle and Järvelä
2013 and references therein) but a more complete description of areal and

Table 21.1 Summary of different parameters used for the description of plant morphology

Parameter Symbol Parameter Symbol

Stem diameter (m) d Number of plants per uba1 (m−2) m

Plant height and width (m) h, W Volume of plants per uba (m) mv

Deflected canopy height (m) hw Frontal area per uba (−) λf
Spacing between plants3 (m) ax, ay Wetted plant area per uba (−) λw
Frontal (projected) area (m2) Ap Frontal area per ucv2 (m−1) a

Leaf area (one sided) (m2) AL Leaf area index (−) LAI

Stem area (m2) AS Solid volume fraction (−) ϕ

Cross sectional area (m2) Acs Canopy porosity (−) p

Plant, leaf, stem volume V, VL, VS
1unit bed area; 2unit canopy volume; 3here defined as spacing in (ax) and transverse to flow
direction (ay)

Fig. 21.3 Parameterization of riparian vegetation. For foliated vegetation, the canopy density can
be described with the leaf area index LAI which is defined as the one-sided leaf area per unit bed
area. For emergent conditions, this definition may be refined dependent on water level as the
wetted one-sided leaf area per unit bed area
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volumetric measures may include the separate determination of stem and one-sided
leaf areas (AS and AL in Fig. 21.3) and volumes, respectively (Table 21.1), which
may also be determined over height. In this context it must be emphasized that the
vertical plant structure may have important implications for the vertical flow field
through the generation of higher velocities in zones with lower plant mass, e.g.,
below the foliated zone in the case of riparian plants (Jalonen et al. 2012).

In hydraulic models, plant canopies are typically characterized by considering
plant parameters per unit bed area or unit canopy volume. An important property is
the canopy density for which different definitions such as the solid volume fraction
ϕ, canopy porosity p, the frontal area per unit bed area (λf) or per unit canopy volume
(a), respectively, are used in the literature (Table 21.1). For flow through non-
bending vegetation such as erect reeds or trees where only the stems are exposed to
the flow, the vegetation may be parameterized sufficiently by the stem diameter and
vegetation density (e.g., m, λf, a in Table 21.1, see also Petryk and Bosmajian 1975;
Nepf 1999). However, for foliated plants such a parameterization is inadequate. For
such vegetation, the canopy density can be expressed in terms of the leaf area index
(LAI) which is defined as the one-sided leaf area per unit bed area (LAI = ΣAL/
AB = m < AL > with AB = bed area and the angled brackets indicate spatial averaging;
Fig. 21.3), which is thus slightly differently defined as λf or the wetted area per unit
bed area (λw) as the plant stems and branches are not considered.

LAI has been used in a broad range of models in earth sciences, and various
definitions of LAI have been introduced for different purposes. Hemi-surface LAI is
closely related to one-sided LAI, with the difference that the same one-sided leaf
area measure is projected onto a horizontal datum independent of ground slope. A
third common definition is horizontally projected LAI that is typical in remote
sensing applications. It is important that a definition of LAI is precisely addressed to
make reported results comparable. LAI can be derived using various destructive and
nondestructive methods, such as ripping and measuring foliage area (Jalonen et al.
2013; Jalonen and Järvelä 2014), or remote sensing methods such as terrestrial and
airborne laser scanning and image analysis (e.g. Antonarakis et al. 2010; Jalonen
et al. 2014, 2015) thus also allowing for a depth-related definition of LAI. As an
alternative to assuming that the combined effect of vegetation density and foliage
on flow resistance can be described by the LAI only, Västilä et al. (2013) and
Västilä and Järvelä (2014) found that the separate consideration of the foliage and
stem allows a better representation of the physical processes as opposed to
describing foliated vegetation with plant-scale parameters that lump together the
influence of both plant parts (see sub-section on flexible foliated plants below).
In addition, it is important to consider the plant arrangement in plant stands, par-
ticularly in emergent conditions (e.g., Lindner 1982; Schoneboom et al. 2011;
Ricardo et al. 2014).

Plant flexibility cannot directly be described by geometric measures, although it
indirectly affects some of the parameters listed in Table 21.1. For example, a bending
plant has a lower height than in still water (Fig. 21.2) and the flexibility is reflected
by defining the deflected plant or canopy height (hw). Similarly, the reconfiguration
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of plants affects Ap and canopy porosity p which hence become a function of flow
regime, flow velocity and biomechanical properties, as discussed before.

Plant biomechanical properties define the ability of plants to reconfigure in the
flow and hence govern plant-reaction forces. The most important plant biome-
chanical properties are the plant density ρp, Young’s (bending) modulus E and the
second moment of cross-sectional area I. Young’s (bending) modulus E is a
measure of stiffness characterizing stem flexibility under bending forces orthogonal
to the plant stem. The product EI defines the flexural rigidity of an object describing
its resistance while undergoing deformation. It should be noted that many natural
plants cannot be assumed to have a simple cross-sectional shape, and thus it may be
difficult to derive reliable and meaningful I values. The density ρp defines the
gravity force of a plant (FG = ρpgV, where g = acceleration due to gravity) and
hence the submerged weight of the plant (FS = (ρp − ρ)gV). It is not uncommon for
aquatic plants that ρp < ρ so that FS < 0 represents an upward directed buoyancy
force and therefore a plant-restoring force (e.g., Nepf 2012a). Plants with a very low
flexural rigidity (e.g., buoyant plants) passively follow the flow and experience
mainly viscous drag along the plant surface, whereas plants with higher flexural
rigidity expose a resisting force to the flow (and react through bending), generating
pressure drag and downstream vortices (Nikora 2010a).

Plant biomechanical properties are characterized by a high variability with
regard to environment, species, and scales (Albayrak et al. 2014; Miler et al. 2014;
Paul et al. 2014), and their implementation in studies of freshwater ecosystems and
hydrodynamic considerations is not yet common (e.g., Nikora 2010a; Miler et al.
2011). Nonetheless, there exist studies that have focused on plant biomechanical
properties by relating flexural rigidity to deflected plant height for grass and riparian
vegetation (e.g., Kouwen 1992; Kouwen and Fathi-Moghadam 2000 and references
therein) or biomechanical properties to macrophyte habitat (Miler et al. 2011,
2014). Other studies focused on the development of scaling criteria for vegetation
(e.g., Ghisalberti and Nepf 2002) or developing analytical and numerical models for
deformation of simple shaped flexible elements (e.g., Chen et al. 2011; Kubrak
et al. 2012; Stone et al. 2013 and references therein).

Plant reaction to flow is governed by the interplay between flow forces and the
plant-reaction forces. The governing flow forces are the drag and lift force which
can be expressed in a dimensionless form via the drag coefficient CD and the lift
coefficient CL which are a function of the object (plant) Reynolds-number Rep (or
Res for cylinders; Hoerner 1965; Schlichting and Gersten 2006). For a rigid plant
and a flow situation where the frontal area is constant (i.e., completely submerged
or constant water depth for emergent conditions) and the drag coefficient CD does
not vary with Rep, FD increases proportionally to the squared flow velocity U2

according to Eq. (21.1).
A flexible plant, on the other hand, reconfigures with increasing U when the

hydrodynamic force exceeds the plant-reaction force due to stiffness and buoyancy
until the restoring force is equal to the drag force (e.g. Luhar and Nepf 2011). The
reconfiguration and the associated decrease in the projected area is illustrated in
Fig. 21.4 using photographs of a full scale tree towed at different velocities in
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towing tank experiments carried out at Aalto University in Finland. In the example
shown in Fig. 21.4 the frontal projected area reduced as much as 82 % compared to
still water conditions. The reconfiguration results in parameterization difficulties for
both the drag coefficient CD and the characteristic area Ac as both parameters
depend on the shape and porosity of the elements.

The use of different definitions for the characteristic flow velocity and area often
aggravates a direct comparison between studies and may even lead to contradicting
results (Statzner et al. 2006). An example is the use of different definitions of the
characteristic area Ac in Eq. (21.1) to calculate the drag coefficient CD from drag
force measurements. Lumping both parameters into a combined CDAc parameter
may be a possibility as only the combined effect of CD and Ac is important (e.g. de
Langre 2008). However, such an approach is not a complete solution as the lumped
CDAc parameter still depends on the same variables as the individual parameters and
cannot be determined a priori. A solution to this problem may be to consider non-
changeable areas as reference area (e.g., Aberle and Järvelä 2013), such as the leaf
and stem areas (Västilä and Järvelä 2014).

As both, CD and the projected area Ap, decrease with increasing velocity until the
plant reaches its maximum deformation, the drag growth with velocity is for
flexible vegetation elements lower than for the usual rigid body proportionality,
which has been shown in many studies on water and air flows (e.g., Vogel 1994;
Järvelä 2002; de Langre 2008; Gosselin et al. 2010; Jalonen and Järvelä 2014 and
references therein). The deviation of the FD−U relationship from the quadratic law

Fig. 21.4 Frontal projected area and side view of a submerged, 1.8 m tall Goat Willow exposed to
different flow velocities. The percentages indicate the share of the projected area compared to the
no-flow case (specimen SC7 from Jalonen and Järvelä 2014)

526 J. Aberle and J. Järvelä



for flexible plants has been expressed in the literature in a more general way
according to FD ∝ U2+b, where b denotes the Vogel exponent (de Langre 2008). For
rigid plants b = 0 whereas for natural plants and leaves b has been found to vary
between −0.2 and −1.2 (e.g., Albayrak et al. 2011; de Langre et al. 2012; Aberle
and Järvelä 2013; Jalonen and Järvelä 2014).

Taking the aforementioned forces into account, important force ratios can be
defined to investigate plant deformation, such as the Cauchy number (describing the
ratio of inertial to elastic forces), the buoyancy parameter B (ratio of buoyancy
forces to elastic forces), the solid mass ratio ρ/ρp, and the reconfiguration number
R comparing the drag of a flexible body to that of an equivalent rigid body at the
same Reynolds number. Additionally, dimensionless geometrical parameters
describing the plant structure may be defined, such as LAI or the slenderness ratio
Sl which is the ratio of the length of a vertical column and its least radius of gyration
(Chakrabarti 2002; Alben et al. 2002; de Langre 2008; Gosselin and de Langre
2011; Luhar and Nepf 2011). Additional dimensionless parameters may be defined
to account for flexural rigidity at different plant scales and to enable the subdivision
between tensile and bending plants (Nikora 2010a). Further investigation of these
force ratios may provide guidance on how flexible vegetation elements may be
scaled in laboratory investigations which currently remains an unresolved issue.

Until today, many studies focused on the investigation of plant reconfiguration
in a time-averaged domain so that plant reconfiguration has often been determined
by single snapshots and not been monitored over time. However, the dynamic
interaction between plants and turbulent flow may result in a dynamic reconfigu-
ration of the plants which becomes visible as flapping-like motions. Such motions
have been found to be correlated with drag fluctuations and upstream turbulence
(Siniscalchi and Nikora 2013). The drag fluctuations are closely related to ambient
turbulence (Siniscalchi and Nikora 2012) and hence to large-scale eddies interacting
with the plant. However, shear layer turbulence at the plant surface may also
contribute to plant motion (e.g., Siniscalchi et al. 2012; Cameron et al. 2013;
Albayrak et al. 2014; see also Sect. 21.3).

Flexible foliated plants and their reaction to the flow, as shown in Figs. 21.2
and 21.4, are discussed in this section to highlight the importance of foliage, as
several studies have shown that foliage contributes significantly to the total drag
exerted by plants (Vogel 1994; Järvelä 2002; James et al. 2008; Wilson et al. 2008;
Dittrich et al. 2012; Jalonen and Järvelä 2014). This is of particular importance for
riparian plants where leaves may account for a large portion of the total area or of
the total mass (e.g. de Langre 2008). Moreover, foliated plants represent pervious
bodies and flow passes through them, a feature which is known as bleed flow (e.g.,
Grant and Nickling 1998). However, due to the interplay between leaves and
wooden plant parts, it is not possible to obtain the total drag of a leafy plant by
simply multiplying the drag exerted by a single leaf with the number of leaves
(Vogel 1994).

Leaves are highly flexible structures and the resulting drag at the leaf scale is
affected by their shape, surface roughness, and biomechanical properties (Vogel
1994; Albayrak et al. 2011) indicating a species-specific hydrodynamic resistance
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even at the leaf scale (Vogel 2009). Studies with artificial and natural specimens at
different scales (twigs and full-scale trees) showed that the contribution of foliage
drag FF to the total drag of a specimen FD depends on flow velocity and involves
significant natural variability (Aberle and Järvelä 2013 and references therein).
Despite this variability, recent studies revealed a decreasing trend of the ratio FF/FD

with increasing flow velocity which reaches an almost constant value for higher
velocities. This indicates that leaves contribute more significantly to total drag at
low velocities and that the contribution gradually decreases with increasing velocity
which can be associated with the different biomechanical properties of the plants
wooden parts and the leaves (Dittrich et al. 2012; Whittaker et al. 2013; Jalonen and
Järvelä 2014).

Recent developments on the parameterization of the exponential force-velocity
relationship for flexible woody vegetation have resulted in various models as shown
in Table 21.2. Järvelä (2004) presented a model for estimating flow resistance using
LAI = AL/AB as the key vegetative parameter. More recently, Jalonen et al. (2013)
found that the bulk resistance could be estimated with better accuracy by replacing
AL/AB with Atot/AB. In more detailed investigations, Västilä and Järvelä (2014)
concluded that the leaf (AL) and stem areas (AS) are the key parameters to estimate
the resistance, and proposed a model describing the foliage and stem with physi-
cally based parameters: drag coefficients, reconfiguration parameters, and leaf as
well as frontal projected stem area per ground area. Whittaker et al. (2013) based
their model on the Cauchy number and incorporated the tree volume and flexural
rigidity EI in their analyses.

In a full-scale towing tank study, Jalonen and Järvelä (2014) collected a com-
prehensive dataset on drag forces and tree properties for comparing the suitability
and reliability of different plant parameterizations for physically-based modeling
applications. The results showed that at low velocities the stem drag of foliated trees
reduced in comparison to the defoliated condition due to more efficient reconfig-
uration of the stem caused by the leaf mass. This implied that the actual foliage drag

Table 21.2 Parameterization of vegetated drag force in recent models based on the classical drag
equation (Fig. 21.2)

Drag model Notes Reference

FD ¼ 1
2 q

CDv

U v
v
ALU2þv AL/AB = LAI Järvelä (2004)*

FD ¼ 1
2 qK U

ffiffiffiffiffiffiffi
qVH
EI

q� �v

U2 K = empirical
coefficient

Whittaker et al. (2013)

FD ¼ 1
2 q

CDv;F

U
vF
v;F

ALU2þvF þ CDv;S

U
vS
v;S

ASU2þvS

� �
FD = FF + FS Västilä and Järvelä

(2014)*

FD ¼ 1
2 q

CDv

Uv
v
AtotU2þv Atot = AL + AS Jalonen and Järvelä

(2014)
*The equations were reformulated in terms of drag force by Jalonen and Järvelä (2014), as
originally they were formulated to determine the vegetated friction factor f″. All these models use
an exponential relationship with velocity as F ∝ U2+χ, where the reconfiguration parameter χ
equals the dimensionless Vogel exponent b. See Table 21.1 for parameter definitions
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at low velocities can be somewhat larger than estimated by FF = FD − FS. Variation
in the ratio of leaf area to the stem area was found for trees of different sizes, and the
share of leaf area appeared to increase for the smallest specimens. Evaluations with
the new independent data by Jalonen and Järvelä (2014) revealed that the tested
models (Table 21.2) were capable of producing reasonable results. The Järvelä
(2004) model proved to be applicable for fully foliated trees and published
parameter values for twigs were suitable for predicting the bulk drag at a broad
range of velocities for trees of different scales. Models by Whittaker et al. (2013)
and Västilä and Järvelä (2014) are suited for both foliated and defoliated conditions,
but the piece-wise FS − U relationship can cause difficulties in estimating the stem
drag and total FD = FF + FS. Overall, the model predictions were dictated by the
parameter values used rather than the model structure or plant scale (Jalonen and
Järvelä 2014).

21.3 Hydrodynamic Processes

Following the above consideration at the plant scale, this section focuses on
hydrodynamic processes at canopy scale with a subdivision in submerged (H/h > 1)
and emergent (H/h ≤ 1) flow situations, followed by considerations of floating,
patch, and reach scale vegetation.

Canopy scale—submerged conditions For submerged conditions, the flow
depth exceeds the (deflected) canopy height, i.e. 1 < H/h. This general classification
can be further refined by distinguishing between deeply submerged (H/h > 10) and
shallow (1 ≤ H/h < 5) conditions (Nepf and Vivoni 2000). Deeply submerged
conditions resemble flows over terrestrial canopies where a large scale free surface
layer dominates the flow field, although the vertical transport at the canopy interface
is still dominated by canopy-scale vortices forming at the interface with the canopy
(Nepf et al. 2012a, b and references therein). Deeply submerged canopies are rare in
natural channels due to the constraint of sunlight, and thus most submerged aquatic
canopies are characterized by H/h < 5 (e.g., Nepf 2012b). Nonetheless, deeply
submerged flow conditions may occur in grass-lined channels or for canopies
composed of buoyant tensile plants which are easily bent over during a flood so that
they cover the bed surface, i.e. they will act as surface roughness.

The multi-scale flow patterns in a vegetated channel for shallow conditions are
illustrated in Fig. 21.5 according to Nikora (2010a). The canopy interface represents
a porous surface and therefore the flow field above the canopy can show boundary
layer characteristics where the turbulent scales are governed by the depth scale
(pattern #1 in Fig. 21.5). Although such a boundary layer is “perturbed” by the
canopy, and hence different from a canonical boundary layer, the velocity distri-
bution above the canopy has often been modelled using a logarithmic velocity
distribution (Stephan and Gutknecht 2002 and references therein).

In close proximity of dense canopies (CDah > 0.1), the flow field is affected by a
shear layer forming through the different velocities within and above the canopy
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(pattern #2, Fig. 21.5). The shear (or mixing) layer velocity profile layer is char-
acterized by an inflection point near the canopy top (Fig. 21.6b, c) and its shape
may be described by a hyperbolic tangent function (e.g. Chen et al. 2013 and
references therein). The existence of an inflection point is the prerequisite for the
generation of Kelvin-Helmholtz instabilities at the canopy interface that evolve into
eddies dominating the vertical transport at the canopy interface (canopy-scale tur-
bulence; pattern #2 in Fig. 21.5; e.g., Nepf 2012b and references therein). For
0.1 < CDah ≈< 0.2, these mixing layer eddies penetrate the bed (Fig. 21.6b)
governing the turbulence pattern throughout the canopy (Nepf and Ghisalberti
2008), but their penetration depth steadily reduces for larger canopy densities
(CDah > 0.2; Fig. 21.6c). As a consequence, eddies no longer penetrate the bed and
the level of ventilation of the canopy is reduced (Nikora 2010a). Moreover, for
relative submergences H/h < 2, the size and strength of the mixing layer eddies is
reduced due to the interaction with the water surface (Nepf and Vivoni 2000).

Fig. 21.5 Side view of multi-scale flow patterns in vegetated channels. Figure modified from
Nikora (2010a)

z z
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stem-scale
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CDah << 0.1 CDah 0.1 CDah > 0.23(a) (b) (c)

Fig. 21.6 Velocity distributions in a sparse canopy (a) and velocity distribution and eddy-
penetration depth δe in dense canopies (b and c) (modified from Nepf 2012a)
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The study of Okamoto and Nezu (2009) indicated a larger penetration of
momentum into the canopy layer for a rigid than for a flexible canopy implying
increased momentum absorption for flexible canopies. Canopies composed of
flexible elements show often a waving motion, known as “monami” (Ackerman and
Okubo 1993; Nepf 2012b and references therein). It has been generally accepted
that this motion is caused by canopy scale vortices if the instantaneous drag
associated with their passage is sufficient to depress individual plants (e.g. Okamoto
and Nezu 2009). Thus, this motion may produce turbulence (pattern #6, Fig. 21.5).
As the motion depends also on biomechanical properties, it remains to be inves-
tigated to what extent these properties affect mixing layer eddies and the “monami”
(Nikora 2010a). We note that patterns #3 and #4 hypothesized by Nikora (2010a) in
Fig. 21.5 are also related to flexible elements as they describe the generation of leaf
scale boundary layer turbulence (pattern #3) resulting from flow around individual
leaves as well as from small scale mixing-layers forming through different
roughness of a leaf at the opposite leaf sides (leaf scale mixing layer turbulence,
pattern #4).

For sparse vegetation densities (CDah ≪ 0.1), the momentum absorption in the
canopy is not large enough to generate an inflection point in the velocity distri-
bution near the canopy and the velocity distribution follows a turbulent boundary
layer profile (e.g. Nepf 2012b; Fig. 21.6a). However, turbulence within the canopy
is still produced by both bed shear and canopy drag (generation of stem scale wake
turbulence, pattern #5 in Fig. 21.5) and, as a consequence, it is not possible to
predict turbulence levels in analogy to classical open-channel flows, i.e. where
turbulence is generated only through bed shear (Nepf 2012a).

The flow through the canopy is for both sparse and dense densities affected by
the form drag of the plant stems and branches causing flow separation and hence the
generation of wake turbulence (stem scale turbulence; pattern #5 in Fig. 21.5). In
regions of the canopy where both free-stream and near bed surface effects are
negligible, the velocity distribution is a function of bed slope and vegetation density
(Nikora et al. 2004; Lightbody and Nepf 2006). In case the vegetation is vertically
homogeneously distributed and hence CDa = constant over depth, the velocity
distribution in the canopy becomes uniform (Nikora et al. 2004). On the other hand,
a vertically non-uniform density results in more complex shaped profiles due to
different resistance imposed at different layers (e.g. Lightbody and Nepf 2006).
Close to the bed, the flow is affected by the bed surface roughness resulting in the
formation of a surface boundary layer.

There exist several approaches for the description of the velocity profile for
submerged vegetation which can be broadly classified in “single-profile” and
“segmented-profile” concepts (Nikora et al. 2013a and references therein) as well as
analytical and numerical concepts. Single-profile concepts are based on the isolated
consideration the aforementioned flow pattern #1 (perturbed boundary layer con-
cept) or pattern #2 (mixing layer analogy), whereas the segmented-profile concept
is based on the vertical segmentation of the velocity profile taking into account the
aforementioned different physical principles. Analytical concepts have been derived
using an eddy-viscosity model for the definition of the turbulent stress, and
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numerical approaches use first and second order turbulence closures or large eddy
simulation (LES) (Nepf 2012a and references therein; Kubrak et al. 2008; Stoesser
et al. 2009; King et al. 2012). Nikora et al. (2013a, b) introduced an approach in the
form of a linear superposition of the velocity distribution in the canopy, mixing
layer, boundary layer, and taking the Coles (1956) law of the wake into account.
Although most of these approaches have been developed for canopies composed of
rigid cylinders, some of them consider the flexibility of the elements (e.g., Kubrak
et al. 2008; Dijkstra and Uittenbogaard 2010; Luhar and Nepf 2013).

Canopy scale—emergent conditions In emergent conditions, the flow in the
canopy is driven by gravity and is dominated by the decay and spread character-
istics of wakes forming at upstream elements (e.g., Li and Shen 1973; Lindner
1982; Wilkerson 2007), i.e. flow pattern #5 in Fig. 21.5 is dominating the hydro-
dynamic conditions. The length scale governing turbulence production is generally
defined by the stem diameter d, or in very dense canopies where the spacing
between stems is smaller than d, by the pore size (e.g., Nepf 2012b). The domi-
nating spatial scales are therefore canopy density and stem diameter (Tanino and
Nepf 2008; Ricardo et al. 2014). In general, the mean turbulence intensity increases
with the solid volume fraction whereas the velocity reduces due to the increased
form resistance. However, for very dense canopies, turbulence levels may be
dampened and may be even lower than turbulence intensities in comparable non-
vegetated flow conditions (e.g., Nepf 2012b). For low vegetation densities the flow
behaves similarly to the flow around isolated elements, although the turbulence
patterns are different from those of unobstructed open channel flows due to the
effect of the wakes (Stoesser et al. 2010). The velocity distribution in emergent
conditions can be described in the same way as for the vegetation layer in sub-
merged conditions (see the preceding section) taking into account that free-stream
effects are not present.

In order to express canopy resistance, it is necessary to consider the spatially
averaged drag force. It has often been postulated that the drag coefficient of the
elements in the canopy can be directly estimated using data derived for isolated
objects. However, several studies showed that for dense canopies lower drag
coefficients can be expected for a stem within a multistem array indicating the need
to consider spatially averaged drag coefficients (e.g., Li and Shen 1973; Lindner
1982; Nepf 1999; Poggi et al. 2004). Herein it must be pointed out that contra-
dictory results have been reported with regard to the density effect on drag coef-
ficients (Aberle and Järvelä 2013 and references therein) which may be partially
explained by differences in the experimental boundary conditions (array density and
stem-Reynolds number), the definition of hydraulic variables (e.g., Statzner et al.
2006), and that drag forces were not measured directly in all these studies. For
woody foliated plants, the spatially averaged drag force may be estimated by up-
scaling the drag force equations listed in Table 21.2, i.e. by considering plant
characteristics per unit bed area and assuming that the Vogel exponent is scale-
independent (e.g., Järvelä 2004; Jalonen et al. 2013; Västilä et al. 2013; Västilä and
Järvelä 2014; Jalonen and Järvelä 2014).
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Floating vegetation The hydrodynamic processes associated with floating
vegetation, i.e. in situations where the flow is confined between the bottom and the
floating vegetation elements, have been researched less than the other types of
vegetation discussed above. For such conditions, the flow field is characterized by
the bottom boundary layer, a shear layer at the interface to the floating vegetation,
and an internal canopy layer. The results reported by Plew (2011) in a study with
floating cylinders suggest that the bottom boundary layer height is inversely related
to the canopy density CDahc and that the boundary layer is coupled with the shear
layer. The latter has its maximum velocity at the top of the boundary layer and its
minimum velocity in the canopy, and its size is hence limited by the distance
between the canopy and bottom boundary layer. Due to the flow deceleration in the
canopy, the velocity distribution is characterized by an inflection point near the
bottom of the floating canopy and the flow structure in the canopy layer is governed
by stem-scale turbulence (Plew 2011).

Patch-scale Under natural conditions, plants often form spatially heterogeneous
communities—patches which together with non-colonized spaces, or spaces colo-
nized by different types of vegetation, form irregular mosaics. Although the
patchiness of aquatic vegetation is presently an important topic of ecological
research (e.g., Nikora 2010a; Vandenbruwaene et al. 2011; Zong and Nepf 2011),
its effect on flow structure and transport processes has been less examined. The
occurrence of patches in channels may transform relatively two-dimensional open-
channel flow into complex three-dimensional flows (Sukhodolov and Sukhodolova
2010; Siniscalchi et al. 2012). In fact, the flow patterns presented in Fig. 21.5 must
be extended with regard to patches by the consideration of large-scale turbulence
associated with flow separation and wakes at the patch scale (pattern #7, Fig. 21.7),

(a)

9

8

7

7

(b)

Fig. 21.7 Flow patterns at patch scale: (a) side view considering patch mosaic structure and (b)
plan view at patch scale (modified from Nikora 2010b)
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boundary layers and mixing layers developing at the patch side (pattern #8,
Fig. 21.7b), as well as interacting vertical (pattern #9, Fig. 21.7a) and horizontal
boundary layers at the patch mosaic scale (e.g., Nikora 2010b; Zong and Nepf
2010; Sukhodolov and Sukhodolova 2012).

Studies with submerged patches spanning the channel width showed that the
upstream part of the patch diverts the flow upwards over the patch resulting in
decelerating flow velocities in the canopy and flow acceleration above the patch.
This velocity difference contributes to the formation of a shear layer (Ghisalberti
and Nepf 2004; Sukhodolova and Sukhodolov 2012) enhancing vertical turbulent
transport of momentum (Okamoto and Nezu 2013; Zeng and Li 2014). Moreover,
such a flow feature suggests that plants at patch edges experience significantly
larger drag than plants in the middle of the patch as they are exposed to larger flow
velocities (Nikora 2010a; Siniscalchi et al. 2012).

The patch density and geometry are dominating factors for the turbulent flow
field in and around the patches (e.g., Green 2005b; Sukhodolov and Sukhodolova
2012). Increasing the vegetation density results in faster development of velocity
and turbulence inside the patch due to the larger resistance compared to sparse
densities (Soulioutus and Prinos 2011). Moreover, these in-canopy flow features
develop faster than the flow characteristics above the canopy (Zeng and Li 2014).
Vegetated patches represent porous patches and this porosity affects the wake flow
conditions. For example, the resulting wake from a porous patch is much longer
compared to the wake generated by a similar solid obstruction as the bleed flow
delays the onset of the von Karman vortex street (Nepf 2012a and references
therein).

In the case of emergent patches, the flow is deflected sideways from the patch
and a shear layer develops at the interface between the patch and the free flow
(pattern #8 in Fig. 21.7b). The resulting horizontal mixing layer eddies dominate
mass and momentum exchange and affect both the open channel and canopy tur-
bulent flow features (e.g. Nepf 2012a and references therein). The horizontal
penetration depth of these eddies depends, as for the submerged canopy case, on
canopy density. However, due to the significant differences in flow geometry, both
cases cannot be directly compared (Nepf 2012a). The presence of more than one
patch, i.e. patch mosaics, can result in a hydrodynamic interaction so that the
upstream patch affects the flow features of the downstream patch. Flow interaction
between vegetated patches such as flow acceleration depends on the ratio of patch
size and distance between patches (e.g., Vandenbruwane et al. 2011 and references
therein).

Reach scale The flow processes within vegetated channels depend also on the
geometric setting of the channel. For example, dense bank vegetation in a channel
of compact geometry can have a significant effect on the conveyance capacity as the
interaction of the bank vegetation with the flow results in the formation of a
transverse shear flow (e.g., Sanjou and Nezu 2011; Czarnomski et al. 2012; de Lima
and Izumi 2014) and hence the generation of large-scale horizontal vortices. These
macro-turbulent structures decelerate the flow in the main channel significantly
compared to the case with non-vegetated banks, and may lead to a significant
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reduction of the conveyance capacity while the conveyance in the vegetated zone is
only partly affected (Mertens 2006). The enhanced momentum exchange between
the main channel flow and the vegetated zone can be considered by introducing an
apparent interface roughness which depends on the vegetation density (e.g.,
Mertens 2006; Pasche and Rouvé 1985).

In non-vegetated compound channels, flow resistance is already affected by the
channel geometry (Shiono and Knight 1991; Knight 2013 and references therein)
but the presence of vegetation has further consequences. In wide compound
channels, bank vegetation affects the flow in the main channel only in spatially
restricted area near the banks, and the flow resistance may be estimated by sub-
dividing the overall flow field into the undisturbed main channel flow, the interface,
and the vegetated floodplain region, respectively, taking into account vegetated and
non-vegetated zones (Pasche and Rouvé 1985).

A common feature in many compound channels is the occurrence of trees at the
floodplain edge, which can be interpreted as “one-line form roughness”. Such
vegetation stripes have a significant effect on the velocity distribution and result in
decreased boundary shear stress and an increase in flow resistance (Dittrich et al.
2002; Sun and Shiono 2009), i.e. in a decrease of the conveyance capacity.
Similarly, it is important to consider the main flow direction on floodplains in order
to determine if vegetation stripes formed of shrubs and trees will be oriented in or
transverse to the main flow direction on the floodplain thus affecting local energy
losses (Klaasen and van Urk 1985; Dittrich and Aberle 2010).

Grass-lined channels Grassy type of vegetation is widely used as a protective
liner in agricultural waterways, floodways, and emergency spillways. Thus a sig-
nificant amount of practical and theoretical research is available on such linings
(Järvelä 2005). For designing vegetated waterways, Palmer (1945) introduced the
n-UR method relating Manning’s n with the product of average velocity U and
hydraulic radius R for various channel slopes and plant stands. The US Soil
Conservation Service presented the method in a revised form (SCS 1954) making it
popular in practise. Kouwen and Unny (1973) criticised the application of the
method, since their experiments on flexible plastic roughness indicated that the
resistance over such roughness is primarily a function of the relative roughness,
defined as the ratio of the deflected plant height to the flow depth. They introduced
a stiffness parameter mEI, flexural rigidity per unit area, which reflects the overall
resistance to deformation of a plant stand as a result of a flow passing over it.
Temple (1999) concluded that although alternate approaches for predicting vegetal
flow resistance have been proposed, the n-UR method has remained the primary
tool for practical application to grass-lined channel conditions. Conventional
empirical methods are still widely used in practise (e.g., Wilson and Horritt 2002;
Rhee et al. 2008), but it would be desirable to eventually replace them by less
empirical relations.
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21.4 Summary

This chapter summarized the current knowledge on the hydrodynamics of vegetated
channels and streams taking into account both aquatic and riparian zones, i.e. in-
stream vegetation as well as vegetation growing on banks and floodplains. Vegetation
is an important feature in channels affecting the flow field across various spatial scales
ranging from the leaf to the reach scale by imposing additional form resistance. The
effect of vegetation on the flow field has often been studied in a simplified way by
reducing complex shaped vegetation to simple shapes such as cylinders and
neglecting plant biomechanical properties. However, these properties represent a
critical control for the hydrodynamics of vegetated channels as they define the flow-
vegetation interaction: if the flow force is larger than the plant resistance forces, the
plant parts or whole plant will react to this force by streamlining to reduce the
experienced drag which in turn affects the flow field and flow resistance.

The significance of plant characteristics was explored in Sect. 21.2 by critically
reviewing conventional parameterization of vegetation. There is a clear need for
advanced parameterization of vegetation characteristics considering plant mor-
phology and biomechanical properties so that the interaction of natural plants and
plant communities with the flow can be modelled more realistically. The signifi-
cance of such parameters was highlighted by addressing how foliated plants react to
the flow and how the drag force can be characterized while taking plant deformation
into account. Hydrodynamic processes affecting the flow in vegetated channels
were reviewed in Sect. 21.3 at different spatial scales using the classical hydraulic
engineering classification of vegetation into emergent and submerged flow condi-
tions. The dominating flow features that have been identified in studies with sub-
merged and emergent canopies composed of rigid and flexible elements, floating
canopies, and vegetation patches were described including brief considerations for
interplay of the geometric setting of the channel. Overall, much effort has been
devoted to solving the challenging flow-vegetation interaction problems, but there
are still many research questions awaiting clarification, as discussed in the above
review. Future research efforts should therefore focus on truly interdisciplinary
research methodologies aiming at a broader incorporation of environmental
hydraulics into studies of ecosystems and vice versa.
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Chapter 22
Hydraulic Influences on Dispersion
and Reaeration in Rivers

J. Russell Manson and Steve G. Wallis

Abstract An important application of environmental hydraulics is the prediction of
the fate and transport of dissolved oxygen within fluvial systems. For rivers this
requires knowledge of the principle hydrological processes such as advection and
dispersion and the physico-chemical process of re-aeration. Currently, in the
absence of appropriate field measurements quantifying the mixing or aeration
processes in a river, we rely on semi-empirical predictive equations that attempt to
relate these processes to global flow and channel parameters. Although there is
some theoretical justification for the form of these equations, they are not partic-
ularly successful even for channels of simple shape. As more complex channel
shapes (e.g. two-stage flood relief channels) are tackled the equations become
increasingly inappropriate. To help address this concern, the chapter proposes a
theoretical approach for evaluating both the longitudinal dispersion coefficient and
the re-aeration coefficient in channels of arbitrary shape that is based on integral
formulations and which uses theoretical predictions of the transverse flow structure
that are based on Shiono and Knight’s (J Fluid Mech 222:617–646, 1991)
momentum balance equation. The results for a simple channel (trapezoidal) are
consistent with current knowledge, but they reveal unexpected patterns for a
complex channel (two-stage, trapezoidal with active floodplains) that contains
zones of distinctly different velocity and depth. The results also explore the role of
the transverse turbulent transfer of momentum. For the simple channel, the dis-
persion coefficient was very small (being in the range 0–1 m2/s for flow rates
between 0 and 35 m3/s and channel widths of approximately 15 m), and increased
approximately linearly with flow rate. The influence of the transverse turbulent
momentum exchange was relatively significant. For the complex channel, the
dispersion coefficient was very large (being in the range 27,000–500 m2/s for flow
rates between 35 and 175 m3/s and widths of approximately 55 m), and decreased
with flow rate according to a power law with an exponent of about −4.7.
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The influence of the transverse turbulent momentum exchange was less than for the
simple channel case. The predictions for both flow conditions are consistent with
observed trends reported in Rutherford (River mixing. Wiley, Chichester, 1994).
The very large dispersion coefficients found in the complex channel case could not
be predicted using the existing semi-empirical equations proposed by Liu
(J Environ Eng Div, Am Soc Civil Eng 103(EE1):59–69, 1977) and Deng et al.
(J Hydraul Eng, Am Soc Civil Eng 127(11):919–927, 2001); neither could the rapid
decrease with increasing flow rate. This is not surprising because the equations
cannot represent the extremely strong transverse velocity shear that exists in these
flows that contain zones of quite different velocity and depth. For the re-aeration
coefficient in the simple channel we identified a power law decrease (exponent of
about −0.5) with flow rate from about 40 to 10 per day up to the bank full
condition. Once flows went over-bank the re-aeration coefficient jumped consid-
erably (to about 100 per day) due to the small depths on the floodplains. It then
reduced as a power law as flow rate increased (exponent of about −0.9). The
influence of the transverse turbulent momentum exchange was not very significant
for either channel case. Results from a semi-empirical equation proposed by
Bennett and Rathbun (Reaeration in open-channel flow. United Sates Geological
Survey, Washington, 74 pp, 1972) mirrored the computational results, but under-
predicted the coefficient by about 50 % for both the simple and complex channel
cases. Clearly, existing semi-empirical equations for the dispersion coefficient and
the re-aeration coefficient should not be used for predicting non-conservative
chemical transport for the over-bank case of a complex channel. A sensitivity
analysis for the case of a steady oxygen demanding waste water discharge showed
that the maximum dissolved oxygen sag and its location were insensitive to dis-
persion but were significantly sensitive to re-aeration for both channel cases. Hence,
for this waste water scenario future work should focus on improving the prediction
of re-aeration coefficients in both types of channel.

Keywords River longitudinal dispersion � Reaeration � Simple complex channel �
Dissolved oxygen

22.1 Introduction

An important application of environmental hydraulics is the prediction of the fate
and transport of natural and anthropogenic substances within fluvial systems
(Rutherford 1994; Scott et al. 2003b; Ryan et al. 2004; Chin 2013) and therefore
much effort has been expended developing mathematical models to aid this. The
majority of these approaches have been based on constructing governing equations
that describe mass transport within a moving fluid, followed by analytical or
numerical solutions under specified boundary and/or initial conditions (Runkel and
Chapra 1993; Manson and Wallis 2000; Cox et al. 2002). During the derivation of
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these equations, coefficients (theoretical or empirical) are introduced that charac-
terise various physical processes, but application of these models is often hindered
because it is difficult to predict, a priori, appropriate values of the required coeffi-
cients. When field observations are available recourse to optimisation techniques
can yield the values of the coefficients that give a “best fit” to observations (Chapra
and Wilcock 2000; Scott et al. 2003a; Rodrigues et al. 2013) but the coefficients are,
of course, only valid for the hydraulic conditions prevailing at the time of
measurement.

For the particular case of solute transport in rivers, a one-dimensional approach
is usually adopted if interest focuses on the far field conditions following, for
example, an accidental or controlled release of a pollutant (Fischer 1967) or if the
time scales of the analysis are large enough such that a coarse grained spatial
analysis is warranted (Demars et al. 2011). Experience suggests that there are three
main physical mechanisms that need to be included in such a model, assuming the
solute behaves conservatively (Fischer 1967; Rutherford 1994; Runkel 1998).
These are: advection (describing longitudinal transport in the direction of flow),
dispersion (describing bi-directional longitudinal spreading relative to the advec-
tion) and transient storage (describing temporary trapping of solute). In this
approach a river is viewed as containing a main channel, in which advection and
dispersion are the dominant mechanisms, and a surrounding zone encompassing
parts of the river-bed and banks in which transient storage dominates (Runkel
and Chapra 1993; Chapra and Wilcock 2000; Runkel 2002; Scott et al. 2003a;
Ryan et al. 2004). Other mechanisms need to be included when dealing with non-
conservative solutes. In the case of dissolved oxygen (the focus here) these include
the oxidation rate of carbonaceous (and possible nitrogenous) compounds, the rate
of reaeration from the atmosphere, the rate of photosynthesis in aquatic flora and the
rate of respiration in aquatic fauna.

In contrast to much of the previous work in this field which has been concerned
with simple channels, this chapter concerns complex channels, i.e. channels having
two (or more) distinct flow zones. Many natural channels conform to this
description as do many man-made channels. Figure 22.1 illustrates an idealised
channel of this sort in which the flow is confined to the lower trapezoidal part of the
cross-section during low flows (referred to as in-bank) but which occupies the
complete cross-section during high flows (referred to as over-bank). Channels of

Fig. 22.1 Idealised channel cross-section
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this shape are frequently constructed as flood protection measures (where they are
often referred to as two-stage channels) and clearly reflect natural geomorphological
conditions in which rivers spill from a main channel on to flood plains during high
flow events. Although much work has been undertaken on the hydraulic and flow
conveyance features of idealised complex channels (Shiono and Knight 1991;
Cokljat and Younis 1995; Lambert and Sellin 1996; Ervine et al. 2000; Conway
et al. 2012), such as that illustrated in Fig. 22.1, little work has been devoted to their
mass transport or metabolic characteristics. Accepted knowledge of solute transport
mechanisms in rivers (Fischer 1967; Fischer et al. 1979; Rutherford 1994) would
suggest, however, that during periods of high flow the transverse velocity gradients
between the main channel and the flood plains in this type of channel would play a
pivotal role in the generation of dispersion. However, only a little previous work
(Manson and Wallis 2004; Wallis and Manson 2008) has quantified the dispersive
strength of this particular form of (multi-zone) transverse shear in such channels
over a wide range of flows, including the transition from the simpler transverse
velocity distribution found when the flow is confined to the main channel under low
flow conditions. Similarly, as far as we are aware, no previous work has considered
the consequences for reaeration rates of the sort of transverse variations in hydraulic
conditions such as velocity and depth found in this type of channel.

The aim of this chapter, therefore, is to study these phenomena. A theoretical
approach is adopted that allows longitudinal dispersion coefficients and global
reaeration coefficients to be estimated from predictions of the transverse flow
structure. Results are compared from two models of this flow structure that enable
the importance of the transverse turbulent mixing of momentum to be identified.
Furthermore, results are compared between over-bank conditions, when the channel
behaves as a complex channel, and in-bank conditions, when the channel behaves
as a simple channel. In both cases the predicted dispersion coefficients and reaer-
ation coefficients are compared against existing documented trends provided by
semi-empirical equations. Finally, the significance of the results is explored by
undertaking a sensitivity analysis for a hypothetical water quality scenario in which
the consequences of uncertainties in predicted dispersion coefficients and reaeration
coefficients on dissolved oxygen sags downstream of a continuous release of
oxygen demanding waste water are quantified.

Since the transverse shear is expected to be the dominant longitudinal mixing
mechanism, transient storage is neglected from the analysis. The work does have
relevance to the calibration of transient storage models, however, since through it
improved independent estimates of dispersion coefficients could be made and thus
the calibration of the transient storage parameters (which is notoriously difficult to
do) could be better constrained (Chapra and Wilcock 2000; Scott et al. 2003a; Ryan
et al. 2004; Rodrigues et al. 2013). Finally, although the illustrative example used
here consists of an idealised channel shape, the concepts that are explored are
equally relevant to the fate and transport of solutes in any natural channel that
consists of a main flow zone and one or more zones of distinctively different
velocity and depth (Wallis and Manson 2008).
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22.2 Fate and Transport Theory of Riverine Solutes

One-dimensional solute fate and transport in steady, uniform flows in rivers may be
described by the following mass conservation equation which accounts for:
advection by the cross-sectional average longitudinal flow velocity; longitudinal
dispersion (accounting for in-stream mixing due to the collective action of velocity
shear, turbulent diffusion and secondary flows) (Fischer 1967; Fischer et al. 1979;
Rutherford 1994); and possible losses or gains due to physical, biological or bio-
chemical processes:

@C x; tð Þ
@t

þ U
@C x; tð Þ

@x
¼ D

@2C x; tð Þ
@x2

� F C x; tð Þð Þ ð22:1Þ

In Eq. (22.1), C(x, t) is the cross-sectional average concentration of solute, U is
the cross-sectional average longitudinal flow velocity, D is the longitudinal dis-
persion coefficient, x is the longitudinal spatial co-ordinate, t is time and F is a
generic function describing solute losses or gains. Focussing attention on (a) dis-
solved oxygen as the solute of interest, and (b) the case of the recovery of depleted
dissolved oxygen concentrations via reaeration from the atmosphere, Eq. (22.1)
becomes:

@C x; tð Þ
@t

þ U
@C x; tð Þ

@x
¼ D

@2C x; tð Þ
@x2

þ Ka Cs � C x; tð Þ½ � ð22:2Þ

where Ka is the reaeration coefficient and Cs is the saturation concentration of
dissolved oxygen in the river water. As long as C(x, t) < Cs, oxygen diffuses into
the river from the atmosphere. Ignoring the possibility of super-saturated conditions
(Schofield et al. 2012) occurring, C(x, t) never exceeds Cs. Since these equations
describe a one-dimensional view, the coefficients U, D and Ka need to encapsulate
any relevant multi-dimensional effects if the solutions to these equations are to be
reliable. How this is achieved is described in the following three sub-sections,
where the dominant theme is the distribution of the local longitudinal flow velocity
within the river cross-section.

22.2.1 Advection

Assuming that the (steady) local longitudinal flow velocity is given by u(y,z) and
that the local water depth is given by h(y), where y and z are the transverse and
vertical spatial co-ordinates, the total volumetric flow (Q) and the cross-sectional
area of flow (A) are defined as:
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Q ¼
Z

u y; zð ÞdA ð22:3Þ

A ¼
Z

h yð Þdz ð22:4Þ

where W is the top width of the flow cross-section (i.e. the width at the water
surface). The rate of longitudinal advection, usually known as the cross-sectional
average flow velocity, is simply defined as:

U ¼ 1
A

Z
u y; zð ÞdA ¼ Q

A
ð22:5Þ

22.2.2 Dispersion

The theoretical background to the nature of the dispersion term in Eqs. (22.1) and
(22.2) is well established (Taylor 1954; Fischer 1967) for steady, uniform shear
flows. The essential nature of the term is that longitudinal dispersion is modelled
using a diffusion-like expression in which the rate of longitudinal spreading of a
solute cloud is governed by the magnitude of the dispersion coefficient. Modelling
dispersion in this way has the advantage of simplicity, but the dispersion coefficient
is rather difficult to estimate a priori because dispersion arises from the interaction
of two physical processes, namely differential longitudinal advection and cross-
sectional mixing. The former encapsulates the transverse and vertical gradients of
the longitudinal flow velocity [described by u(y, z)] that drive the longitudinal
spreading while the latter continually re-distributes solute within the plane of the
cross-section and tempers the longitudinal spreading. Both turbulent diffusion and
secondary currents contribute to the cross-sectional mixing.

Despite the inherent difficulty of estimating the dispersion coefficient, the way in
which the dispersion coefficient depends on differential longitudinal advection and
cross-sectional mixing, under the Taylor/Fischer theory, is described by the fol-
lowing equation:

D ¼ � 1
A

Z
u0 y; zð Þf y; zð Þ dA ð22:6Þ

where u0ðy; zÞ is the local deviation of the longitudinal flow velocity from the cross-
sectional average longitudinal flow velocity (i.e. u0 y; zð Þ ¼ u y; zð Þ � U) and f is a
function that describes the cross-sectional distribution of the transverse and vertical
mixing coefficients.

Since the work of Fischer (1967) in open channels, which was based on the
earlier work of Taylor (1954) in pipes and of Elder (1959) in very wide open
channels, it has generally been accepted that transverse differential longitudinal
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advection and transverse mixing dominate their vertical counterparts in the gen-
eration of longitudinal dispersion in natural watercourses, simply because rivers and
streams are usually much wider than they are deep. The evaluation of D from
Eq. (22.6) is then simplified because only the transverse distributions of depth-
averaged longitudinal flow velocity and depth-averaged transverse mixing coeffi-
cient are required. Nevertheless, the practical application of this flow structure
method is far from simple. Most published work suggests it requires the evaluation
of the following triple integral (Jain 1976; Fischer et al. 1979; Rutherford 1994;
Deng et al. 2001):

D ¼ � 1
A

Z
h yð Þu0 yð Þ

Z
1

et yð Þh yð Þ
Z

h yð Þu0 yð Þdydydy ð22:7Þ

where εt(y) is the local depth average transverse mixing coefficient, u0 yð Þ is the local
deviation of the depth average longitudinal flow velocity u yð Þ from the cross-
sectional average longitudinal flow velocity (U) and the other symbols are as
previously defined. Note, however, that the following alternative (but little-known)
formulation exists (Smith 1976):

D ¼ 1
A

Z
1

et yð Þh yð Þ
Z

h yð Þu0 yð Þdy
� �2

dy ð22:8Þ

This is simpler to evaluate than Eq. (22.7) and may have some advantages if
analytical expressions for h(y) and u0ðyÞ are available because only two integrations
are required. More usually, however, only discrete values of h(y) and u0ðyÞ are
available so that numerical integration is used: in which case either form is easily
applied.

22.2.3 Reaeration

In contrast to dispersion, for which there is a single coherent well-established body
of theory, there are several theoretical approaches for evaluating reaeration coeffi-
cients in rivers, (Dobbins 1964; Wilson and Macleod 1974; Melching and Flores
1999; Moog and Jirka 1998; Gualtieri and Gualtieri 2004; Raymond et al. 2012).
Unfortunately, it is often difficult to decide on which of these theories is the most
appropriate one to use for any particular location: also, the required data may not be
available. Hence recourse is usually made to one of a great many empirical or semi-
empirical equations that enable the coefficient to be estimated from commonly
available hydraulic variables (Bennett and Rathbun 1972; Wilson and Macleod
1974; Rathbun 1977; Genereux and Hemond 1992; Moog and Jirka 1998;
Melching and Flores 1999; Jain and Jha 2005; Aristegi et al. 2009; Haider et al.
2013). Interestingly, the danger of using an inappropriate predictor (e.g. because it
is based on a theory valid for, or on observations taken under, radically different
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flow conditions to those being studied) is often overlooked when choosing one to
use. Probably the most frequent combination of parameters used in these predictors
is water depth, longitudinal flow velocity and longitudinal channel slope, so that
many of them are of the following form:

ka yð Þ ¼ Eh yð Þq~u yð ÞpSr0 ð22:9Þ

where ka(y) is the local reaeration coefficient, E is a numerical constant, S0 is the
longitudinal channel slope, h(y) is the water depth (as before), ~u yð Þ is a represen-
tative local longitudinal flow velocity and p, q and r are numerical constants. Note
that this equation will give ka at a standard temperature and so this must be cor-
rected for the prevailing temperature (Demars and Manson 2013). For a simple
cross-section such as would pertain in Fig. 22.1 if the water depth were less than
D1, using the cross-sectional average depth and cross-sectional average longitudinal
flow velocity in place of h(y) and ~u yð Þ, respectively, in one of these equations
would probably be a justifiable approach, but the same is not true for the more
complex flows which would pertain if the water depth were greater than D1. Here,
there are significantly different local water depths and local longitudinal flow
velocities at different parts of the cross-section, so that the reaeration coefficient is
likely to vary across the channel width. A simple, but effective, way to account for
these transverse heterogeneities is to evaluate the reaeration coefficient locally and
to then compute the width average value of the distributed coefficient using the
following equation:

Ka ¼ 1
W

Z
ka yð Þdy ð22:10Þ

In the following section we discuss briefly some options for providing the
velocity field required to implement the methods introduced above, and we describe
the particular approach we used.

22.3 Theoretical Model for the Velocity Field

Several hydrodynamic models have been proposed for predicting the transverse
distribution of the longitudinal flow velocity in channels. For example, three-
dimensional numerical models have been developed (Krishnappan and Lau 1986;
Naot et al. 1993; Lin and Shiono 1995; Cokljat and Younis 1995; Sofialids and
Prionos 1999; Rameshwaran et al. 2013), however simpler two-dimensional models
suffice for our purposes here in which we require the transverse distribution of
depth-averaged longitudinal flow velocity. Keller and Rodi (1988) developed such
a model that incorporated a two-equation model of turbulence while several
workers have adopted simpler zero-equation approaches for turbulence (Shiono and
Knight 1991; Lambert and Sellin 1996; Ervine et al. 2000). Even more simply, the

550 J.R. Manson and S.G. Wallis



transverse longitudinal flow velocity distribution may be obtained by the local
application of any bed friction law. However, this approach ignores the effect of the
transverse mixing of momentum by turbulence, so may be too simplistic.

The particular approach adopted here is based on the SKM model (Shiono and
Knight 1991; Knight 2013), which provides a balance between containing sufficient
detail whilst allowing solutions to be relatively easily obtained. In addition, a minor
modification to it also enables the performance of the most simplistic approach
introduced above to be easily assessed.

Following Shiono and Knight (1991), therefore, the two-dimensional depth-
averaged shallow water equations may be simplified for the case of fully developed
steady flow in a river of general cross-section. In the simplest case, the steady
depth-averaged longitudinal momentum conservation equation can be written as:

qgSoh yð Þ ¼ sb yð Þ cos h yð Þ � a
d
dy

hsyx yð Þ� � ð22:11Þ

in which ρ is the fluid density, g is the gravitational acceleration, So is the channel
bed slope, h(y) is the local depth (as before), τb(y) is the local longitudinal bed shear
stress, θ(y) is the local transverse slope of the bed and τyx(y) is the local depth-
averaged shear stress in the x-direction on the plane perpendicular to the y-direction.
A binary constant, α, has been included here for convenience (the minor modifi-
cation referred to earlier). If α is set to 0 then a transversely varying velocity profile
results, based only on the local representation of longitudinal bed shear stress (the
most simplistic method introduced above). However, when α is set to 1, the role of
the transverse momentum exchange is included. Equation (22.11), which applies at
all transverse locations across a river cross-section, describes a local balance
between the component of fluid weight down the channel slope and the resisting
longitudinal shear stresses on horizontal and vertical planes (caused by bed rough-
ness and transverse turbulent momentum exchange, respectively). In Eq. (22.11) it
has been assumed that the effect of transverse secondary flows can be ignored. Also
note that for a transversely horizontal domain, in which h(y) is constant, θ(y) = 0.

Using a quadratic friction law the local longitudinal bed shear stress can be re-
written in terms of Manning’s resistance coefficient, n(y), giving:

sb yð Þ ¼ qg
u yð Þ2n yð Þ2
h yð Þ1=3

ð22:12Þ

where �u yð Þ is the local depth-averaged longitudinal flow velocity (as before) and the
hydraulic radius has been replaced with the local depth. This local application of a
global resistance relationship mirrors the assumptions made by others who have
undertaken similar work (Jain 1976; Deng et al. 2001, 2002).

Using the Boussinesq eddy-viscosity concept, the longitudinal shear stress caused
by transverse turbulent momentum exchange can be represented in terms of the
transverse gradient of local depth-averaged longitudinal flow velocity, as follows:
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syx yð Þ ¼ qeyx yð Þ d�u yð Þ
dy

ð22:13Þ

where εyx(y) is the eddy viscosity, which in the simplest case can be written as:

eyx yð Þ ¼ kh yð Þu yð Þ ð22:14Þ

in which λ is a global dimensionless eddy viscosity and u*(y) is the local shear
velocity. Combining Eqs. (22.11)–(22.14) gives:

Soh yð Þ ¼ u yð Þ2n yð Þ2cos h
h yð Þ1=3

� a
g
d
dy

kh yð Þ2u yð Þ du yð Þ
dy

� �
ð22:15Þ

The local shear velocity was evaluated by applying Eq. (22.12), assuming that
locally τb(y) = ρu*(y)

2. Thus:

u yð Þ ¼ g1=2�u yð Þn yð Þ
h yð Þ1=6

ð22:16Þ

Equation (22.15) is non-linear in the depth average velocity because of the
quadratic term and because the shear velocity has a linear dependency on it.
However, the equation is readily solved for the depth average velocity using a
numerical method, as described below.

22.4 Computational Details

22.4.1 Advection

The velocity field was computed by solving Eq. (22.15) within a one-dimensional
computational domain extending between the channel banks, and located perpen-
dicular to the longitudinal flow. The domain contained N computational points
(nodes) uniformly distributed at a spacing of Δy between y = 0 and y = (N − 1)Δy.
Equation (22.15) was discretised using central finite differences for the spatial
derivatives, producing the following non-linear equation for the j-th computational
node:

Sohj ¼
u2j n

2
j cos hj

h1=3j

� a
g
1
Dy

kðh2uÞjþ1=2
ujþ1 � uj

Dy
� kðh2uÞj�1=2

uj � uj�1

Dy

� �

ð22:17Þ
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Since j extends from 1 to N there are potentially N equations in the system of
equations describing the entire channel width. However, Eq. (22.17) need only be
applied at the N-2 interior nodes because two boundary conditions are available (at
j = 1 and j = N). At these boundary nodes uj was set to zero since in the cases
examined here the velocity (and depth) reduce simultaneously to zero at the
boundaries. Values of the local shear velocity (mid-way between nodes) were
calculated using Eq. (22.16). These calculations used (simple) mean values of
velocity, depth and roughness derived from the surrounding nodal values.

The system of non-linear equations that was built up from Eq. (22.17) was
linearized using Newton’s method (Gerald and Wheatley 1994) and assembled into
a matrix equation. This was solved by a direct method using a double-sweep
approach for a tri-diagonal matrix (Wallis et al. 1989). Required values of local
depth and local transverse bed slope were provided from the channel geometry of
the case study (see later). Once the velocity field had been computed, Q was
obtained from Eq. (22.3) using numerical integration.

22.4.2 Dispersion

The dispersion coefficient was evaluated using Eq. (22.7) into which the computed
transverse distribution of depth-averaged longitudinal flow velocity was substituted.
Assuming a neutrally buoyant solute and in the absence of secondary flows (see
earlier), it was assumed that momentum and solute mix at the same rate (Rutherford
1994), although this is not supported by all work (Lin and Shiono 1995). Hence the
depth-averaged transverse mixing coefficient was set equal to the eddy viscosity.
Note that since Eq. (22.14) was used to specify the eddy viscosity, the transverse
mixing of solute was treated in a truly local manner. Equation (22.7) was evaluated
using numerical integration on the same computational grid that was used to
evaluate the velocity field.

22.4.3 Reaeration Coefficient

The reaeration coefficient was evaluated locally using the following equation
(Bennett and Rathbun 1972):

ka yð Þ ¼ 5:58h yð Þ�1:689u yð Þ0:607 ð22:18Þ

in which ka(y) has units of per day and is the value at a temperature of 20 °C.
Clearly, it is a particular form of the general expression introduced earlier
[Eq. (22.9)]. The rationale for choosing this equation from the many tens available
was as follows. Haider et al. (2013) is one of the latest studies to evaluate the
performance of predictive equations for reaeration rates. They tested 29 equations
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when simulating the spatial distribution of dissolved oxygen (DO) concentration in
the Ravi River, Pakistan, using the classic DO sag model approach (Streeter and
Phelps 1925) incorporating both carbonaceous and nitrogenous oxidation phases.
Comparisons between observed and simulated DO concentrations were used to
derive performance statistics for the 29 equations used. They concluded that
equations containing only longitudinal flow velocity and water depth performed
better than more complex equations. Of the 13 equations of this type, 5 were from
flumes and 1 was from a mountainous river, and we considered these to be
unsuitable for our application. The remaining 7 had velocity exponents in the range
0.5 to 1.0 and depth exponents in the range 1.4 to 1.89. Seeking to use a repre-
sentative equation, we sought one that had exponents from the centre of these
ranges, and Bennett and Rathbun’s equation met this criterion quite well.
Additionally in some preliminary tests an equally plausible equation (Bansal 1973)
yielded similar values, so the choice of equation did not appear to be a particularly
significant issue.

Local values of the reaeration coefficient were evaluated mid-way between the
nodes of the computational grid used for predicting the velocity field. Required
values of local water depth and local depth average longitudinal flow velocity were
provided from the channel geometry of the case study and the computed velocity
field, respectively. Finally, Ka was evaluated numerically from Eq. (22.10).

22.5 Application to Case Study

The channel shape shown in Fig. 22.1 was used to illustrate the phenomenon under
study. The shape is based on a hypothetical benchmark channel suggested by
Ackers (1992, 1993). The channel parameters shown in the figure took the fol-
lowing values: B1 = 15 m; B2 = 1.5 m; B3 = 20 m; B4 = 1.5 m; D1 = 1.5 m;
D2 = 1.5 m. Manning’s n was taken to be 0.05 for the main channel and 0.07 for the
floodplains. The bed slope, So, was set to 0.003 and the global dimensionless
transverse mixing coefficients (for momentum and solute) were assigned the value
0.16—a typical value for straight symmetric channels (Rutherford 1994).

Calculations were carried out for thirty-two main channel water depths from
0.09375 to 3 m inclusive, thus covering flow scenarios in both the in-bank (simple)
and over-bank (complex) cases. For each water depth the flow rate, the dispersion
coefficient and the (width average) reaeration coefficient were computed. For each
flow depth at least four runs were undertaken with Δy being successively refined
until the results became independent of Δy. Only when the results had converged
were they deemed to be acceptable. These so-called grid independence tests are a
necessary part of any numerical modelling study since it must be recognised that:
(1) numerical errors are present in all numerical solutions and they must be mini-
mized and (2) scale dependent physical processes are present in most systems and
grid independence testing helps ensure that all important scales are captured. In this
case capturing the shear layers was important.
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In addition, estimates of the dispersion coefficient and the reaeration coefficient
were made using cross-sectional average values of the basic hydraulic parameters.
These so-called naïve values of the coefficients were typical of those that would be
obtained if the transverse velocity distribution are unavailable: such is the case, for
example, when using commercial one-dimensional river modelling software
packages. For the reaeration coefficient we used Eq. (22.18) with cross-sectional
average values in place of local values. Several options were available for the
dispersion coefficient (Wallis and Manson 2004; Chin 2013). Similarly to the case
of the reaeration coefficient, predictive equations for the dispersion coefficient
typically use flow velocity and water depth, but flow width and shear velocity are
also important. We chose the following two equations (Liu 1977; Deng et al. 2001)
primarily because they performed well when predicting observed values in a pre-
vious study (Wallis and Manson 2004).

Liu D ¼ 0:18W2U0:5U0:5

H
ð22:19Þ

Deng et al. D ¼ 0:15W1:67U2

8eH0:67U
ð22:20Þ

where

e ¼ 0:145þ 1
3520

W1:38U
H1:38U

ð22:21Þ

Here W and U are as previously defined, H and U* are cross-sectional average
values of water depth and shear velocity and ε is a dimensionless transverse mixing
coefficient.

22.6 Results

22.6.1 Advection

Transverse profiles of longitudinal flow velocity for a typical in-bank depth (simple
channel shape) and a typical over-bank depth (complex channel shape) are shown in
Fig. 22.2. For the former, the velocity is the same over the majority of the flow width
with very narrow shear zones close to the banks. In contrast, for the latter the velocity
in the main channel is about three times larger than the velocity on the flood plains
and there are significant shear zones at the boundaries between the main channel and
the flood plains. The results for the two values of α differ only in the shear zones. The
way in which the cross-sectional average velocity varies with flow rate is shown in
Fig. 22.3, where the velocity axis has a logarithmic scale. The transition between
in-bank and over-bank flow occurs at a flow rate of about 35 m3/s. For the in-bank
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case the velocity increases smoothly and rapidly with flow rate. For the over-bank
case the velocity initially decreases (reflecting the presence of a large expanse of
slowly moving water on the flood plains) and then increases smoothly but slowly.
These trends are the same for both values of α. The effect of α, however, is noticeable
when results for the same water level are compared. In particular, the inclusion of the
transverse mixing of momentum (α = 1), produces a lower cross-sectional average
velocity and lower flow rate compared to the α = 0 case. The smaller velocities in the
α = 0 case can also be seen in the shear zones of the transverse profiles shown in
Fig. 22.2.

Fig. 22.2 Transverse
velocity profile: in-bank,
Q = 10.6 m3/s, water level
0.75 m; over-bank,
Q = 89.9 m3/s, water level
2.25 m

Fig. 22.3 Variation of
cross-sectional average flow
velocity with flow rate
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22.6.2 Dispersion

The results for both values of α are shown in the form of dispersion coefficient
plotted against flow rate in Fig. 22.4 for both the in-bank and over-bank cases
(a logarithmic scale being used for dispersion). For the in-bank case the dispersion
coefficient increases smoothly with increasing flow rate and is very small, being in
the range 0–1 m2/s for flows between 0 and 35 m3/s. For both values of α the trend
is well approximated by a linear relationship. Note this is not obvious from
Fig. 22.4 due to the logarithmic scale for the y axis. When α = 1, the dispersion
coefficient is larger than its value for α = 0 at a similar flow rate. This difference
reduces from a factor of about 2.5 to a factor of about 1.6 as the flow rate increases.
Both the size of the dispersion coefficients and the influence of α are supported by
the predicted transverse velocity profiles that are shown in Fig. 22.2. Since dis-
persion is promoted by gradients in transverse velocity, the very narrow shear zones
at the channel sides when α = 0 are only capable of inducing minimal dispersion.
When α = 1 the shear zones are wider, causing an increased dispersion coefficient.
However, the velocity is approximately constant over about three-quarters of the
width of the channel, so that the dispersion coefficient remains very small. On the
other hand the sensitivity of the dispersion coefficient to the shape of the velocity
profile is clearly shown by the relatively minor differences between the profiles
causing a significant enhancement of the coefficient (a factor of 2.4, for the case
shown in Fig. 22.2). Note that these predicted dispersion coefficients are generally
smaller than observed values in rivers of a similar size (Rutherford 1994). This is
probably caused by the predicted velocity profiles being smoother than those
encountered in the field.

For the over-bank case the results are significantly different. Not only is the
magnitude of the dispersion coefficient markedly different, but so is the variation

Fig. 22.4 Variation of
dispersion coefficient with
flow rate
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with flow rate. In addition, the influence of α is reversed and the sensitivity of the
results to the value of α is much reduced, see Fig. 22.3. As the flow moves from
in-bank to over-bank there is a sharp and large increase in dispersion. The dis-
persion coefficients are now in the range 27,000–500 m2/s for flow rates between 35
and 175 m3/s, respectively—several orders of magnitude larger than for the in-bank
case. The coefficients decrease smoothly and rapidly initially and then more slowly
at higher flow rates. The overall trend is described by D ∝ Q−a where a takes a
value of approximately 4.7. Larger dispersion coefficients are now found when
α = 0 than when α = 1, in contrast to the in-bank case, but the differences are now
quite small, being about 10 % over the range of flow rate shown.

Clearly, the dispersion is dominated by the role of the strong shear that develops
as the flow begins to occupy the small depth and velocity regions on the flood
plains. This shear is easily recognised in the transverse velocity profiles shown in
Fig. 22.2, which shows that the velocity in the main channel is about two times
larger than the velocity in the shallow zones on either side for both values of α. The
influence of the velocity shear decreases as the flow depth in the slow flowing
region increases (increasing flow rate), but it retains its dominant role throughout
the flow rate range considered. At all flow rates in the over-bank case the differ-
ences in the velocity profiles between α = 0 and 1 are insignificant in comparison to
the velocity gradients between the fast and slow flowing regions of the channel.
Note that these predicted dispersion coefficients are generally much larger than
observed values in rivers of a similar size (Rutherford 1994). This is probably
because few if any of these measured values have been observed during flow
conditions that are consistent with those considered here, i.e. channels containing
zones of markedly different velocity and depth, and no secondary currents.

Figure 22.4 also shows dispersion coefficients obtained using the semi-empirical
equations of Liu (1977) and Deng et al. (2001). For the in-bank case both semi-
empirical equations significantly over-estimate the dispersion coefficient.
Interestingly, they display opposite trends with increasing flow rate, which was also
found in a previous study (Wallis and Manson 2004). Both equations show a
sudden increase as the flow changes from in-bank to over-bank, with Liu’s showing
a much larger change. For over-bank flows both equations significantly under-
estimate the dispersion coefficient and continue to display opposite trends. It is very
important to realise that these results imply that existing semi-empirical equations
for the longitudinal dispersion coefficient do not work for overbank flows in rivers
with floodplains.

22.6.3 Reaeration

The results for both values of α are shown in Fig. 22.5 for both the in-bank and
over-bank cases (presented in a similar format to the dispersion coefficient results).
For both values of α the in-bank case reaeration coefficient decreases smoothly with
increasing flow rate. The decrease is initially very rapid but it becomes slower as
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bank full conditions are approached. At very low flow rates, the coefficient is very
large due primarily to the presence of small values of water depths in Eq. (22.18).
Otherwise, it takes values in the range 40–10 per day for flows between 0 and
35 m3/s. The results for α = 1 are a little larger than those for α = 0 (about 3 %), but
for both values of α the overall trend is described by Ka ∝ Q−b where b takes a
value of approximately 0.53.

The results are similar in form for the over-bank case, but there is a discontinuity
as the flow condition changes from in-bank to over-bank. The very large values
found when the flood plains carry very shallow water initially reduce rapidly and
then more slowly as the flow rate increases. The influence of α is similar to the in-
bank case but the sensitivity of the results to the value of α is reduced, see Fig. 22.5.
The reaeration coefficients are now in the range 100–6 per day for flow rates
between 35 and 175 m3/s, respectively. The overall trend is described by Ka ∝ Q−b

where b takes a value of approximately 0.9. The reaeration appears to be dominated
by the role of small depths and grows rapidly as the depth approaches zero; this
phenomenon occurs both for the in-bank case (when the main channel depth is low)
and for the over-bank case (when the floodplain depth is low).

Figure 22.5 also shows reaeration coefficients obtained using the semi-empirical
equation of Bennett and Rathbun (1972) and global (cross-sectional averaged)
values for velocity and depth. For both the in-bank and over-bank cases the semi-
empirical equation under-estimates the reaeration coefficient and, as with the other
results, there is a discontinuity as the flow changes from in-bank to over-bank
conditions. Not unexpectedly, Bennett and Rathbun’s equation is highly influenced
by small depths. However, it differs from the semi-empirical equations for dis-
persion in the important regard that the correct trend in Ka versus Q is captured for
both in-bank and over-bank cases.

Fig. 22.5 Variation of
reaeration coefficient with
flow rate
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22.7 Discussion

22.7.1 The D-Q Relationship in Simple and Complex
Channels

The different behaviour of the dispersion coefficient between in-bank and over-bank
flows is an important result. Interestingly, the nature of these theoretical results is
supported by experimental evidence in Rutherford (1994). Firstly, for the simpler
channel case, Rutherford’s Figs. 4.6 and 4.7 suggest that dispersion coefficients
increase with increasing flow rate. The former is directly comparable to the case
studied here because it considers conditions at different flow rates in the same reach,
for four rivers. In contrast, the latter shows conditions from a very wide range of
reaches from about sixty rivers worldwide. It is also worth noting that McQuivey
and Keefer (1974) propose that, by analogy between the diffusion of flood waves
and the diffusion of solute, for simple channels D α Q. The results in Fig. 22.4
support this hypothesis.

Secondly, for the more complex channel case Rutherford’s Fig. 5.14 shows
dispersion coefficients decreasing rapidly with increasing flow rates in four reaches
of a single river. The results presented in Fig. 22.4 support Rutherford’s data and
his explanation is resonant of the conditions in the case studied here, namely that
bankside areas of shallow flow create strong transverse velocity shear at low flows,
but as the flow increases the velocity in the shallows increases causing a reduction
in the transverse shear and a concomitant reduction in the dispersion coefficient.
Deng et al. (2001) also comment that in over-bank flows the dispersion coefficient
may reduce with increasing flow rate. Interestingly, they do not comment on what
may happen as the flow changes from in-bank to over-bank, but they do suggest
that dispersion coefficients in compound (similar to complex herein) and more
natural cross-sectional geometry channels are likely to be large.

It is evident that the magnitude of the dispersion coefficient and its relationship to
flow rate is critically dependent on the flow regime. In a study of existing semi-
empirical relationships for dispersion coefficients Wallis and Manson (2004) argue
that none of them are able to account for the effects of the strong transverse shear due
to velocity gradients occurring in complex channels. Hence, they are all likely to
under-predict dispersion coefficients in such cases, probably by several orders of
magnitude. Clearly, workers using one-dimensional models to predict solute trans-
port in such conditions will find it extremely difficult to calibrate their models using
existing predictors. At the very least, they must recognise the fundamental difference
between simple and complex channels, namely that for the former dispersion
coefficients tend to increase with increasing flow rate, but for the latter they tend to
reduce. Also, there is an extremely rapid increase (over several orders of magnitude,
indeed practically a discontinuity) in the case study used here as the flow begins to
occupy the shallow flow depth regions adjacent to the main channel in the complex
case. In more general terms, large dispersion coefficients would be expected in a
complex channel, whenever the flow occupies more than one velocity zone.
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22.7.2 The Ka-Q Relationship in Simple
and Complex Channels

The most striking thing about the Ka relationship with discharge is the effect of
small depths whether in the main channel at very low flow rates or when the flow
has just gone over-bank and thus small depths pertain across the floodplains.
Bennett and Rathbun’s semi-empirical equation captures the correct trend in Ka

even if using global (cross-sectional averaged) values for the hydraulic variables.
However it does not seem to capture the correct magnitudes; the semi-empirical
equation gives values that are about 40–60 % lower than the transversely integrated
ones. This occurs because the lateral discretisation allows significantly increased
local values of reaeration to be included in the integrated value. It is probably
necessary to investigate further ways of computing ka at low water depths.

22.7.3 The Effect of α

Interestingly, the inclusion of the transverse turbulent momentum exchange in
Eq. (22.11) produces a more realistic transverse velocity profile, indicating that
existing predictive equations for dispersion coefficients in simple channels that rely
on the local application of a resistance equation to generate a velocity profile (Jain
1976; Deng et al. 2001, 2002) may not be as reliable as previously thought. Note
that in the context of the present approach setting α = 0 does not result in an exact
equivalency with these previous approaches since the solutions of Eq. (22.3)
obtained here use truly local values for both u*(y) and εt(y), in contrast to the use of
global values. None-the-less, the results presented here indicate that previous
theoretical approaches (Jain 1976; Deng et al. 2001, 2002) may underestimate both
D and Ka by artificially constraining the width of shear layers.

22.7.4 Some Caveats

The ideas discussed above raise some interesting ideas. Four issues in particular,
however, should be borne in mind when considering the results, and their bearing
on the predictions are undoubtedly in need of further research. Firstly, how
appropriate is it to ignore secondary flows for either or both the simple and two-
stage channel case? Secondly, is it appropriate to assume that the transverse mixing
of momentum and solutes are the same? Thirdly, is it appropriate to assume that the
non-dimensional transverse mixing coefficient is (a) the same for both simple and
two-stage channel shapes and is (b) constant across either cross-sectional shape?
Fourthly, what is the most appropriate way of representing transverse mixing if
both mixing caused by turbulent diffusion and transverse dispersion need to be
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included? Interestingly, all these issues concern transverse mixing, and it should be
noted that, when addressed, if they resulted in an increase in the strength of
transverse mixing the predicted dispersion coefficients would decrease. Because the
effect of α is not as pronounced in the Ka predictions these issues may be less
important for them.

22.7.5 Sensitivity Analysis

Sensitivity analysis were undertaken in order to explore the consequences of
uncertainties in the predicted dispersion coefficients and reaeration coefficients. A
typical water quality scenario of the impact on dissolved oxygen downstream of a
continuous release of waste water was considered using the well-known Streeter-
Phelps analytical model including the effect of longitudinal dispersion (Thomann
and Mueller 1987). Results were obtained for two base cases in the channel con-
sidered before, one each for in-bank and for over-bank conditions, followed by
results for the same cases but with individual perturbations in the range −25 to
+25 % in dispersion and reaeration coefficients. For both base cases the following
parameter values were used: waste water loading rate of 3 kg/s; water temperature of
10 °C; de-oxygenation rate of 0.5 per day (at 10 °C); dissolved oxygen saturation
concentration of 11.3 mg/l (at 10 °C). For the in-bank case, other base data (taken
from the results presented earlier) were: flow rate of 10.5 m3/s, flow velocity of
0.88 m/s, dispersion coefficient of 0.33 m2/s, reaeration coefficient of 13.4 per day
(equivalent to 17.0 per day at 20 °C). For the over-bank case, other base data were:
flow rate of 87.5 m3/s, flow velocity of 1.27 m/s, dispersion coefficient of 1493 m2/s,
reaeration coefficient of 5.63 per day (equivalent to 7.18 per day at 20 °C). Attention
focused on the maximum dissolved oxygen deficit and its location.

For both flow cases, the results were very insensitive to dispersion coefficient
(changes in both model outputs being <0.3 % in magnitude). Usually, dispersion is
ignored in the Streeter-Phelps model and the insensitivity in the in-bank case where
the dispersion coefficients were very small was expected. It was not, a priori, clear
what would be found for the over-bank case where the dispersion coefficients were
very large. However, these results show that under these extremely dispersive
conditions the Streeter-Phelps model remains insensitive to dispersion.

Results showing the sensitivity of the model outputs to reaeration are shown in
Fig. 22.6. Both model outputs show a slightly larger sensitivity to reaeration for the
in-bank case (Fig. 22.6a) compared to the over-bank case (Fig. 22.6b). In general,
however, for both flow cases the magnitudes of the changes in both model outputs
are similar to the magnitude of the perturbation in reaeration, although the rela-
tionship is an inverse one (i.e. a positive perturbation in reaeration produces a
negative change in the model outputs).
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22.8 Conclusions

In this chapter we demonstrate that existing semi-empirical equations for computing
longitudinal dispersion coefficients and re-aeration coefficients based on global
(cross-sectional average) quantities, such as longitudinal flow velocity, water depth,
top-width and shear velocity, are inappropriate for rivers with complex cross-
sections, i.e. channels that contain zones of distinctly different velocity and depth.
We achieve this by using an alternative approach based on a modified version of
Shiono and Knight’s (1991) model for the transverse distribution of longitudinal
flow velocity and integral expressions for the dispersion and re-aeration coefficients.

The results for dispersion in a simple channel are consistent with current
knowledge (dispersion increases with flow rate), but they reveal unexpected pat-
terns for a complex channel (dispersion reduces with flow rate, having jumped by
several orders of magnitude at the transition between channel types). The results for
re-aeration in both channel types are consistent with each other and with current
knowledge (re-aeration decreases with increasing flow rate), but there is a jump of
about one order of magnitude at the transition. An important issue with many
empirical equations for the re-aeration coefficient is that, with flow depth being in
the denominator, the coefficient approaches infinity as the flow rate approaches
zero. We suggest that an improved formulation for very low flow rates is required to
overcome this difficulty.

A study of the importance of including the transverse mixing of momentum in
the SKM model shows that more realistic transverse velocity profiles are obtained
when it is included. For in-bank flows, including the effect produces dispersion

Fig. 22.6 a Sensitivity plot:
in-bank case, Q = 10.5 m3/s,
U = 0.88 m/s, D = 0.33 m2/s,
Ka = 17.0/day. b Sensitivity
plot: over-bank,
Q = 87.5 m3/s, U = 1.27 m/s,
D = 1493 m2/s, Ka = 7.2/day
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coefficients about double those obtained when it is omitted. In contrast, for over-
bank flows, including the effect produces dispersion coefficients that are about 10 %
smaller than when it is omitted. For re-aeration, including the effect produces
coefficient values only a few percent larger than when it is omitted, with over-bank
flows being less affected than in-bank flows.

We report on the significance of the results by undertaking a sensitivity analysis
for the case of dissolved oxygen profiles downstream of a steady waste water
discharge. We find that the maximum dissolved oxygen sag and its location are
insensitive to dispersion but are quite sensitive to re-aeration in both channel cases
(both model outputs showing a similar percentage change to that used to perturb the
re-aeration coefficient). Hence, for this waste water scenario future work should
focus on improving the prediction of re-aeration coefficients in both types of
channel.
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Chapter 23
Exchange of Pollutants Between Rivers
and the Surrounding Environment:
Physical Processes, Modelling Approaches
and Experimental Methods

M. Zaramella, A. Bottacin-Busolin, M. Tregnaghi and A. Marion

Abstract The fate of solute and pollutants is controlled by a broad number of
different transport and storage mechanisms, ranging from simple processes (i.e.
molecular diffusion, advection etc.) to more complex phenomena (i.e. evapotrans-
piration, groundwater flows, etc.). Different mathematical models, accounting for
different exchange processes, have been developed and applied to specific experi-
mental studies to assess transport and storage parameters. Experimental research
focused on transport and retention processes induced by the transient storage in the
dead zones, by the river bed topography and vegetation, by evapotranspiration. The
analysis of these physical processes is generally conducted observing the behavior
of solutes in field environments or in scaled laboratory models, using artificial or
environmental tracers to track the fate of transported substances and assess transport
and retention parameters. To improve the knowledge of pollutant exchange
mechanism between a river and the surrounding environment, new experimental
techniques focusing on long timescale retention and investigating the link between
river biology and hydrodynamics are required. The development of new protocols
for tracer tests design and the use of new specific tracers will open future research
perspectives.
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23.1 Introduction

The fate of pollutants in rivers is controlled by surface hydrodynamics and by
exchange processes with the surrounding environment. A solute transported in a
natural watercourse can be temporarily trapped in vegetated zones or in the sedi-
ment, follow deep flow paths in the porous medium and return to the surface water
after some time. These solute trapping phenomena are generally referred to as
“retention” processes or “transient storage”, and have a major impact on the spatial
and temporal distributions of nutrients and contaminants in fluvial systems. The
characterization of these processes is important in many impact and vulnerability
assessment studies, and for this reason they have been subject of extensive research
during the last decades.

The hydrodynamic exchange with storage zones can be conceptually classified
into short and long term retention. Short term retention is commonly due to surface
dead zones, such as side pockets of recirculating water or vegetated zones, whereas
long term retention is due to temporary storage of solutes in the upper part of the
sediment bed, which is commonly referred to as the hyporheic zone. In addition to
that, interactions between the stream water and the aquifer can occur over longer
timescales. They are driven by gradients between the groundwater table and the
river free surface, and depend on the hydraulic conductivity of the aquifer and the
riverine morphology. Solute losses from river systems also occur as a consequence
of evapotranspiration, which accounts for evaporation and plant transpiration from
the water body and the soil.

The mass and momentum exchange between the water flowing in the river
channel and the surrounding environment plays an important role in controlling the
pollution of water bodies and connected ecological systems. The main transport
mechanisms that determine the fate of nutrients and contaminants in rivers are briefly
reviewed in Sect. 23.2. Section 23.3 reviews the main one-dimensional models
proposed in the literature to represent the downstream propagation of solutes in
streams and rivers; finally, Sect. 23.3.4 introduces the topic of field tracer tests and
their use to calibrate transport models and characterize river contamination processes.

23.2 Physical Transport Processes

The conceptual description of transport processes depends on the scale of obser-
vation, which can range from the molecular scale to the watershed scale. Depending
on the problem, it can be convenient to consider physical quantities averaged over
certain spatial and temporal scales, or to operate a conceptual distinction between
different parts of a continuum. This leads us to the identification of different
physical processes that are relevant to different spatial and temporal scales, or
physical domains. The main processes governing the fate of solutes in fluvial
systems are described in the following sections.
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23.2.1 Advection and Molecular Diffusion

Advection is a mechanical process by which a conserved physical quantity is
transported in a fluid in motion. This mechanism is fully described by the amount of
solute per unit volume (concentration c x; tð Þ M=L�3

� �
) and the velocity vector field

u ¼ u; v;wð Þ LT�1
� �

of the fluid defined at each point as a function of time.
If the substance behaves like a solute, that is, it has the same density as the

medium or does not feel significant effect of its buoyant weight; its molecules are
displaced along the direction of the local velocity vector, following the same path of
the fluid particle as if they were part of the medium. This assumption allows
advective transport to be modeled in a relatively simple way by writing the mass
balance for an elementary control volume:

@c x; tð Þ
@t

¼ �u � rc x; tð Þ: ð23:1Þ

Advection is always associated with molecular diffusion. This is the process by
which matter is transported as a result of random molecular motions moving the net
flux of matter from higher to lower concentrations. A quantitative description of the
molecular diffusion process was given by Fick (1855) who expressed the corre-
sponding net flux of the transported substance as equal to the concentration gradient
multiplied by a physical property called molecular diffusivity or diffusion coeffi-
cient, indicated by Dm LT�2

� �
, leading to the second Fickian law:

@c x; tð Þ
@t

¼ �Dmr2c x; tð Þ: ð23:2Þ

Whenever the fluid is in motion, advection and diffusion processes act simulta-
neously. The total flux is thus given by the sum of the advective and diffusive fluxes
and is expressed by the combination of (23.1) and (23.2):

@c x; tð Þ
@t

¼ �r � c x; tð Þu� Dmrc x; tð Þ½ �: ð23:3Þ

23.2.2 Turbulent Diffusion

Molecular diffusion produced by Brownian motion is no longer the dominant dif-
fusion mechanism when the flow velocity becomes fast enough to overcome vis-
cous forces and the flow becomes turbulent. Under these conditions, diffusion is
controlled by continuous displacement of fluid elements in all directions induced by
turbulence. While molecular diffusion is isotropic, turbulent diffusion is typically
different in each direction, as eddies are continuously stretched and deformed by the
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flow. Turbulent flows are usually modeled splitting the physical quantities into
time-averaged mean values and fluctuations around the mean. After manipulation of
the advection-diffusion Eq. (23.3), the time-averaged mass transport equation
becomes:

@�c
@t

þ �u
@�c
@x

þ �t
@�c
@y

þ �w
@�c
@z

¼ @

@x
DT

xx
@�c
@x

� �
þ @

@y
DT

yy
@�c
@y

� �
þ @

@z
DT

zz
@�c
@z

� �
; ð23:4Þ

where DT
xx; D

T
yy; andD

T
zz, are eddy diffusion coefficients in the three spatial direc-

tions, x, y and z, respectively, and the notation denotes temporal average. The
expression for the vertical dispersion coefficient DT

zz ¼ 0:067u�d in rivers can be
derived from the logarithmic velocity profile where d is the water depth and u� is
the shear velocity. An approximate expression of the coefficient valid for uniform
straight channels was empirically derived by Fischer et al. (1979) based on labo-
ratory and field experiments: DT

yy ¼ 0:15u�d, suggesting DT
yy ¼ 0:6u�d for irregular

channels where geometrical variations enhance transverse mixing. For longitudinal
mixing it can often be assumed that DT

yy ¼ DT
xx. These relationships can be used to

estimate the distance mix from an injection (for a lateral injection the distance is 4
times greater):

Lmix ¼ 0:1
Ub2

DT
xx
; ð23:5Þ

where b is the channel width.

23.2.3 Longitudinal Dispersion

The effect of velocity gradients becomes apparent when spatial averaging of the
physical quantities is carried out along with temporal averaging. For streams and
rivers, it is often convenient to simplify the description of flow and mass transport
by averaging flow quantities and solute concentration over the vertical direction
(shallow water approach) or over a cross-section (one-dimensional approach).
Depth averaging is justified when dealing with large rivers, estuaries and lagoons,
based on the evidence that vertical mixing is usually much faster than lateral and
longitudinal mixing, due to the limited extension of the domain in the vertical
direction. The one-dimensional approach is justified when the extension of the
domain in the transverse direction is small compared to the longitudinal dimension.
This is the reason why the one-dimensional approach is commonly adopted for
dispersion processes in open channel flows. In the case of cross-sectional averaging
of the physical quantities, the mass balance equation is reduced to the one-
dimensional form:
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@C x; tð Þ
@t

þ U
@C x; tð Þ

@x
¼ 1

A x; tð Þ
@

@x
A x; tð ÞDL x; tð Þ @C x; tð Þ

@x

� �
; ð23:6Þ

where C and U are the cross-sectional average concentration and flow velocity
respectively, A is the flow cross-sectional area (L2) and DL is the longitudinal
dispersion coefficient (L2 T−1). The velocity gradients over the cross-section and
turbulent transverse mixing play a competitive role in determining the spreading of
solutes along the stream wise direction: while turbulent mixing decreases disper-
sion, velocity gradients enhance it. An approximated relationship for the longitu-
dinal dispersion for streams with large width-to-depth ratios was suggested by
Fischer (1975):

DL ¼ 0:011
U2b2

du�
: ð23:7Þ

23.2.4 Exchanges with the Surrounding Environment

Rivers are typically characterized by irregular cross-sections, and often feature
lateral vegetated pockets of stagnant or recirculating water that act like dead zones
(Fig. 23.1). Due to transverse mixing, the substances transported in the main
channel, where the velocity are relatively higher and transverse mixing is faster, can
enter such dead zones and be temporarily trapped before returning to the main
channel. Similarly, the boundary of a river channel is a porous interface through
which mass and momentum exchanges occur. Filtration through the porous
boundary of a river bed leads the dissolved substances within the porous medium
where sorption onto the sediments and other biogeochemical reactions may sig-
nificantly affect their fate. The near stream region of the porous boundary that is
directly affected by the concentration of solutes in the stream is called the hyporheic
zone (Fig. 23.1), and is recognized to be an important transition environment for the
evolution of a riverine ecosystem.

Surface dead zones and hyporheic zones can be envisioned as separate physical
domains of immobile water that interact with a main flow domain identified as the
main channel. The delay process resulting from mass and momentum exchanges
with the immobile domains is called “transient storage”, or retention. These
physical exchange processes produce deviations from the asymptotic dispersion
regimes represented by the advection-dispersion equation (Eq. 23.6), and can be
taken into account by including an additional term in Eq. 23.6:

@C
@t

þ U
@C
@x

¼ 1
A
@

@x
ADL

@C
@x

� �
þ q
A

CG � Cð Þ � P
AS

Us; ð23:8Þ

23 Exchange of Pollutants Between Rivers … 571



where q is the groundwater flux per unit length (L2 T-1), P is the wetted perimeter
(L) and US (M L2 T-1) denotes the exchange flux at the stream-storage zone
interface. Various formulations for the term US will be discussed in Sect. 23.3.

23.2.4.1 The Role of Bed Topography

Streambed surface forms and obstructions (bedforms, meanders, obstacles, etc.)
play a direct role in driving hyporheic exchange: the water pressure variations
induced by the interaction between flow and topography induce flows into and out
the bed sediments (Hendricks and White 1991; Harvey and Bencala 1993; Brunke
and Gonser 1997; Cardenas et al. 2004; Storey et al. 2003; Savant et al. 1987;
Thibodeaux and Boyle 1987; Franken et al. 2001). Bedforms with small wave-
lengths and amplitude produce effects on relatively small spatial and temporal
scales. However, the resulting subsurface flows play a significant role in deter-
mining larger hyporheic flow patterns (Harvey and Bencala 1993).

Fig. 23.1 Illustration of the transport processes acting in a river. The downstream transport of
solutes is governed by advection and hydrodynamic dispersion in the main stream, and by mass
exchanges with different retention zones. These include vertical exchanges with the underlying
sediments, where adsorption process may take place; lateral exchanges with surficial dead zones,
typically vegetated pockets; horizontal hyporheic flows induced by planimetric variation of the
stream direction; groundwater flows; and evapotranspiration
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The role of stream bedforms and roughness on hyporheic exchange processes
has been studied in controlled laboratory studies (Marion et al. 2002; Packman et al.
2004; Elliott and Brooks 1997a, b; Salehin et al. 2003) and models have been
proposed for homogeneous (Elliott and Brooks 1997a, b; Bottacin-Busolin and
Marion 2010) and heterogeneous sediment beds (Marion et al. 2008a).

Wörman et al. (2002) modeled the hyporheic exchange in the Säva Brook,
Sweden, coupling a longitudinal in-stream solute transport with a physically based
representation of storage in the hyporheic zone.

23.2.4.2 The Effect of Vegetation

It is well known that vegetation increases flow resistance and can have considerable
impact on turbulence and flow patterns (Nepf 1999). By decreasing the local flow
velocity and producing complex wake structures, vegetation can generate trapping
phenomena that significantly delay the downstream migration of a contaminant.
Moreover, it is demonstrated that vegetation alters streambed permeability, with the
introduction of organic matter to hyporheic sediments and intrusion of plant roots
having a pronounced effect on solute transfer to the hyporheic zone (Packman and
Salehin 2003). The presence of in-stream vegetation thereby reduces the exchange
rates, increasing the release timescale of solute retention (Hendricks and White
1991; Harvey and Bencala 1993; Brunke and Gonser 1997; Cardenas et al. 2004).
A number of studies have attempted to quantify the effect of submerged and
emergent vegetation on the dispersion of solutes (Nepf 1999; Nepf et al. 2007;
Shucksmith et al. 2011) and the storage effects associated with microbial biofilms
(Battin et al. 2003; Bottacin-Busolin et al. 2009).

23.2.4.3 Evapotranspiration as a Driver of Hyporheic Exchange

Riparian vegetation plays an important role in driving hyporheic fluxes from the
stream flow to the surrounding riparian environment (Jones et al. 2008; Duke et al.
2007; Loheide 2008; Harvey et al. 2005). Evapotranspiration (ET) is a process
through which plants roots “pump” water from the riparian sediments exploiting
capillarity forces. This water is then lost as vapor through stomata in leaves during
diurnal hours. The “pumping” effect of ET drives fluxes of stream water to the
sediments, enhancing the solute exchange processes from surface water to the
surrounding hyporheic areas.

ET had a pronounced effect on solute residence times in the hyporheic zone
(Larsen et al. 2014), diminishing them as a result of enhanced bidirectional flux
across the interface between the hyporheic zone and surface water. This flux pre-
vents hyporheic interstitial water from being caught by deep groundwaters, limiting
the extent of the exchange layer and recalling upward water fluxes from the aquifer.
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23.3 Models

Exchange processes can be studied individually by mathematical or numerical
techniques. This can usually be done for idealized configurations by decoupling
surface from subsurface flow. In field tracer tests, reach-integrated exchange pro-
cesses are studied from the surface water perspective, by evaluating their effect as a
whole on the solute concentration in the surface water. This approach is typically
used in combination with one-dimensional transport models, often based on
modified versions of the advection-dispersion equation. The use of transport models
for determining tracer concentrations in the surface water, in combination with
tracer experiments, represents the “surface water point of view”. This approach is
limited by the timescale and the magnitude of surface processes compared to sur-
face-subsurface exchange mechanisms and aquifer interactions, and also by the
modelling complexity of surface transport phenomena. These known limitations
pushed researchers to investigate the reliability of different model formulations to
quantify exchange processes from field tracer experiments (Harvey et al. 1996;
Davis et al. 2000; Gooseff et al. 2013).

A review of the main 1-D transport models proposed in the literature is given in
the following sections (a comprehensive review on hyporheic transport processes
can be found in Boano et al. (2014)).

23.3.1 Transient Storage Model (TSM)

One of the most widely used transport models in field applications is the Transient
Storage Model (TSM). The TSM was presented by Bencala and Walters (1983),
although analogous formulations can be found in an earlier works (Hays et al. 1966;
Nordin and Troutman 1980). This model has been widely applied to field experi-
ments conducted both in small streams and large rivers (Bencala 1984; Castro and
Hornberger 1991; Vallet et al. 1996; Mulholland et al. 1997; Harvey and Fuller
1998; Runkel et al. 1998; Choi et al. 1999; Fernald et al. 2001; Cheong and Seo
2003).

In the TSM, the net mass transfer from the main flow channel to the retention
domains is assumed to be proportional to the difference of concentration between the
surface water and a storage zone of constant cross-sectional area. The exchange flux at
the stream-storage zone interface in (23.8) is assumed to be US ¼ A=Pa CS � CWð Þ.
The mathematical formulation of the TSM for non-reactive solutes is then given by
the following equations (Nordin and Troutman 1980; Bencala and Walters 1983;
Czernuszenko and Rowinski 1997; Lees et al. 2000; De Smedt and Wierenga 2005;
De Smedt 2006):

574 M. Zaramella et al.



@CW

@t
þ U

@CW

@x
¼ DL

@2CW

@x2
� a CS � CWð Þ; ð23:9Þ

@CS

@t
¼ �a

A
AS

CS � CWð Þ; ð23:10Þ

where U is the mean flow velocity, a is a transfer coefficient, A=AS is the ratio of
stream to storage cross-sectional areas, CW is the in-stream solute concentration,
and CS is the concentration in the storage zone. A numerical solution of (10 was
presented by Runkel and Chapra (1993), which formed the basis of their One-
dimensional Transport with Inflow and Storage (OTIS), later extended by Runkel
(1998) with a parameter estimation technique (OTIS-P).

23.3.2 The Aggregated Dead Zones Model (ADZ)

The ADZ model approach assumes that the river channel is divided into two
interconnected regions (Davis and Atkinson 2000): a central core of flowing water
exchanging with dead zones that are represented as immobile water domains around
the bulk flow region. While the bulk flow region is characterized by pure advection,
the dead zones account for both longitudinal dispersion and transient storage pro-
cesses. The formulation of the model is derived from the TSM formulation, with
DL ¼ 0:

@CW

@t
þ U

@CW

@x
¼ �a CS � CWð Þ; ð23:11Þ

@CS

@t
¼ �a

A
AS

CS � CWð Þ: ð23:12Þ

The model was found to be in agreement with experimental data where the
effects of dead zones were predominant over dispersion (Davis and Atkinson 2000).

23.3.3 Diffusive Model

A model for solute transport of conservative species where hyporheic exchange is
represented by a diffusive term was suggested by Jackman et al. (1984). This model
assumes solute penetration into the bed to be a vertical diffusion process described
by Fick’s law. In the general Eq. (23.8), the flux at the stream-subsurface interface
is assumed to be proportional to the vertical gradient of concentration in the bed:

23 Exchange of Pollutants Between Rivers … 575



US t; xð Þ ¼ �DS
@CS t; x; yð Þ

@y
; ð13Þ

where CS is the concentration and DS is the diffusion coefficient in the porous
medium.

23.3.4 The Multi-rate Mass Transfer Approach (MRMT)

In the MRMT formulation, the flow domain is divided into mobile and immobile
regions. In the mobile regions solute transport is modeled by the classical ADE,
while immobile regions produce a delay in the migration of the tracer. The mobile
domain is associated with the main flow channel, where the velocity is relatively
higher and transverse mixing is faster, while the storage zones represent the
immobile regions, where there is no significant propagation of the solute in the
downstream direction. In the one-dimensional case, the migration of a solute in the
mobile domain (i.e. the main flow channel) is described by the following mass
balance equation (Haggerty et al. 2000):

@CW

@t
þ CS x; tð Þ ¼ @

@x
DL

@CW

@x
� UCW

� �
; ð23:14Þ

where CS x; tð Þ (M L-3 T-1)is a source-sink term for the mass exchange with the
immobile sites. Comparison of Eqs. (23.8) and (23.14) yields CS x; tð Þ ¼ �P=A
US x; tð Þ. The source-sink term can be expressed by variations of the concentrations
in the immobile domains (van Genuchten and Wierenga 1976), but it is often more
convenient to express it as a convolution integral, following Carrera et al. (1998)
and assuming CS to be independent of x. This is given by:

CS tð Þ ¼ CW x; tð Þ � @fM tð Þ
@t

þ CW x; tð ÞfM 0ð Þ � CW x; 0ð ÞfM tð Þ; ð23:15Þ

where fM tð Þ is a memory function (T−1) (Haggerty et al. 2000; Carrera et al. 1998):

fM tð Þ ¼ Z1

0

apa að Þe�atda: ð23:16Þ

The term pa að Þ T½ � is the probability density function of first order coefficients.
Haggerty et al. (2000) proposed the following relation for pa að Þ, known as the
“truncated power law density”:
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pa að Þ ¼ btot
aj�2
max � aj�2

min
aj�3; ð23:17Þ

where amax (T-1) is the maximum rate coefficient, amin (T-1) is the minimum rate
coefficient, j is the exponent, and btot is the capacity coefficient (Haggerty and
Gorelick 1995), the zeroth moment of the density function of rate coefficients pa að Þ.

23.3.5 Continuous Time Random Walk (CTRW)

In the conceptual framework of the continuous time random walk (Montroll and
Weiss 1965; Scher and Lax 1973), the motion of solute molecules (or “particles”) is
envisioned as a sequence of displacements (or “jumps”) of variable length and
duration, considered as random variables. In this framework, the concentration of a
solute at a given instant and position is derived statistically as the probability for a
particle to occupy a specified position at a given time. The classical advection-
dispersion equation (ADE) can be derived as a special case of a continuous time
random walk in which every displacement has the same length and occurs in
random directions at regular time intervals (Fischer et al. 1979). In the CTRW
theory, the length and duration of particle jumps are random variables with joint
probability density function (PDF) W x; tð Þ, and marginal distributions and wT tð Þ,
respectively. This conceptualization of particle motion leads to the following
generalized master equation (GME):

@CW x; tð Þ
@t

¼ �
Z t

0

fM t � sð Þ U
@CW x; tð Þ

@X
� DL

@2CW x; tð Þ
@x2

� �
ds; ð23:18Þ

where:

U ¼ 1
t

Zþ1

�1
xwL xð Þdx; ð23:19Þ

DL ¼ 1
2t

Zþ1

�1
x2wL xð Þdx; ð23:20Þ

are the time-invariant velocity and longitudinal dispersion coefficients, respectively,
over the averaging timescale �t. The function fM t � sð Þ is a memory function defined
in Laplace domain as:
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~fM sð Þ ¼ s�t
~wL sð Þ

1� ~wL sð Þ ; ð23:21Þ

where denotes Laplace transform. The CTRW approach has been widely
applied to study anomalous dispersion in fractured and heterogeneous media
(Berkowitz and Scher 1995; Scher et al. 2002), and has been applied to the transport
of solutes in streams (Boano et al. 2007).

23.3.6 Fractional Advection-Dispersion Equation (FADE)

A generalization of the classical advection-dispersion equation can be given using
mathematical tools of fractional calculus. Using fractional order derivatives, Fick’s
law can be generalized to the form (Chaves 1998; Metzler and Klafter 2000;
Schumer et al. 2001):

U ¼ �De
1þ 1
2

@e�1
þx þ 1� 1

2
@e�1
�x

� �
CW þ UCW ; ð23:22Þ

where e is the order of the fractional derivative, De is the dispersion coefficient and
�1� 1� 1 is a skewness parameter. For e ¼ 1 and 1 ¼ 0 Eq. 23.22 reduces to the
Fick law (23.2). Depending on the parameters e; 1 andDe, the residence time dis-
tributions predicted by the fractional advection-dispersion equation can be sensibly
skewed and heavy tailed resembling those typically observed in natural streams.
Applications of the fractional ADE has been reported by Deng et al. (2004, 2006)
showing good agreement with experimental data.

23.3.7 A Generalized Residence Time Approach to Solute
Transport in Rivers: The STIR Model

A conceptual model using distinct residence time distributions to represent surface
and subsurface transport and a trapping probability distribution to represent stream-
dead zone exchanges was proposed by Marion et al. (2008b). This residence time
formulation formed the basis of what the authors called the STIR (Solute Transport
In Rivers) model. In this conceptual framework, the river is represented as a system
composed by distinct physical domains interacting with each other through mass
exchanges. The river is conceptually divided into a main flow channel and different
retention domains, such as surface dead zones and the hyporheic layer. By con-
sidering the total time spent by a solute particle in a river reach as the sum of the
time spent in the main channel and the time spent in the storage zones, and using
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the summation rule of random variables, the residence time PDF of a solute particle
in a stream segment of length x can be expressed as:

rðt; xÞ ¼
Z t

0

rwðt � s; xÞ
X1
n¼0

pðnjt � sÞ uðsÞ½ ��nds; ð23:23Þ

where rw(t; x) represents the residence time PDF in the main channel in absence of
retention phenomena, p(n|t) is the conditional probability of the number of trapping
events, n, given the time t spent in the main channel, and u tð Þ is the residence time
PDF in a storage domain for a single trapping event. In Eq. 23.23 the notation [ ]

represents convolution power.
Equation 23.23 represents a generalization of the MRMT approach described in

Sect. 23.3.4 in which the RTD describing the tracer migration in the mobile
domain, as well as the probability distribution describing the solute transfer to the
immobile domains, can take an arbitrary form. Assuming that the transport in the
main channel is represented by the classical advection dispersion equation, and that
the exchange with the immobile domains is a Poisson process, the STIR model can
be shown to be equivalent to the following advection-dispersion-mass-transfer
equation:

@CW x; tð Þ
@t

þ Q
A
@CW x; tð Þ

@x

¼ DW
@2CW x; tð Þ

@x2

� a CW x; tð Þ �
Z t

0
CW x; t � sð Þu sð Þds

� � ð23:24Þ

This is equivalent to (23.8) with:

US ¼ P
A
a CW x; tð Þ �

Z t

0
CW x; t � sð Þu sð Þds

� �
: ð23:25Þ

It is often reasonable to consider two main types of storage domains (Bottacin-
Busolin et al. 2011), corresponding to surface and subsurface retention domains.
Hence, assuming a ¼ a1 þ a2:

u tð Þ ¼ 1
a1 þ a2

a1u1 tð Þ þ a2u2 tð Þ½ �: ð23:26Þ

This formulation allows for faster and slower exchange processes to be represented
separately. In particular, fast exchanges with surface dead zones can be represented
by an exponential RTD, whereas other retention phenomena, such as hyporheic
flows induced by bed-forms, bars and meanders can be represented by a physically-
based model in terms of a transfer rate and a residence time distribution. Because
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the storage within surface dead zones and the storage within the sediments are
generally characterized by very different timescales, this decomposition of transient
storage is expected to yield values that are more representative of the physics of the
processes.

23.4 Tracer Tests

Streams and rivers are complex environmental systems characterized by irregular
geometry and heterogeneous properties. Field tracer tests provide a way to quantify
reach-averaged transport quantities by measuring the solute concentrations at a
section in response to a tracer injection upstream.

23.4.1 Tracers

A tracer is usually a soluble substance that follows the movement of water. Some of
these substances are conservative, as they do not decay or react with any other
compounds, and are not subject to sorption and deposition processes. Sometimes,
non-conservative tracers can be used to study the physical or chemical properties of
the surface water, the sediment bed or the storage zones. These tracers allow to
investigate the behavior of solid particles in the water (i.e. suspended sediments,
colloids, spores, etc.) or to understand the retardation or degradation potential of a
substrate containing surface or sub-surface water. Tracers that are purposely
introduced in the environment are called “artificial” (Ward et al. 1998) in opposition
to environmental tracers, which are those substances or water properties that nat-
urally (or anthropogenically) exist in the environment. Environmental tracers can be
particular chemical compounds or water properties like conductivity or temperature,
but also microbes or algae. The analysis of these tracers can be particularly useful
when groundwater and surface water, with different tracer content, mix at the
sediment-water interface. An example of environmental tracer is the use of radon-
222 (Ellins et al. 1990; Cecil and Green 2000). Radon (222Rn) is an environmental
tracer released from radon-bearing rock. Radon concentrations are higher in
groundwater than in surface water and can be used to identify groundwater inputs to
a stream (Yoneda et al. 1991).

Anthropogenic environmental tracers result from their accidental release into the
environment due to human activities. Frequently such tracers are widely distributed,
have weak signals and result from prolonged accidental release. An example of
anthropogenic environmental tracer is CFCs, which were released between the
1950s and 1980s and can be used to trace 50 year old water at a low detection limit
(Busenberg and Plummer 1992; Plummer and Busenberg 2000).

Tracers must be chosen in order to obtain the best experimental control during an
investigation. The addition of an artificial tracer to stream water may be used to

580 M. Zaramella et al.



provide improved understanding of hyporheic retention and natural attenuation
processes. Radioisotopes like tritium (conservative, 3H as tritiated water) and
chromium (reactive, 51Cr as Cr(III)) were used in field studies in the Säva Brook,
Sweden (Johansson et al. 2001; Jonsson and Wörman 2001; Jonsson et al. 2003).
By using different tracers at the same time, the investigators were able to detect the
retardation of the non-conservative (reactive) tracer relative to the conservative
(inert) tracer.

The sorption of strontium (Sr) and potassium (K) tracers in bed sediments was
investigated by Bencala et al. (1983). Other researchers used caesium (Cs) to
investigate the sorption processes in aquatic sediments (Nyffeler et al. 1984;
Comans et al. 1991; Comans and Hockley 1992; Smith and Comans 1996). In these
studies Caesium (Cs) was an environmental tracer originated from the 1986
Chernobyl accident in the Ukraine.

Fuller and Harvey (2000) used the reactive environmental tracer bromide (Br-)
to track the fate of metals in the hyporheic zone of a stream contaminated by mining
in Arizona, pointing out an active uptake and retardation of these metals by hyp-
orheic flow-paths along the study reach.

Particular attention was devoted to the analysis of transport and retention of
nitrate in the hyporheic zone (Triska et al. 1989a, b, 1990, 1993; Duff and Triska
1990). Chloride and bromide (inert tracers) were injected in the study reach and
recoverd from the hyporheic zone by wells positioned at the side of the stream. The
use of an inert solute provides information on the retardation and biological
properties of the hyporheic zone. By injecting nitrate (NaNO3) into the stream water
and directly in the hyporheic sediments, it was demonstrated that biotic uptake
within the hyporheic zone sediments acted as the major retention and storage
mechanism. Groundwater and surface water mixing in the hyporheic zone was
found to govern the denitrifying capacity of sediments, due to the different dis-
solved oxygen concentration (DOC) provided by the two sources of water.

Storey et al. (2003) used the 15N isotope to describe denitrification processes in
laboratory column experiments with sediments cores. Crenshaw et al. (2005) used
the 15N isotope in field studies to assess the denitrification process within the
hyporheic zone.

Fluorescent dyes are an important group of tracers for hydrologic field studies in
rivers and wetlands. Among a variety of commercial dyes available in a variety of
colors, uranine, lissamine FF and rhodamine WT are the most used fluorescent
water tracers (Wilson et al. 1986). Since fluorescent dyes are cost effective, highly
soluble, low-toxic and easily detectable with specific fluorometers, they have been
widely used for stream tracing applications, especially rhodamine WT (Atkinson
and Davis 2000; Fernald et al. 2001; Bencala et al. 1983; Bottacin-Busolin et al.
2011).

Among the fluorescent dyes, particular attention should be devoted to “smart”
tracers like resazurin. Resazurin is a weakly fluorescent, non-toxic, redox-sensitive
phenoxazine dye. An important property of resazurin is the reduction to the strongly
fluorescent resorufin under mildly reducing conditions, most commonly in the presence
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of aerobic respiration (Karakashev et al. 2003). These tracers have been recently used
to analyze microbial activity in the storage zones (Haggerty et al. 2009).

Temperature is another environmental tracer largely used in groundwater stud-
ies. Groundwater has a relatively constant temperature compared to surface or
stream waters (Constantz 1998). Conant (2004) investigated stream-groundwater
exchange profiling water temperature through a depth profile of hyporheic sedi-
ments. Confirmation of the delineation of zones of groundwater discharge or
recharge within the hyporheic zone derived from temperature measurements can be
provided by the simultaneous injection of conservative solute tracers in the study
reach. Becker et al. (2004) used heat as a tracer and measured the longitudinal
variation of the stream discharge to quantify the stream-groundwater fluxes. The
work of Anderson (2005) offers a comprehensive background review of the relevant
literature. Recent studies have also attempted to provide a more accurate description
of the transport in the hyporheic zones, by coupling the information from tracer
tests with direct sampling of temperatures in the sediment bed (e.g. Lautz et al.
2010; Neilson et al. 2010a, b; Wörman et al. 2012). Neilson et al. (2010a, b)
presented the formulation and calibration of a two-zone temperature and solute
model which separates between surface and subsurface transient storage. The
authors showed that the use of a multiobjective calibration method accounting for
temperature and solute data at different locations at the same time produced a much
better match between simulation results and observations compared to a single-
objective procedure considering only solute concentrations or temperatures at single
locations. A comprehensive review of heat as a tracer to quantify hyporheic flows
has recently been given by Rau et al. (2014).

23.4.2 Designing Stream Tracer Tests to Quantify Retention
Phenomena

Tracer tests are conducted by injecting a tracer in a study reach and measuring the
temporal evolution of the tracer concentration downstream. Injection is usually
performed with a constant (plateau) concentration of fixed duration to ensure proper
dilution along the reach. The concentration distributions generated by the injection,
known as breakthrough curves (BTCs), are measured over time at one or more
sections downstream from the injection point, at a distance greater than the length
scale of transverse mixing (23.5). BTCs contain information relevant to surface
processes, namely advection and longitudinal dispersion, but also signatures of
retention phenomena that produce deviations from the asymptotic dispersion
regimes described by Taylor dispersion theory. Tracer BTCs carry signatures of
complex stream-storage zone mixing and exchange dynamics, and the challenge of
modeling and designing field tracer tests lies in the identification and the parame-
terization of these signatures. The major issue with their characterization is that the
solute transport and retention phenomena are characterized by a continuum
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spectrum of timescales, and only processes characterized by significantly different
timescales can be potentially separated. Furthermore, there are instrumental and
experimental limits in the detection of tracer concentrations, which can dramatically
hinder the analysis of long-term retention phenomena unless highly detectable
tracers are used. Other factors that limit the characterization of long-term retention
are the duration of the experiment and the presence of background noise in the
measurements. In particular, the surface water point of view is generally blind to
those processes characterized by small exchange fluxes and by temporal scales that
are much longer than the duration of the experiment.

It must also be stressed that longitudinal dispersion leaves clear signatures only
within a short distance from the upstream boundary section and that the fast
exchange with the dead zones overwhelm the effect of surface mixing at longer
distances (Davis and Atkinson 2000). In other words, longitudinal dispersion and
fast exchange processes act as a bulk process over longer distances from the
injection point, producing no deviations from the asymptotic dispersion behavior
described by the advection-dispersion equation. This means that there are actual
limits in the separability of transient storage phenomena, and that the limit depends
on the scales of transverse mixing and the distance from the injection point. A
nondimensional number that can be used to characterize the detectability of
retention processes is the Damköhler number (Wagner and Harvey 1997). This can
be expressed as:

DaI ¼ aþ 1=Tð ÞL
u

ð23:27Þ

where a is the transfer rate, T is the average residence time in the storage zones, L is
the length of the study reach, and u is the average flow velocity. The optimal DaI
range is between 2 orders of magnitude of 1 (0.1–10), corresponding to peak
storage sensitivity (Briggs et al. 2009). A DaI within this range indicates that there
has been sufficient time for the exchange process to produce a visible effect on the
BTCs, and that the exchange timescales are not too short compared to advective
travel time. Under these conditions, the uncertainty in the estimated parameters of
transient storage models is minimized.

A work on how signatures of different mechanism can be observed on BTC was
presented by Bottacin-Busolin et al. (2011). BTCs where obtained with a controlled
plateau injection of rhodamine WT in two different small Italian rivers, the Desturo
and the Brenton canals. BTCs were analyzed using the STIR model with two
exponential RTDs storage compartments (23.26). Comparison between the opti-
mized model and BTCs is plotted in Fig. 23.2, using linear and logarithmic scale for
the vertical axis (left and right column, respectively). A multiple domain solute
transport model properly detects the different signatures of transient storage, and
show that retention patterns at different timescales can be detected.
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Fig. 23.2 Observed and simulated breakthrough curves for the Brenton and the Desturo rivers
using a double exponential residence time distribution storage domain (figures modified from
Bottacin-Busolin et al. 2011). Tails of concentration contains signature of transient storage that can
be described by a multi-compartment model. a Brenton, Reach 1, b Brenton, Reach 1, c Brenton,
Reach 2, d Brenton, Reach 2, e Desturo, Reach 1, f Desturo, Reach 1, g Desturo, Reach 3,
h Desturo, Reach 3
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23.4.3 Limitations and Challenges in Inverse Modelling
of Transport Processes

Stream tracer tests can provide an estimate of reach-integrated transport quantities
that summarize the effect of surface and subsurface transport fluxes. The major
challenge in the design of tracer tests and the analysis of tracer test data is the
separation between processes, which can be important in many impact assessment
studies. While hyporheic retention produces signature on solute BTCs, the quan-
tification of interfacial fluxes and residence times based on such signatures is a
complex inverse modelling problem that is inherently ill posed. While the initial
studies talked this problem by simple calibration of one-dimensional transport
models based on the BTCs of passive tracers, the recent research has focused on the
development of improved techniques for better conditioning the problem. This has
included the use of smart tracers and combined solute-temperature measurements,
or the direct measurement of solute fluxes and residence time in surface dead zones.
At the same time, researchers have attempted to improve the capability of one-
dimensional transport models to represent surface and subsurface transport pro-
cesses. Furthermore, physically-based models of hyporheic exchange and surface
transient storage have been proposed. However, despite significant advancements in
the comprehension of transport phenomena in natural watercourses, our ability to
measure and quantify surface and subsurface retention processes remains limited.
Recent studies have shown that the parameters of the transient storage models can
depend on the scale of the study reach (Bottacin-Busolin et al. 2011; Gooseff et al.
2013), and that moments of the breakthrough curves do not scale according to the
predictions of the classical advection-dispersion theory, which is the basis of the
most commonly used transport models (González-Pinzón and Haggerty 2013). The
inconsistency between observations and model predictions points out an existing
gap of knowledge in the hydrodynamics of mixing in the complex configurations
found in natural watercourses. New conceptual understanding of river mixing
processes is therefore needed in combination with new experimental techniques
integrating tracer concentration data with velocity and bathymetry data. Such data
can be used to directly model surface and subsurface transport dynamics, therefore
reducing the number of parameters that require calibration or limiting their range of
variability in inverse modeling procedures.
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Chapter 24
Thermal Pollution in Rivers—Modelling
of the Spread of Thermal Plumes

Monika B. Kalinowska and Paweł M. Rowiński

Abstract Modeling framework for stream temperature, especially after introducing
substantial amount of heat pollution, is presented in this chapter. An overview of
the mathematics and solution techniques suited for heat transfer quantification is
given and the models presented range from 3D aimed at short distances towards 1D
approach allowing for modeling of heat transfer over long distances. A special
attention has been paid to the depth averaged two-dimensional models which are
particularly useful when the fate of heat pollution such as the heat discharged from
a steam power station is considered. The processes of exchange between the river
water and river surrounding are also discussed. Examples of computational solu-
tions are provided and discussed as well.

Keywords Heat transfer � Thermal pollution � Advection-dispersion equations �
Thermal plume � Near field zone � Mid field zone � Far field zone

24.1 Introduction

A precondition for the proper understanding of the biology of an aquatic ecosystem
is the cognition of thermal regime. For the aquatic life, the crucial factor is the
presence of dissolved oxygen and the obvious observation is that as the temperature
of water increases, its dissolved oxygen content decreases. This is a somewhat
simplified picture; the interrelationship between water temperature and dissolved
oxygen (DO) is a subject of many studies (Steele 1989) but recent data shows that
under certain conditions the relationship between temperature and DO might have
hysteretic pattern (Rajwa et al. 2014). Recently Demars et al. (2011) have studied
the impact of temperature upon whole stream ecosystem respiration, gross primary
productivity and the ecosystem production in Icelandic geothermal streams along a
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5–25 °C temperature gradient and demonstrated that temperature is an important
(but not alone) driver of stream and rivers metabolism. Whatever the mechanism is,
the increase of water temperature might have dramatic consequences. Elevated
water temperature affects both the rate of reaeration (Demars and Manson 2013)
and the rate of decomposition of organic wastes and hence affects dissolved oxy-
gen. We do realize that metabolism requires oxygen; therefore, some species may
be eliminated entirely if the water temperature rises. This single fact alone causes
that the studies upon heat budget in a river are of crucial importance and cannot be
omitted when the health of an aquatic ecosystem is judged.

Water has a unique feature, i.e. the capability to absorb thermal energy while
experiencing only small changes in temperature, but this feature causes that most
aquatic organisms have developed enzyme systems that operate in a narrow tem-
perature range. So relatively small changes in natural ambient temperature might
create substantial environmental problems. For example, in extreme cases an
increase of water temperature can kill heat intolerant fish, but also plants, thereby
disrupting the web of life dependent on the aquatic food chain. A tidbit in this
respect (relevant for tropical climate) might be the fact that in case of crocodiles,
alligators, several reptiles, such as some lizards and certain turtles, the temperature
of egg incubation is the major factor determining sex (Murray 2002). Females are
produced at one or both extremes of the range of viable incubation temperatures and
the intermediate temperatures produce males so the increase or decrease of water
temperature may disturb the sex ratio for those species, which plays a crucial role in
their population dynamics and survival.

River temperature results from atmospheric conditions, its topography, water
discharge and the streambed. The thermal regime of rivers is a subject of numerous
studies (e.g. Caissie 2006 and the references given there); in this paper we will deal
only with the situations that cause an abrupt change in thermal conditions in a river.
One may think of various situations that might affect the thermal regime of a river.
An obvious situation is the long-term climatic change that may create permanent
changes in river water temperatures (e.g. Ficklin et al. 2013; Null et al. 2012), or on
the other extreme an immediate heating of water during a fire in a forested
watershed (Ice 2008)—in such a case elevation of stream temperature is caused by
both heat of combustion and the removal of shade. Of crucial importance are
various anthropogenic perturbations, such as water releases from dams or reduc-
tions in river flow due to, e.g., irrigation or finally the thermal effluents. In this
paper we will concentrate on the latter which in most cases is an inevitable by-
product of the cooling operations in power plants, petroleum refining, pulp and
paper, iron and steel and chemical manufacturing industries. Fortunately such
thermal loads may be treated as degradable due to the fact that heat is dissipated in
receiving waters. Further in the paper such thermal loads that change ambient water
temperature will be often called thermal pollution. When talking about thermal
pollution one immediately thinks of elevated water temperatures caused by a variety
of the above-mentioned factors but we should keep in mind the reverse, for
example, the discharges of cold bottom water from deep-water reservoirs
behind large dams, which might change the downstream biological communities
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(Sherman 2000). In this study we will focus on the analyses of heat transfer, i.e. the
processes that change heat in a defined water volume.

Although heat transfer in a turbulent flow can be of interest per se, most studies
in relation to rivers are of applied nature, and their results may be used in decision
making that may carry large ecological risks.

Scientific knowledge of heat transfer in turbulent flows has progressed to such an
extent that we are now able to unambiguously determine the fate of a thermal plume
in the stream. However, as it is going to be shown further, quantification of those
processes is fraught with rather a lot of uncertainties.

The issues raised in the paper are not, of course, exhaustive but reflect the flavor
of discussions provoked by mathematical modeling of the processes of transfer of
heat in rivers and their further consequences. Although a substantial amount of
working models for such analyses are available in literature, still much work is
required to increase their credibility. Literature is rich in various studies of envi-
ronmental consequences of the increase of stream temperature, however there are
not too many in-depth studies that would show any substantial progress in methods
allowing for much better quantification of heat transfer in rivers. It is fair to say that
interdisciplinary studies that will make predictions of heating and cooling of stream
waters more accurate are highly demanded.

24.2 Transport of Heat in Rivers

Conservation of heat in open channels yields the transport equation for heat, or rather,
for the change of temperature which in general case should be described by three-
dimensional (3D) transport equation (see, e.g., Szymkiewicz 2010; Whitaker 1983):

@T
@t

¼ r DM þ DTð Þ � rT½ � � r v � T½ � þ Q; ð24:1Þ

where: t—time [s], T(x, t)—time-averaged water temperature [°C], x = (x, y, z)—
position vector [m], x—longitudinal coordinate [m], y—transversal (lateral) coor-
dinate [m], z—vertical coordinate [m], v(x) = (vx, vy, vz)—time-averaged velocity
vector [m/s], DM(x)—molecular heat diffusion tensor [m2/s], DT(x)—turbulent heat
diffusion tensor [m2/s], Q—source function describing additional heating or cooling
processes. Note that the values of components of molecular heat diffusion tensor are
much smaller than those of the turbulent heat diffusion tensor, and therefore they
are usually omitted. In principle, the process of heat transfer is the result of oper-
ation of two basic mechanisms: advection, which is the mechanism connected with
the movement of water, and diffusion, which is an intrinsive mechanism of trans-
porting heat in the direction of decreasing temperature.

To solve the transport equation (Eq. 24.1), a huge amount of information either
from other models of from detailed measurements is required. On top of that one
needs to know the exact 3D velocity field and the water depths. All that data is
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usually difficult to obtain. The computational costs of the solution of Eq. 24.1 are
also very high, so different simplifications should be considered in practice. The
most obvious simplifications pertain to the reduction of the problem to two (2D) or
even one dimension (1D).

In rivers we can distinguish three characteristic mixing zones (see Fig. 24.1)
associated with the temporal and spatial scales of the heat transfer process. Each of
them requires different descriptions and allows different simplifications. They are
briefly described below.

• Near field zone—starting at the discharge point and continuing to the point of
complete vertical mixing (Fig. 24.2).

• Mid field zone—stretching down the river until complete lateral mixing occurs
(Figs. 24.3 and 24.4).

• Far field zone—starting after the complete mixing along the depth and width of
the channel (Fig. 24.5).

Mixing in each zone should be described, respectively, in three-, two-, and one-
dimension.

The first, near field zone—close to the discharge point—is usually very short.
This is because most of rivers are shallow compared to their width and vertical
mixing runs relatively fast. It breaks down thermal stratification and unlike in lentic

Fig. 24.1 Schematically presented characteristic mixing zones in rivers. Top subfigure—side
view, bottom subfigure—plane view
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waters, the temperature in rivers is nearly uniform from surface to bottom (Allan
1995; Rutherford et al. 1992). Complete vertical mixing takes maximally a few tens
of water depth (see Jirka and Weitbrecht 2005). Additionally, information about the
3D temperature distribution in practical applications is usually not necessary.
Therefore, the near field zone is often beyond practical considerations and treating
the process of thermal pollution spreading as two-dimensional seems natural.

Fig. 24.2 Tracer test performed in a natural Narew river in north-east Poland in June 2005
(Rowiński et al. 2007, 2008); dye release (top figure), section directly behind the discharge
(bottom figure)
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The equation describing the process in the 2D case is obtained by the averaging
of the 3D equation (Eq. 24.1) along the depth. Detailed description of averaging
process may be found in several papers (e.g., Kalinowska and Rowiński 2008;
Rowiński 2002; Rutherford 1994; Szymkiewicz 2010). Then the 2D heat transport
equation takes the following form (Kalinowska and Rowiński 2012; Rodi et al.
1981; Seo et al. 2010; Szymkiewicz 2010):

h
@T
@t

¼ r hD � rTð Þ � r hv � Tð Þ þ Q; ð24:2Þ

Fig. 24.3 Aerial photograph (ca. 1960) of an industrial discharge located near the middle of the
regulated River Rhine upstream of Lake Constance (Bodensee); photograph courtesy of
D. Vischer, Zurich; source Jirka and Weitbrecht (2005)
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where: t—time [s], T(x, t)—depth-averaged water temperature [°C], x = (x, y)—
position vector [m], h(x)—local river depth [m], v(x) = (vx, vy)—depth-averaged
velocity vector [m/s], D(x)—heat dispersion tensor [m2/s], Q—source function

Fig. 24.4 Tracer study of horizontal mixing in Missouri river in USA, source Holley (2001) (left
figure); Rhodamine dye study of hydrology of stream-lake interactions (Spring Creek lake), source
http://www.aslo.org/, author: Prof. Wayne Wurtsbaugh (right figure)

Fig. 24.5 Tracer test performed in a natural Narew river in north-east Poland in June 2005
(Rowiński et al. 2007, 2008); after complete mixing along the river width
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describing the heat exchange between the river and its environment and additional
heating or cooling processes. The dispersion tensor includes four dispersion
coefficients:

DðxÞ ¼ Dxx Dxy

Dyx Dyy

� �
ð24:3Þ

that appear in Eq. 24.2 as the result of depth-averaging. Components of turbulent
heat diffusion tensor are usually included in the heat dispersion tensor components.
Further simplifications of Eq. 24.2 usually relate to dispersion coefficients, but often
used simplifications (involving the omission of the off-diagonal elements of dis-
persion tensor) are not admissible (see Rowiński and Kalinowska 2006). The heat
dispersion tensor components should be properly determined, e.g., on the basis of
the so-called longitudinal (DL) and transversal (DT) dispersion coefficients. Note
that to simplify the notation in Eq. 24.2 we used the same symbols for temperature
(T) and velocity vector (v) as in Eq. 24.1, but here they denote the depth-averaged
values.

As the next step, we can average Eq. 24.2 along the channel width that gives us
the 1D heat transport equation. In practical applications, such simplified equation is
often considered. It can be very useful, but frequently its application is insufficient.
The mid field zone (in which we should use the 2D heat transport equation) may
extend over very long distance (see Fig. 24.3). For large rivers in an extreme case
that distance may reach hundreds of kilometers (Endrizzi et al. 2002; Jirka and
Weitbrecht 2005). Only after complete lateral mixing (in the far field zone) the 1D
equation may reflect the real behavior of the thermal plume. For the steady flow,
such equation can be written as follows (Szymkiewicz 2010):

@T
@t

¼ 1
A
@

@x
AD

@T
@x

� �
� vx

@T
@x

þ Q; ð24:4Þ

where: t—time [s], x—downstream distance [m], T(x, t)—cross-sectionally aver-
aged water temperature [°C], vx(x)—cross-sectionally averaged river velocity [m/s],
D(x)—longitudinal dispersion coefficient [m2/s], Q—source function describing the
heat exchange between the river and its surrounding and additional heating or
cooling processes. Note that again to simplify the notation we use the same sym-
bols: (T) denotes temperature and (vx) denotes velocity, but herein they are cross-
sectionally averaged values. For steady and uniform flow (A = const, vx = const) and
constant dispersion coefficient (D = const), Eq. (24.4) may be rewritten as:

@T
@t

¼ D
@2T
@x2

� vx
@T
@x

þ Q; ð24:5Þ

where: t—time [s], x—downstream distance [m], T(x, t)—cross-sectional averaged
water temperature [°C], vx—mean river velocity [m/s], D—longitudinal dispersion
coefficient [m2/s]. In the far field region the dispersion process is very often
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neglected since the most important role plays the exchange with the surrounding
environment and then Eq. (24.5) is further simplified to:

@T
@t

¼ �vx
@T
@x

þ Q: ð24:6Þ

24.2.1 Heat Exchange Between a River and Its Environment

The heat exchange between the river water and river surrounding should be
included in the above equations (Eqs. 24.1–24.6) in the source function Q. The
form of the source term very much depends on the question posed. Moreover, the
decision which of the processes should be considered in the given equation must be
made taking into account the process significance, the temporal and space scale of
the process, and the availability of data necessary to calculate the heat exchange
with suitable accuracy. Note that even if some of the necessary data can be obtained
from local meteorological stations, usually conditions on the river banks differ
significantly from those at the location of these meteorological stations. The river
may be in a valley or may be sheltered from the wind and sun by a large number of
trees, the conditions may also significantly vary along the river channel. Often,
inaccurate calculations of the contribution of additional processes may introduce
much larger errors in the final results then their omission. As a result, the decision
whether and which processes should be taken into account is difficult. In practical
applications, most of processes, especially if we are interested in the situation of
water temperature changes following the introduction of thermal pollution to the
river, can be neglected at short temporal and spatial scales. The situation is different
if the time scale of the phenomenon is long and diurnal or seasonal changes are
important. Then additional processes may play a meaningful role. In particular, the
following processes may be significant: heat exchange between the water and air
(QA), heat exchange between the water and river bottom and banks (QB), and heat
exchange between the water and sediment (QS). They are schematically presented
in Fig. 24.6. The heat may also be transferred advectively from upstream, tribu-
taries, rainfall and groundwater flows (Evans et al. 1998) and influenced by heat
production by biological and chemical processes (Joss and Resele 1987). Finally
the source function Q will be a sum of all functions describing heating or cooling
processes taken into account, e.g.:

Q ¼ QA þ QB þ QS þ � � � ð24:7Þ

• Heat exchange with the atmosphere
A huge amount of heat exchange between the water and its environment occurs
through the water/air interface (Ashton 1986). The process is controlled by
many mechanisms that depend on a number of meteorological factors and it has

24 Thermal Pollution in Rivers—Modelling of the Spread … 599



been studied for a long time. The importance of the process may be different in
different cases. We can omit it when the temporal scale of the analyzed case is
small (of order of hours or less). It can be also omitted when we are interested in
the difference between the temperature of ambient water and discharged heated
water and this difference is not high (then the exchange of heat with the
atmosphere proceeds in more or less the same way for the ambient and dis-
charged water, and does not influence the difference between their tempera-
tures). That means that the process may be neglected in the near field and mid
field zones (unless the mixing across the channel is very poor and takes a very
long time), but it should be considered in the far field zone. After complete
vertical and horizontal mixing, additional cooling or heating may be strongly
dependent on heat loss to the atmosphere. The exchange with the atmosphere
must be included in all works related to the thermal regimes of rivers, in which
the diurnal and seasonal changes are important. The heat flux through the water
surface may by positive (heat is absorbed by the water from the atmosphere) or
negative (heat is emitted from the water to the atmosphere). It results from the
energy balance at the water/air interface. Taking into account the most important
processes it may be written as (Edinger et al. 1974; Rutherford et al. 1993):

QA ¼ qs þ qa � qb � qe � qh; ð24:8Þ

where: qs—short-wave solar radiation, qa—long-wave atmospheric radiation,
qb—long-wave back radiation (emitted by the water surface), qe—evaporation
and condensation, qh—conduction. All components may be calculated based on
water temperate, meteorological and hydrological data such as: wind speed, air
temperature, cloud cover, bathymetric pressure, radiation, solar radiation, sun’s
altitude, humidity, or emissivity of water. There are different (more or less
complicated) formulae available in the literature that can be used to compute
particular components of Eq. 24.8 (see, e.g., Jurak 1978; Jurak and Wiśniewski
1989; Rutherford et al. 1993). For example, long wave back radiation is

Fig. 24.6 Heat exchange between the river and its environment processes
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proportional to the fourth power of the surface water temperature (Rutherford
et al. 1993). Finally, Eq. 24.8 becomes a complicated nonlinear function of
water temperature, but in practice the formula is linearized to make the solution
of heat transport equation simpler. For details, see (Jobson 1973; Rutherford
et al. 1993).

• Heat exchange with the river bed and banks
Heat exchange with the river bed and banks is negligible for most practical
applications, except for shallow rivers (Benedini and Tsakiris 2013; Joss and
Resele 1987). For such rivers it may by significant over long time scales, but its
calculation is difficult and requires complex measurements. Its value anyway is
small compared to the value of heat exchange between the water surface and
atmosphere. Jurak and Wiśniewski (1989) post a table with the values of heat
input or output from the river bed and banks for each month of year, depending
on the north latitude and the averaged water depth, which may be used in
practical cases. In the Northern Hemisphere we can notice the heat input from
the bed to water in autumn-winter season and heat output from the bed to water
in spring-summer season. According to studies performed by Evans et al. (1998)
the river bed represented a significant energy sink during the summer months,
being colder than the overlying water. We may also notice some energy sink
during mid-day hours over a diurnal period and an energy source at night time.
Nevertheless, in practical applications for deep rivers and near and mid field
regions the heat exchange with the river bed and banks may be totally neglected.
Note that in some cases, for example when the source of heated water is located
near or on the river bank, the heat exchange with the river banks may be
important.

• Heat exchange with sediment
Similarly to the heat exchange with the bed and banks, the heat flux through the
water-sediment interface is considered very small compared to the air-water
interface (Edinger et al. 1974; Gu et al. 1998; Hockey et al. 1982) and is usually
negligible in practical applications. Again it may be important especially in
shallow water and in case of long time scales—over the time scales on the order
of weeks and longer (Smith 2002).

24.3 Modelling of the Spread of Thermal Plumes

Modeling of spread of thermal plumes in rivers is usually necessary in practical
applications concerning discharges of heated water into a river. Usually we are
interested in possible threads to the environment from newly constructed objects
(e.g. power plants). Special reports on environmental impact assessments are
required by law in many countries. In such situations very often we deal with
limited measurement data and at the same time many possible scenarios of pollution
spreading must be taken into account. The Eqs. 24.1–24.6—describing the heat
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transport—have no analytical solutions for real boundary and initial conditions (for
some very simple cases, analytical solutions are possible). In such situations,
numerical models are indispensable. Nevertheless, choosing of the appropriate
model is difficult and usually is a tradeoff between the results accuracy and costs
that must be incurred. But it is not just about the computational costs and time, but
also and maybe most of all about costs of obtaining the required number of model
input data. More accurate models are usually more complicated and more time- and
“data”-consuming. Simplified models solve the problem fast and with less data,
nevertheless at the same time restrict the number of situations in which they may be
applied. Models which only calculate the increase of water temperature above the
natural river temperature are usually less demanding (Joss and Resele 1987). Not
without significance is also whether the model is open source or commercial.
Sometimes—for the more advanced users—access to the source code and the
possibility of its modification may be also useful (this is especially important in
scientific applications).

The first studies on the modeling of thermal pollution in rivers took place in the
1960s (Edinger and Geyer 1965); afterwards, many studies have been related to this
problem (e.g. Chapra 2008; Dortch and Martin 1989; Fischer 1979; McCutcheon
1990; Thomann and Mueller 1987). Today, when restrictions on the computing
power and data capacity are becoming smaller, the number of works and the
available models is overwhelming. This makes the choice of the appropriate model
even harder. Additionally, over the three different mixing zones described above,
the heat transfer cannot be effectively simulated by a single model due to the wide
range of space and time scales. To achieve the proper accuracy and resolution of
results we should consider the use of different models in different mixing zones,
taking into account the time and space scale of the process in the analyzed case.
Examples of different models that can be used in each of mixing zones are pre-
sented below.

24.3.1 Near Field Zone—3D Modeling

As mentioned above, the near field zone is usually very short. Additionally, to meet
receiving heated water temperature requirements, faster mixing may be achieved by
discharging the heated water in several points instead of discharging it by a single
nozzle. Different types of diffusers (see, e.g., Roberts 2011) may be also applied to
accelerate mixing along the depth (often also along the width) of the channel. This
further shortens the length of the near field zone. It is usually from ten to hundreds
meters long and takes a few minutes and therefore in practical applications 3D
models are usually not applied and we will not focus here on them. If it is nec-
essary, for example, the following models can be considered:

• Visual Plumes (Frick 2004)—a simple, so-called plume model;
• CORMIX (Jirka et al. 1996)—near field expert system;
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• Model presented by Tang et al. 2008—the Reynolds-averaged Navier-Stokes
computational fluid dynamics model, developed for simulating initial mixing in
the near field of thermal discharges at real-life geometrical configurations;

• THREETOX (Maderich et al. 2008)—3D numerical model developed for pre-
diction of cooling water transport and mixing in the inland and coastal waters.

24.3.2 Mid Field Zone—2D Modelling

While the mixing along the depth is relatively fast, the mixing along the width can
take a very long time, as pointed earlier. In the far field zone, the increase in
temperature is usually small enough to fulfill all necessary conditions, thus the mid-
field zone from environmental regulations point of view is the most important one.
In practical applications, the two dimensional models have been shown to give
reasonable results. Therefore, we will focus here on 2D modeling.

Although the number of two dimensional models is constantly increasing, not
many of them can be used for streams or rivers. Existing models for reservoir and
lakes, like, e.g., CE-QUAL-W2 (Cole and Buchak 1995), BETTER (Bender et al.
1990), are averaged laterally and may be suitable for a thermally stratified flow.
Available depth-averaged models not always may be applied for natural rivers with
complex geometries, with which we usually have to deal with in practice. They may
take into account additional terms responsible for heat exchange with the atmo-
sphere, with the bottom, etc., but usually they neglect the off-diagonal components
of the dispersion tensor in the transport equation (Eq. 24.2), which may cause a
huge error in the final results—see the example presented in Fig. 24.7. The problem
has been discussed by the authors in the previous publications: (Kalinowska and
Rowiński 2012; Rowiński and Kalinowska 2006). Such simplifications of disper-
sion tensor may be admissible for simple geometries, while the flow direction is
more or less parallel to one of the axes of coordinates system, or while curvilinear
coordinate system (see, e.g., Czernuszenko 1987, 1990) is applied. Therefore, to
present an example of 2D modelling of thermal pollution spreading in the mid-field
zone we have used a River Mixing Model (RivMix) that solves the full 2D heat
transport equation (Eq. 24.2). This is the finite difference model which has been
developed by the authors at the Institute of Geophysics, Polish Academy of
Sciences, to simulate the transport of passive pollutants in rivers (Kalinowska and
Rowiński 2008), and then adopted to simulate the thermal pollution spreading
(Kalinowska and Rowinski 2012, 2014; Kalinowska et al. 2012). The use of ade-
quate numerical scheme is very important, since the numerical errors may become
huge for same cases—see the example in Fig. 24.8. Detailed description of pre-
sented example may be found in (Kalinowska and Rowiński 2008). The truncation
errors caused by the numerical schemes that can be chosen to solve the model
equations have been calculated and can be found in (Kalinowska and Rowiński
2007).
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To use the RivMix model, the following input data are necessary: the river
geometry and the water depth, the two dimensional velocity field, the dispersion
tensor, the initial and boundary conditions, the information about the sources of heated
water, the simulation parameters (like, e.g., time step, grid spacing, simulation time).

The results of predictions of water temperature change for a real case study has
been chosen to demonstrate the 2D modelling of thermal pollution spreading with
application of RivMix model. The study has been done for an anticipated heated
water jet that is planned to be continuously released in the lowland, urban part of
the Vistula River in Poland after an existing thermal-electric power plant is
reconstructed. The given reach of the Vistula River has semi-natural braided
channel geometry and is protected by Nature 2000 protocol. The cooling water
discharges and particularly their localization must be then designed to minimize the
anticipated heat effects on local fish communities and environment. Different
variants of warm water release have been analyzed. The results of the computed
temperature distributions, for the selected case for the summer period, have been
presented in Fig. 24.9. Computations have been made assuming constant intensity
of 9 m3/s of the discharged heated water with temperature 8 °C higher than the
temperature of ambient river water (equal to 22.7 °C, which is the average tem-
perature of natural water in summer in the analyzed river reach). Since we have
been interested in the extreme conditions, the computations have been made for the
mean low-flows of the river Q = 200 m3/s. Additionally, the calculations have been
performed for the lowest possible value of the flow, Q = 100 m3/s. The values have

Fig. 24.7 Distribution of temperature increase (ΔT) in example case of the point-like continuous
discharge along the cross-section located about 250 m from the discharge point: I—with the proper
method of the dispersion tensor computation; II—with simplified method in which the off-diagonal
elements of dispersion tensor Dxy and Dyx are omitted; III—with simplified method in which
dispersion coefficients DL and DT are treated as a vector; IV—with simplified method in which the
diagonal elements of dispersion tensor Dxx and Dyy are simply replaced by DL and DT, the off-
diagonal elements are treated as 0. Source Kalinowska and Rowiński (2012)
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been determined on the basis on the longstanding observations (century of obser-
vations), which is crucial for such studies. We can notice than in case of the lowest
flow the increase in water temperature is larger close to the discharge point.
Additional crucial aspect in such studies is the best choice of a discharge point and
the way of heat release. An example of such studies is presented in Fig. 24.10. The
increase in water temperature may be different depending on the way and location
of discharge. Detailed description of the study, study area and presented variants
may be found in (Kalinowska et al. 2012). Additional important aspects of 2D heat
transport modeling and possible sources of uncertainty have been pointed out by the
authors in (Kalinowska and Rowiński 2012).

Fig. 24.8 Example of
simulation results with the use
of two different numerical
schemes (top panel—Upwind
scheme, bottom panel—
Crank Nicolson scheme).
Simulation parameters:
vx = vy = 0.106 m/s,
Dxx = Dyy = 0.425 m2/s,
Dxy = Dyx = 0.325 m2/s,
x = y = 1 m and t = 0.5 s.
Mass (M = 10 arbitral units)
has been injected
instantaneously at a point
x0 = 50 m, y0 = 50 m and time
t0 = 0 s. Source Kalinowska
and Rowiński (2008)

24 Thermal Pollution in Rivers—Modelling of the Spread … 605



Fig. 24.9 Predicted 2D
temperature distribution in
case of continuous point
discharge of 9 m3/s of warm
water in the summer time for
the average ambient water
temperature TW = 22.7 °C.
Top plot Q = 200 m3/s,
bottom plot Q = 100 m3/s.
TZ denotes the water
temperature at discharge
point, h is the water depth,
u* is the shear velocity,
DL and DT are longitudinal
and transverse dispersion
coefficients, Δx and Δy denote
the grid spacing
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A few other 2D models used for the thermal pollution spreading are available, to
mention, for example, RMA11—two/three Dimensional Finite Element Model for
Water Quality Simulation (King 2003). The model may be used to simulate tem-
perature with heat exchange with the atmosphere.

24.3.3 Far Field Zone—1D Modelling

One dimensional models may by very useful in practical applications, but very
often they are used without proper justification for large rivers with complicated
geometries, when 2D models have to be used to get reasonable results. The 1D
approach may be used in the far field zone after complete vertical and horizontal
mixing. Nevertheless, sometimes such approach is unavoidable even in mid field
zone while there is no enough data to use the 2D models, but then results are often
biased by very large errors.

There is a large number of 1D models available on the market. They are more or
less complicated, but also they may be more or less accurate, and choosing of

Fig. 24.10 Values of maximum increase of temperature within the distance r from the discharge
point for different variants of way of discharge of heated water from the gas-stem power plant and
discharge location for the real case study on the Vistula river in Poland. Variant I—point-like
continuous discharge of 14 m3/s of the heated water located in the middle of the channel; Variant
II—point-like continuous discharge of 14 m3/s of heated water on the left bank of the channel;
Variant III—14 m long straight exit pipe containing nozzles for uniform distribution of heated
water, i.e. for continuous discharge of 1 m3/s of heated water per each 1 m of the exit pipe;
Variant IV—28 m long straight exit pipe containing nozzles for uniform distribution of heated
water, i.e. for continuous discharge of 0.5 m3/s of heated water per each 1 m of the pipe. Source
Kalinowska et al. (2012)
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appropriate model should depend on the situation under consideration. Required
accuracy and available data must be taken into account. Let us mention a few
examples of used models:

• QUAL2E (River and Stream Water Quality Model)—developed by US EPA
that is capable of simulating diurnal variations in water temperature (Brown and
Barnwell 1987); the heat budget and temperature are simulated as a function of
meteorology on a diurnal time scale;

• QUAL2K—a modernized version of the QUAL2E model (Chapra et al. 2005);
• SNTEMP (Stream Network Temperature Model)—steady-flow heat transport

model that predicts the daily mean and maximum water temperatures as a
function of stream distance and environmental heat flux (Theurer et al. 1984);

There are situations when there is no data necessary to run the proper 2D or even
1D model, and some preliminary calculations are a must. In such cases or for simple
canals one may use the simplified 1D equation:

qcpvxh
dT
dx

¼ �kðT � T1Þ; ð24:9Þ

where: ρ—water density [kg/m3], cp—specific heat of water [J/(kg K)], vx—mean
river velocity [m/s], h—mean river depth [m], x—distance from the discharge point
[m], T—water temperature [°C], T∞—water temperature far away from discharge
point [°C], k—heat exchange coefficient [W/m2 K]. Such equation may give rea-
sonable results after complete vertical and horizontal mixing, when additional
heating or cooling proceeds mainly due to exchange through the water-air interface.
Taking into account the initial condition:

Tðx ¼ 0Þ ¼ T0; ð24:10Þ

where: T0—water temperature at discharge point; we obtain:

TðxÞ ¼ T1 þ ðT0 � T1Þ exp �k
qcpUH

x

� �
: ð24:11Þ

T0 may be calculated using the heat balance equation:

T0 ¼ QWTW þ QDTD
Q

; ð24:12Þ

where: TW—the initial (natural) water temperature in the channel [°C], TD—the
temperature of discharged heated water [°C], QW—the water flow in the channel
[m3/s], QD—the heated water flow [m3/s], Q = QW + QD—the resultant flow dis-
charge [m3/s]. We assume that the temperature of water far away from the discharge
point is equal to the initial (natural) water temperature in the channel:
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T1 ¼ Tw: ð24:13Þ

Figure 24.11 presents water temperature as a function of distance below the
discharge point of heated water for a channel in which h = 2.5 m, b = 30 m,
QW = 2 m3/s. In such channel, the initial mixing should occur relatively fast. Then
the additional cooling will proceed by heat exchange with the environment.
Neglecting the heat exchange with the bottom and sediment, we take into account
the heat exchange with the atmosphere by choosing the appropriate value of
k coefficient. The heat exchange coefficient k will be here the most difficult factor to
guess. We may assume it equal to (Rup 2006):

k ¼ 100W/m2 K ð24:14Þ

but in extreme conditions, in the absence of wind, it may fall to (Adams et al.
1981):

k ¼ 5W/m2 K ð24:15Þ

Therefore, in the example presented below results for different values of heat
exchange coefficients have been calculated. They are plotted for ambient (natural)
water temperature in the channel equal to: TW = 22 °C. The heated water with
temperature 7 °C higher then ambient water temperature (TD = 29 °C) is discharged
with constant intensity QD = 0.5 m3/s. We may observe the difference in the results

Fig. 24.11 Water temperature in the exemplary channel as a function of distance below the
discharge point of heated water for different values of heat exchange coefficient k
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depending on the k coefficient value. For the bigger k coefficient, the water tem-
perature below the discharge point tends to the ambient water temperature much
quicker than in case of small heat exchange coefficient.

24.4 Conclusions

The general theoretical framework presented in this chapter appears to be able to
describe consistently a continuum of various settings for the heat transfer in a river
ranging from short space scale (three dimensional approach) to long distances
reflected by 1D approach. Special attention has been paid to the spread of thermal
pollution and 2D approach has been favored as accurate enough and allowing to
answer real life problems. In most of the presented examples, the authors used the
RivMix model which was driven by the need for better computer-based tools for
parts of Environmental Impact Assessment related to the fate of heat pollution in a
river. At present a lot of data needed for proper description of heat transport are
relatively scarce, mainly due to cost considerations and therefore numerous sim-
plifications and assumptions have been discussed herein. We feel that fundamental
research is still needed to ascertain the basic principles for the transport of heat in
the turbulent surface water. Firstly, still much effort is needed in recognition of river
turbulence and its relation to dispersion processes and also the exchange processes
with the surrounding environment and their parameterization require further
detailed studies.

At the end we would like to stress that the elevated temperatures in rivers are
often studied from biological or ecological viewpoints but not much progress has
been observed towards better understanding of physical processes and consequently
the mathematical modeling. Further development of the models of the spread of
thermal pollution should be achieved jointly with better recognition of various
processes influencing that spread based on in situ measurements, aerial imagery,
GIS data, remote sensing and other, nowadays available techniques.
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