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Preface

As the emerging technologies of robotics, dynamic balancing for mechanisms and
parallel robots has become one of the bottleneck issues for the applications in
modern manufacturing industries, space, medical industries, military, and social
service. Research and development of various dynamic balancing methods is now
being performed more and more actively in every applicable field. This book will
introduce state-of-the-art research in these technologies from theory to practice in a
systematic and comprehensive way.

Any vibrations in mechanisms will cause inaccuracy while they are in operations.
Traditional counterbalance methods make the whole mechanism heavier and have
more inertia; the book entitled Dynamic Balancing of Mechanisms and Synthesizing
of Parallel Robots will be the first book that describes the up-to-date technologies
in dynamic balancing of mechanisms and parallel robots. It systematically and
thoroughly not only deals with different dynamic balancing principles but also
comprises recent advances on dynamic balancing of mechanisms with minimum
increase of mass and inertia, synthesizing of parallel robots based on decomposition
and integration concept, and finally optimization and control issues for balancing
are discussed at length within this book.

We would like to express our deep appreciation to all the authors for their
significant contributions to the book. Their commitment, enthusiasm, and technical
expertise are what made this book possible. We are also grateful to the publisher
for supporting this project and would especially like to thank Ms. Merry Stuber,
Editorial Assistant of Springer US, and Ms. Lesley Poliner, Springer US Science and
Business Media Project Coordinator, for their constructive assistance and earnest
cooperation, both with the publishing venture in general and the editorial details.
We hope the readers find this book informative and useful.

This book consists of 20 chapters. Chapter 1 introduces the recent advances on
reactionless mechanisms and parallel robots, and the dynamic balancing through
reconfiguration concept is proposed. Chapter 2 presents methods and principles used
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vi Preface

for balancing of planar mechanisms without counterrotations. Chapter 3 considers
the shaking moment and shaking force balancing through the use of additional
Assur groups mounted on the mechanism to be balanced. Two types of mechanisms
are considered, the in-line four-bar linkage and the planar parallel robots with
prismatic pairs. Chapter 4 discusses the development of reactionless planar parallel
manipulators by using base-mounted counterrotations and inertia flywheel rotating
with a prescribed angular velocity. Chapter 5 introduces a new general method
to find the dynamic balancing conditions based on the use of natural coordinates
for planar mechanisms, and the method has been shown in its application to the
design and dynamic balancing of plane mechanisms. Chapter 6 deals with the
shaking force and shaking moment balancing of single degree of freedom planar
mechanisms by employing the traditional technique of addition of counterweights
and counterrotating inertias. Chapter 7 proposes a force balancing method called
adjusting kinematic parameters for robotic mechanisms or real-time controllable
mechanisms. Chapter 8 proposes a formulation, which can be seen as a tool in
selecting appropriate solution(s) according to the expected operation conditions, to
address the effects of balancing on mass distributions and dynamic performance.
A case of study has been developed by referring to a three degrees-of-freedom
spatial parallel manipulator by designing proper counter-rotary counterweights.
Chapter 9 focuses on dynamic balancing with respect to a given trajectory for
the parallel link robots by modeling control system. Chapter 10 addresses the
class of problems that require movement of a dynamic bipedal system according
to stringent state-space and temporal requirements despite actuation limits and
disturbances. Chapter 11 presents an optimization technique to dynamically balance
planar mechanisms by minimizing the shaking forces and shaking moments due to
inertia-induced forces. Chapter 12 investigates the dynamic response of mechanism
having revolute joints with clearance, and a 4R four-bar mechanism whose two
joints have clearances is considered as a model mechanism. Chapter 13 minimizes
the shaking force and moment fluctuations at the planar mechanism by employing
the genetic algorithm. Chapter 14 presents the optimal balancing for the open-
chain robotic system based on the indirect solution of open-loop optimal control
problem. Chapter 15 studies the dynamics and control of planar, translation, and
spherical parallel manipulators by means of the constraint equations. Chapter 16
deals with the dynamic modeling and control of balanced parallel mechanisms,
highlights the importance of the dynamic modeling process, and discusses the
impact of the dynamic model, developed in accordance with the methodology, for
the control strategy of parallel mechanisms. Chapter 17 describes the control prin-
ciples necessary for an articulated biped model to accomplish balanced locomotion
during walking and climbing. Chapter 18 focuses on the control of a 10-dof biped
robot, and a spline-based control system is described in order to generate the servo
inputs. Chapter 19 deals with an approach to formulate balancing conditions for the
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shaking force and shaking moment of planar mechanisms and spatial mechanisms.
Chapter 20 addresses the static balancing of six degree-of-freedom articulated
wheeled vehicles with multiple leg-wheel subsystem.

Finally, the editors would like to sincerely acknowledge all the friends and
colleagues who have contributed to this book.

Oshawa, ON, Canada Dan Zhang
December 2014 Bin Wei

http://dx.doi.org/10.1007/978-3-319-17683-3_20
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Chapter 1
Review of Recent Advances on Reactionless
Mechanisms and Parallel Robots

Dan Zhang and Bin Wei

Abstract When parallel mechanisms are in motions, because the center of mass
(CoM) is not fixed and angular momentum is not constant, vibration is often pro-
duced in the system. Shaking force and shaking moment balancing can usually be
realized by making the CoM of mechanism fixed and angular momentum constant.
There are generally two main ways for shaking force balancing and shaking moment
balancing, balancing before kinematic synthesis and balancing at the end of the
design process. For the balancing at the end of the design process, addition of
counterweights and counter-rotations, addition of active dynamic balancing unit,
and addition of auxiliary links are mostly used methods. The advances and problems
on dynamic balancing of mechanisms are discussed in detail under the above two
main categories here, and balancing through reconfiguration method is proposed,
which can reduce the addition of mass and inertia. Fisher’s method belongs to the
method of balancing before kinematic synthesis.

Keywords Parallel mechanisms • Momentum • Dynamic balancing
• Reconfiguration

1.1 Introduction

Parallel mechanisms have been broadly used in the areas of machine tools,
telescopes and space, etc., but a problem occurs when they are in operations; it is not
dynamic balanced, which affects the accuracy performance when mechanisms are
in the process of operations. When mechanisms move, as the center of mass (CoM)
of the mechanism is not fixed and angular momentum is not constant, vibration
is usually produced in the system. Dynamic balancing can usually be achieved by
making the linear and angular momentum of the mechanism constant. The research
for dynamic balancing of parallel mechanisms is still in its early stage. Since 2000

D. Zhang • B. Wei (�)
Robotics and Automation Laboratory, Faculty of Engineering and Applied Science, University of
Ontario Institute of Technology, 2000 Simcoe Street North, Oshawa, ON, Canada
e-mail: Dan.Zhang@uoit.ca; Bin.Wei@uoit.ca
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Prior to kinema�c 
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& counter-
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Add auxiliary
links

At the end of design

Dynamic balance

Fig. 1.1 Two main categories for dynamic balancing

when scholars Ricard and Gosselin systematically addressed the dynamic balancing
of parallel mechanisms [1], dynamic balancing began to appear more and more
in the academic arena. In order to achieve dynamic balance, force balance and
moment balance need to be both satisfied at the same time. Force balance is a subset
of static balance, which means when the mechanism is force balanced, it is also
static balanced, and the mechanisms can remain stable without any actuator forces.
Traditionally counterweights are used to achieve force balance, i.e., make the CoM
fixed, and counter-rotations are used to make the angular momentum constant. Force
balance and moment balance are all about using extra devices (e.g., counterweights,
counter-rotations) to counterbalance the shaking force and moment that the original
mechanism exerted, but the whole mechanisms will become heavier and have more
inertia when using those counterbalancing devices. How to design reactionless
mechanisms with minimum increase of mass and inertia has become a common
desire. There are generally two main ways for shaking force and shaking moment
balancing, i.e., “balancing before kinematic synthesis” and “balancing at the end of
the design process” as shown in Fig. 1.1. Here dynamic balancing based on two main
categories is discussed in details, and a new balancing principle concept is proposed,
the advantage of which is that addition of counterweights can be reduced. For the
category of balancing at the end of the design process, addition of counterweights
and counter-rotations, addition of active dynamic balancing unit (ADBU), and
addition of auxiliary links are mostly used methods; for the category of balancing
before kinematic synthesis, Fisher’s method is a typical example of this.

For the shaking force balancing, for example, when a link is rotating round a
pivot, because CoM of the link is not still, so the link will have a shaking force, when
a counterweight is added to the extendable part of that link, then the CoM of the
whole link is fixed in the revolute joint, and it is force balanced. If the counterweight
is added, the system will become heavy. The second method is to employ ADBU;
the ADBU will create a shaking force and shaking moment that the value of which
is equal but has opposite direction to the original shaking force and shaking moment
so that it can counterbalance those original unbalanced conditions. The third method
is to add auxiliary links; the mass of additional link can be used to force balance, for
example in [2], all the mass of the moving platform and part of the mass of the links
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attached to the moving platform for the three-dimensional delta robot. In addition,
Fisher’s method can also be seen as the method of addition of auxiliary links. Here
balance through reconfiguration concept is proposed; for example, we can use screw
link so that the link can be moved, the CoM of the link then can be moved to the
revolute joint, and then it is balanced; in this method counterweight is not applied
but through reconfiguration of the system by moving the screw link the system
will not become heavy. For the shaking moment balancing, addition of counter-
rotation method, addition of CRCM method, using inherently dynamic balanced
4-bar linkage method, and addition of ADBU method are mostly used principles.

1.2 Prior to Kinematic Synthesis

1.2.1 Dynamic Balanced 4-Bar Linkage

In [3], a 4-bar linkage was proposed to synthesize three degrees of freedom parallel
manipulators. By serially connecting two 4-bar linkages, a 2-DOF reactionless serial
mechanism was constructed, and the 2-DOF mechanism was used to build the 3-
DOF parallel manipulators. The advantage of the above mechanism is that it did not
employ counter-rotations, but the drawback is that moving platform is assumed thin,
which is not practical. The above 4-bar linkage is actually derived from the principle
vector linkage. The three-serial-chain principle vector linkage is evolved to a 4-bar
linkage by adding a base link to the ground as shown in Fig. 1.2, and by finding
the moment balancing conditions for the 4-bar linkage, the dynamic balanced 4-bar
linkage can be derived.

In [4], a 3-DOF serially connected mechanism was derived from two 4-bar
mechanisms and one composite mechanism. This 3-DOF mechanism can be used as
leg to construct the spatial 6-DOF parallel manipulators. The composite mechanism
is derived from a pair of 4-bar mechanisms that orthogonally fixed each other.
Because the author wanted to design a spatial 6-DOF parallel manipulator, which
requires the 4-bar linkage to move spatially, and due to the fact that the 4-bar
linkage is not dynamic balanced when moving spatially, the composite mechanism
is developed. Also the synthesized mechanism as shown in Fig. 1.3 is proposed by
connecting the 4-bar linkage or composite mechanism to the end bar of the base
4-bar linkage, and the synthesized mechanism was verified that it was dynamic
balanced, which is done by the following: if the resulting parameters of the end
bar of the base 4-bar linkage and attached mechanism (this attached mechanism
can be 4-bar linkage or composite mechanism) meet the balance condition, then the
synthesized mechanism will be dynamic balanced.
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Fig. 1.2 Evolve process for
deriving the dynamic
balanced 4-bar linkage

Principle vector linkage

evolve

4-bar linkage

Find moment balance condi�on

4-bar linkage

Composite mechanism

Fig. 1.3 Synthesized mechanism

1.2.2 Fisher’s Method

V.D. Wijk has thoroughly investigated this method in his PhD thesis and papers
[5–7]; the core content can be concluded as follows: for the shaking force balance,
first determine the linear momentum, then determine the force balance condition
from the linear momentum, and finally determine the principle dimensions. For the
2-DOF pantograph, first determine linear momentum, then force balance condition,
and finally the principle dimensions. Because the 2-DOF pantograph does not
have the middle link, it is easier to solve the principle dimensions without using
the equivalent linear momentum systems (ELMS). For the 3-DOF and 4-DOF
principle vector linkages, they have middle links, so the ELMS is used for the
middle links which requires a little more effort to calculate the principle dimensions.
For the moment balance, first write the angular momentum, and then substitute
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the position vectors, position vector derivatives, angle relations, and force balance
conditions to the angular momentum equation to obtain the final form of the
angular momentum; for linear relations of time-dependent parameters, determine
the moment balance condition from the angular momentum and subsequently
balance solutions; for nonlinear relations of time-dependent parameters, determine
the moment balance condition and subsequently balance solutions. Finally perform
synthesis of reactionless mechanisms from the principle vector linkages.

The main content of the Fisher’s method that Van der Wijk used in his PhD thesis
is to calculate the principle dimensions, and by using the auxiliary links/pantograph
links to trace the CoM of the whole mechanism. It is shown that the principle vector
linkage architecture is force balanced, and for the moment balance, the relative
motions of principle vector linkage architecture have to be constrained by additional
elements. The moment balance is achieved mainly through the symmetrical design
and constraining the DOF of the mechanism, like adding a slider or something to
make the DOF of the mechanism reduced to achieve the moment balance. For the
grasping mechanism, it is derived from the 4-DOF principle vector linkage with
a slider; the motion of the 4-DOF principle vector linkage (grasping mechanism)
is reduced in order to achieve the moment balance. Also the bridge and the roof
and wall of house can be derived from the 2-DOF principle vector linkage. The
above dynamic balanced mechanisms are all synthesized from the principle vector
linkages.

In [8], for the dual-V manipulator, it is derived from two balanced pantographs,
and by symmetric designing the structure of legs of 4RRR planar parallel manipula-
tor, shaking moment was balanced out each other when moving along the orthogonal
axis, so counter-rotations are no longer needed, only counterweights are used,
and the disadvantage is that the manipulator is dynamic balanced only when the
manipulator moves in the orthogonal axes with non-rotated moving platform. The
idea of the above symmetric designing can also be seen as evolving from pantograph
arms with a counter-mass (the arm has a parallelogram shape), and the pantograph
arms with a counter-mass was evolved from the normal counter-mass adding in
each link, as shown in Fig. 1.4. In the similar paper [9], the author derived the

Fig. 1.4 Evolve process for the 4RRR reactionless parallel mechanism
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general force balancing conditions of the planar 4RRR parallel manipulator, and the
different topologies of 4RRR manipulator from the force balance condition were
obtained.

1.3 Balancing at the End of the Design Process

1.3.1 Add Counterweights

1.3.1.1 Normal Counterweights

In [10], a double pendulum was dynamic balanced by using two counterweights
and two counter-rotations. The counterweights are placed at the extension of each
link like the traditional force balance technique to make the center of mass fixed at
revolute joint, and shaking moment balancing is achieved by using planetary gear
trains that carry out the counter-rotations. Force balancing condition is derived by
using the center of mass formula and making the position of CoM equal to 0; two
force balance equations are obtained; from those two static balancing equations it
can be seen that the masses and length are both positive; the only way to satisfy the
equation is to make the position of the CoM of some links to be negative; to do that,
counterweights were added. The shaking moment of upper moving link is balanced
by a counter-rotation gear; this counter-rotation gear is mounted on the base, and
it is connected to the upper moving link by the following way: there are two gears
at base joint (one small gear and one big gear) being fixed together, the counter-
rotation gear is connected with the bigger gear, and the small gear is connected to the
upper moving link by a belt; through this way, this counter-rotation gear is indirectly
connected to the upper moving link and rotates opposite with the upper moving link
to achieve the moment balance in order to achieve dynamic balance. For the moment
balancing, the author wrote the angular momentum of the whole mechanism, and by
making the angular momentum equal to 0, two moment balance equations (moment
balance conditions) are derived. The disadvantage of the above force balancing and
moment balancing method is that counterweights and planetary gear trains (counter-
rotations) are used, which increase the total mass and complexity. In the second
part of that paper, the authors also talked about the shaking moment balancing by
using flywheel since this solution is constructively more efficient. First the angular
momentum of the whole parallel manipulator was derived. In order to achieve
shaking moment balance condition for this manipulator, the flywheel was used, and
this flywheel needs to have the same and opposite shaking moment so that this
flywheel can moment balance the manipulator. This flywheel is driven by another
actuator, which belongs to the active dynamic balancing technique. Finally the
angular acceleration of this flywheel can be obtained by using the moment formula.
But how to link this flywheel to the parallel manipulator was not mentioned.

In [11–13], the idea of dynamic balancing of mechanisms is to use counter-
weights and counter-rotations (i.e., geared inertia counterweights and planetary-
gear-train-inertia counterweight) to force and moment balance linkages, which is
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quite straightforward. The center of mass formula was used to derive the center of
mass of the whole mechanism; then the center of mass was set to be stationary so
that the force balance condition can be obtained; subsequently shaking moment of
the linkage was described as the time rate of change of the total angular momentum,
and the general formula for the total angular momentum of the linkage was used;
after that the total angular momentum was set to 0 in order to derive the dynamic
balance condition, but later it was found that it was impossible to achieve dynamic
balance unless counter-rotations were added. After adding counter-rotations, set the
total angular momentum to 0 and the moment balance condition was obtained.
The disadvantage of this balance method is that the planetary-gear-train-inertia
counterweight was put on the upper moving link rather than the ground.

In [14], the author derived the 3-DOF parallelepiped mechanism (unit) from the
basic 1-DOF pivot link as leg to synthesize the spatial parallel manipulator, but this
parallelepiped mechanism requires three counter-rotations and six counterweights to
achieve dynamic balance condition, which substantially increased the mass, inertia,
and complexity of the mechanism. The above parallelepiped mechanism design is
not smart because it used the counterweights and counter-rotations. The dynamic
balancing condition was directly derived from the center of mass formula and also
set angular momentum to 0. Finally, the parallelepiped mechanism was used to
construct the spatial parallel manipulators. How to simplify this mechanism has
become a future work.

In [15], a parallelogram 5-bar linkage was proposed as a leg for a planar 3-DOF
parallel manipulator. Firstly, the moving platform was replaced by two point masses
located at the point of attachment of each of the legs to the moving platform; in
order to do that, three conditions have to be satisfied: same mass, same inertia,
and same center of mass; secondly, for each leg (includes the replaced mass) the
static balancing has to be firstly satisfied in order to achieve the dynamic balancing
condition, and for the static balancing, the center of mass equation was used and by
making the position of CoM equal to 0, two static balance equations are obtained;
after obtaining the equations, the next step is to solve it. From those two static
balancing equations it can be seen that the masses and length are both positive; the
only way to satisfy the equation is to make the position of the CoM of some links
to be negative; to do that, counterweights can be added. For the moment balancing,
the author wrote the angular momentum of the 5-bar mechanism, and by making the
angular momentum equal to 0, three moment balance equations (moment balance
conditions) are derived. From the static balancing, two equations were derived, and
from the dynamic balancing (angular momentum condition), another three equations
were derived; that is, five equations were provided for the dynamic balancing of
the leg (5-bar linkage). The novelty of this paper is that the authors proposed the
parallelogram 5-bar linkage as a leg of a planar 3-DOF parallel manipulator and
analyzed the dynamic balancing of the leg. Future wok is that employ the proposed
leg for other kinds of spatial parallel manipulators. The above method is based
on the decomposition and integration method; that is, propose a single linkage
(leg) first, then dynamic balancing a single linkage, and finally combine those
linkages to form the whole parallel manipulator; in other words, decompose first
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and integrate later. But the disadvantage of the above reactionless mechanism is that
the counterweights and counter-rotations were used, which increased the weight,
inertia, and complexity. The counterweights are used to keep constant the position of
the center of mass while the counter-rotations are used to keep constant the angular
momentum.

In [16], the idea of putting the gear, which is used for balancing the shaking
moment, on the base can lead to smaller increase of moving masses. This gear is
originally mounted on the moving link, so the mass of the counterweight of the
base link is needed to force balance this gear as well, but if the gear is put on the
mechanism frame, then the counterweight of the base link does not need to force
balance this gear, which means the mass of this counterweight of the base link can
be decreased. But the disadvantage is that the number of extra devices increased. The
balancing method above in which the gear was put on the base of the mechanism is
an extension of the method in [11–13].

1.3.1.2 Add CRCM

In [17], it presented the shift modification rules, and the counter-rotary counter-
weight was evolved from this shift modification rules. In [18], the CRCM was
proposed and compared with the separate counter-rotation, and it came to the
conclusion that the CRCM principle has reached reduction of added mass and added
inertia.

In [19], another three CRCM-based balancing principles were derived, i.e., low
inertia configuration balancing principle, one CRCM balancing principle, and only
CRCMs near the base balancing principle. According to the paper, the advantage of
the first new balancing principle is its low inertia, the advantage of the second new
balancing principle is that only one CRCM is necessary for the moment balance of
the complete mechanism, and the advantage of the third new balancing principle is
its compact construction. Finally several CRCM-based 2-DOF parallel mechanisms
were synthesized by using the CRCM-balanced double pendulum. And the 3-DOF
planer and spatial parallel manipulators are synthesized by using the balanced
double pendulum.

Our perspective is that for the one CRCM configuration, it is not a smart
balancing principle because there are two gears on the upper moving link rather
than the base frame. For the only CRCMs near the base configuration, the principle
is roughly the same with the idler loop or the V. Arakelian and M. Smith mechanism
in [10, 16]; that is, the moment of upper moving link is balanced by a CRCM which
is connected to the upper moving link through a gear/belt transmission, and the
moment of base link is balanced by another CRCM which is connected to a gear that
is attached to the base link. But the disadvantage of the only CRCMs near the base
configuration is that the CRCM that is used for moment balancing the upper moving
link is on the base link, which makes the system heavier. The V. Arakelian and M.
Smith mechanism in [10, 16] is that the gear that is used for moment balancing the
upper moving link is on the base/ground, which does not affect the system at all.
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In [20], the total mass (increase) and reduced inertia of double pendulum
were compared within the counter-rotary counter-mass (CRCM), separate counter-
rotations (SCR), duplicate mechanisms (DM), and idler loop. Firstly the reduced
inertia and total mass of these four balancing principles were derived, and mass-
inertia factor was established and this factor was used for judging the additional
mass and additional inertia. The comparison results showed that the DM principle
had the lowest values for the mass-inertia factor, which means that the DM principle
is the most advantageous for low mass and low inertia dynamic balancing, but DM
principle requires a larger space. CMCR principle is the second lowest values for the
mass-inertia factor, which means CRCM principle is the second most advantageous
for low mass and low inertia dynamic balancing, and CRCM principle does not
require larger space compared with the DM principle, so the CRCM has more
potential to use. The general procedure of the above analysis can be concluded
as follows: Step 1: The position vectors of the counter-masses and lump mass
were obtained first; then with the derivative of those position vectors, the linear
momentum was derived by using linear momentum formula and subsequently
making the linear momentum equal to 0, and the force balancing condition was
derived. Step 2: The angular momentum about reference point was obtained by
using the angular momentum formula, and the relations between the gears were
applied to simplify the angular momentum, by making the angular momentum equal
to 0; the moment balancing (dynamic balancing) condition was derived. Step 3:
When deriving the reduced inertia, either we can determine the kinetic energy first
and derive the reduced inertia, or directly obtain the reduced inertia by copying
the coefficients of angular velocities in the angular momentum formula but with the
transmission ratios squared. Step 4: Determine the total mass. Step 5: The total mass
and reduced inertia are compared among those four balancing principles.

Our thought is that it is not necessary to compare the total mass and inertia,
because some of the masses and inertia are on the ground, not on the mechanism,
so those masses that are on the ground do not really affect the system. In [21] it
is the same with the above paper except it compared the total mass and reduced
inertia among SCR, CRCM, and DM for a 1-DOF rotatable link rather than a double
pendulum.

1.3.1.3 Add Assur Group

In [22], the author used the Assur group and three counterweights to achieve
dynamic balance; three counterweights are used to achieve force balance, and Assur
group and the counterweights are used to achieve the moment balance. In [23],
the paper talked about the shaking force balancing and shaking moment balancing
for a planar 3RPR parallel manipulator with prismatic joints; the author proposed
two methods for the balancing: the first one is based on the addition of an idler
loop between the moving platform and the base; it uses lots of counterweights and
counter-rotations, which substantially increase the mass and inertia. The second
method is based on the addition of a Scott-Russell mechanism (i.e., special
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crank-slider mechanism, which belongs to the Assur group) to each leg of the
3RPR parallel manipulator, which can decrease the number of counter-rotations.
The second method which is based on the addition of a Scott-Russell mechanism
belongs to the passive dynamic balancing; it requires three counter-rotations. It
is expected that if we change the passive balancing to active balancing, then the
number of counter-rotations can be reduced.

1.3.1.4 Add Active Driven CRCM

In [24], by active driving the CRCM, the double pendulum can be dynamic
balanced. The specific angular momentum of ACRCM was derived from the derived
angular momentum, then the rotational velocity of the ACRCM was obtained,
and the torque of the actuator that actively drove the ACRCM was obtained.
Through evaluation, the author found that the ACRCM principle is better than the
passive CRCM or with separate counter-rotations mainly in terms of total mass-
inertia relation. A 2-DOF ACRCM-balanced parallel manipulator was derived by
combining two CRCM to one ACRCM as shown in Fig. 1.5. The 3-DOF planer
and spatial parallel manipulators were synthesized by using the ACRCM-balanced
double pendulum. For the planer parallel manipulator, it has 1-DOF rotation within a
single plane, so only one ACRCM can be used to balance the complete mechanism.
For the spatial 3-DOF parallel manipulator, the rotations of the moving platform and
links are in two planes; therefore two ACRCM are used to balance the mechanism.
It uses the ACRCM; the whole system will still become heavier, because it uses the
ACRCM; it belongs to the “consider at the end of the design process” approach.

In the above paper, a 2-DOF ACRCM-balanced parallel manipulator was derived
by combining two CRCM to one ACRCM as shown in Fig. 1.5. Inspired by the
above design, new 3-DOF planar 3-2RRR and 4-2RRR reactionless parallel manipu-
lators and spatial 3-DOF 3-2RRR and 4-2RRR reactionless parallel manipulators are
derived as shown in Fig. 1.6 by employing 2-DOF ACRCM-balanced mechanism.

Fig. 1.5 ACRCM-balanced
manipulator

CRCM
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Moving pla�orm
Moving pla�orm

a b

c dMoving pla�orm Moving pla�orm

Fig. 1.6 3-DOF planar: (a) 3-2RRR and (b) 4-2RRR and spatial (c) 3-2RRR and (d) 4-2RRR
reactionless parallel manipulators

1.3.2 Add Auxiliary Links

For dynamic balancing of Clavel’s Delta robot, in [2], for the force balance, a
solution is proposed that each leg and one-third of the moving platform mass
together are balanced with one counter-mass plus an additional link; that is, each leg
becomes a 3D pantograph. Furthermore, due to the fact that the moving platform of
the Delta robot does not rotate, the above force balance method can be simplified to
the following: one leg being a 3D pantograph can balance the complete mass of the
moving platform and part of the mass of the links that are attached to the moving
platform of the other two legs, and two other counter-masses are attached to the
other two legs; that is, the complete Delta robot is force balanced by three counter-
masses and additional link. For the moment balance, the author used the active
driven method because the angular momentum of the force balanced Delta robot
is dependent on the velocity of mechanism; it cannot be made constant by using
passive moment balancing methods, for example, geared counter-rotating inertias.
It is found that the mass of additional link can be used to force balance all the mass
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of the moving platform and part of the mass of the links attached to the moving
platform of legs 2 and 3. Fisher’s method can also be seen as the method of addition
of auxiliary links.

1.3.3 Through Reconfiguration

Here force balancing through reconfiguration concept is proposed; for example, we
can use screw link as link, the link can be moved so that the CoM of the link can
be moved to the revolute joint point, and then it is forced balanced; in this method,
counterweight is not used but through reconfiguration of the system by moving the
screw link, the system will not become heavy. Figure 1.7 shows such a concept of
force balancing through reconfiguration.

The purpose of using counterweight is to move the CoM to the still point, so
the question is that can we not use counterweight to achieve the same goal. We can
reconfigure the link so that CoM is moved to the still point. We just want to use the
function of their links, and in this case it is the rotational function.

For the three link case, if we use counterweights, then it becomes much heavier
(Fig. 1.8).

From above, we can see that the function (i.e., rotational function of the links)
is not changed at all; the function is still remained. For the force balance by adding
counterweight, the whole system becomes much heavier. For the 4R 4-bar linkage,
we have the following if the 4R 4-bar linkage is regarded as an open chain of three
links in series (Fig. 1.9):

For the crank-slider mechanism, it can be seen as an open chain of three links in
series; the third link is a slider that does not rotate and it solely translates. Because
link 3 does not rotate, the CoM of the link 3 can be in any point in link 3 (Fig. 1.10).

The above force balanced through reconfiguration crank-slider mechanism
maybe can be used as Scott-Russell mechanism, and use the force balanced through
reconfiguration crank-slider mechanism to synthesize the planar 3RPR parallel

CoM

CoM

CM

CoM

Original unbalanced                       force balance through CM        force balance through reconfigura�on

Fig. 1.7 Concept of force balancing through reconfiguration
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CoM CoMCoM

Original unbalanced mechanism

CoM
CoM

CoM

CoM

CoM CoM

Force balanced by adding CM                                        Force balanced by reconfigura�on

Fig. 1.8 Force balancing of 3-DOF serially connected link through reconfiguration

manipulator. One can see that force balance through reconfiguration does not add
any counterweights, and also the function of the crank-slider mechanism remains the
same, and does not change at all. If the links of the above crank-slider mechanism
have same length, then it is moment balanced as well because it is symmetrical
design [8].

In [23], we can use the above force balance through reconfiguration crank-
slider mechanism as a Scott-Russell mechanism instead of traditional Scott-Russell
mechanism (i.e., an Assur group) and add it in each leg of the 3RPR planar parallel
manipulator as shown in Fig. 1.11. And also it is expected that if we change the
passive balancing to active balancing, then the number of counter-rotations can be
reduced to only one counter-rotation.

Only six counterweights and three counter-rotations are used if it is passive
balancing. One can see that by using the force balance through reconfiguration
crank-slider mechanism as a Scott-Russell mechanism (i.e., an Assur group),
no counterweight is added on the Scott-Russell mechanism; if we stick to the
original/traditional Scott-Russell mechanism, two counterweights are added on the
Scott-Russell mechanism, which increases the weight. Based on the extension of
[22], we can use reconfiguration method to force balance these 4-bar linkage with
Assur group instead of adding those three counterweights, and use these through
reconfiguration dynamic balanced 4-bar linkage with Assur group to construct the
whole parallel robot; that is, decompose first and integrate later. But in [22], what
makes the author think to add three CM to those positions to achieve force balance
is not explained.
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CoM

CoM

CoM

CoM

CoM

CoM

Original unbalanced mechanism                                                      Force balance by adding CM

CoM

CoM

CoM

Force balance through reconfigura�on

Fig. 1.9 Force balancing of 4R 4-bar linkage through reconfiguration (case I)

The above illustrates the dynamic balancing through reconfiguration method;
instead of adding CM, the purpose of which is to move CoM, we can use
reconfiguration method to achieve the same goal.

For the SteadiCam, it uses counterweights to achieve force balance, and through
adjusting those mass relations dynamic balance is achieved. Here the concept of
mass relationship is proposed. There are two links in the bottom acting as the
counterweights; it is force balanced. Now if we spin it, it is dynamic balanced.
If we move the link 2 up as shown in Fig. 1.12, it is still force balanced, but not
dynamic balanced any more. So the question is how we can rearrange the structure,
i.e., reconfigure the structure, to regain the dynamic balance.

Imagine that we move an extreme case; that is, let’s move the link 2 all the way
to the top; it is obvious that if we want to regain the dynamic balance, we need
to move the camera counterclockwise direction, so does the mass 1. So we get the
same situation; it is just that two masses are in the top and one mass is in the bottom.
In other words, if we move the link 2 up a bit, i.e., counterclockwise direction, we
need to move the camera counterclockwise as well and so does the mass 1 in order
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CoM

CoM

CoM

Fig. 1.10 Force balance of crank-slider mechanism through reconfiguration (if the links have same
length, it is moment balanced as well)

to regain the dynamic balance. It is all about mass relations; as long as we keep
those mass relations, the dynamic balance can be achieved. What is important is the
relationship of these three masses.

Figure 1.13 can also be seen as the dynamic balancing through reconfiguration,
i.e., through moving the link 2 and mass 2 to achieve dynamic balancing, adapting
the position of the link 2 and mass 2.

1.3.4 Active Dynamic Balancing Unit

In [25], the paper deals with the active dynamic balancing. The paper presented
an active dynamic balancing unit (ADBU), which is a unit that can be mounted
on the base of the unbalanced mechanism and the unit is controlled such that the
complete system is dynamically balanced. The goal of the ADBU is to produce
balancing forces and balancing moments that are equal and opposite to the total
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Fig. 1.11 Dynamic balanced
3RPR planar parallel
manipulator (passive
balancing)

CM

CoM
CR

shaking forces and total shaking moments of the machine. The ADBU constitutes
of three counter-masses and three counter-rotations; the three counter-masses are
used to force balance the shaking force along x, y, and z directions and the three
counter-rotations are used to moment balance the shaking moment about x, y, and
z directions. Consider the low mass addition aspect; the ADBU is evolved to a new
ADBU that the three counter-masses and three counter-rotations are combined. In
that paper, the ADBU needs to balance an xy-robot, which means this robot has
two shaking forces in the plane, i.e., x and y directions and one shaking moment
about z direction, so the ADBU only needs to balance two shaking forces in x and
y directions and one shaking moment in z direction. So the ADBU is reduced from
the original one to the one that has only two translation motions and one rotation
motion. A 2RRR parallel mechanism is used to move the disc in x and y directions;
the disc can also rotate; that is, this disc is a CRCM. Future work is to find advanced
control strategies for controlling the ADBU.

In [26], a 3-DOF active dynamic balancing mechanism (ADBM) which is
attached to the moving platform was proposed, and it is similar to the ADBU.
This mechanism not only can balance the moving platform, but also can actuate the
moving platform to move in a certain trajectory, but the main function of the ADBM
is to balance the shaking force and shaking moment of the moving platform. The
counterforces and counter-moments produced by ADBM are equal to the shaking
forces and shaking moments plus the actuated force and actuated moment (i.e., one
part of the forces and moments produced by ADBM is used to balance the shaking
force and shaking moment, the other part of the forces and moments produced by
ADBM is used to actuate the moving platform to a certain trajectory).
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Fig. 1.12 Simplified version of SteadiCam
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Fig. 1.13 Dynamic unbalance and balance of SteadiCam
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1.4 Conclusion

Recent advances and issues on dynamic balancing of mechanisms are reviewed here.
How to design reactionless mechanisms with minimum increase of mass and inertia
or better yet that does not require counterweights or counter-rotations is the common
desire. The advances and problems on dynamic balancing of mechanisms based
on two main categories are discussed in details, the concept of dynamic balancing
through reconfiguration is proposed, and new reactionless parallel manipulators are
derived.
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Chapter 2
Design of Reactionless Mechanisms
Without Counter-rotations

Vlastimil Votrubec

Abstract This chapter presents methods and principles used for balancing of
planar mechanisms without counter-rotations. The fundamentals of balancing are
described at first. Balancing only by counterweights provides only the force
balance of mechanisms. Several basic methods which balance linkages by internal
mass redistribution or adding of counterweights are introduced. These methods
are the principal vector method, linearly independent vector method, complex
mass method, and linear momentum method. The principles of these methods are
explained in the example of the four-bar linkage and some extensions and important
outcomes of these methods are added.

Keywords Balancing • Principal vector method • Linearly independent vector
method • Complex mass method • Linear momentum method • Four-bar linkage

2.1 Principles of Balancing

During the working process of mechanisms, inertia forces and inertia torques are
generated which are exerted to the base as reaction forces and moments. These
reactions cause vibrations, inducing noise, wear, fatigue, poor product quality, and
other undesired effects. Vibration suppression is usually achieved by applications
of damping or other means. However, these solutions do not prevent the origin
of vibrations. The balancing compared with, for example, damping eliminates or
reduces the inertia forces and moments that cause the vibrations.

The sum of inertia forces that exert on the base of the mechanism is named
shaking force and the sum of inertia torques is named shaking moment. The
elimination of the shaking force acting on the base for any motion of the mechanism
is called force balancing. The elimination of shaking moment is called moment
balancing. The combination of force and moment balancing is called dynamic
balancing which is synonymous to the terms complete balancing or reactionless.
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The research on balancing is very extensive and many principles and methods
were described in literature. One of the basic ideas and the most general approach
to the dynamic balancing resulted from the conservation of linear momentum law
and the conservation of angular momentum law. The first law states that linear
momentum p is conserved if the resultant force F is zero, and the second law states
that angular momentum h is conserved if the resultant moment M is zero:

dp

dt
D F D 0 (2.1)

dh

dt
D M D 0 (2.2)

The opposites of the terms on the left-hand side of Eqs. (2.1) and (2.2) are the
shaking force and shaking moment of the system. The shaking force and the shaking
moment of the mechanism will vanish if the linear momentum p and the angular
momentum h of a mechanism remain constant for any motion at all times. The
linear and angular momentum of a completely balanced mechanism can be written
as follows:

p D
nX

iD1
miPri D const (2.3)

h D
nX

iD1
.Ii P'i C ri � miPri/ D const (2.4)

with i being the number of the link of the mechanism, mi the mass of the link,
ri the position vector of its center of mass, Ii the moment of inertia, and ®i the
angle of rotation. These two constraints are necessary and sufficient conditions for
a reactionless mechanism.

From Eq. (2.3), it implies that the center of mass of the force balanced mechanism
performs a constant velocity motion or it is stationary. In practical situations, the
second possibility is more convenient and the right-hand side of Eq. (2.3) is then set
to zero. Similarly, the angular momentum in Eq. (2.4) is usually set to zero.

Constant linear momentum and angular momentum of the system also mean that
there are no forces and moments between the system of moving links and the base.
Internal forces and moments act within the mechanisms. They include the reaction
forces and moments between the links, internal collisions, internal springs, friction,
and other. External forces and moments act from outside of the mechanism, for
example, gravity force, magnetic force, external springs, and collisions. The sum of
all internal forces and moments is zero; therefore, they do not affect the linear and
angular momentum and also the dynamic balancing.

The term static balancing is not the same as force balancing. The static balancing
implies that the mechanism is in static equilibrium for any motion at all times,
which means that the potential energy of a statically balanced mechanism remains
constant. A forced balanced mechanism with a stationary center of mass has
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constant potential energy, so it is also statically balanced. The force balancing,
therefore, implies static balancing but the opposite is not true. Constant potential
energy can be achieved by using springs; however, there still exists a reaction force
and moment on the base.

The positive effects of dynamic balancing are elimination of shaking force
and moment and thus reducing vibrations and noise. Balancing has also some
undesirable effects that cannot be neglected. The drawbacks of balancing are mainly
addition of mass and inertia, influence on input torque, modification of machine
design, and costs. Because of these disadvantages, the balancing of mechanisms in
practical situations cannot be very often complete and is only partial. The shaking
force and shaking moment are then reduced to an acceptable level and the solution
is usually obtained by using an optimization procedure.

There are several methods for deriving the conditions for dynamic balancing.
The first method is based on calculation of the linear and angular momentum and
the conditions for which they are zero (constant). The next method calculates the
position of the center of mass of a mechanism and the conditions for which it
is stationary. Both methods are convenient for analytic solution of the problem,
however, the second only for the force balancing. The conditions for balancing
can also be derived using calculation of the shaking force and shaking moment for
which they are zero. This method is especially suitable for numeric computations
and partial balancing conditions.

There are many principles, methods, and practical solutions for designing
reactionless mechanisms. The choice of methods described in this chapter is limited
to methods which do not use counter-rotations and methods described in other
chapters, for example, duplicate mechanisms, counter-rotations, and input torque
balancing mechanisms. The stationary center of mass of a mechanism and thus
the force balancing are usually accomplished by the addition of counterweights
or redistribution of internal mass. Methods based on these principles are principal
vector method [1], method of linearly independent vectors [2], and complex mass
method [3]. Balancing of shaking moment without counter-rotations is still chal-
lenging. One solution is deriving balancing conditions from the angular momentum
equation of the center of mass. Direct balancing of shaking moment is achieved by
using noncircular gears or cam mechanisms.

2.2 Principal Vector Method

The principal vector method was published by O. Fisher in 1902 [1] and afterwards
it was extended many times. The motion of the center of mass of a mechanism is
described analytically and the parameters for which the center of mass is stationary
are determined. The position of the center of mass is given by a series of vectors
directed along the links of a mechanism. The magnitude of these vectors depends
on the mass of each link and its center of mass position. The principal vectors create
an augmented mechanism of parallelogram structure which contains the total center
of mass.
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The position of the total center of mass of the mechanism rt is given by

rt D 1

M

nX

iD1
mirti (2.5)

where mi is the mass of a moving link i, M is the total mass of n moving links, and
rti is the position vector of link center of mass. The position vectors of the first and
k center of mass rt1 and rtk can be expressed as

rt1 D b1e1; rtk D bkek C
k�1X

iD1
aiei (2.6)

with ei being the unit vector directed along the link i, ai the length of the link, and
bi the distance between the center of mass and the link joint.

This method is, for example, applied on the four-bar linkage as it is shown in
Fig. 2.1. The position of the center of mass according to Eqs. (2.5) and (2.6) of this
four-bar mechanism is

rt D 1

M
.m1b1 C m2a1 C m3a1/ e1 C 1

M
.m2b2 C m3a2/ e2 C 1

M
m3b3e3 (2.7)

This equation can be rewritten to the general formula

rt D
nX

iD1
hi D

nX

iD1
hiei (2.8)

where the vectors hi are the principal vectors. The absolute values hi of the last and
the kth link are

hn D 1

M
mnbn; hk D 1

M

 
mkbk C

nX

iDkC1
miak

!
(2.9)

Fig. 2.1 The principle of
principal vector method in the
example of four-bar linkage
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The end point T of the augmented mechanism performs motion of the center of
mass of the origin mechanism. This point remains stationary for force balanced
mechanisms. The conditions of force balancing are accomplished if the augmented
mechanism is geometrically similar to the origin mechanism and if the end point of
the augmented mechanism coincides with the fixed point of the origin mechanism.
Let œ be the coefficient of geometrical similarity; then the mathematical expression
of the first condition is equation

�ai D hi (2.10)

Equations for the four-bar linkage are

�a1 D 1

M
Œm1b1 C a1 .m2 C m3/� (2.11)

�a2 D 1

M
.m2b2 C m3a2/ (2.12)

�a3 D 1

M
m3b3 (2.13)

Excluding œ, the system of equation is reduced to n � 1 equation with 2n variables
which create the conditions of a force balanced mechanism. For the given geometry
ai, it is not possible to determine the variables mi and bi uniquely. This is
an advantage because n C 1 parameters can be generally chosen, for example,
according to the design options. This rule is valid only for an open kinematic chain
with revolute joints.

Finally, the conditions of a force balanced four-bar linkage are

m1

b1
a1

C m2 .a2 � b2/

a2
D 0 (2.14)

m2

b2
a2

C m3 .a3 � b3/

a3
D 0 (2.15)

The principal vector method is also usable for mechanisms with more degrees of
freedom and loops if the links are connected with revolute joints.

Extensions: The previous example of the force balancing is based on redistri-
bution of the mass of a mechanism. It is also possible to make the total center of
mass stationary and to balance the mechanism without changing its properties, using
counterweights or an additional mechanism. An augmented pantograph device is a
good example of direct balancing [4].

Principal vectors are useful also for the shaking moment balancing [5]. The
principal vector linkage is used as a tool for moment balance solutions. Balance
conditions are derived from the equation of angular momentum about the center of
mass and this equation is written with principal dimensions, total mass, and total
inertia radii.
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2.3 Linearly Independent Vector Method

An important method of force balance was published in 1969 [2] and it was
named the method of linearly independent vectors. It is based on redistribution
of link mass, so the total center of mass remains stationary. The total center of
mass is stationary when the coefficients of time-dependent terms of the equation
describing the position of the center of mass vanish. It is accomplished when the
time-dependent unit vectors within the previous equation are linearly independent.

The principle of this method is shown on the four-bar linkage; see Fig. 2.2. The
position of the total center of mass corresponds with Eq. (2.5). The position vectors
of the individual link centers of mass are expressed in a complex plane using the
unit vectors ei'j with the reference origin at point A as

rt1 D b1e
i.'1C˛1/ (2.16)

rt2 D a1e
i'1 C b2e

i.'2C˛2/ (2.17)

rt3 D a4e
i˛4 C b3e

i.'3C˛3/ (2.18)

The total center of mass of the four-bar linkage is then

rt D 1

M

��
m1b1e

i˛1 C m2a1
�

ei'1 C �
m2b2e

i˛2
�

ei'2

C �
m3b3e

i˛3
�

ei'3 C m3a4e
i˛4
�

(2.19)

where M is the sum of link mass mi. The unit vectors form the loop equation

a1e
i'1 C a2e

i'2 � a3e
i'3 � a4e

i˛4 D 0 (2.20)

Fig. 2.2 The four-bar linkage
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It means that the time-dependent terms in Eq. (2.19) are linearly dependent. If one
of the unit vectors from Eq. (2.20) is derived and substituted to Eq. (2.19), then the
equation of total center of mass position with linearly independent time-dependent
terms is obtained:

rt D 1

M

��
m1b1e

i˛1 C m2a1 � m2

a1
a2

b2e
i˛2

�
ei'1

C
�

m3b3e
i˛3 C m2

a3
a2

b2e
i˛2

�
ei'3 C

�
m3a4 C m2

a4
a2

b2e
i˛2

�
ei˛4

	
(2.21)

The third term of Eq. (2.21) is constant, so the total center of mass is stationary if
the coefficient of the first two time-dependent terms vanishes. The first term can be
simplified, using the kinematic identity

b2e
i˛2 D a2 C bK2ei˛K

2 (2.22)

which finally leads to the conditions of force balancing

m1b1 D m2b
K
2

a1
a2
; ˛1 D ˛K2 (2.23)

m3b3 D m2b2
a3
a2
; ˛3 D ˛2 C � (2.24)

If another unit vector is substituted to Eq. (2.21), equivalent conditions of balancing
would be found. These conditions are also similar to the conditions derived from
the principal vector method (Eqs. (2.14) and (2.15)). If the geometry of links is
prescribed and cannot be changed, the force balance can be achieved by addition of
counterweights which can be mounted on any of the two links. If the condition of
static replacement mi D m0

i C m�i is satisfied, then the equations for calculation of
counterweight parameters are

m�i b�i D
q
.mibi/

2 C �
m0

i b0i
�2 � 2mim0

i bib0i cos
�
˛i � ˛0i

�
(2.25)

tan˛�i D mibi sin ˛i � m0
i b0i sin ˛0i

mibi cos˛i � m0
i b0i cos˛0i

(2.26)

where m*
i , b*

i , ˛*
i are the parameters of counterweights, mi, bi, ˛i are the parameters

of balanced linkage resulting from Eqs. (2.23) and (2.24), and m0
i , b0

i , ˛0
i are the

parameters of the unbalanced linkage.
Extensions: Generalization of the method of linearly independent vectors

involves deriving the equation for the position of the total center of mass, eliminating
the time-dependent coefficients and equating these coefficients to zero. The solution
yields a relation between the link masses and the link geometries which must be
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fulfilled to obtain force balance. It does not depend on the method of how the
balancing conditions are satisfied if the counterweights are added or the links
are redesigned. A drawback of counterweight addition is that the other dynamic
properties of the mechanism—the input torque, bearing forces, and shaking
moment—are greater.

The generalization of this method yields important outcomes known as a contour
theorem [6]. The first states that a planar mechanism without axisymmetric link
groupings can always be fully force balanced by internal mass redistribution or
addition of counterweights if from each link there is a contour to the ground by
way of revolute joints only. This theorem is equivalent to stating that each equation
within a set of independent loop equations cannot contain more than one term with
a time-dependent coefficient. The second statement said that n-linked mechanism
with one degree of freedom can be fully force balanced with n/2 counterweights.

2.4 Complex Mass Method

The complex mass method is derived from the previous method of linearly
independent vectors and it was first presented by Walker and Oldham in 1978 [3].
The complex mass method simplifies the theory of linearly independent vectors and
it develops a set of general relationships for obtaining the force balancing conditions
of multi degrees of freedom, multi bar, and planar linkages. These conditions can
be written directly without extracting them from the kinematic equations.

Let a chain of n links connected by revolute joints be pivoted about a frame pivot
at one end (Fig. 2.3). The force balance is achieved by adding counterweights to
each link. The counterweight on the k-th link must satisfy the following condition:

Fig. 2.3 Chain of n links with a counterweight attached to link k (left), prismatic joint with a
counterweight attached to link k (above), and a dependent link i (below)
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mckbckeiˇk C mkbkei˛k C ak

k�1X

iD1
.mi C mci/ (2.27)

where i is a number of each link starting at the free end, mi and mci are the masses
of the links and counterweights, ai the length of a link, and bi, bci, ˛i, and ˇi are the
radial and angular coordinates of the mass centers with respect to their lower joint
and link.

Similarly, the condition for counterweight balancing of two links connected with
prismatic joint is derived. One counterweight for the force balance is sufficient if
the next condition is satisfied:

mcbce
iˇ C mk�1bk�1ei˛k�1 C mkbkei.˛k��/ D 0 (2.28)

Only one prismatic joint in a loop can be contained if a linkage is to be force
balanced.

It is not necessary to balance each link to obtain a force balance. If a mechanism
contains a loop without prismatic joint, then one arbitrary link can be uncoun-
terweighted. A loop containing one prismatic joint can have one link connected
to the prismatic joint uncounterweighted. The loop is then divided into two
counterweighted chains. For that reason, the uncounterweighted link, often called
a dependent link, has to split its mass into both joints (see Fig. 2.3) according to
the rules

mA D m
aBS

a
ei.'KC�/ (2.29)

mB D m
aAS

a
ei' (2.30)

Generally a k-th link of a length ak which lies in a chain between joints k-1/k and
k/k C 1 can contain x masses mt assigned to a joint as a result of a dependent link
or another counterweighted chain being incident at or masses assigned to joint or
links higher up the chain. This link can also have u revolute joints with yq masses
md assigned to the q-th joint. The q-th joint is in offset from the ak link by an angle
ıq and in distance lk from the joint k/k C 1. The link has v other links attached by
prismatic joints. Masses mb are assigned to the joint k/k C 1 and they are in offset
from the ak link by an angle ˜p. The general force balance condition is

mkbkei˛k C mckbckeiˇk C ak

"
xX

tD1
mt C

nX

iD1
.mi C mci/

#

C
uX

qD1

 
lqeiıq C

yqX

dD1
md

!
C

vX

pD1

zX

bD1
mbei�p D 0 (2.31)

Eqs. (2.29) and (2.31) form a necessary and sufficient set for establishing the force
balance conditions of planar linkages.
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The extension of this method defines the minimum number of required counter-
weights and the most advantageous configuration of counterweights. In Ref. [7], the
minimum number of counterweights c required to fully force balance linkages with
n moving links and j simple joints is derived, which is given by

c D 2 .n � 1/� j (2.32)

This expression applies to any general planar linkage that can be force balanced
irrespective of the number of degrees of freedom it has. However, some linkages
with special geometries or mass distributions can be balanced with a smaller
number of counterweights. If a planar linkage has only one degree of freedom, then
Eq. (2.32) is simplified to the expression

c D n

2
(2.33)

which is in agreement with the conclusion in [6].
It was said that the addition of counterweights increases the dynamic parameters

of mechanisms. For the given linkage, there can be many combinations of its links
which can be counterweighted to give a force balance. The best results with respect
to bearing forces, shaking moment, and driving torque are obtained if the chosen
counterweighted links are as near as possible to the ground pivots.

The complex mass method was further extended to balance spatial linkages. Ye
and Smith [8] developed an equivalence method for complete balancing of planar
linkages. By this method, a complex planar linkage can be converted into a number
of simple equivalent sub-linkages and cranks.

2.5 Linear Momentum Method

A very general method for deriving balancing conditions is based on equation of
linear momentum which is for the force balanced mechanism constant (Eq. (2.3)).
This method compared to the previous method requires calculation of derivatives
and can be difficult and long, but the equations and conditions can be obtained for
any linkage with a proposed balancing device. The principle of this method and
derivation of balancing condition are shown again on the four-bar linkage.

The linear momentum of the four-bar linkage with two counterweights (Fig. 2.4)
is given by

m1Prt1 C m2Prt2 C m3Prt3 C mc1Prtc1 C mc2Prtc2 D 0 (2.34)
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Fig. 2.4 The four-bar
linkage with two
counterweights attached to
the crank and the rocker

where rti are the velocities of the masses mi. The position vectors rti of individual
centers of mass with reference origin at point A are

rt1 D
�

b1 cos'1
b1 sin'1

�
(2.35)

rc1 D
� �bc1 cos'1

� bc1 sin '1

�
(2.36)

rt2 D
�

a1 cos'1 C b2 cos'2
a1 sin '1 C b2 sin '2

�
(2.37)

rt3 D
�

a4 cos˛ C b3 cos'3
a4 sin ˛ C b3 sin'3

�
(2.38)

rc3 D
�

a4 cos˛ � bc3 cos'3
a4 sin˛ � bc3 sin'3

�
(2.39)

Derivatives of these equations are substituted to Eq. (2.34). After some modifica-
tions, the first component of this equation is written as

.m1b1 � mc1bc1/ sin'1 P'1 C m2 .a1 sin '1 P'1 C b2 sin '2 P'2/
C .m3b3 � mc3bc3/ sin '3 P'3 D 0 (2.40)

The second component differs from the first only in terms with function sin where
the second equation has function cos. The terms sin '2 P'2 are derived from the loop
equation

�
a1 cos'1 C a2 cos'2
a1 sin '1 C a2 sin '2

�
D
�

a4 cos˛ C l3 cos'3
a4 sin ˛ C l3 sin '3

�
(2.41)
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Eq. (2.40) is then expressed as

�
m1b1 C m2a1 � mc1bc1 � m2b2a1

a2

�
sin '1 P'1

C
�

m3b3 � mc3bc3 C m2b2a3
a2

�
sin '3 P'3 D 0 (2.42)

and the conditions of balancing are given by

m1b1
a1

C m2 .a2 � b2/

a2
� mc1bc1

a1
D 0 (2.43)

m3b3
a3

C m2b2
a2

� mc3bc3

a3
D 0 (2.44)

This method works well for other configurations of counterweights and other
linkages. The same approach can be applied for moment balancing, only the angular
momentum instead of linear momentum is used. Moment balancing usually requires
addition of counter-rotations or other balancing methods which are described in the
corresponding chapters.
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Chapter 3
Design of Reactionless Linkages and Robots
Equipped with Balancing Assur Groups

Sébastien Briot and Vigen Arakelian

Abstract In the present chapter, we consider the shaking moment and shaking force
balancing through the use of additional Assur groups mounted on the mechanism
to be balanced. Two types of mechanisms are considered: (1) the in-line four-bar
linkage and (2) the planar parallel robots with prismatic pairs. For both types of
mechanisms, the proposed solution allows the reduction (or even the cancellation
in the case of the four-bar linkage) of the number of counter-rotations used for
obtaining the shaking moment balancing, which decreases the design complexity
and the inherent problems due to the use of counter-rotations (backlash, noise,
vibrations, etc.). All theoretical developments are validated via simulations carried
out using ADAMS software. The simulations show that the obtained mechanisms
(both in-line four-bar linkages and planar parallel robots) transmit no inertia loads
to their surroundings, i.e. the sum of all ground bearing forces and their moments
are eliminated.

Keywords Dynamic balancing • Assur groups • Inline four-bar linkage • Planar
parallel robots with prismatic pairs

3.1 Introduction

It is known that fast-moving machinery with rotating and reciprocating masses is
a significant source of vibration excitation. The high-speed linkages can generate
significant fluctuating forces with even small amounts of unbalance. Thus, a primary
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objective of the balancing is to cancel or reduce the variable dynamic loads
transmitted to the frame and surrounding structures. The reduction of vibrations
leads to the increased accuracy of manipulators [1], which is one of the positive
consequences of the balancing. As was mentioned in [2], balancing brings other
advantages such as a reduced cycle time [3], reduced noise, wear, and fatigue [4], as
well as improved ergonomics [5].

In general, two types of forces must be considered: the externally applied forces
and the inertial forces. Inertial forces arise when links of a mechanism are subjected
to large accelerations. The inertial force system acting on a given link can be
represented as an inertia force acting on a line through the center of mass and an
inertia torque about the center of mass. The determination of the inertial forces
and torques is well known and it has been disclosed in various handbooks [6].
With regard to the external forces, which are associated with the useful function
that the mechanism is to perform, these are often smaller than inertia forces with
a much lower variation. On the other hand, when formulating balancing conditions
of a mechanism, it is necessary to recognize that, in many cases, external active
forces applied to mechanism links constitute internal forces with respect to the
mechanism as a whole. Thus, if all external active forces applied to the links of
a mechanism are internal forces for the mechanism as whole, then the balance of
the mechanism will be ensured under the fulfillment of inertia forces and inertia
torque cancellation. Therefore, the balancing of shaking force and shaking moment
due to the inertial forces of links acquires a specific importance. The quality of
balancing of the moving masses has the influence not only on the level of vibrations
but also on the resource, reliability, and accuracy of mechanisms. Besides the
mentioned negative effects, vibrations bring to the environments pollution and
the loss of energy, and can also provoke various health issues. Consequently, the
quality improvement of the mass balancing has not only technical, technological,
and economical aspects but also social.

Different approaches and solutions devoted to the shaking force and shaking
moment balancing have been developed and documented for one-degree-of-freedom
mechanisms [7–9]. Nowadays, a new field for balancing methods applications is
the design of mechanical systems for fast manipulation [10], which is a typical
problem in advanced robotics [11]. Here also we have similar problems relating
to the cancelation or reduction of inertia forces. However, the mechanical systems
with multi-degrees of freedom lead to new solutions, such as the shaking force and
shaking moment reduction by optimal motions of links, by adding flywheels with
prescribed motions, or with the design of new self-balanced manipulators.

For all balancing method, the main challenge is the trade-off between the
complexity of the balanced mechanism and the quality of balancing [9]. In the
present chapter, we propose a solution which allows the reduction of the balancing
complexity by comparison with the usual approaches. The idea is to slightly modify
the mechanism design by adding to it Assur groups, i.e. groups which do not add
any supplementary degree of freedom into the mechanism [12]. The use of such a
solution is detailed in the following of the chapter for the shaking force and shaking
moment balancing of:
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• the in-line four-bar linkage
• the planar parallel robots with prismatic pairs.

For both types of mechanisms, the proposed solution allows the reduction (or even
the cancellation in the case of the four-bar linkage) of the number of counter-
rotations used for obtaining the shaking moment balancing, which decreases the
design complexity and the inherent problems due to the use of counter-rotations
(backlash, noise, vibrations, etc.).

3.2 Complete Shaking Force and Shaking Moment
Balancing of In-Line Four-Bar Linkages by Adding
a Class-Two RRR or RRP Assur Group

Many high-speed machines contain planar four-bar linkages and the problem of
their mass balancing is of continuing interest to machine designers. The previous
works on the balancing of planar four-bar linkages may be arranged in the following
groups [6]:

1. Complete shaking force balancing [13–19]. In general, it is carried out by
counterweights mounted on the movable links of the linkage. With regard to
the several approaches employed for the redistribution of movables masses, the
developed methods could be divided into three principal groups:

(a) The method of “principal vectors” [13]; The aim of this approach was
to study the balancing of the mechanism relative to each link and in the
determination of those points on the links relative to which a static balance
was obtained. These points were called “principal points.” Then, from the
condition of similarity of the vector loop of the principal points and the
structural loop of the mechanism, the necessary conditions of balancing were
derived.

(b) The method of “static substitution of masses”; its aim was to statically
substitute the mass of the coupler by concentrated masses, which are bal-
anced thereafter together with the rotating links. Such an approach changes
the problem of mechanism balancing into a simpler problem of balancing
rotating links. This method was illustrated for four-bar linkage in [14–17].

(c) The method of “linearly independent vectors” [18], in which the vector
equation describing the position of the center of total mass of the mechanism
is treated in conjunction with the closed equation of its kinematic chain. The
result is an equation of static moments of moving link masses containing
single linearly independent vectors. Thereafter following the conditions for
balancing the mechanism by reducing the coefficients, which are time-
dependent to zero.

It should be noted that the addition of a counterweighted pantograph device
to the planar four-bar linkage has also been used for its complete shaking force
balancing [19].
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2. Complete shaking force and partial shaking moment balancing [20–29]. Two
principal approaches may be distinguished:

(a) The shaking moment minimization of fully force balanced linkages [20–26],
in which it is shown that the optimum conditions of partial moment balance
can be obtained by certain link mass distribution ratios.

(b) The minimization of the unbalance of shaking moment by transferring the
rotation axis of the counterweight mounted on the input crank [27–29]. In
the study [27], the first harmonic of the shaking moment is eliminated by
attaching the required input link counterweight, not to the input shaft itself,
but to a suitable offset one which rotates with the same angular velocity.
This approach is original in that, while maintaining the force balance of the
mechanism, it is possible to create an additional balancing moment, thereby
reducing the shaking moment. This approach has been further developed in
works [28, 29].

It should be noted that optimization algorithms are also widely used in partial
balancing of four-bar linkages [30–33].

3. Complete shaking force and shaking moment balancing [9, 34–43]. The first
method of complete shaking force and shaking moment balancing was proposed
in study [34], which was extended in [35]. In this approach, the mass of the
connecting coupler is substituted dynamically by concentrated masses located at
the coupler joints. Thus, the dynamic model of the coupler becomes a weightless
link with two concentrated masses. This transforms the problem of four-bar
linkage shaking force and shaking moment balancing into a problem of balancing
rotating links carrying concentrated masses. The parallelogram structure has also
been applied for complete shaking force and shaking moment balancing of four-
bar linkages [36]. In the studies [37–41], the authors have proposed methods
for complete shaking force and shaking moment balancing by counterweights
with planetary gear trains. In [42] a toothed-belt transmission is used to rotate
counterweights intended for shaking force balancing, which also allows shaking
moment balancing. The disadvantage of these methods is the need for the
connection of gears to the oscillating links. The oscillations of the links of the
mechanism will create noise unless expensive anti-backlash gears are used.

Another solution using the copying properties of the pantograph was devel-
oped [9, 43], in which the gears driven by the coupler suffer no such sudden
reversals so that this problem is almost eliminated. However, it should be noted
that the use of the gears for the balancing of four-bar linkages is a drawback
for the industrial applications and a fully shaking force and shaking moment
balanced four-bar linkage without any gears is more appealing.

The shaking moment balancing of fully force balanced linkages using a pre-
scribed input speed fluctuation was proposed in [44]. However, such balancing
is complicated because it is necessary to use a special type of drive generator.
Moreover, it cannot be used for balancing of linkages, which generate the
prescribed motions of the output links.
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In this section a solution is discussed, which allows the complete shaking force
and shaking moment balancing of in-line four-bar linkages with constant input
speed by adding a class-two Assur group, i.e. a group which does not add any
supplementary degree of freedom into the mechanism [12]. It should be noted that
the balancing of the shaking moment without counter-rotations of three particular
classes of four-bar linkages was discussed in the studies [45–49]. However, such a
method cannot be extended to general four-bar linkages. In this section it is proposed
to take advantages of the use of the properties of the four-bar linkage with prescribed
geometric parameters [45–49] and to combine it with

1. the principle of the dynamic substitution of link mass by concentrated masses
2. and with the prescription of constant input speed.

It should be mentioned here that the suggested balancing approach can be efficiently
applied on the cyclic high-speed machines executing motions in the steady-state
regime when the input speed is constant [50, 51].

3.2.1 Complete Shaking Force and Shaking Moment
Balancing by Adding a Class-Two RRR Assur Group

3.2.1.1 Theoretical Background Related to the Balanced Four-Bar
Linkages with Prescribed Geometrical Parameters

Before considering the suggested balancing concept, let us recall basic notions
concerning the balanced four-bar linkages with prescribed geometrical parameters.

In the paper of Berkof and Lowen [21], the angular momentum H and the shaking
moment Msh, expressed at point O, of a force balanced in-line four-bar linkage
(Fig. 3.1) were expressed as:

H D
3X

iD1
Ii

P�i; Msh D dH

dt
D

3X

iD1
Ii

R�i (3.1)

with

Ii D mi
�
k2i C r2i C rili

�
; .i D 1; 3/ (3.2)

I2 D m2

�
k22 C r22 � r2l2

�
(3.3)

where ri is the length of vector ri which connects the pivot Pi to the center of mass
Si of link i, li is the length of vector li which connects the proximal revolute joint Pi

to the distal joint on the same link, and ki is the radius of gyration with respect to the
center of mass of link i, mi is the mass of link i. Moreover, �i is the angular position
of link i with respect to the x-axis.
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Fig. 3.1 A general in-line
four-bar mechanism
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With regard to the shaking force balancing, the following expressions were
obtained:

m1r1 D m2l1
l2 � r2

l2
(3.4)

m3r3 D m2r2
l3
l2

(3.5)

In the works [47, 52], it has been shown that it is possible to cancel the shaking
moment of a four-bar mechanism by associating mentioned geometric constraints
with an optimal distribution of masses. Three kinds of shaking force and shaking
moment balanced four-bar mechanisms were found, which are shown in Fig. 3.2.

In order to illustrate the shaking moment balancing, let us consider the mech-
anism shown in Fig. 3.2b. The geometrical constraints of this mechanism are the
following:

l1 D l3 (3.6)

d D l2 (3.7)

where d is the length of the base which is the distance between the two fixed joints
on the base.

This leads to the following kinematic relationships:

P�1 � P�2 C P�3 D 0 (3.8)

Thus, from expressions (3.1) and (3.8), it is easy to see that the shaking moment
will be cancelled if I1 D I3 D �I2 [see Eqs. (3.2) and (3.3)]. For this purpose the
following relationships must be established:

k22 D m2

�
l2r2 � r22

�� I1
m2

(3.9)

k23 D �m3

�
l3r3 C r23

�C I1
m3

(3.10)
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Fig. 3.2 The three kinds of shaking force and shaking moment balanced four-bar mechanisms.
(a) Case I: l1 D d and l2 D l3. (b) Case II: l2 D d and l1 D l3. (c) Case III: l3 D d and l1 D l2

where

I1 D m1

�
k21 C r21 C r1l1

�
(3.11)

It should be noted that similar results have been obtained for the mechanisms
shown in Fig. 3.2a, c.

Statement of the Problem The aim of the suggested balancing approach consists
of adding a two-link kinematic chain with prescribed geometrical parameters to an
in-line four-bar linkage with arbitrary geometrical parameters. It is important to note
that the added structure must be an Assur group, i.e. a group which does not add
any supplementary degree of freedom into the mechanism [12]. This allows for the
modification of the mass redistribution of the obtained six-bar mechanism without
perturbation of the kinematic properties of the initial four-bar linkage. We would
like to state that this technique allows for the complete shaking force and shaking
moment balancing without counter-rotating masses.
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Now let us consider the shaking force and shaking moment balancing of an in-
line four-bar mechanism using class-two Assur groups with RRR kinematic chain.

3.2.1.2 Shaking Force Balancing

Figure 3.3 shows an in-line four-bar linkage with the added class-two RRR Assur
group. Let us denote the following vectors as: l1 D dOA, l2 D dAB, l3 D dCB,
l03 D dCP2 , l4 D dP2P0

2
, l5 D dP3P0

2
, r1 D dOS1 , r2 D dAS2 , r3 D dCS3 , r4 D dP2S4 ,

r5 D dP3S5 , rcw1 D dOScw1
, rcw2 D dCScw2

, rcw3 D dP3Scw3
.

The added class-two RRR Assur group has the above-mentioned properties, i.e.
it is designed such as:

l03 D l5 (3.12)

e D l4 (3.13)

where li (i D 1 : : : 5) is the norm of vector li and e the distance between C and P3.
As is shown in Fig. 3.3, the Assur group P2P02P3 is attached to the initial linkage

OABC in such a way that it forms a four-bar linkage with link BC, as discussed in
Sect. 3.2.1.1.

Let us now derive the expression of the shaking force fsh of the obtained
mechanism:

fsh D
5X

iD1
mi RdSi (3.14)

where RdSi is the translational acceleration of the center of mass Si and mi the mass
of the link i. Developing and simplifying, one obtains:

Fig. 3.3 The balanced
mechanism with the class-two
RRR Assur group
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fsh D
�

m1r1
l1

C m2

l2 � r2
l2

�
RdA C m2

r2
l2

RdB C m3
RdS3

C m4

l4 � r4
l4

RdP2 C
�

m4r4
l4

C m5r5
l5

�
RdP0

2

(3.15)

where ri is the algebraic values of the norm of vectors ri, and RdA, RdB, RdS3 , RdP2 and
RdP0

2
represent the acceleration of points A, B, S3, P2, and P02, respectively. Their

expressions are:

RdA D l1

�
R�1
�� sin �1

cos �1

	
� P�21

�
cos �1
sin �1

	�
(3.16)

RdB D l3

�
R�3
�� sin �3

cos �3

	
� P�23

�
cos �3
sin �3

	�
(3.17)

RdS3 D r3

�
R�3
�� sin .�3 C ˇ/

cos .�3 C ˇ/

	
� P�23

�
cos .�3 C ˇ/

sin .�3 C ˇ/

	�
(3.18)

RdP2 D l03
�

R�3
�� sin .�3 C ˛/

cos .�3 C ˛/

	
� P�23

�
cos .�3 C ˛/

sin .�3 C ˛/

	�
(3.19)

RdP0

2
D l5

�
R�5
�� sin �5

cos �5

	
� P�25

�
cos �5
sin �5

	�
(3.20)

in which the angles �i (i D 1 : : : 5) are defined in Fig. 3.3.
The shaking force fsh may be cancelled through the addition of three counter-

weights positioned at points Scwi (Fig. 3.3), with masses mcwi (i D 1; 2; 3). With
such counterweights, the expression of the shaking force becomes:

fsh� D fsh C mcw1
rcw1

l1
RdA C mcw2

RdScw2
C mcw3

rcw3

l5
RdP0

2
(3.21)

where rcwi is the algebraic values of the norm of vectors rcwi and

RdScw2
D rcw2

�
R�3
�� sin .�3 C �/

cos .�3 C �/

	
� P�23

�
cos .�3 C �/

sin .�3 C �/

	�
(3.22)

Thus the shaking force is cancelled if the distribution of the masses is as follows:

mcw1 D � l1
rcw1

�
m1

r1
l1

C m2

l2 � r2
l2

�
(3.23)

tan � D m3r3 sinˇ C m4 .1 � r4=l4/ l03 sin ˛

m2l3r2=l2 C m3r3 cosˇ C m4 .1 � r4=l4/ l03 sin ˛
(3.24)
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m2
cw2 D

�
m3r3 sinˇ C m4 .1 � r4=l4/ l03 sin ˛

�2

r2cw2

C
�
m2l3r2=l2 C m3r3 cosˇ C m4 .1 � r4=l4/ l03 cos˛

�2

r2cw2

(3.25)

mcw3 D � l5
rcw3

�
m4

r4
l4

C m5

r5
l5

�
(3.26)

3.2.1.3 Shaking Moment Balancing

Let us now derive the expression of the shaking moment Msh, expressed at point O,
of such a mechanism:

Msh D
5X

iD1
mi



xSi RySi � ySi RxSi C k2i R�i

�
C

3X

iD1
mcwi

�
xScwi

RyScwi
� yScwi

RxScwi

�
(3.27)

where xSi , ySi , RxSi , and RySi are the position and accelerations along x and y axes
of points Si, respectively, and xScwi

, yScwi
, RxScwi

, and RyScwi
are the position and

accelerations along x and y axes of points Scwi , respectively, ki is the radius of
gyration of link i.

Now, let us consider that link 2 is a physical pendulum1 [35], i.e. it can be
replaced dynamically by two point masses located at joint centers A and B. This
implies that:

k22 D r2 .l2 � r2/ (3.28)

Then, considering that the input speed is constant, i.e. R�1 D 0 and taking into
account (3.28), one can simplify (3.27) as:

Msh D
5X

iD3
Ii

R�i (3.29)

where

I3 D m3

�
k23 C r23

�C m2

r2
l2

l23 C mcw2r
2
cw2 C m4

l4 � r4
l4

l023 (3.30)

I4 D m4

�
k24 C r24 � r4l4

�
(3.31)

1A “physical pendulum” is a link which has such a distribution of masses that it allows the dynamic
substitution of link’s mass and inertia by two concentrated masses.
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I5 D m5

�
k25 C r25 � rcw3r5

�C m4

r4
l4

l5 .l5 � rcw3 / (3.32)

Thus, this new six-bar mechanism has the same shaking moment as the four-bar
mechanism composed of links P1P2, P2P02, and P02P3. Therefore, the initial four-bar
linkage balancing problem is transformed in the balancing of the four-bar linkage
formed by the added Assur group. Note that the latter has specific geometry and its
balancing conditions have been examined in Sect. 3.2.1.1.

Applying these results to the considered mechanism, we obtain:

k24 D �I3 � r24 C r4l4
m4

(3.33)

k25 D m5

��r25 C rcw3r5
�C m4r4=l4l5 .l5 � rcw3 /C I3

m5

(3.34)

The substitution of (3.33) and (3.34) into (3.29) leads to:

Msh D I3

 R�3 � R�4 C R�5

�
(3.35)

Taking into account relations (3.6) and (3.6), we have

R�3 � R�4 C R�5 D 0 (3.36)

and consequently

Msh D 0 (3.37)

The proposed balancing technique has been illustrated using the four-bar linkage
shown in Fig. 3.2b. However, it can also be achieved via the mechanism of Fig. 3.2a
or Fig. 3.2c.

3.2.2 Complete Shaking Force and Shaking Moment
Balancing by Adding a Class-Two RRP Assur Group

3.2.2.1 Shaking Force Balancing

The second solution, which is proposed for the cancellation of the shaking moment
of a four-bar linkage is carried out by adding a class-two RRP Assur group (Fig. 3.4).
Let us denote the following vectors as: l1 D dOA, l2 D dAB, l3 D dCB, l03 D dCD,
l4 D dDE, r1 D dOS1 , r2 D dAS2 , r3 D dCS3 , r4 D dDS4 , r5 D dES5 , rcw1 D dOScw1

,
rcw2 D dCScw2

, rcw3 D dDScw3
.
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Fig. 3.4 The balanced
mechanism with the class-two
RRP Assur group
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In this case, the lengths of added links are the following:

l03 D l4 (3.38)

Thus, the new part created by added links is a Scott–Russell mechanism [53],
which is attached to the initial linkage at an angle of ˛.

The relations between the link accelerations are the following for the Scott–
Russell mechanism:

P�3 D � P�4 (3.39)

Let us now derive the expression of the shaking force fsh of such a mechanism:

fsh D
5X

iD1
mi RdSi (3.40)

Developing and simplifying, one obtains:

fsh D
�

m1r1
l1

C m2

l2 � r2
l2

�
RdA C m2

r2
l2

RdB C m3
RdS3

C .m4 C m5/ RdD C
�

m4

r4
l4

C m5

�
Rd

(3.41)

where ri and li are the algebraic values of the norm of vectors ri, and li, respectively,

RdS3 D r3

�
R�3
�� sin .�3 C ˇ/

cos .�3 C ˇ/

	
� P�23

�
cos .�3 C ˇ/

sin .�3 C ˇ/

	�
(3.42)

Rd D l5

�
R�4
�� sin �4

cos �4

	
� P�24

�
cos �4
sin �4

	�
(3.43)
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RdD D l03
�

R�3
�� sin .�3 C ˛/

cos .�3 C ˛/

	
� P�23

�
cos .�3 C ˛/

sin .�3 C ˛/

	�
(3.44)

in which the angles �i (i D 1 : : : 4) are defined in Fig. 3.4.
The shaking force fsh may be cancelled through the addition of three counter-

weights positioned at points Scwi (Fig. 3.4), with masses mcwi (i D 1; 2; 3). With
such counterweights, the expression of the shaking force becomes:

fsh� D fsh C mcw1
rcw1

l1
RdA C mcw2

RdScw2
C mcw3

RdD C mcw3
rcw3

l4
Rd (3.45)

where rcwi is the algebraic values of the norm of vectors rcwi and

RdScw2
D rcw2

�
R�3
�� sin .�3 C �/

cos .�3 C �/

	
� P�23

�
cos .�3 C �/

sin .�3 C �/

	�
(3.46)

Thus the shaking force is cancelled if the distribution of the masses is as follows:

mcw1 D � l1
rcw1

�
m1

r1
l1

C m2

l2 � r2
l2

�
(3.47)

tan � D m3r3 sinˇ C .m4 C m5/ l03 sin ˛

m2l3r2=l2 C m3r3 cosˇ C .m4 C m5/ l03 sin ˛
(3.48)

m2
cw2 D

�
m3r3 sinˇ C .m4 C m5/ l03 sin ˛

�2

r2cw2

C
�
m2l3r2=l2 C m3r3 cosˇ C .m4 C m5/ l03 cos˛

�2

r2cw2

(3.49)

mcw3 D � l4
rcw3

�
m4

r4
l4

C m5

�
(3.50)

3.2.2.2 Shaking Moment Balancing

Let us now derive the expression of the shaking moment Msh, expressed at point O,
of such a mechanism:

Msh D
5X

iD1
mi



xSi RySi � ySi RxSi C k2i R�i

�
C

3X

iD1
mcwi

�
xScwi

RyScwi
� yScwi

RxScwi

�
(3.51)

where xSi , ySi , RxSi , and RySi are the position and accelerations along x and y axes
of points Si, respectively, and xScwi

, yScwi
, RxScwi

, and RyScwi
are the position and

accelerations along x and y axes of points Scwi , respectively, ki is the radius of
gyration of link i.
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Now, let us consider as in the previous case, that link 2 is a physical pendulum
and that the input speed is constant.

Taking into account (3.28), one can simplify (3.51) as:

Msh D I3 R�3 C I4 R�4 (3.52)

where

I3 D m3

�
k23 C r23

�C m2

r2
l2

l23 C mcw2r
2
cw2 C .m4 C m5 C mcw3 / l023 (3.53)

I4 D m4

�
k24 C r24

�C m5l
2
4 C mcw3r

2
cw3 (3.54)

Introducing (3.39) into (3.52), we find:

Msh D .I3 � I4/ R�3 (3.55)

Thus, the mechanism will be moment balanced if:

I3 D I4 (3.56)

which can be obtained using a design of link 4 for which the radius of gyration
should be equal to

k4 D
s

I3 � m4r24 � m5l24 � mcw3r2cw3

m4

(3.57)

It should be mentioned that, in order to avoid the singular configurations of the
added structure, the value of angle ˛ should be chosen carefully during the design
process.

Let us consider two illustrative examples of the proposed balancing technique.

3.2.3 Illustrative Examples and Numerical Simulations

3.2.3.1 Balancing by Adding a Class-Two RRR Assur Group

Let us carry out the complete shaking force and shaking moment balancing of a
four-bar linkage with parameters

• l1 D 0:2m, l2 D 0:27m, l3 D 0:25m, ˇ D 0ı,
• r1 D 0:1m, r2 D 0:135m, r3 D 0:125m,
• k1 D 0:056m, k2 D 0:135m, k3 D 0:086m,
• m1 D 1 kg, m2 D 1 kg, m3 D 1 kg.
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Fig. 3.5 Shaking force and shaking moment of the four-bar mechanism before (full line) and after
(dotted line) balancing. (a) Shaking force along x axis; (b) shaking force along y axis; (c) shaking
moment

The simulations of the proposed mechanism have been carried out using ADAMS
software and the obtained results are shown in Fig. 3.5 (full line).

Now we add the RRR Assur group with prescribed distribution of the center of
mass and inertia. Its geometric and mass properties are:

• l4 D 0:8m, l5 D 0:25m,
• r4 D 0:4m, r5 D 0:125m,
• m4 D 1:5 kg, m5 D 1 kg.

and the location and mass of the added counterweights are:

• rcw1 D �0:1m, rcw2 D 0:25m, rcw3 D �0:125m,
• mcw1 D 2 kg, mcw3 D 2:5 kg.

The radii of gyration of elements 4 and 5 and the mass of the counterweight
mcw2 are not given as they depend on the value of angle ˛ which is not yet fixed
(Fig. 3.3). Their variations as a function of ˛ are shown in Fig. 3.6. In these figures,
the values of ˛ are bounded between 60ı and 180ı in order to avoid the RRR Assur
group to cross a singularity during the motion. In Fig. 3.5 (dotted line), it is shown
that after the addition of the Assur group, the shaking force and shaking moment
are cancelled.
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Fig. 3.6 Variation of the values of parameters k4 , k5 and mcw2 as a function of angle ˛.
(a) Variation of k4 and k5; (b) variation of mcw2

As angle ˛ is a free parameter that has only influence on the values k4, k5,
and mcw2 , it can be chosen so that it minimizes one supplementary criterion.
In the remainder of the paper, this criterion is chosen to be the linkage input
torque [50, 51]. It should however be mentioned that angle ˛ could be used to
minimize another criterion such as the power consumption, the energy, etc.

It should also be noted that the input torque � , i.e. the torque requested by the
actuator to move the mechanism, is computed in the two illustrative examples by
using the Lagrange equations [51]:

� D d

dt

�
@L

@ P�1

�
� @L

@�1
(3.58)

where L D T � V is the Lagrangian of the system, V is the potential energy (equal
to 0 in absence of gravity), and T is the kinetic energy:

T D 1

2

X

i

mi
�Px2Si

C Py2Si

�C 1

2

X

j

Ij
P�2j (3.59)

PxSi and PySi being the velocities along x and y axes of any center of mass (for links
and as well as for counterweights).

In Fig. 3.7, the maximum of the input torque absolute value of as a function of
angle ˛ is shown. Thus, it is possible to see that if the value of ˛ is chosen arbitrarily,
the input torques can grow up to 2;140N m (for ˛ D 0ı). It also appears that the
input torque will be minimal if ˛ D 164ı. In this case, the value of the input torque
is 1;010N m, i.e. about two times less than in the first case.
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Fig. 3.7 Variation of the
maximal input torque
absolute value as a function
of angle ˛
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3.2.3.2 Balancing by Adding a Class-Two RRP Assur Group

We now propose obtaining the complete shaking force and shaking moment
balancing of the same mechanism by adding a class-two RRP Assur group. Its
geometric and mass properties are

• l4 D 0:25m, l5 D 0:25m, ˛ D �90ı,
• r4 D 0:125m,
• m4 D 0:35 kg, m5 D 0:1 kg.

and the location and mass of the added counterweights are:

• rcw1 D �0:1m, rcw2 D 0:25m, rcw3 D �0:125m,
• mcw1 D 2 kg, mcw3 D 0:55 kg.

The radii of gyration of element 4 and the mass of the counterweight mcw2 are
not expressed in these tables as they depend on the value of angle ˛ (Fig. 3.4).
Their variations as a function of ˛ are shown in Fig. 3.8. In these figures, the values
of ˛ are bounded between 25ı and 100ı or 205ı and 280ı in order to avoid the
RRP Assur group to cross a singularity during the motion. The simulations of the
proposed mechanism have been carried out using ADAMS software and the results
are similar to the previous case shown in Fig. 3.5.

As was mentioned above, the angle ˛ is a not fixed design parameter and it
can be found from minimization of the input torque of the mechanism. In Fig. 3.9,
maximum of the input torque absolute value as a function of angle ˛ is shown. It is
possible to see that if the value of ˛ is chosen arbitrarily, the input torques can grow
up to 2;300N m (for ˛ D 25ı). It also appears that the input torque will be minimal
if ˛ D 205ı. In this case, the value of the input torque is 1;380N m, i.e. about 1.7
times less than in the first case.

Let us now consider the balancing of parallel robots by the addition of one or
several class-two RRR Assur groups.
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3.3 Balancing of Parallel Robots by the Addition of One
or Several Class-Two RRR Assur Groups

For robots, shaking force balancing is mostly obtained via an optimal redistribution
of movable masses [7–9, 54–60] or adjustment of kinematic parameters [61]. The
cancellation of the shaking moment is a more complicated task and can be obtained
using three main different methods:

1. Shaking moment balancing using counter-rotations [62, 63],
2. Shaking moment balancing by adding four-bar linkages [45–47, 64, 65] and
3. Shaking moment balancing by optimal trajectory planning [63, 66–69].

Previous works have been devoted to the study of parallel manipulators with
revolute joints and few studies have been carried out on complete shaking force and
shaking moment balancing of parallel manipulators with prismatic pairs.

In this section, we propose solutions for complete shaking force and shaking
moment balancing of planar parallel manipulators with prismatic pairs. We illustrate
these solutions via the 3-RPR parallel manipulator. All obtained results are validated
using ADAMS software simulations

3.3.1 Complete Shaking Moment and Shaking Force
Balancing by Adding an Idler Loop Between
the Base and the Platform

Inertia force balancing by adding an idler loop made of a single RRR Assur group is
known to be used for 1 degree of freedom (dof ) mechanisms [19, 36, 70–72]. With
regard to planar manipulators, such an approach has only been used in the balancing
of gravitational and inertia forces [59, 60, 73, 74].

In this sub-section, the complete shaking force and shaking moment balancing
of planar manipulators by adding an idler loop made of a single RRR Assur group is
discussed. The added balancing loop is mounted between the base and the platform
of the mechanism. We illustrate the suggested balancing technique on a 3-RPR
mechanism (Fig. 3.10). Please note that we do not mention the type of actuation
of the mechanism as it has no influence on the balancing.

3.3.1.1 Theoretical Background

Firstly, let us analyze the cancellation of the dynamic reactions of the 3-RPR planar
parallel mechanism (Fig. 3.10a). Such a mechanism has 3 dof (two translations
in the .Oxy/ plane and one rotation of the moving platform around an axis
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Fig. 3.10 Schematic of the 3-RPR robot under study. (a) Schematics of the 3-RPR mechanism (for
this configuration, points O and P coincide). (b) Schematics of the added idler loop (RRR chain)

perpendicular to .Oxy/) and is composed of three identical legs, each being
composed of a revolute joint attached to the base at point Ai (in the following,
i D 1 : : : 3), one moving prismatic guide, located at point Bi, and another revolute
joint attached to the platform at Ci. The base and platform triangles, denoted A1A2A3
and C1C2C3, are equilateral. On this manipulator, typically, the actuated joints are
the first revolute joint at Ai or the linear guide at Bi.

Considering that the x axis is directed along the line A1A2, the y axis being
perpendicular to the x axis and the origin of the base frame located at point O,
the center of the circumcircle of triangle A1A2A3, one can define the coordinate x, y,
and 	 of the platform, as being, respectively, the coordinates of point P along the x
and y axes and the angle between the line C1C2 and A1A2.

Let us denote as Sij the center of mass of link ij (j D 1; 2), which has a mass mj

and an axial moment of inertia ISj . The center of mass of the platform is located at
point P. The mass of the platform is mp and its axial moment of inertia Ip.

In order to cancel the shaking forces and shaking moment of the manipulator,
an idler loop is added between the base and the platform (Fig. 3.10b). The center
of mass of elements 5 and 6 of the idler loop are located at S5 and S6, respectively.
Their masses are denoted as m5 and m6 and their axial moments of inertia as IS5 and

IS6 , respectively. The positions of the coms are defined such that
��!
AiS1i D r1lBiCiui,���!

CiS2i D .r21/lBiCi ui,
��!
ES5 D r5

�!
EF, and

��!
FS6i D r6

�!
FP, r1, r2, r5, and r6 being

dimensionless coefficients, and ui a unit vector directed along
��!
BiCi.
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The expression of the shaking force fsh transmitted by the robot to the ground is:

fsh D
0

@
3X

iD1

2X

jD1
mj RrSij

1

AC mp RrP C m5 RrS5 C m6 RrS6 (3.60)

where RrSij , RrP, RrS5 , and RrS6 are the accelerations of the coms Sij, of P, S5, and S6,
respectively.

Developing (3.60), it can be demonstrated that the shaking force fsh can be
expressed as:

fsh D .m1r1 � m2 .1 � r2//
3X

iD1
ai C �

3m2 C mp C m6r6
�

a6

C �
3m2 C mp C m5r5 C m6

� RrF

(3.61)

with

ai D lBiCi

�
R�i

�� sin �i

cos �i

	
� P�2i

�
cos �i

sin �i

	�
(3.62)

a6 D lFP

�
R�6
�� sin �6

cos �6

	
� P�26

�
cos �6
sin �6

	�
(3.63)

At this step, only five counterweights are needed in the cancellation of the
shaking force, but it could be demonstrated after more derivations that three others
are necessary for the cancellation of the shaking moment. Therefore, we propose
directly adding three supplementary counterweights (Fig. 3.11). The positions of

the eight added counterweights are
���!
AiM1i D rcw1 lBiCi ui,

���!
BiM2i D .rcw2 � 1/lBiCiui,��!

EM5 D rcw5
�!
EF, and

��!
FM6 D rcw6

�!
FP, rcw1 , rcw2 , rcw5 , and rcw6 being dimensionless

coefficients. Their masses are, respectively, denoted mcw1 , mcw2 , mcw5 , and mcw6 .
With the addition of the counterweights, the shaking force becomes:

fsh� D fsh C .mcw1rcw1 � mcw2 .1 � rcw2 //

3X

iD1
ai C mcw6rcw6a6

C .mcw5rcw5 C mcw6 / RrF

(3.64)
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Fig. 3.11 Schematics of the
3-RPR mechanism with the
added RRR chain used for the
cancellation of the shaking
force and shaking moment

A1 C1
A2

C2

C3

A3

P

E

F

Icr1

Icr1

Icr1
Icr3

Icr2

Icr4
M11

M12

M13

M21

M23

M22

M6

M5

Thus, the shaking force is cancelled if:

mcw1 D �m1r1
rcw1

mcw2 D �m2.1 � r2/

1 � rcw2

mcw6 D �3 .m2 C mcw2 /C mp C m6r6
rcw6

mcw5 D �3 .m2 C mcw2 /C mp C m5r5 C m6 C mcw6

rcw5

(3.65)

The expression of the shaking moment Msh
O of the modified structure (expressed

at point O) can be written as:

Msh
O D d

dt
HO (3.66)

where HO is the angular momentum of the leg (expressed at point O). Thus, in order
to cancel the shaking moment, the angular momentum is held constant over time.

The expression of the angular momentum HO is equal to:

HO D
3X

iD1

2X

jD1



mj
�
xSij PySij � ySij PxSij

�C mcwj

�
xMij PyMij � yMij PxMij

�C ISj
P�i

�

C Ip P	 C
6X

jD5



mj
�
xSj PySj � ySj PxSj

�C mcwj

�
xMj PyMj � yMj PxMj

�C ISj
P�j

�
(3.67)
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where xQ, yQ, PxQ, and PyQ are the position and velocities of any point Q along x and
y axes, respectively (Q being either point Sij, Mij, .j D 1; 2/, Sj or Mj .j D 5; 6/).

Developing and introducing (3.65) into (3.67) yields

HO D
3X

iD1



IS1 C IS2 C



m1r

2
1 C mcw1r

2
cw1 C m2 .1� r2/

2 C mcw2
�
1 � rcw2

�2� l2BiCi

� P�i

C



IS6 C



m6r
2
6 C mcw6r

2
cw6 C mp C 3

�
m2 C mcw2

��
l2FP

� P�6

C



IS5 C



m5r
2
5 C mcw5r

2
cw5 C m6 C mcw6 C mp C 3

�
m2 C mcw2

��
l2EF

� P�5

C



Ip C 3
�
m2 C mcw2

�
l2CiP

� P	
(3.68)

After such modifications of the RRR chain, the angular momentum of the legs of
the mechanism and of the RRR chain can be balanced using six counter-rotations
(Fig. 3.11), which have an axial moment of inertia equal to:

Icr1 D IS1 C IS2 C



m1r
2
1 C mcw1r

2
cw1 C m2 .1 � r2/

2 C mcw2 .1 � rcw2 /
2
�

l2BiCi

Icr2 D Ip C 3 .m2C mcw2 / l2CiP

Icr3 D IS6 C �
m6r

2
6 C mcw6r

2
cw6 C mp C 3 .m2 C mcw2 /

�
l2FP C 2Icr2

Icr4 D IS5 C �
m5r

2
5 C mcw5r

2
cw5 C m6 C mcw6 C mp C 3 .m2 C mcw2 /

�
l2EF C 2Icr3

(3.69)

3.3.1.2 Illustrative Examples and Numerical Simulations

Let us illustrate the suggested balancing approach using numerical simulations
carried out with ADAMS software. For this purpose, non-balanced and balanced
3-RPR parallel manipulators will be compared.

The chosen trajectory for simulations is a straight line of the controlled point of
the platform, achieved in tf D 0:25 s, between P0 D Œx0 y0�

T D Œ0:05m 0m�T and

Pf D �
xf yf

�T D Œ0:2m 0m�T with a rotation of the platform from 	0 D 0ı to
	f D 30ı. For the displacement of the mechanism, fifth order polynomial laws are
used and therefore the trajectory is defined by the following expressions:

8
<

:

x.t/ D x0 C s.t/.xf � x0/
y.t/ D 0

	.t/ D 	0 C s.t/.	f � 	0/

(3.70)

with

s.t/ D 10

t3f
t3 � 15

t4f
t4 C 6

t5f
t5 (3.71)
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Fig. 3.12 Shaking force and shaking moment before (solid line) and after (dashed line) the
addition of the counterweights, and after the addition of the counter-rotations (gray line).
(a) Shaking force along x-axis; (b) shaking force along y-axis; (c) shaking moment around z-axis

The parameters used for the simulations are the followings

• lOE D 0m, lOAi D 0:35m, lBiCi D 0:05m, lCiP D 0:1m, lEF D 0:15m and
lFP D 0:1581m,

• r1 D 2, r2 D r5 D r6 D 0:5,
• m1 D 0:75 kg, m2 D 0:37 kg, m5 D 0:42 kg, m6 D 0:47 kg; mp D 1 kg,
• IS1 D 0:00344kg m2, IS2 D 0:00025kg m2, IS5 D 0:00122kg m2,

IS6 D 0:00146kg m2, Ip D 0:00436kg m2.

For such parameters and such a trajectory, the shaking force and shaking moment
are computed using ADAMS software and are presented in Fig. 3.12 (solid line).
Then, we add the counterweights and the idler loop EFP to the mechanism. The
position coefficients of the counterweights are all equal to rcwj D �0:5 .j D
1; 2; 5; 6/. Therefore, the added masses are equal to mcw1 D 0:75 kg, mcw2 D
0:37 kg, mcw5 D 6:92 kg, mcw6 D 21:66 kg. The new values of the shaking force
and moment are presented in Fig. 3.12 (dashed line). It is possible to see that with
the added counterweights the shaking efforts are cancelled, while the maximal
value of shaking moment is increased by a factor 17. Finally, we add the counter-
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rotations. Their values are equal to Icr1 D 0:01917kg m2, Icr2 D 0:02665kg m2,
Icr3 D 0:18169kg m2, Icr4 D 0:72781 kg m2. With such counter-rotations, the
shaking moment is balanced (in gray line in Fig. 3.12c).

3.3.2 Complete Shaking Force and Shaking Moment
Balancing Using Scott–Russell Mechanism

In this sub-section, another approach for complete shaking force and shaking
moment balancing is developed, which consists of adding Scott–Russell mecha-
nisms (mechanisms made of RRR Assur groups) to each leg of the initial architecture
of a manipulator. This approach enables a reduction in the number of counter-
rotations.

3.3.2.1 Properties of the Scott–Russell Mechanism

Let us observe a simple slider-crank mechanism (Fig. 3.13). The center of mass of
link i .i D 1; 2; 3/ is denoted as Si. Link i has a mass mi and an axial moment of

inertia ISi . The positions of the centers of mass are
��!
AS1 D r1

�!
AB,

��!
BS2 D r2

�!
BC,��!

CS3 D l3r3x, r1, r2 and r3 being dimensionless coefficients, and l3 being a constant
length.

It is known that the complete shaking force and shaking moment balancing of
a general slider-crank mechanism can be obtained by adding two counterweights
mounted on the links and two pairs of counter-rotations. However, it is possible
to balance this mechanism without counter-rotation if it has specific geometrical
parameters, as in Scott–Russell mechanisms (a D 0m, lAB D lBC—Fig. 3.13).

Let us consider the balancing of this mechanism. The expression of the shaking
force fsh of a slider-crank mechanism can be written as:

Fig. 3.13 A general
slider-crank mechanism
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fsh D
3X

iD1
mi RrSi D .m1r1 C m2/ RrB C .m2r2 C m3/ a (3.72)

with

a D lBC

�
R�2
�� sin �2

cos �2

	
� P�22

�
cos �2
sin �2

	�
(3.73)

RrB being the acceleration of point B.
The constant terms of (3.72) can be cancelled by the addition of two counter-

weights located at Mj, .j D 1; 2/ (Fig. 3.13), whose masses are denoted as mcwj .

Their positions are equal to:
��!
AM1 D rcw1

�!
AB,

��!
BM2 D rcw1

�!
BC, rcw1 and rcw2 being

dimensionless coefficients. With the addition of the counterweights, the shaking
force becomes:

fsh� D fsh C .mcw1rcw1 C mcw2 / RrB C mcw2rcw2a (3.74)

Thus, the shaking force is balanced if:

mcw2 D �m2r2 C m3

rcw2
and mcw1 D �m1r1 C m2 C mcw2 C m3

rcw1
(3.75)

The expression of the angular momentum HA (expressed at point A) is:

HA D
3X

jD1

�
mj
�
xSj PySj � ySj PxSj

��C
2X

jD1



mcwj

�
xMj PyMj � yMj PxMj

�C ISj
P�j

�
(3.76)

where xQ, yQ, PxQ, and PyQ are the position and velocities of any point Q along x and
y axes, respectively [Q being either point Sj or Mj, .j D 1; 2; 3/].

Developing and introducing (3.75) into (3.76),

HA D �
IS1 C �

m1r
2
1 C mcw1r

2
cw1 C m2 C mcw2 C m3

�
l2AB

� P�1
C �

IS2 C �
m2r

2
2 C mcw1r

2
cw1 C m3

�
l2BC

� P�2
(3.77)

with

P�2 D � PyB .xC � xB/C .a � yB/ .PxC � PxB/

l2BC

(3.78)

where xB, yB, xC are the coordinates along x and y axes of points B and C,
respectively, and PxB, PyB, PxC their velocities.
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In order to cancel the shaking moment Msh
A , the angular momentum has to be

constant or null. Developing (3.77), Msh
A can be cancelled if a D 0 and lAB D lBC

(in such a case, P�1 D � P�2) and if:

IS1 C �
m1r

2
1 C mcw1r

2
cw1 C m2 C mcw2 C m3

�
l2AB

� IS2 � �
m2r

2
2 C mcw1r

2
cw1 C m3

�
l2BC D 0

(3.79)

3.3.2.2 Balancing of a Manipulator’s Leg Using a Scott–Russell
Mechanism

Now let us consider a manipulator’s leg with an added Scott–Russell mechanism
(i.e., an additional RRR Assur group—Fig. 3.14). Let us denote as S4 the center of
mass of link 4, which has a mass m4 and an axial moment of inertia IS4 . The position

of S4 is such that:
��!
AS4 D l3r4u, r4 being a dimensionless coefficient and u a unit

vector along
��!
CS3.

Now the shaking force becomes:

fsh D .m1r1 C mcw1rcw1 C m2 C mcw2 C m3/ RrB C .m3r3 C m4r4/ a1

C .m2r2 C mcw2rcw2 C m3/ a2
(3.80)

with

a1 D l3

�
R�03
�� sin �03

cos �03

	
� P�203

�
cos �03
sin �03

	�

a2 D lAB

�
 R�03 � R�41
� �� sin .�03 � �41/

cos .�03 � �41/
	

�

 P�03 � P�41

�2 �cos .�03 � �41/
sin .�03 � �41/

	�

(3.81)

At this step, only one supplementary counterweight is necessary for the can-
cellation of the shaking force, but it could be demonstrated after more derivations
that another is necessary for the cancellation of the shaking moment. Therefore, we

Fig. 3.14 A manipulator leg
with added Scott–Russell
mechanism
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propose adding this additional counterweight directly. The two counterweights are

located at points M3 and M4, defined such that:
��!
CM3 D rcw3 l3u,

��!
AM4 D rcw4 l3u, rcw3

and rcw4 being dimensionless coefficients. Their masses are respectively denoted
mcw3 and mcw4 . With the addition of the counterweights, the shaking force becomes:

fsh� D fsh C mcw3 RrB C mcw3a1 C .mcw3rcw3 C mcw4rcw4 / a2 (3.82)

Thus, the shaking force is cancelled if:

mcw4 D �m4r4
rcw4

mcw3 D �m3r3
rcw3

mcw2 D �m2r2 C m3 C mcw3

rcw2

mcw1 D �m1r1 C m2 C mcw2 C m3 C mcw3

rcw1

(3.83)

Developing and simplifying, the expression of the angular momentum is equal
to:

HA D Ieq1
P�03 C Ieq2

P�41 (3.84)

with

Ieq1 D
4X

iD1
ISi C



m1r

2
1 C mcw1r

2
cw1 C m2 .1 � r2/

2 C mcw2 .1 � rcw2 /
2
�

l2AB

C �
m3r

2
3 C mcw3r

2
cw3 C m4r

2
4 C mcw4r

2
cw4

�
l23 (3.85)

Ieq2 D IS1 C �
m1r

2
1 C mcw1r

2
cw1 C m2 C mcw2 C m3

�
l2AB

� IS2 � �
m2r

2
2 C mcw2r

2
cw2 C m3

�
l2BC (3.86)

From (3.79), Ieq2 D 0. Therefore, the shaking moment of the leg can be cancelled
using a simple counter-rotation Icr with an axial moment of inertia equal to Ieq1 .

3.3.2.3 Shaking Moment and Shaking Force Balancing
of the 3-RPR Manipulator

Now, let us apply such an approach to the 3-RPR mechanism. First of all, let us
substitute the platform mass by three points masses located at C1, C2, and C3, with
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the values of mass equal to mp1 , mp2 , and mp3 , respectively [38, 73, 75]. Such a
condition can be obtained if:

mpi D mp=3 and Ip D 3mpi l
2
CiP (3.87)

Such a decomposition of the platform enables us to consider the shaking force
and shaking moment balancing of each leg of the mechanism. Then, modifying each
leg in order to obtain a mechanism similar to a Scott–Russell linkage, the shaking
force and shaking moment are cancelled if:

mcw4 D �m4r4
rcw4

mcw3 D �m3r3 C mpi

rcw3

mcw2 D �m2r2 C m3 C mcw3 C mpi

rcw2

mcw1 D �m1r1 C m2 C mcw2 C m3 C mcw3 C mpi

rcw1

0 D IS1 C �
m1r

2
1 C mcw1r

2
cw1 C m2 C mcw2 C m3

�
l2AiBi

� IS2 � �
m2r

2
2 C mcw2r

2
cw2 C m3

�
l2BiCi

, and

Icr D
4X

iD1
ISi C



m1r

2
1 C mcw1r

2
cw1 C m2 .1 � r2/

2 C mcw2 .1 � rcw2 /
2
�

l2AiBi

C �
m3r

2
3 C mcw3r

2
cw3 C m4r

2
4 C mcw4r

2
cw4 C mpi

�
l23

(3.88)
taking into account that Icr is the axial moment of inertia of the counter-rotations
(Fig. 3.15).

Thus, with this approach it is possible to create a fully balanced shaking force and
shaking moment 3-RPR mechanism with only three counter-rotations (Fig. 3.15),
i.e., this method enables a reduction in the number of counter-rotations by a factor
of two.

3.3.2.4 Illustrative Examples and Numerical Simulations

The parameters used for the simulations are the followings

• lOAi D 0:35m, lAiBi D lBiCi D 0:25m, lCiP D 0:1m and l3 D 0:025m,
• r1 D r2 D 0:5, r3 D 0 and r4 D 4,
• m1 D 1:09 kg, m2 D 1:1 kg, m3 D 0:37 kg, m4 D 0:75 kg; mp D 1 kg,
• IS1 D 0:00738 kg m2, IS2 D 0:58389 kg m2, I3 D 0:00344 kg m2,

IS4 D 0:00025kg m2, and Ip D 0:01 kg m2.
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Fig. 3.15 Schematics of a
shaking force and shaking
moment balanced 3-RPR
mechanism
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For these new parameters and for the trajectory used in Sect. 3.3.1, taking into
account that the position coefficients of the counterweights are equal to rcwj D �0:5
.j D 1; 3; 4/, rcw2 D �1, the new values of the counterweights are: mcw1 D 3:17 kg,
mcw2 D 11:71 kg, mcw3 D 0:33 kg, mcw4 D 0:75 kg. The shaking force and
shaking moment are then computed (dashed line in Fig. 3.16). Finally, we add the
counter-rotations. Their values are equal to Icr D 1:56907kg m2. With such counter-
rotations, the shaking moment is balanced (gray line in Fig. 3.16c).

Finally, it should be noted that the combination of the proposed two techniques of
balancing enables the creation of fully balanced parallel manipulators with modified
legs. As examples, different structures of balanced manipulators are presented
in Fig. 3.17 (3-RPR, 3-PRR and 3-PRP) in which one leg with a prismatic pair
is replaced by a leg with only revolute joints. Such a modification allows the
displacement of the center of mass of the manipulator to C3 and then to balance
the manipulator via the modified leg C3B3A3.

In the same way, it is possible to balance a parallel manipulator with prismatic
pairs by adding fewer Scott–Russell mechanisms. The balancing schemes for
several parallel manipulators are presented in Fig. 3.18.

Thus, it has been presented new balancing schemes for the shaking force and
shaking moment of planar parallel manipulators whose legs are made of prismatic
pairs.

Usually, the balancing of parallel manipulators with prismatic pairs is only
attained via a considerably complicated design. This section showed that it is
possible to balance planar parallel mechanisms using Scott–Russell mechanisms.
Such an approach enables a division of the number of counter-rotations by two.
Numerical simulations carried out using ADAMS software validated the obtained
results and illustrated that the suggested balancing enables the creation of a parallel
manipulator transmitting no inertia load to its base.
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Fig. 3.16 Shaking force and shaking moment before (solid line) and after (dashed line) the
addition of the counterweights, and after the addition of the counter-rotations (gray line).
(a) Shaking force along x-axis; (b) shaking force along y-axis; (c) shaking moment around z-axis

3.4 Conclusions

For all balancing method, the main challenge is the trade-off between the complexity
of the balanced mechanism and the quality of balancing. In the present chapter, we
have proposed a solution which allows the reduction of the balancing complexity
by comparison with the usual approaches. The idea was to slightly modify the
mechanism design by adding to it Assur groups, i.e. groups which do not add any
supplementary degree of freedom into the mechanism. The use of such a solution
was detailed for the shaking force and shaking moment balancing of:

• the in-line four-bar linkage
• the planar parallel robots with prismatic pairs.
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Fig. 3.17 Complete shaking force and shaking moment balancing of planar manipulators with
prismatic pairs via structural modification of one leg. (a) Balanced 3-RPR parallel manipulator;
(b) balanced 3-PRR parallel manipulator; (c) balanced 3-PRP parallel manipulator

For both types of mechanisms, the proposed solution allowed the reduction (or
even the cancellation in the case of the four-bar linkage) of the number of counter-
rotations used for obtaining the shaking moment balancing, which decreases the
design complexity and the inherent problems due to the use of counter-rotations
(backlash, noise, vibrations, etc.).

All theoretical developments were validated via simulations carried out using
ADAMS software. The simulations showed that the obtained mechanisms transmit-
ted no inertia loads to their surroundings, i.e. the sum of all ground bearing forces
and their moments were eliminated.
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Fig. 3.18 Complete shaking force and shaking moment balancing of planar manipulators with
prismatic with reduced number of Scott–Russell mechanisms. (a) Balancing of 3-RPR parallel
manipulator; (b) balancing of 3-PRR parallel manipulator; (c) balancing of 3-PRP parallel
manipulator
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Chapter 4
Design of Reactionless Planar Parallel
Manipulators with Inertia Flywheel
or with Base-Mounted Counter-rotations

Vigen Arakelian

Abstract This chapter discusses the development of reactionless planar parallel
manipulators, which apply no reaction forces or moments to the mounting base
during motion. Design equations and techniques are proposed which allow for the
dynamic substitution of the mass of the moving platform of a parallel manipulator
by three concentrated masses. The dynamic model of the moving platform conse-
quently represents a weightless link with three concentrated masses. This allows
for the transformation of the problem of the design of a reactionless manipulator
into a problem of balancing pivoted legs carrying concentrated masses. The total
angular momentum of the manipulator can be reduced to zero using two approaches:
(1) on the basis of counter-rotations, and (2) using an inertia flywheel rotating with a
prescribed angular velocity. The suggested solutions are illustrated through 3-DOF
3-RRR planar parallel manipulators. Computer simulations and the results verified
by showing that the manipulator are indeed reactionless, there being no forces or
moments transmitted to the base during motion of the moving platform.

Keywords Shaking force • Shaking moment • Balancing • Reactionless
manipulators • parallel manipulators

4.1 Introduction

In high-speed mechanical systems, mass balancing of the moving links brings
about a reduction of the variable dynamic loads on the frame and, as a result, a
reduction of vibrations. Different approaches and solutions have been developed
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and documented [1–3] but, despite its long history, mechanism balancing theory
continues to develop and new approaches and solutions are constantly being
reported. A new field for their application is the design of fast parallel manipulators,
which are very efficient for advanced robotic applications. Previous work on the
problem of balancing of parallel manipulators may be arranged in the following
groups.

(a) Shaking force balancing by counterweights mounted on the movable links of
the parallel manipulator [4–9]: The aim of these balancing methods is the
redistribution of movable masses by adding counterweights to the links, which
allows the fixation of the common centre of mass of the moving links of the
manipulator. After such a redistribution of the masses, the gravitational and
inertia forces are cancelled.

(b) Gravitational force balancing by springs mounted on the movable links of
the parallel manipulator [8–13]: Such a balancing can be defined as when
the weights of the links do not produce any force on the actuators for any
configuration of the manipulator; that is, potential energy of the parallel
manipulator is constant for all possible configurations. It should be noted that
many results in the field of balancing of robotic arms and linkages [14–19] can
be successfully applied to the balancing problems of parallel manipulators.

(c) Gravitational force balancing by secondary mechanisms coupled with the
parallel manipulator [20–26]: In this case the balancing element, which can be
a spring [20], a counterweight [21] or an actuating power cylinder [22–24], is
mounted on the links of the secondary mechanism. In these studies the added
system is a pantograph linkage which allows the gravitational forces to be
balanced.

These approaches have been developed for inertia or gravitational force bal-
ancing of parallel manipulators. In the case of the shaking force balancing the
mentioned methods allow the cancellation of the resultant of all reaction forces
at the frame. However, the unbalanced angular moments create a moment on the
frame, which can also be significant.

Among several works on this subject, studies devoted to the design of reac-
tionless parallel manipulators [25, 26] should be highlighted. These manipulators
are of interest because the inertia forces are cancelled together with the total
angular momentum of the manipulator. Such a design enables the cancellation of
the reaction forces and torques at the frame of the parallel manipulator.

In this study thought the design of reactionless 3-DOF 3-RRR planar parallel
manipulators and the proposed balancing technique are disclosed.
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4.2 3-DOF 3-RRR Planar Parallel Manipulator
and Dynamic Model with Concentrated Masses
(A Special Shape of the Moving Platform)

The moving platform of a planar 3-DOF 3-RRR parallel manipulator is connected
to its legs by three revolute joints Pi .i D 1; 2; 3/ (Fig. 4.1).

Each leg comprises two links connected by revolute joints Ai.i D 1; 2; 3/ and
they are mounted on the frame by revolute joints Oi.i D 1; 2; 3/. The input
parameters of such a manipulator are defined by the joint angles � i.i D 1; 2; 3/

of each leg and the output parameters by the pose of the moving platform, i.e. its
orientation ® and position of one point of the moving platform, by example, the
centre of mass of the moving platform (xO, yO).

Note that all axes of revolute joints are parallel; that is, this is a mechanism in
which all points of the links describe paths located in parallel planes.

Thus the conditions for dynamic substitution of the mass of the platform
(Fig. 4.2) by three concentrated masses situated on the axis of joints Pi.i D 1; 2; 3/

are the following:

3X

iD1
mi D mpl (4.1)

Fig. 4.1 Planar 3-DOF
3-RRR parallel manipulator

Fig. 4.2 Moving platform of
the parallel manipulator and
the point masses
mi.i D 1; 2; 3/
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3X

iD1
mixi D 0 (4.2)

3X

iD1
miyi D 0 (4.3)

3X

iD1
mi
�
x2i C y2i

� D Ipl.zz/ (4.4)

where mi are point masses located on the joint axis; xi and yi are coordinates of
point masses with respect to the platform frame xOy; mpl is the mass of the moving
platform and Ipl(zz) is the axial moment of inertia of the moving platform with respect
to the centre of mass.

Thus, if we have a platform with such a redistribution of masses, when the
conditions (4.1)–(4.4) are fulfilled, the mass of the platform can be dynamically
substituted by three concentrated masses; that is, the platform can be considered as
a weightless link with three point masses attached.

A design example of such a platform is now considered. Figure 4.3 shows a
platform of a parallel manipulator, which represents a cylinder of radius R. The
axial moment of inertia of this platform with respect to the centre of the mass is
equal to Jpl.zz/ D mplR2=2. If it is desired to substitute dynamically the mass of
the platform by three point masses disposed on the vertices of an isosceles triangle
P1P2P3, it is necessary to situate the revolute joints Pi at distances r D R=

p
2 from

the centre O. In this case the axial moment of inertia of the three point masses and
the moving platform are identical. This is an example of conceivable shape, but it
is obviously possible to find several examples which allow the dynamic substitution
of the mass of the platform by three concentrated masses.

Fig. 4.3 A special shape of the moving platform: (a) drawing in 2D; (b) CAD model in 3D
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Thus, we can replace the effect of mass and inertia of the moving platform
by three point masses, which are at the end of each leg. This model allows the
transformation of the manipulator balancing problem into one of balancing the legs.
The latter is much simpler than the former.

4.3 Balancing of Legs

4.3.1 Balancing by Counter-rotations

The suggested balancing method is based on balancing of the inertia forces by
means of counterweights mounted on the links and balancing of the total angular
momentum by means of counterweights with planetary gear trains to generate the
counter-rotations.

4.3.1.1 Shaking Force Balancing

In order to achieve the dynamic balancing of the manipulator, we first have to ensure
that it is force-balanced, i.e. statically balanced. As mentioned above, the mass of
the moving platform is substituted by three equivalent point masses located at the
legs; that is, each leg of the manipulator can be balanced independently.

The centre of mass of each leg relative to its base Oi (Fig. 4.4) can be found by
the expressions

xSi D .m2ix2i C m3ix3i C mixPi/ = .m2i C m3i C mi/ (4.5)

ySi D .m2iy2i C m3iy3i C miyPi/ = .m2i C m3i C mi/ (4.6)

where

x2i D rS2i cos �i (4.7)

y2i D rS2i sin �i (4.8)

x3i D l2i cos �i C rS3i cos �iC3 (4.9)

Fig. 4.4 Modeling of leg i of
the planar parallel
manipulator (iD 1, 2, 3)
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y3i D l2i sin �i C rS3i sin �iC3 (4.10)

xPi D l2i cos �i C l3i cos �iC3 (4.11)

yPi D l2i sin �i C l3i sin �iC3 (4.12)

m2i and m3i are the masses of links 2i and 3i; mi is the point mass obtained from
dynamic substitution of masses of the platform; rS2i D lOiS2i is the distance of the
centre of mass S3i of the link 3i from the joint centre Ai; rS3i D lAiS3i is the distance
of the centre of mass S2i of the link 2i from the joint centre Oi; l2i D lOiAi and
l3i D lAiPi are the lengths of the links 2i and 3i.

It is clear that the motion of the centre of mass of each leg is generated by the two
angles � i and �iC3. Thus, for the position of the centre of mass to remain constant
and located at the axis Oi, it is sufficient that the coefficients of the variables � i and
�iC3 be equal to zero, i.e.

m3irS3i C mil3i D 0 (4.13)

m2irS2i C .mi C m3i/ l2i D 0 (4.14)

The conditions (4.13) and (4.14) can be satisfied by adding two counterweights
mounted on links 2i and 3i, which produce negative values of radii rS2i and rS3i.

After such a redistribution of masses, all moving masses of the manipulator can
be replaced by three fixed masses mOi D m2i C m3i C mi .i D 1; 2; 3/ located at the
axis Oi and the centre of mass of the manipulator is located at the centre of these
three fixed masses. Thus, the centre of mass of the manipulator remains motionless
for any motion of links and hence, the manipulator transmits no inertia loads to its
base.

4.3.1.2 Shaking Force and Shaking Moment Balancing

Now that the inertia force balancing is achieved, we have to consider the cancellation
of the shaking moment. As in the first case, we consider the balancing of the
manipulator legs. There are several approaches for complete shaking moment
balancing of articulated dyads with two revolute joints. The balancing method
applied in this case is based on the shaking moment balancing by means of
counterweights with planetary gear trains carrying out the counter-rotations. The
dynamic balancing scheme of each leg is designed in the following manner. The
gear 3GRi (Fig. 4.5) is mounted on the rotation axis Oiof input link 2i and is linked
kinematically with 3i through belt transmission 6i. It meshes also with gear 4i
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Fig. 4.5 Dynamic balancing
scheme of legs (iD 1, 2, 3)

mounted on the base. The gear 2GRi is mounted on input link 2i and meshes with
gear 5i mounted on the rotation axis Bi. It should be noted that the joint between the
gear 3GRi and the frame is different from the joint Oi and it will be designated O3RGi.

Thus the shaking moment may be balanced by the moment of inertia of gears
4i and 5i taking into account that the angular velocities of links are the following:
P�4i D � P�iC3 and P�5i D � P�i.

After shaking force balancing, the shaking moment applied on the base is
constant relative to any point; that is, for a given position of the manipulator it has
the same value for any point of the base and can be expressed as

Msh D
3X

iD1
Msh

i D
3X

iD1

dHOi

dt
.i D 1; 2; 3/ (4.15)

where HOi is the angular momentum of the moving links of each leg with
respect to Oi.

In order to have a shaking moment equal to zero for all trajectories, the sum of
the angular momentum of the legs must be constant over time.

The angular momentum for each leg with added planetary gear trains can be
written as

HOi D m2i .x2i Py2i � y2i Px2i/C I2i
P�i C I2GRi

P�i C I5i
P�5i

C m3i .x3i Py3i � y3i Px3i/C I3i
P�iC3 C I3RGRi

P�iC3 C I4i
P�4i

C mi .xPiPyPi � yPiPxPi/ ; .i D 1; 2; 3/ (4.16)

where I2i and I3i are the moments of inertia of links 2i and 3i about the centres of
mass of the links (axial moment of inertia), I2GRi and I3GRi are the axial moments of
inertia of gears 2GRi and 3GRi and I4i and I5i are the axial moments of inertia of the
added gears.

We substitute Eqs. (4.7)–(4.12) and their derivatives into Eq. (4.16) and, taking
into account condition (4.13), we obtain the following expression of the angular
momentum for each leg:
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HOi D �
I3GRi C I3i C m3ir

2
3Si C mil

2
3i

� P�iC3 C I4i
P�4i

C �
I2GRi C J2i C m2ir

2
2Si C .m3i C mi/ l22i

� P�i C I5i
P�5i; .i D 1; 2; 3/

(4.17)

from which we obtain the conditions of shaking moment balancing:

I4i D I3GRi C I3i C m3ir
2
3Si C mil

2
3i (4.18)

I5i D I2GRi C I2i C m2ir
2
2Si C .m3i C mi/ l22i (4.19)

Hence, any 3-DOF 3-RRR parallel manipulator satisfying Eqs. (4.1)–(4.4),
(4.13), (4.14), (4.18) and (4.19) will be dynamically balanced, i.e. reactionless.

The disadvantage of the suggested balancing scheme is the need for the connec-
tion of gears to the oscillating links. The oscillations of the links of the manipulator
will create noise unless expensive anti-backlash gears are used.

Anti-backlash gears are devices that bias the gear always to favour one side of the
tooth through spring action. Regardless of the direction of movement, they should
always “push” up against the same side of the tooth. They are basically comprised
of two gears that are spring-loaded in opposing directions. One gear is attached to
the mechanism being moved, and the other simply “floats” to provide the bias.

4.3.2 Numerical Example and Simulation Results

We shall now examine the ground bearing forces and the ground bearing moments
of a 3-DOF 3-RRR parallel manipulator which is fully force and moment balanced.
The geometry and mass distribution parameters of the links are listed in Table 4.1.

The platform of the examined parallel manipulator represents a cylinder with
radius R D 0:082 m and m D 3 kg. As a result, Ipl.zz/ D 0:01 kgm2 (so that mi D
1 kg and ri D 0:058 m .i D 1; 2; 3/). The drivers are given by the expressions
�i D ai� C bi .2�t=T � sin .2�t=T//, where a1 D 1=3, a2 D 4=3, a3 D 10=3,
b1 D 1=6, b2 D �1=6, b3 D 1=12 and T D 0:3sec. The angles of the input links
� i are measured with respect to the global X-axis. The driver functions give zero
velocity and acceleration at the start and end of the motion.

Figures 4.6 and 4.7 show the resultant bearing forces of the balanced planar
3-DOF 3-RRR manipulator along the X- and Y-axes.

In Fig. 4.8 are presented the variations of the moment of the ground bearing
forces and the reactions of the input torques.
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Table 4.1 Parameters of the
balanced manipulator

Legs
Parameter 1 2 3

XOi (m) 0 0.46 0.22
YOi (m) 0 0 0.4
l2i (m) 0.18 0.18 0.18
l3i (m) 0.18 0.18 0.18
xPi (tD 0), (m) 0.18 0.28 0.22
yPi (tD 0), (m) 0 0 0.087
mi (kg) 1 1 1
ri (m) 0.058 0.058 0.058
m2i (kg) 7.2 7.2 7.2
r2Si (m) 0.09 0.09 0.09
m3i (kg) 2.6 2.6 2.6
r3Si (m) 0.07 0.07 0.07
J2i (kg m2) 0.02 0.02 0.02
J3i (kg m2) 0.017 0.017 0.017
J4i (kg m2) 0.068 0.068 0.068
J5i (kg m2) 0.2 0.2 0.2

Fig. 4.6 Variations of the ground bearing forces of the balanced manipulator along the X-axis

4.4 Balancing by Inertia Flywheel

In this section we consider the shaking moment cancellation of the fully force
balanced 3-DOF 3-RRR parallel manipulator by an inertia flywheel with prescribed
rotation. It is evident that this solution is constructively more efficient.

Figure 4.9 shows the fully force-balanced 3-DOF 3-RRR parallel manipulator
and balancing inertia flywheel, which is mounted on the base of the manipulator.
The conditions for balancing the shaking moment of the manipulator are determined
from the following consideration.
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Fig. 4.7 Variations of the ground bearing forces of the balanced manipulator along the Y-axis

Fig. 4.8 Variations of the
moment of the ground
bearing forces and the
reactions of the input torques
of the balanced manipulator

Fig. 4.9 Shaking moment
balancing of fully
force-balanced 3-DOF
3-RRR parallel manipulator
by an inertia flywheel

Please note that in this case the platform has axial inertia moment, which cannot

be dynamically substituted by three concentrated masses, i.e.
3X

iD1
mi
�
x2i C y2i

� ¤
Ipl.zz/.
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Thus, the angular momentum for the fully force-balanced manipulator can be
written as

H D
3X

iD1
HOi C
Ipl P	 D

3X

iD1

h�
J2i C m2ir

2
2Si C .m3i C mi/ l22i

� P�i

C �
J3i C m3ir

2
3Si C mil

2
3i

� P�iC3
i

C
Ipl P	 (4.20)

where
Ipl.zz/ D Ipl.zz/ �
3X

iD1
mi
�
x2i C y2i

�
.

Hence, the shaking moment is the following:

Msh D d

dt

 
3X

iD1
HOi C
Ipl.zz/ P	

!
D

3X

iD1



Ki

R�i C KiC3 R�iC3
�

C
Ipl.zz/ R	 (4.21)

where Ki D I2i C m2ir22Si C .m3i C mi/ l22i and KiC3 D I3i C m3ir23Si C mil23i.
To balance the shaking moment, an inertia flywheel with axial inertia moment

I* can be used. The angular acceleration of this inertia flywheel driven by a
complementary actuator 4 is the following:

R� D Msh=I� D
3X

iD1



Ki

R�i C KiC3 R�iC3
�

C
Ipl.zz/=I� (4.22)

It should be noted that the axial inertia moment of the flywheel must be selected
in such a manner that its rotation with prescribed acceleration will be feasible.
Therefore, the reaction of the balancing inertia flywheel on the frame cancels the
shaking moment due to the parallel manipulator. In other words, the actuator, which
rotates the balancing inertia flywheel with a prescribed angular acceleration R� , has
a reaction on the frame which is similar but opposite to the shaking moment of the
parallel manipulator. Thus, full shaking moment is annulled.

The angular velocity P�.t/ and angular displacements �(t) can be determined by
simple integration of the obtained values of R�.t/.

4.4.1 Numerical Example and Simulation Results

Let us consider a numerical example for computer simulation. As a model we could
use the previous example with the link parameters given in Table 4.1. However, for
the best illustration of the suggested balancing approach, we change the value of the
axial moment of inertia of the platform: Jpl.zz/ D 0:01 5kgm2; that is, the mass of the
platform cannot be dynamically substituted by three concentrated masses. It should
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Fig. 4.10 Angular accelerations of links

Fig. 4.11 Law of rotation of the balancing flywheel

be noted that in this case we do not need this condition. Thus, by substituting
statically the mass of the platform by three concentrated masses, the shaking force
balancing is carried out in the same way as in the previous case.

Then the angular accelerations of the movable links are determined (Fig. 4.10)
taking into account that the drivers are given by the expressions �i D ai� C
bi .2�t=T � sin .2�t=T//.i D 1; 2; 3/, where a1 D 1=3, a2 D 4=3, a3 D 10=3,
b1 D 1=6, b2 D �1=6, b3 D 1=12 and T D 0:3sec.

Now, by determining the shaking moment from Eq. (4.21) and taking as the
axial moment inertia of the flywheel I� D 0:01 kgm2, we determine the angular
acceleration of the balancing flywheel, which gives complete shaking moment
balancing of the manipulator. Figure 4.11 shows the obtained law of rotation of
the flywheel, which produces complete shaking moment balancing.
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4.5 Conclusions

A new field for shaking force and shaking moment balancing is the design of fast
parallel manipulators, which are very efficient for advanced robotic applications. In
this study, the shaking force and shaking moment balancing approach is developed
for planar parallel manipulators which is illustrated via 3-DOF 3-RRR parallel
manipulators. It is based on the dynamic substitution of the mass of the platform
by three concentrated masses situated at the axes of the revolute joints of the legs.
By application of this approach the dynamic model of the platform represents
a weightless link with three concentrated masses attached. This allows for the
transformation of the problem of shaking force and shaking moment balancing of
the manipulator into a problem of balancing legs carrying concentrated masses.
A design example of a platform with point masses is examined. However this
approach requires the use of counter-rotations which increase the mass and inertia
of the system. For this reason, a second approach is proposed, which allows the
cancellation of the shaking moment of the system by means of a flywheel. It should
be noted that such a solution can also be applied on planar serial manipulators.
Numerical examples confirm that after such a balancing, the manipulator transmits
no inertia loads to its surroundings; that is, the sum of all ground bearing forces and
their moments are eliminated.
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Chapter 5
Design of Reactionless Mechanisms
with Counter-Rotary Counter-Masses

Mario Acevedo

Abstract In this chapter a new method to find the force and moment balancing
conditions based on Natural Coordinates is introduced. The method is simple
and can be highly automated, it is very prone to be used in combination with
a system for the manipulation of symbolic expressions. These conditions can be
interpreted and used for the creation of dynamic balanced linkages by design. The
application of the method is demonstrated through the dynamic balancing of a
simple pendulum (open-loop linkage) and a general four-bar mechanism (closed-
loop linkage), particularly by the design of counter-rotary counter-masses applying
optimization. The resulting designs are presented and their virtual prototypes
simulated using a general multibody dynamics simulation software (ADAMS),
specifying the resulting geometry (dimensions), shaking force, shaking moment,
and driving torque.

Keywords Dynamic balancing • Counter rotary counter-masses • Optimization •
Planar mechanisms • Natural coordinates

5.1 Introduction

Force and moment balancing (dynamic balancing) of rigid body linkages with
constant mass links is a traditional but still very active area of research in mechanical
engineering. Its benefits are well known as machine vibrations often occur due to
dynamic unbalance inducing noise, wear, fatigue problems [1], limiting the full
potential of many machines. Mechanisms that are dynamically balanced do not
transmit vibrations to the base, a useful property in hand tools, in objects and
vehicles moving in free space, and in robotics.

But dynamic balancing of linkages has some difficulties and drawbacks. First
finding the balancing conditions may be complicated [2] and second a substantial
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amount of mass and inertia must generally be added [3, 4]. A complete overview of
dynamic balancing techniques and methods can be found in [5–7].

An increment in mass or inertia implies more power to drive the mechanism,
so research has therefore been focused on reducing these disadvantages. A way to
reduce the necessary mass and inertia to balance the mechanisms can be to use the
counter-masses, necessary for the force balance of the linkage, also for balancing
the moment. This principle, compared with other balancing principles, has shown
effective in the reduction of the additional mass and inertia, see [4, 8], and used
effectively to synthesize different dynamic balanced mechanisms using the double
pendulum as building element [9].

In this work a completely new general method to find the dynamic balancing
conditions, based on the use of Natural Coordinates [10], is introduced. The method
is direct and very easy to automate, and can be used to obtain the shaking force
and the shaking moment balancing conditions for the linkages in the plane and
in space, although at this time is presented only for planar mechanisms. Once the
balancing conditions are found, these are used to the effective design of reactionless
mechanisms with counter-rotary counter-masses.

The chapter is organized as follows: in Sect. 5.2 the new method is introduced,
showing how Natural Coordinates are very useful to directly obtain the balancing
conditions. In Sects. 5.3 and 5.4, the application of the method to the dynamic
balancing of a single pendulum and of a four-bar mechanism are presented. In
Sect. 5.5 some numerical examples are solved to obtain specific mechanisms
designs, and the results obtained from dynamic simulations made with ADAMS
are presented. Finally some concluding remarks are made in Sect. 5.6.

5.2 Balancing Conditions Using Natural Coordinates

For the effective design of reactionless mechanisms with counter-rotary counter-
masses it is necessary first to obtain the dynamic balancing conditions. In this
section a new method based on Natural Coordinates is presented. The method is
straightforward and can be easily automated, mainly it has the advantage of being
suitable for the application of a computer algebra system.

A dynamic balanced mechanism must be completely force and moment balanced.
In fact the mechanism that is not balanced by force first, cannot be balanced by
moments.

A mechanism is force balanced if its linear momentum, lm, is conserved. This
condition in general can be expressed as:

lm D
nX

iD1
li D cnt: (5.1)

where n is the number of total moving elements in the linkage.
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When working in reference-point coordinates (Cartesian Coordinates) the linear
momentum of body i can be calculated as:

li D
nX

iD1
mivi (5.2)

where vi and mi are the velocity of the center of mass and the mass of the ith moving
body, respectively.

On the other hand, a mechanism is moment balanced if its angular momentum,
hm, is conserved. This condition is expressed by:

hm D
nX

iD1
ri � .li/C hi D cnt: (5.3)

where ri is the position vector of the center of mass. Again when working in
reference-point coordinates the angular momentum of body i can be calculated as:

hi D Ii!i (5.4)

where Ii and !i are the inertia tensor with respect to the center of mass and the
angular velocity of the ith body, respectively.

So it is necessary to find equivalent expressions to Eqs. (5.2) and (5.4) in natural
coordinates to calculate the linear and angular momentum of the mechanism. In the
next subsections these expressions are developed.

5.2.1 Linear Momentum of a Body Using Natural Coordinates

Equations (5.1) and (5.3) are in general well recognized when using reference-point
coordinates (Cartesian Coordinates), but in this work we are interested on its form
in Natural Coordinates. So the first step to find this form is to develop each part of
the equations according to our goal.

When dealing with mechanical systems in the plain, Natural coordinates intro-
duce a set of points to define a body, the basic points, see [10] for a detailed
explanation. So a body can be modeled in Natural Coordinates with a pair of points,
i and j, as seen in Fig. 5.1. In this figure it can be noted an inertial fixed reference
frame XY, a local reference frame xy attached to the moving body at the basic
point i, .0; 0/. It is also noted that the second basic point j has its position in local
coordinates at .l; 0/, and that the center of mass of the body, point g, at .x; y/.

Using this pair of points and considering that the body has a total mass
concentrated at g equal to m, and a moment of inertia Ii with respect to the origin
of the local reference frame (point i), the constant mass matrix of a body can be
expressed as (see [10]):
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Fig. 5.1 A general model of
a body using Natural
Coordinates. Two basic
points, i and j, with a local
moving reference frame
attached to the body at point
i, the origin

M D

2

666664

m � 2mx
l C Ii

l2
0 mx

l � Ii
l2

� my
l

0 m � 2mx
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777775
(5.5)

The pair of basic points introduce a vector of four coordinates represented by qk,
the positions, and its time derivative Pq, the velocities:

q D �
xi yi xj yj

�T
(5.6)

Pq D � Pxi Pyi Pxj Pyj

�T
(5.7)

So it is possible to calculate a set of the linear momentum vectors associated with
the basic points in the body as:

M Pq D

2
666664

m � 2mx
l C Ii

l2
0 mx

l � Ii
l2

� my
l

0 m � 2mx
l C Ii

l2
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l
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l � Ii

l2
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l � Ii

l2
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l

Ii
l2

0
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l
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l � Ii

l2
0 Ii

l2

3
777775

2
666664
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777775

D
"

li

lj

#
(5.8)

where li and lj are the linear momentum associated with the points i and j,
respectively. They can be expressed as:

li D
2

4

� Ii
l2

� 2mx
l C m

� Pxi C �
mx
l � Ii

l2

� Pxj � my
l Pyj

� Ii
l2

� 2mx
l C m

� Pyi C my
l Pxj C �

mx
l � Ii

l2

� Pyj

3

5 (5.9)
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lj D
2

4

�
mx
l � Ii

l2

� Pxi C my
l Pyi C � Ii

l2

� Pxj

� my
l Pxi C �

mx
l � Ii

l2

� Pyi C � Ii
l2

� Pyj

3

5 (5.10)

Then the total linear momentum of the body is:

l D li C lj D
2

4

�
m � mx

l

� Pxi C �my
l

� Pyi C �
mx
l

� Pxj � �my
l

� Pyj

�my
l

� Pxi C �
m � mx

l

� Pyi C �my
l

� Pxj � �
mx
l

� Pyj

3

5 (5.11)

5.2.2 Angular Momentum of a Body Using Natural
Coordinates

The angular momentum of the body, represented by a pair of masses on points i and
j, with respect to its center of mass g can be calculated as:

hg D rig � li C rjg � lj (5.12)

where rig D Œ�x � y�T and rjg D Œ.x � l/ � y�T are the position vector of points
i and j with respect to the center of mass of the body expressed in the global fixed
reference frame, and can be calculated by:

rig D ANrigI rjg D ANrjg (5.13)

where Nrig and Nrjg are the position vector of i and j expressed in local coordinates,
while A is the rotation matrix:

A D 1

l

2

4
.xj � xi/ .yi � yj/

.yj � yi/ .xj � xi/

3

5 (5.14)

So the general form of the angular momentum of the body with respect to the
global fixed reference frame can be calculated as:

h D rg � l C hg (5.15)

where rg D ri � rig.
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5.3 Dynamic Balancing of a Single Pendulum

5.3.1 Linear and Angular Momentum

As an example of the application of the previous developed equations consider a
general single pendulum, Fig. 5.2, rotating at constant angular velocity !.

In this case points A and B can be identified as basic points, so the linear
momentum of the system can be obtained substituting the corresponding values in
Eq. (5.11):

l D lA C lB D
2

4

�
m � mx

l

� PxA C �my
l

� PyA C �
mx
l

� PxB � �my
l

� PyB

�my
l

� PxA C �
m � mx

l

� PyA C �my
l

� PxB � �
mx
l

� PyB

3

5 (5.16)

But the point A is fixed, so its velocity is zero. Substituting this result in the
previous equation the linear momentum of the single pendulum expressed in natural
coordinates can be obtained:

l D
2

4

�
mx
l

� PxB � �my
l

� PyB

�my
l

� PxB � �
mx
l

� PyB

3

5 (5.17)

This result clearly indicates that to have a constant (invariant) linear momentum
for the pendulum, the location of the center of mass must be the origin of the
local reference system, point A, that coincides with the origin of the global fixed
coordinate system. This means .x; y/ D .0; 0/. In practice it is necessary to add a
counterweight.

Fig. 5.2 A general model of
a single pendulum rotating at
constant angular velocity
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On the other hand, the angular momentum of the pendulum can be obtained by
substituting the corresponding values in Eq. (5.15), considering that the point A is
fixed, so finally obtaining:

h D IA

l2
.PyB xB � PxB yB/ (5.18)

By substituting the corresponding values of the coordinates of point B and its
derivatives:

xB D l cos.�/

yB D l sin.�/

PxB D �! l sin.�/

PyB D ! l cos.�/

in Eq. (5.18) it is possible to obtain the angular momentum of the single pendulum
expressed in reference-point coordinates. For example, in the case of a uniform bar
with its center of mass at the middle of its length:

h D ! IA (5.19)

but IA D Ig C m
�

l
2

�2
so:

h D !

"
Ig C m

�
l

2

�2#
(5.20)

This last results can indicate that to obtain a moment balanced pendulum, it is
necessary to add a counter-inertia moving with an opposite angular velocity.

It can also be seen that the equations of linear momentum and angular momentum
in Natural Coordinates have very simple forms and, as should be expected, they are
correct only if the positions and velocities used are consistent with the kinematic
constraints of the system.

5.3.2 Dynamic Balancing

For the dynamic balancing of a single pendulum it is necessary the addition of a
counterweight, Eq. (5.17), and the addition of a counter-inertia, Eq. (5.18). Both the
counterweight and the counter-inertia can be added as single counter-rotary counter-
mass that rotates with an opposite angular velocity with respect to the angular
velocity of the pendulum, as can be seen in Fig. 5.3. In Fig. 5.3, body one is the
extended bar that works as the pendulum, defined by two basic points, A and B. The
counter-rotary counter-mass used to dynamic balance the pendulum is the second
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Fig. 5.3 A single pendulum, dynamic balanced by a counter-rotary counter-mass

body, defined by two basic points, C and D. It is important to note that points A and
C have the same position and velocity, so strictly they are the same point.

Using Eq. (5.1) and applying Eq. (5.11) for each body, the linear momentum of
the system in Fig. 5.3 can be calculated. The following result can be obtained, taking
into account that in a general solution, the center of mass of the system must be in
the line defined by points A and B (yg1 D 0):

lm D

2

664



� m1 xg1

lc1Cl1
C m2 C m1

�
PxA C m1 xg1

lc1Cl1
PxB



� m1 xg1

lc1Cl1
C m2 C m1

�
PyA C m1 xg1

lc1Cl1
PyB

3

775 (5.21)

where xg1 is the location of the center of mass of the bar with respect to the local
reference frame of body one, with the origin at A.

As mentioned before, Eq. (5.21) will be correct as long as the correct values of the
velocities are substituted. This velocities should come from the solution of velocities
problem, this means to solve the time derivative of the constraint equations of the
system (generally the closed-loop equations). Then in this case the corresponding
values of the velocities are:

PxA D lc1 !1 sin.�1/

PyA D �lc1 !1 cos.�1/

PxB D �l1 !1 sin.�1/

PyB D l1 !1 cos.�1/ (5.22)



5 Design of Reactionless Mechanisms with Counter-Rotary Counter-Masses 91

so the linear momentum of this system is:

lm D

2

664

f!1 sin.�1/g
n
lc1



� m1 xg1

lc1Cl1
C m2 C m1

�
� l1 m1 xg1

lc1Cl1

o

� f!1 cos.�1/g
n
lc1



� m1 xg1

lc1Cl1
C m2 C m1

�
� l1 m1 xg1

lc1Cl1

o

3

775 (5.23)

which is invariant if:

lc1

�
� m1 xg1

lc1 C l1
C m2 C m1

�
� l1 m1 xg1

lc1 C l1
D 0

meaning that the force balancing condition of the system is:

xg1 D lc1

�
m2

m1

C 1

�
(5.24)

On the other hand, using Eq. (5.3) and applying Eq. (5.18) for each body, the
angular momentum of the system can be formulated. And substituting the force
balancing condition, Eq. (5.24), the velocities at Eq. (5.22), and the corresponding
positions:

xA D �lc1 cos.�1/

yA D �lc1 sin.�1/

xB D l1 cos.�1/

yB D l1 sin.�1/ (5.25)

the final form of the angular momentum can be obtained as:

hm D !1
�
I1 � lc21 .m1 C m2/

�C !2 I2 (5.26)

where I1 is the inertia moment with respect to the local coordinate system of body
one at point A, and I2 is the inertia moment with respect to the local coordinate
system of body two at point C. In this case:

I1 D Ig1 C lc21

�
m2
2

m1

C 2m2 C m1

�

I2 D Ig2
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where Ig1 and Ig2 are the moments of inertia with respect to the corresponding center
on mass of each body. Additionally it is known that:

!2 D �
�

lc1
R2

�
!1 (5.27)

so the angular momentum of the system is:

hm D !1

�
Ig1 C lc21

�
m2
2

m1

C m2

�
�
�

lc1
R2

�
Ig2

	
(5.28)

Then to obtain an invariant angular momentum the following moment balancing
condition must be maintained:

�
Ig1 C lc21

�
m2
2

m1

C m2

�
�
�

lc1
R2

�
Ig2

	
D 0 (5.29)

In this way Eqs. (5.24) and (5.29) are the design conditions to obtain a dynamic
balanced single pendulum.

5.4 Dynamic Balancing of a Four-Bar Mechanisms

Consider now a general four-bar mechanism as the one shown in Fig. 5.4, that is
modeled in Natural Coordinates. In this case body one is defined with points A and
B, body two is defined with points B and C, and body three is defined with points C
and D. The origin of the local reference frames is also indicated, being at A, B, and
C, respectively.

Fig. 5.4 A four-bar mechanism modeled in Natural Coordinates
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The total linear momentum of this mechanism can be obtained by calculating the
linear momentum of each body and then applying the Eq. (5.1) to get:

lm D
2

4
a PxB C b PyB C c PxC C d PyC

a PyB C b PxB C c PyC C d PxC

3

5 (5.30)

where:

a D
�

�m2 x2
l2

C m1 x1
l1

C m2

�

b D
�

m2 y2
l2

� m1 y1
l1

�

c D
�

�m3 x3
l3

C m2 x2
l2

C m3

�

d D
�

m3 y3
l3

� m2 y2
l2

�
(5.31)

The Eq. (5.31), equated to zero, are the force balancing conditions of the four-bar
mechanism:

�
�m2 x2

l2
C m1 x1

l1
C m2

�
D 0

�
m2 y2

l2
� m1 y1

l1

�
D 0

�
�m3 x3

l3
C m2 x2

l2
C m3

�
D 0

�
m3 y3

l3
� m2 y2

l2

�
D 0 (5.32)

This result is exactly the same as the one obtained in [11].
On the other hand, the angular momentum of the mechanisms can be obtained

using Eq. (5.3), calculating previously the angular momentum of each body
applying Eq. (5.15). In this case the angular momentum of the system is:

hm D PxB .�e yB � h xC C f yC/

C PyB .e xB C f xC � h yC/

C PxC

�
h xB C f yB � g yC � l4

l3
m3 y3

�

C PyC

�
e xB C h yB C g xC � l4

l23
I3 C l4

l3
m3 x3

�
(5.33)
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where

e D
�

I2
l22

C I1
l21

� 2m2 x2
l2

C m2

�
(5.34)

f D
�

I2
l22

� m2 x2
l2

�
(5.35)

g D
�

I3
l23

C I2
l22

� 2m3 x3
l3

C m3

�
(5.36)

h D
�

m2 y2
l2

�
(5.37)

5.4.1 Dynamic Balancing of the Parallel Mechanism

A special case of a four-bar mechanisms is when the crank and the rocker have the
same length and move parallel to each other, a parallel four-bar mechanisms, as the
one in Fig. 5.5.

Fig. 5.5 A parallel four-bar mechanism
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This is an inline1 four-bar mechanism, and some of its geometric characteristics
can be used to simplify force and moment balancing conditions to get an efficient
design for the dynamic balanced system.

Considering that in a parallel inline four-bar mechanism y1 D y2 D y3 D 0 and
l1 D l2 D l3 D l, the linear momentum equation, Eq. (5.30), can be expressed as:

lm D
2

4
PxB
�� m2 x2

l C m1 x1
l C m2

�C PxC
�� m3 x3

l C m2 x2
l C m3

�

PyB
�� m2 x2

l C m1 x1
l C m2

�C PyC
�� m3 x3

l C m2 x2
l C m3

�

3

5 (5.38)

but PxB D PxC and PyB D PyC, so Eq. (5.38) can be expressed in terms of the velocity of
point C as:

lm D
2

4
PxC
�m1 x1

l � m3 x3
l C m2 C m3

�

PyC
�m1 x1

l � m3 x3
l C m2 C m3

�

3

5 (5.39)

This equation indicates that this system can be force balanced by a single
counterweight at body three (body one could be chosen in the same way), and the
balancing condition is:

m1 x1
l

� m3 x3
l

C m2 C m3 D 0 (5.40)

On the other hand, taking into account the angular momentum of a four-bar
mechanism, Eq. (5.33), and considering that y1 D y2 D y3 D 0 and l1 D l2 D l3 D
l, as in the case of the linear momentum, and that xC D xB C l, yC D yB, PxC D PxB,
and PyC D PyB, the angular momentum of a parallel inline four-bar mechanism can be
expressed as:

hm D � PxB yB

�
I3
l2

C I1
l2

� 2m3 x3
l

C m3 C m2

�

C PyB xB

�
I3
l2

C I1
l2

� 2m3 x3
l

C m3 C m2

�

� m3 x3 C m2 x2 C l m3 (5.41)

Equations (5.40) and (5.41) can help us to the design of different dynamic
balanced parallel four-bar mechanisms. This can be done by assigning different
values to x1, x2, and x3, the location of the center of mass of each moving link.

1The term “inline” means that the centers of mass of the links must lie on the line connecting
the pivots (which can be extended beyond the pivots). The links need not be symmetrical in any
way [12].
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Fig. 5.6 A proposed design
of an inline parallel four-bar
mechanism with two
counter-masses and one
counter-rotary counter-mass

Consider first a mechanism with a counter-rotary counter-mass at the crank, a
counterweight at the coupler, and a counterweight at the rocker. Figure 5.6 is a
representation of this design, previously reported also in [13].

In this case x1 D 0 and x2 D l were chosen, meaning that the center of mass of
link one is at joint A and the center of mass of link two is at joint C, see Fig. 5.5.
Substituting these values in Eq. (5.40), the corresponding value of x3 can be found:

x3 D l

�
m2

m3

C 1

�

Substituting the previous values for x1, x2, and x3, and considering that:

xB D l cos.�/

yB D l sin.�/

PxB D �l sin.�/!

PyB D l cos.�/! (5.42)

the angular momentum, Eq. (5.41), finally results in:

hm D
�

I3
l2

C I1
l2

� m3 l2 � m2 l2
�
!

where ! is the angular velocity of the crank and the rocker. Then for the shaking
moment balancing of the system it is necessary to add a counter-rotary counter-mass
with the same magnitude but in opposite direction to the value of hm.

An alternative more efficient design could be a mechanism with a counter-
rotary counter-mass at the crank and a counterweight at the rocker. Figure 5.7 is
a representation of this design, also reported in [14].
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Fig. 5.7 A proposed design
of an inline parallel four-bar
mechanism with one
counter-mass and one
counter-rotary counter-mass

In this case x1 D � l m2
2m1

and x2 D l=2 were chosen. Substituting these values in
Eq. (5.40), the corresponding value of x3 can be found as:

x3 D l C l m2

2m3

Substituting the previous values for x1, x2, and x3, and considering the positions
and velocities of point B, Eq. (5.42), the angular momentum, Eq. (5.41), finally
results in:

hm D
�

I3
l2

C I1
l2

� m3 l2
�
!

where ! is the angular velocity of the crank and the rocker. Again for the shaking
moment balancing of the system it is necessary to add a counter-rotary counter-mass
with the same magnitude but in opposite direction to the found value of hm.

5.4.2 Dynamic Balancing of the Inline Four-Bar Mechanism

Another special case is the inline four-bar mechanisms balanced by two counter-
rotary counter-masses. This case has been previously studied in detail in [12] and
the proposed design is similar to the one presented in Fig. 5.8.

In an inline four-bar mechanism y1 D y2 D y3 D 0, so the linear momentum
equation, Eq. (5.30), can be expressed as:
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Fig. 5.8 Design proposal for the dynamic balancing of an inline four-bar mechanism
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775 (5.43)

If the coupler is left without change, this equation indicates that this system can
be force balanced by a two counterweights, one at body one and one at body three.
And their location can be determined by the following balancing conditions:

�
�m2 x2

l2
C m1 x1

l1
C m2

�
D 0

�
�m3 x3

l3
C m2 x2

l2
C m3

�
D 0 (5.44)

On the other hand taking into account the angular momentum of a four-bar
mechanism, Eq. (5.33), and considering that y1 D y2 D y3 D 0, the angular
momentum of an inline four-bar mechanism can be expressed as:
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hm D � PxB
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�
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�
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�
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C m3
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�
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l22

� 2m2 x2
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�
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C I2
l22

� 2m3 x3
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C m3
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�
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l22
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C l4 m3 x3
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�
(5.45)

but if the coupler is considered a physical pendulum (as done in [12]) then x2 D l2=2
and I2 D l2 m2 x2, and substituting the force balancing conditions, Eq. (5.44), the
angular momentum of this system is:

hm D �PxByB

�
I1
l21

� m2

2

�
C PyBxB

�
I1
l21

� m2

2

�

�PxCyC

�
I3
l23

C m2

2
C m3

�
C PyCxC

�
I3
l23

C m2

2
C m3

�

CPyC

�
� l4 I3

l23
C l4 m2

2
C l4 m3

�
(5.46)

Finally considering the positions and velocities of the points B and C:

xB Dl1 cos.�1/I yB Dl1 sin.�1/

PxB D � l1 sin.�1/!1I PyB Dl1 sin.�1/!1

xC Dl3 cos.�3/C l4I yC Dl3 sin.�3/

PxC D � l3 sin.�1/!3I PyC Dl3 sin.�3/!3

and substituting in Eq. (5.46), after some reductions the resulting expression for the
angular momentum is:

hm D
�

I1 C l21 m2

2

�
!1 C

�
I3 � l23 m2

2
� l23 m3

�
!3 (5.47)

This equations clearly show that an inline four-bar mechanism, with a physical
pendulum as coupler, can be dynamic balanced just with two counter-rotary counter-
masses, as reported in [12].
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5.5 Design Examples and Simulation Results

5.5.1 Dynamic Balancing of a Single Pendulum

Let us suppose that it is desired the dynamic balancing of a single pendulum as the
one shown in Fig. 5.9, using the results given in Eqs. (5.24) and (5.29).

The pendulum is made of aluminum with density, mass, and moment of inertia
as indicated in Fig. 5.9. The force balancing of this system implies to comply with
the balancing condition, the Eq. (5.24).

Applying a solution similar to the one proposed in Fig. 5.3, the bar OB is
modified to get the bar AB, made also of aluminum. Setting lc1 D 15 cm, xg1 D
32:5 cm, both with respect to the local reference frame of the pendulum at point O.
Then this new bar has a total mass m1 D 0:36467kg and a moment of inertia
Ig1 D 0:013471kg m2. Substituting this values at Eq. (5.24) the corresponding value
of m2 can be found:

m2 D m1

�
xg1

lc1
� 1

�

m2 D 0:36467

�
0:325

0:15
� 1

�

m2 D 0:425445 kg (5.48)

Note that this change implies an increment of near 1:8 times the original mass.
The resulting mass, m2, has to be distributed between the gear and the disk that

form the counter-rotary counter-mass, maintaining the moment balancing condition
in Eq. (5.29).

The gear material (the density), diameter, and thickness depend on the mechan-
ical design rules, while the physical characteristics of the disk depend on the
convenience of the designer. On the other hand, a high value for the angular velocity

Fig. 5.9 A general single
pendulum. In the equation of
� , t stands for time
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!2, see Eq. (5.27), helps to reduce the inertia required in the counter-rotary counter-
mass. Taking these factors into account and using a modulus m D 2, a gear with 20
teeth and R2 D 2 cm is chosen. A 170 teeth crown gear results.

All previous values are substituted in Eq. (5.29) to obtain an appropriate value
for Ig2 :

�
Ig1 C lc21

�
m2
2

m1

C m2

�
�
�

lc1
R2

�
Ig2

	
D 0

�
0:013471C 0:15

�
.0:425445/2

0:36467
C 0:425445

�
�
�
0:15

0:02

�
Ig2

	
D 0

then,

Ig2 D 0:004562 kg m2

This inertia moment corresponds to both the gear and the disk, so:

Ig2 D Ig C Id (5.49)

where Ig is the moment of inertia of the gear and Id is the moment of inertia of the
disk. In the same way the mass of the counter-rotary counter-mass should be:

m2 D mg C md (5.50)

where mg and md are the mass of the gear and the disk, respectively.
The gear is chosen made of steel, and its moment of inertia determined by its

design, in this case mg D 0:09803 kg and Ig D 0:00001961 kg m2. On the other
hand, the mass and the moment of inertia of the disk can be calculated by:

md D � R2d td �d

Id D 1

2
mdR2d

where Rd, td, and �d are the radius, the thickness, and the density of the disk,
respectively.

Substituting the previous values in Eqs. (5.50) and (5.50), considering that the
disk is made of brass (8;545 kg m2), the following two equations are obtained:

m2 D 0:09803C 8545 � td R2d

0:425445 D 0:09803C 8545 � td R2d (5.51)
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Fig. 5.10 Resulting design in the dynamic balancing of a pendulum

Fig. 5.11 Resulting shaking force and shaking moment in the dynamic balancing of a pendulum

and

Ig2 D 1

2
8545 � td R4d

0:004562 D 1

2
8545 � td R4d (5.52)

that can be solved simultaneously to get Rd D 166:566mm and td D 0:43961mm.
The final design is shown in Fig. 5.10. The resulting shaking force and shaking

moment are shown in Fig. 5.11. In Fig. 5.12 the shaking force of the not balanced
pendulum is shown, additionally the driving torque required to move the original
pendulum and the driving torque necessary to move the balanced pendulum are
compared.
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Fig. 5.12 Resulting reaction force and driving torque in the non-balanced pendulum. The driving
torque of the balanced system is also included for comparison

5.5.2 Dynamic Balancing of a Four-Bar Mechanism

Frequently, when designing a dynamic balanced mechanism, it is important to
maintain the counterweights near to the fixed joints (fixed pivots) attached to ground.
This practice reduces the total additional inertia introduced in the balancing process
and helps to reduce the increment in the driving torque.

In this example the dynamic balancing of a four-bar mechanisms is solved,
by applying the design proposed in Fig. 5.8, an inline four-bar mechanism. This
solution complies with the conditions exposed in the previous paragraph and works
fine with the application of two counter-rotary counter-masses near the base, one at
the crank and one at the rocker.

Consider the mechanism in Fig. 5.13. All elements are made of aluminum and
their cross section is equal for all (2 � 1 cm), the values for the corresponding
mass and moment of inertia are indicated in the figure. Its motion is defined by
the function specified for angle �1.

To get the full dynamic balancing of this mechanism it is necessary first
to balance it by forces, imposing the force balancing conditions expressed by
Eq. (5.44). These conditions assure that the center of mass of the system will be
stationary at the origin of the fixed reference frame, point A. Note that in this case the
coupler of the mechanism (element 2) will be changed to be a physical pendulum,
so x2 and m2 are completely determined.

On the other hand, at the same time it is necessary to impose the moment
balancing condition. This can be obtained by taking into account the total angular
momentum of the system, Eq. (5.47). Meaning that in order to moment balancing
this system it is necessary to make the total angular momentum equal to zero. This
clearly can be done by adding two counter-rotary counter-masses, one at the crank
and one at the rocker.
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Fig. 5.13 Original four-bar mechanism to be dynamic balanced

In this way the four dynamic balancing conditions are:

�
�m2 x2

l2
C m1 x1

l1
C m2

�
D 0 (5.53)

�
�m3 x3

l3
C m2 x2

l2
C m3

�
D 0 (5.54)

�
I1 C l21 m2

2

�
!1 � IPC1.k1!1/ D 0 (5.55)

�
I3 � l23 m2

2
� l23 m3

�
!3 � IPC3.k3!3/ D 0 (5.56)

where Ic1 and Ic3 are the moment of inertia of the counter-rotary counter-masses
attached to the crank and the rocker, respectively. As can be noted these counter-
rotary counter-masses must rotate with an angular velocity in the opposite direction
with respect to their associated elements. The counter-rotation can be achieved by
introducing gears, belts, etc., in this case a set of gears are chosen, giving a design
similar to the one presented in Fig. 5.13, so

k1 D d1
RP1

I k3 D d3
RP3
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Fig. 5.14 Rectangular bar predesigned to be a physical pendulum

It can also be seen from the figure that the coupler has been changed to be a
physical pendulum. So the original coupler has been modified to have its moment
of inertia with respect to its center of mass equal to the moment of inertia generated
by two equal punctual masses located at points B and C, respectively:

ICM2 D m2

l22
2

In this case the physical pendulum is made by extending the original rectangular
bar satisfying the following equation, [12], (see Fig. 5.14):

e

h
D 1

2

r
3

a

h

�2 � 1 � a

2h

In this case the original coupler has a D 400mm and h D 20mm, then e D
146:266mm, and the new coupler will have a total length l D 692:532mm, and
a mass m2 D 0:3795 kg.

The new coupler is dynamically equivalent to a pair of masses located at B and
at C, then the crank and the rocker can be balanced independently.

5.5.2.1 Balancing of the Crank

For the dynamic balancing of the crank, Eqs. (5.54) and (5.56) must be solved
simultaneously to find the appropriate counter-rotary counter-mass that balance for
forces and moments.

The counter-rotary counter-mass, IC1 , is made by a gear (the pinion) with radius
RP1 and thickness tP1 , and a disk with radius RC1 and thickness tC1 . On the other
hand, the length of the crank should be increased by a distance d1 to connect to these
new elements, as seen in Fig. 5.15. All these variables form a set of five unknowns,
so three of them must be set by election.

From the mechanical design point of view the pinion diameter and its thickness
are determined by the general design rules for the gears. So choosing a modulus for
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Fig. 5.15 Proposed design for an inline dynamic balanced four-bar mechanism

the crown-pinion set automatically sets the radius, thickness, and number of teeth.
In this case a modulus m D 2 has been chosen, RP1 D 14mm, and tP1 D 10mm.

To determine the remaining variables: d1, RC1 , and tC1 , an optimization problem
is solved. It has been chosen to minimize Eq. (5.56) subject to the following
constraints: Eq. (5.54), RC1 > 0, tC1 > 0 and d1 > 0. But to do this the
corresponding values for lengths, masses, and moments of inertia were substituted:

m2 D 0:3795 kgI l2 D 400mm

m1 D mc C md1 C mP1 C mC1

I1 D Ic C 1

4
mc l21 C Id1 C 1

4
md1 d21 C IP1 C mP1 d21 C IC1 C mC1 d21

IPC1 D IP1 C IC1

where mc, md1 , mP1 , and mC1 are the corresponding mass of the crank, the added
piece of bar, the pinion, and the disk at the crank, respectively. In similar way Ic,
Id1 , IP1 , and IC1 are the moments of inertia of the crank, the added piece of bar, the
pinion, and the disk, respectively. IPC1 is precisely the counter-inertia at the crank.

All these masses and moments of inertia are determined by the geometry
and density of the bodies. In this case the bar is considered made of aluminum
(�a D 2;740 kg=m3), the pinion of steel (�s D 7;801 kg=m3 ), and the disk of brass
(�b D 8;545 kg=m3 ), so:
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mc D htl1�aI Ic D 1

12
ht�al31

md1 D htd1�aI Id1 D 1

12
ht�ad31

mP1 D �R2P1 tP1�sI IP1 D 1

2
�R4P1 tP1�s

mC1 D �R2C1 tC1�bI IC1 D 1

2
�R4C1 tC1�b

where h D 20mm and t D 10mm as specified in Fig. 5.13.
Substituting all values in Eqs. (5.54) and (5.56), the force and moment balancing

conditions finally are:

�8545 � d1 RC1
2 tC1 � 0:274 d21 � 0:01529 � d1 C 0:048911 D 0 (5.57)

� 305178:57 � d Rc4 tc C 8545 � d2 Rc2 tc C 0:1827 d3

C 0:01529 � d2 � 1:0702972� 10�4 � d C 0:0090515 D 0 (5.58)

Finally solving the optimization problem, using an open source code implemen-
tation of the method introduced in [15], the following results are obtained:

RC1 D 76:59mm; tC1 D 15:191mm; d1 D 20:0mm

5.5.2.2 Balancing of the Rocker

For the dynamic balancing of the rocker, Eqs. (5.55) and (5.56) must be solved
simultaneously to find the appropriate counter-rotary counter-mass that balance for
forces and moments.

The counter-rotary counter-mass, IC3 , is made by a gear (the pinion) with radius
RP3 and thickness tP3 , and a disk with radius RC3 and thickness tC3 . On the other
hand, the length of the crank should be increased by a distance d3 to connect to these
new elements, as seen in Fig. 5.15. All these variables form a set of five unknowns,
so three of them must be set by election.

From the mechanical design point of view the pinion diameter and its thickness
are determined by the general design rules for the gears. So choosing a modulus for
the crown-pinion set automatically sets the radius, thickness, and number of teeth.
In this case a modulus m D 2 has been chosen, RP3 D 14mm, and tP3 D 10mm.

To determine the remaining variables: d3, RC3 , and tC3 , an optimization problem
is solved. It has been chosen to minimize Eq. (5.56) subject to the following
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constraints: Eq. (5.55), RC3 > 0, tC3 > 0 and d3 > 0. But to do this the
corresponding values for lengths, masses, and moments of inertia were substituted:

m2 D 0:3795 kgI l2 D 400mm

m3 D mr C md3 C mP3 C mC3

I1 D Ir C 1

4
mr l21 C Id3 C 1

4
md3 d23 C IP3 C mP3 d23 C IC3 C mC3 d23

IPC3 D IP3 C IC3

where mr, md3 , mP3 , and mC3 are the corresponding mass of the rocker, the added
piece of bar, the pinion, and the disk at the rocker, respectively. In similar way Ir,
Id3 , IP3 , and IC3 are the moments of inertia of the rocker, the added piece of bar, the
pinion, and the disk, respectively. IPC3 is precisely the counter-inertia at the rocker.

All these masses and moments of inertia are determined by the geometry and
density of the bodies. The bar is considered made of aluminum(�a D 2; 740 kg=m3 ),
the pinion of steel(�s D 7; 801 kg=m3 ), and the disk of brass (�b D 8; 545 kg=m3 ), so:

mr D htl3�aI Ir D 1

12
ht�al33

md3 D htd3�aI Id3 D 1

12
ht�ad33

mP3 D �R2P3 tP3�sI IP3 D 1

2
�R4P3 tP3�s

mC3 D �R2C3 tC3�bI IC3 D 1

2
�R4C3 tC3�b

where h D 20mm and t D 10mm as specified in Fig. 5.13.
Substituting all values in Eqs. (5.55) and (5.56), noting that the origin of the local

reference frame of the rocker is at point C, so all distances have to be taken with
respect to this point, the force and moment balancing conditions finally are:

�21362:5 � d3 R2C3 tC3 � 0:685 d23 � 0:038225 � d3 C 0:2994 D 0 (5.59)

� 305178:57 � d3 Rc4 tc C 8545:0 � d23 Rc2 tc

C 6836:0 � d Rc2 tc C 0:1827 d33 C 0:01529 � d23

C 0:2192 d23 C 0:012125 � d3 � 0:05374192D 0 (5.60)
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Fig. 5.16 Resulting design for an inline dynamic balanced four-bar mechanism. All measures
in mm

Finally solving the optimization problem, using an open source code implemen-
tation of the method introduced in [15], the following results are obtained:

RC3 D 106:43mm; tC3 D 8:66mm; d3 D 44:47mm

5.5.2.3 Resulting Inline Four-Bar Mechanism

The final design of the proposed inline four-bar mechanisms can be seen at Fig. 5.16.
This results in an increment of 9.7 times the original mass of the system.

The comparison of the shaking force, the shaking moment and the driving torque,
can be seen in Figs. 5.17, 5.18, and 5.19, respectively.

5.6 Concluding Remarks

In this chapter a completely new general method to find the dynamic balancing
conditions based on the use of Natural Coordinates has been introduced. The method
can be used for linkages in the plane and in space, although it is presented for planar
mechanisms.
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Fig. 5.17 Resulting shaking force in the inline dynamic balanced four-bar mechanism

Fig. 5.18 Resulting shaking moment in the inline dynamic balanced four-bar mechanism

Fig. 5.19 Resulting driving torque in the inline dynamic balanced four-bar mechanism

The method is simple and can be highly automated, and it has been shown
in its application to the design of dynamic balanced planar mechanisms using
counter-rotary counter-masses. In particular the resulting equations of a general
simple pendulum and of a general four-bar mechanism are presented. It is shown
that these equations must be solved simultaneously in order to obtain a feasible
design, and that in a more general case the use of optimization could be better from
the mechanical design point of view. Detailed results obtained from the dynamic
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simulations made using virtual prototypes defined in ADAMS are included, showing
the validity and applicability of the method, and helping the reader to deeply
understand the concepts, maybe repeating the examples and proposing variations
of the presented designs.

References

1. Lowen, G.G., Berkoft, R.S.: Survey of investigations into the balancing of linkages. J. Mech.
3, 221–231 (1968)

2. Dresig, H., Rockhausen, L., Naake, S.: Balancing conditions for planar mechanisms, flexible
mechanisms, dynamics and analysis. In: 22nd ASME Mechanism Conference, DE, vol. 127,
pp. 67–73. ASME, New York (1992)

3. Kochev, I.S.: General theory of complete shaking moment balancing of planar linkages:
A critical review. Mech. Mach. Theory 35, 1501–1514 (2000)

4. van der Wijk, V., Herder, J.L., Demeulenaere, B.: Comparison of various dynamic balancing
principles regarding additional mass and additional inertia. ASME J. Mech. Robot. 1, 21–30
(2009)

5. Arakelian, V., Dahan, M., Smith, M.: A historical review of the evolution of the theory on
balancing of mechanisms. In: Ceccarelli, M. (ed.) International Symposium on History of
Machines and Mechanisms - Proceedings (HMM2000), pp. 291–300. Springer, Berlin (2000)

6. Arakelian, V.G., Smith, M.R.: Shaking force and shaking moment balancing of mechanisms:
A historical review with new examples. ASME J. Mech. Des. 127, 334–339 (2005)

7. Arakelian, V.G., Smith, M.R.: Erratum: Shaking force and shaking moment balancing of
mechanisms: A historical review with new examples. ASME J. Mech. Des. 127, 1035 (2005)

8. Herder, J.L., Gosselin, C.M.: A counter-rotary counterweight (CRCW) for light-weight
dynamic balancing. In: Proceedings of the DETC 2004, Paper No. DETC2004-57246. ASME,
New York (2004)

9. van der Wijk, V., Herder, J.L.: Synthesis of dynamically balanced mechanisms by using
counter-rotary countermass balanced double pendula. ASME J. Mech. Des. 131, 111003
(2009)

10. García de Jalón, J., Bayo, E.: Kinematic and Dynamic Simulation of Multibody Systems:
The Real-Time Challenge. Springer, Berlin (1994)

11. Berkof, R.S., Lowen, G.G.: A new method for complete force balancing simple linkages.
ASME J. Manuf. Sci. Eng. 91, 21–26 (1969)

12. Berkof, R.S.: Complete force and moment balancing of inline four-bar linkages. Mech. Mach.
Theory 8, 397–410 (1973)

13. van der Wijk, V., Herder, J.L.: Double pendulum balanced by counter-rotary counter-masses
as useful element for synthesis of dynamically balanced mechanisms. In: Proceedings of the
DETC 2008, Paper No. DETC2008-49402. ASME, New York (2008)

14. Acevedo, M., Carbone, G., Ceccarelli, M.: Application of counter-rotary counterweights to the
dynamic balancing of a spatial parallel manipulator. Appl. Mech. Mater. 162, 224–233 (2012)

15. Powell, M.J.D.: A direct search optimization method that models the objective and constraint
functions by linear interpolation. In: Gomez, S., Hennart J.P. (eds.) Advances in Optimization
and Numerical Analysis, pp. 51–67. Kluwer Academic, Dordrecht (1994)



Chapter 6
Shaking Force and Shaking Moment Balancing
of Six- and Eight-Bar Planar Mechanisms

Peddinti Nehemiah

Abstract This chapter presents the dynamic balancing technique for shaking force
and shaking moment balancing of six- and eight-bar planar mechanisms. Shaking
force is balance by the method of redistribution of mass and shaking moment by
geared inertia elements. The planetary gears used to balance shaking moment of
links not directly connected to the frame in earlier methods are mounted on the base
of the mechanism which is constructively more efficient. The proposed method is
illustrated by numerical examples and it is observed that better results are obtained
than those of the previous method.

Keywords Shaking force • Shaking moment • Dynamic balancing • Watt mech-
anisms • Self-balanced Slider-crank mechanism

6.1 Introduction

Mechanisms, particularly those which run at high speeds, generate variable forces
on their foundations. These forces may cause noise, vibration, and unnecessary wear
and fatigue. If these devices were balanced they would run more smoothly due to a
reduction in these undesirable qualities. The balancing of a linkage would eliminate
the vibration and noise and maintains a peaceful and productive environment, and
it also minimizes the alternating components of the dynamic forces acting on the
frame of the mechanism and machine. Therefore, the problems of shaking force
and shaking moment balancing have attracted the attention of the machine and
mechanism designers for a long time. Balancing of shaking force and shaking
moment in high-speed mechanisms/machines reduces the forces transmitted to the
frame. In effect, this reduces the noise and wear, improves the dynamic performance,
and extends the fatigue life of the mechanisms. A considerable amount of research
on balancing of shaking force and shaking moment in planar mechanisms has been
carried out in the past.
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6.1.1 Shaking Force in a Mechanism

Of special interest to the designer are the forces transmitted to the frame or
foundation of the machine owing to the inertia of moving links and other machine
members. When these forces vary in magnitude or direction, they tend to shake
or vibrate the machine, and consequently they are called shaking forces. Thus the
shaking forces are the forces, which act upon the frame of a machine owing only
to the inertia forces of the moving parts. Shaking forces and shaking moments
are the unbalanced forces and moments generated when the planar and spatial
mechanisms are in motion. The study of these forces and moments is important
when they run at high speeds. These undesirable qualities of the mechanism reduce
the performance of the mechanism. The shaking force generated by the mechanism
can be determined as follows:

If a four-bar linkage is considered, as an example, with links 2, 3, and 4 as the
moving members and link 1 as the frame, then the inertia forces associated with
the moving members are �m2AG2 ;�m3AG3 ;�m4AG4 . Therefore, taking the moving
members as a free body, it can be immediately written as

X
F D F12 C F14 C .�m2AG2 /C .�m3AG3 /C .�m4AG4 / D 0

Using “FS” as a symbol for the resulting shaking force, it is defined as equal to
the resultant of all the reaction forces on the ground link 1,

FS D F21 C F41

Therefore, from the previous equation, it can be written as

FS D � .m2AG2 C m3AG3 C m4AG4 /

Thus a general equation for the shaking forces in any machine is

FS D �
nX

2

mnAGn

where it is understood that link 1 is always the frame and where “n” is the number
of members making up the machine.

6.1.2 Shaking Moment of the Mechanism

The shaking moment of a linkage can be described as the time rate of change of the
total angular momentum with respect to the reference origin “O.” It is

M D I˛, where M is the shaking moment w.r.t. point “O”; ˛ is the angular
acceleration; and I is the mass moment of inertia.
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6.1.3 Methods of Balancing

Balancing of linkages is an important step in the design of machinery. When shaking
forces and shaking moments of the whole mechanisms are to be balanced then
balancing of sub-linkages is considered. The linkages consist of different sub-
linkages; this study considers two sub-linkages as most of the mechanisms are
formed by them. Many methods [1–75] have been developed for the balancing of
shaking force and shaking moment of planar linkages:

1. Method of redistribution of mass [1–6]
2. Method of double crank with symmetrical properties [7]
3. Method of active balancing [8–16]
4. Methods of balancing by planetary systems attached to the coupler [17–30]
5. Method of balancing by minimizing vibration [31–41]
6. Computational methods of optimization for balancing [42–68]
7. Methods for the minimization of shaking moments [69–74]
8. Balancing by opposite movements [75]

This chapter deals with the shaking force and shaking moment balancing of
single degree of freedom planar mechanisms. Specifically, the author employs the
traditional technique of addition of counterweights and counter-rotating inertias in
order to balance six- and eight-bar linkages through the development of analytical
expressions. This chapter is the extension of the work carried out by the authors
[18–23].

6.2 Articulation Dyad

6.2.1 Complete Shaking Force and Shaking Moment
Balancing of an Articulation Dyad

An open kinematic chain of two binary links and one joint is called a dyad. When
two links are articulated by a joint so that movement is possible that arrangement of
links is known as articulation dyad. The well-known scheme of complete shaking
force and shaking moment balancing of an articulation dyad [18–23] is shown in
Fig. 6.1.

For shaking force balancing link 2 is dynamically replaced by two point masses.
A counterweight mCW2 D .m2lAS2 / =rCW2 is added to link 2 which permits the
displacement of the center of mass of link 2 to joint A. Then, by means of a
counterweight with mass mCW1 D Œ.m2 C mCW2 / lOA C m1lOS1 � =rCW1 a complete
balancing of shaking force is achieved. A complete shaking moment balance is
realized through four gear inertia counterweights 3–6, one of them being of the
planetary type and mounted on link 2.
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Fig. 6.1 Complete shaking
force and shaking moment
balancing of an articulation
dyad
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Fig. 6.2 Complete shaking
force and shaking moment
balancing of an articulation
dyad by gear inertia
counterweights mounted on
the base
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6.2.2 Complete Shaking Force and Shaking Moment
Balancing of an Articulation Dyad by Gear Inertia
Counterweights Mounted on the Base

The scheme used in this work (Fig. 6.2) is distinguished from the earlier scheme by
the fact that gear 3 is mounted on the base and is linked kinematically with link 2
through link 10.

To prove the merits of such a balancing, the application of the new system with
the mass of link 10 not taken into account is considered. In this case (compared to the
usual method in Fig. 6.1), the mass of the counterweight of link 1 will be reduced
by an amount
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ımcw1 D m3lOA
.

rcw1
(6.1)

where m3 is the mass of gear 3.
lOA is the distance between the centers of hinges O and A.
rcw1 is the rotation radius of the center of mass of the counterweight.
It is obvious that the moment of inertia of the links is correspondingly reduced.

If the gear inertias are made in the form of heavy rims in order to obtain a large
moment of inertia, the moments of inertia of the gear inertia counterweights may be
presented as

I D miD2
i

4
.i D 3 : : : 6/ :

Consequently, the mass of gear 6 will be reduced by an amount

ım6 D 4
�
m3l

2
OA C ımcw1r

2
cw1

� T6
D2
6T5

(6.2)

where
T5 and T6 are the numbers of teeth of the corresponding gears. Thus, the total

mass of the system will be reduced by an amount

ım D ımcw1 C ım6 (6.3)

Here the complete shaking force and shaking moment balancing of the articulation
dyad with the mass and inertia of link 10 taken into account are considered. For this
purpose initially, statically replace mass m

0

1 of link 10 by two point masses mB and
mc at the centers of the hinges B and C:

mB D m10 lCS10=lBC

mC D m10 lBS10=lBC
(6.4)

where
lBC is the length of link 1.
lCS10 and lBS0

1
are the distances between the centers of joints C and B and the

center of mass S
0

1 of link 10, respectively.
After such an arrangement of masses the moment of inertia of link 10 will be

equal to

I�S0

1
D IS0

1
� m10 lBS0

1
lCS0

1
(6.5)

where
IS0

1
is the moment of inertia of link 10 about the center of mass S

0

1 of the link.
Thus a new dynamic model of the system is obtained, where the link 10 is

represented by two point masses mB, mC and has a moment of inertia I�
S0

1
:
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This fact allows for an easy determination of the parameters of the balancing
elements as follows:

m�CW2
D .m2lAS2 C mBlAB/ =rCW2 (6.6)

where
m2 is the mass of link 2.
lAB is the distance between the centers of the hinges A and B
lAS2 is the distance of the center of hinge A from the center mass of S2 of link 2.
rCW2 is the rotation radius of the center of mass of the counterweight with respect

to A and

m�CW1
D Œ.m2 C mCW2 C mB/ lOA C m1lOS1 � =rCW1 (6.7)

where m1 is the mass of link 1.
lOS1 is the distance of the joint center O from the center of mass S1 of link 1.
Also,

mCW3 D mClOC=rCW3 (6.8)

where

lOC D lAB

rCW3 is the rotation radius of the center of mass of the counterweight.
Taking into account the mass of link 10 brings about the correction in Eq. (6.3) in

this case,

ım D ımCW1 C ım6 � ım01 (6.9)

where ım
0

1 is the value characterizing the change in the distribution of the masses of
the system links resulting from the addition of link 10.

6.3 Asymmetric Link with Three Rotational Pairs

A link with three nodes is called ternary link, where nodes are points for attachment
to other links. In previous work by Gao Feng [18] relating to balancing of linkages
with a dynamic substitution of the masses of the link by three rotational pairs shown
in Fig. 6.3 two replacement points A and B are considered. This results in the need
to increase the mass of the counterweight. However, such a solution may be avoided
by considering the problem of dynamic substitution of link masses by three point
masses. Usually the center of mass of such an asymmetric link is located inside a
triangle formed by these points.
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Fig. 6.3 Dynamic
substitution of the masses of
the link by three rotational
pairs
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The conditions for dynamic substitution of masses are the following:
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1 1 1

lAei�A lBei�B lCei�C

l2A l2B l2C

3

5

2

4
mA

mB

mC
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5 D
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4
mi

0

ISi

3
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where mA, mB, and mC are point masses.
lA, lB and lC are the moduli of radius vectors of corresponding points.
�A, �B and �C are angular positions of radius vectors; mi is the mass of link.
ISi is the moment of inertia of the link about an axis through Si (axial moment of

inertia of link).
From this system of equations the masses are obtained:

mA D DA=DiI mB D DB=DiI mC D DC=Di (6.10)

where DA, DB, DC and Di are determinants of the third order obtained from the
above system of equations.

6.4 Summary

The complete shaking force is balanced by the method of redistribution of mass and
making the total mass center of the mechanism stationary. The complete shaking
moment is balanced by geared inertia counterweights. The planetary gears which
are mounted on the links not directly connected to the frame in earlier method are
mounted on the frame of the mechanism by connecting the planetary gear and the
corresponding link by a link of known mass, center of mass, and mass moment
of inertia. This arrangement makes the balanced mechanism constructively more
efficient and compact and yields better results over the Gao Feng method.
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6.5 Watt Mechanism with Three Fixed Points Linkage

Watt mechanism consists of six links; out of them two are ternary and the remaining
four are binary links. In Watt mechanism two ternary links are directly connected
to one another. This mechanism is obtained when one of the ternary links in the
basic Watt chain is fixed. This is a simple mechanism as the radii of path curvature
of all motion transfer points are known. This mechanism is used in steam engines
and is also used to oscillate the agitator in some washing machines. In the Watt
mechanism with three fixed points shown in Fig. 6.4, link 1 and 3 are ternary links
and all other links are binary links. The balanced Watt mechanism with three fixed
points is shown in Fig. 6.5.

6.5.1 Shaking Force Balancing of the Mechanism

For shaking force balancing link 3 is dynamically replaced by three point masses
mB3, mC3 and mD3 and then the problems of sub-linkages OAB and DEF are
considered.

Fig. 6.4 Watt mechanism with three fixed points

Fig. 6.5 Balanced Watt mechanism with three fixed points
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The dynamic conditions for link 3 to be replaced by three point masses are

2

4
1 1 1

lBei�B lCei�C lDei�D

l2B l2C l2D

3

5

2

4
mB3

mC3

mD3

3

5 D
2

4
m3

0

IS3

3

5

mB3 D DB
.

D3
I mC3 D DC

.
D3

I mD3 D DD
.

D3
(6.11)

where
lB, lC, lD are the moduli of radius vectors of corresponding points.
�B, �C, �D are the angular positions of radius vectors.
m3 is the mass of link 3.
IS3 is the mass moment of inertia link 3 about its center of mass.
DB, DC, DD and D3 are the third-order determinants obtained from the system of

equations.
For sub-linkage DEF link 4 is dynamically replaced by two point masses mD4

and mP4 and then kinematically linked link 4 and its corresponding gear inertia
counterweight 7 by link 50 and link 50 is statically replaced by two point masses mG

and mH and attached a counterweight mCW4 against link 4. Then link 5 has been
dynamically replaced by two point masses mE5, mP5 and attached a counterweight
mCW5 against it.

For link 4 to be dynamically replaced by two point masses the condition to be
satisfied is k24 D lDS4 lP4S4

where
k4 is the radius of gyration of link 4 about its center of mass.
lDS4 is arbitrarily fixed.
lP4S4 is obtained from the above condition:

mD4 D m4lP4S4
.
.lDS4 C lP4S4 /

mP4 D m4lDS4
.
.lDS4 C lP4S4 /

For link 5 to be dynamically replaced by two point masses the condition to be
satisfied is

k25 D lES5 lP5S5

where
k5 is the radius of gyration of link 5 about its center of mass.
lES5 is arbitrarily fixed.
lP5S5 is obtained from the above condition:

mE5 D m5lP5S5
.
.lES5 C lP5S5 /

mP5 D m5lES5
.
.lES5 C lP5S5 /
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and counterweight mass against “G” is equal to

mCW7 D mGlFG
.

rCW7

(6.12)

mG D m05lHS5
.

lGH

mH D m05lGS5
.

lGH

I0�S5 D I0S5 � m05lGS5 lHS5

mCW4
D .m4lES4 C mD3lDE C mHlEH/

.
rCW4

mCW5 D ..m4 C mD3 C mH C mCW4 / lEF C m5lFS5 /
.

rCW5

(6.13)

where rCW4
D .lP4S4 � lES4 / is the radius of rotation of counterweight mCW4

and
rCW5

D .lP5S5 � lFS5 / is the radius of rotation of counterweight mCW5
.

For sub-linkage OAB link 2 is dynamically replaced by two point masses
mB2, mP2 and then kinematically linked link 2 and its corresponding gear inertia
counterweight 11 by link 10 and link 10 is statically replaced by two point
masses mI, mJ and attached a counterweight mCW2

against link 2. Then link 1 is
dynamically replaced by two point masses mA1, mP1 and attached a counterweight
mCW1

against it.
For link 2 to be dynamically replaced by two point masses the condition to be

satisfied is k22 D lBS2 lP2S2
where k2 is the radius of gyration of link 2 about its center of mass.
lBS2 is arbitrarily fixed and lP2S2 is obtained from the above condition:

mB2 D m2lP2S2
.
.lBS2 C lP2S2 /

mP2 D m2lBS2
.
.lBS2 C lP2S2 /

For link 1 to be dynamically replaced by two point masses the condition to be
satisfied is

k21 D lAS1 lP1S1

where
k1 is the radius of gyration of link 1 about its center of mass.
lAS1 is arbitrarily fixed.
lP1S1 is obtained from the above condition:
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mA1 D m1rP1S1
.
.lAS1 C lP1S1 /

mP1 D m1lAS1
.
.lAS1 C lP1S1 /

mI D m01lIS5
.

lIJ

mJ D m01lJS5
.

lIJ

mCW11 D mIlOI
.

rCW11

I0�S1 D I0S1 � m01l0JS1
lIS1

mCW2 D .m2lAS2 C mB3lAB C mJlAJ/
.

rCW2

mCW1
D ..m2 C mB3 C mJ C mCW2 / lOA C m1lOS1 /

.
rCW1

where mCW11 is the counterweight attached against point mass mI.
rCW2 D .lP2S2 � lAS2 / is the radius of rotation of counterweight mCW2 , and

rCW1 D .lP1S1 � lOS1 / is the radius of rotation of counterweight mCW1 .

6.5.2 Shaking Moment Balancing of the Mechanism

The shaking moments generated by links 1, 2, 4, and 5 are given in Eq. (6.14).
The links 2 and 4 are not directly connected to the frame, and the geared inertia
counterweights required to balance the shaking moments of these two links are
mounted on the base of the mechanism, by kinematically linking them to the
corresponding links by links of known mass and center of mass.

The shaking moment generated by the linkage is determined by the sum

MintDMint
1 CMint

5 CMint
2 CMint

4

Mint
1 D �

IS1Cm1l2OS1
C .mCW2CmJCm2CmB3 / l2OACmCW1r

2
CW1

CI0�S1Cm01l2OS1

�
˛1

Mint
5 D



IS5Cm5l2FS5

C .mCW4CmHCm4CmD3/ l2EFCmCW5r
2
CW5

CI0�S5Cm05l0
2
FS5

�
˛5

Mint
2 D �

2mIl2OI

�
˛2

Mint
4 D �

2mGl2FG

�
˛4

(6.14)
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where
Mint

1 , Mint
5 are the shaking moments of rotating links 1 and 5, respectively.

IS1 ; IS5 are mass moments of inertia of links 1 and 5 about their centers of masses,
respectively.

I0�S1 ; I
0�
S5 are the changed moments of inertia of links 10, 50, respectively.

˛1, ˛2, ˛4,˛5 are the angular accelerations of links 1, 2, 4, and 5, respectively.
For shaking moment balancing eight gear inertia counterweights are used, four

at F and four at O.

6.6 Watt Mechanism with Two Fixed Points

The Watt mechanism with two fixed points is obtained when one of the binary links
in the basic Watt chain is fixed. This mechanism is generally used in steam engines.
In the Watt mechanism with two fixed points shown in Fig. 6.6, links 2 and 3 are
ternary links and all other links are binary links. The balanced Watt mechanism with
two fixed points is shown in Fig. 6.7.

Fig. 6.6 Watt mechanism
with two fixed points
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11 4
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Fig. 6.7 Balanced Watt mechanism with two fixed points
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6.6.1 Shaking Force Balancing of the Mechanism

Here the link 2 is dynamically replaced by three point masses mA2 ;mB2 ;mO2 by
using the following conditions:

2

4
1 1 1

lO2e
i�O2 lAei�A lBei�B

lO2
2 lA2 lB2

3

5

2

4
mO2

mA2

mB2

3

5 D
2

4
m2

0

IS2

3

5

mO2 D DO2

D2

; mA2 D DA2

D2

; mB2 D DB2

D2

where lO2 ; lA; lB are the moduli of radius vectors of corresponding points.
�O2 ; �A; �B are the angular positions of radius vectors.
m2 is the mass of link 2.
IS2 is the mass moment of inertia of link 2 about its center of mass.
DO2 ; DA2 ; DB2 and D2 are the third-order determinants obtained from the system

of equations.
For link 6 to be statically replaced by the point masses mC6 and mD6

mC6 D m6lDS6

lCD

mD6 D m6lCS6

lCD

Changed mass moment of inertia I
0�
S6

D I
0

S6
� m6lDS6 lCS6

For link 5 to be dynamically replaced by two point masses mC5 and mP5 the
condition to be satisfied is

k5
2 D lCS5 lP5S5

where lCS5 is arbitrarily taken and lP5S5 is obtained from the above condition:

mC5 D m5lP5S5

.lP5S5 C lCS5 /

mP5 D m5lCS5

.lP5S5 C lDS5 /

After link 5 is dynamically replaced by two point masses it is kinematically
connected to its corresponding gear inertia counterweight 8 by link 20; moreover
link 20 is statically replaced by two point masses mG and mF:

mG D m
0

2l
0
FS2

lFG
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mF D m02l0GS2

lFG

Counterweight mCW5
can be obtained as

mCW5 D .mC6lBC C mFlBF C m5 lBS5 /

rCW5

(6.15)

where rCW5 D lP5S5 � lCS5 is radius of rotation of counterweight mCW5 .
Link 3 is dynamically replaced by three point masses mA3, mD3, mE3 by using the

following conditions:

2

4
1 1 1

lAei�A3 lAei�D lBei�E

lA2 lD2 lE2

3
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2

4
mA3

mD3

mE3

3

5 D
2

4
m3

0

IS3

3
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mA3 D DA3

D3

; mD3 D DD3

D3

; mE3 D DE3

D3

(6.16)

where lA, lD, lE are the moduli of radius vectors of corresponding points.
�A3, �D, �E are the angular positions of radius vectors.
m3 is the mass of link 3.
IS3 is the mass moment of inertia of link 2 about its center of mass.
DA3, DD3, DE3 and D2 are the third-order determinants obtained from the system

of equations.
Counterweight against point B of link 2 can be obtained as

m0B D .mCW5 C mF C m5 C mC6/ lO2B

�

l0O2B

where l
0

O2B is arbitrarily fixed.
Counterweight against point A of link 3 can be obtained as

m0A D .mA2 C mA3/ lO2A

�

l0O2A

where l0O2A is arbitrarily chosen.
Counterweight against point D of link 3 can be obtained as t

m0D D .mD3 C mD6/ lDE
.

l0DE

where l
0

DE is arbitrarily chosen.
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For link 4 to be dynamically replaced by two point masses mE4, mP4 the condition
to be satisfied is k24 D lES4 lP4S4 , where lES4 is arbitrarily is chosen and lP4S4 is
obtained from the above condition:

mE4 D m4lP4S4
.
.lP4S4 C lES4 /

I mP4 D m4lES4
.
.lP4S4 C lES4 /

Counterweight against link 4 can be obtained as

mCW4 D
�
mE3 C mD6 C m0D

�
lO4E

rCW4

where rCW4 D lP4S4 � lO4S4 is the radius of rotation of counterweight mCW4 .

6.6.2 Shaking Moment Balancing of the Mechanism

The shaking moments generated by links 2, 4, and 5 are given in Eq. (6.17).
The shaking moment generated by the mechanism can be determined by the sum

Mint D Mint
2 C Mint

5 C Mint
4 (6.17)

where

Mint
2 D �

IS2CI0�S2Cm02l0GS2
l0FS2

C .mA2CmA3/ l2O2AC .mCW5CmFCm5CmC6/ l2O2BCm0Bl02O2B

�
˛2

Mint
4 D �

IS4Cm4l2O4S4
CmCW4r

2
CW4

�
m0DCmD3CmD6CmE3

�
l2O4E

�
˛4

Mint
5 D �

2mGl2O2G

�
˛5

Mint
2 , Mint

4 , Mint
5 are the shaking moments of rotating links 2, 4, and 5, respectively.

IS2;IS4 are the mass moment of inertia of links 2 and 4, respectively.
˛2,, ˛4, ˛5 are the angular accelerations of links 2, 4, and 5, respectively.
For shaking moment balancing six gear inertia counterweights are used, four at

O2 and two at O4.
Shaking force of the mechanism by the proposed method:

FProposed D � �m2AG2 C m3AG3 C m4AG4 C m5AG5 C m6AG6 C m02A0G2
�

Shaking moment of the mechanism by the proposed method:

Mint
proposed D Mint

2 C Mint
4 C Mint

5
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Shaking force of the mechanism by Gao Feng’s method:

FGaofeng D � .m2AG2 C m3AG3 C m4AG4 C m5AG5 C m6AG6 C mG8AG8/

Shaking moment of the mechanism by Gao Feng’s method:

Mint
Gaofeng D Mint

2 C Mint
4 C Mint

5 C �
IS8 C 2mG8l

2
FG

�
˛2

Numerical example: The Watt mechanism with two fixed points shown in Fig. 6.6
has the following parameters:

m2 D 2 kg; k2 D 0:1198 m;m3 D 1:8 kg; k3 D 0:1178 m;m4 D 7 kg; k4 D 0:237m;

m5 D 2:8 kg; k5 D 0:934 m;m6 D 3 kg; k6 D 0:369 m; lA3 D 3:7 m; lE D 5:8

m; lD D 5:6 m; �A D 0ı; �B D 117ı; �O2 D 262ı; lO2 D 5 m; lA D 2:6 m; lB D 3:7;

lO2B D 5; lO2A D 2:3 m; lAB D 9 m; lBC D 8 m; lCD D 6 m; lBF D 2:1 m;

lO4E D 9 m; lDE D 7 m; lAE D 5 m; lAD D 2:5 m; �E D 0ı; �A# D 208ı; �D D 147ı;

m02 D 0:5 kg; !2 D 10 rad=s; ˛2 D 10 rad=s2

6.6.3 Comparison Between the Results of Proposed
and Gao Feng Methods

The results of shaking force and shaking moment by proposed method and Gao
Feng method for Watt mechanism with two fixed points are shown in Tables 6.1
and 6.2.

The shaking forces in Watt mechanism with two fixed points are determined at
intervals of 90ı. At all positions better results are produced by proposed method.
Shaking force of the mechanism is maximum 2,726.43 N, at 0ı, and minimum
791.96 N, at 180ı in the proposed method. The shaking force gradually decreases
from maximum at 0ı to minimum at 180ı and again gradually increases to

Table 6.1 Shaking force comparison of Watt mechanism with two fixed
points

Crank angle(deg)
Shaking force generated
in proposed method (N)

Shaking force generated
in Gao Feng’s method (N)

0 2,726.43 15,285.24
90 1,840.32 14,399.16
180 791.96 13,350.82
270 923.45 13,482.31
360 2,726.43 15,285.22
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Table 6.2 Shaking moment comparison of Watt mechanism with two
fixed points

Crank angle(deg)

Shaking moment
generated in proposed
method� 105 N m

Shaking moment
generated in Gao Feng’s
method� 105 N m

0 �468.22 �468.19
90 �5.23 �5.18
180 33.17 33.23
270 39.41 39.46
360 �468.25 �468.19

maximum at 360ı. The shaking moment of Watt mechanism with two fixed points
is maximum 468.2 � 105 N m, at 0ı, and minimum �5.23 � 105 N m, at 90ı.
The shaking moment gradually decreases from 0ı to 90ı and again increases to
maximum at 360ı. It can be observed that shaking forces by proposed method are
very much less at all intervals of crank angle than those by Gao Feng’s method. As
there is only one planetary gear 8 to be mounted on the base of the mechanism,
there is a little improvement in the shaking moment balancing, but the shaking
forces have been substantially reduced. Though the results of a numerical example
are not available in the literature to make a comparison in Tables 6.1 and 6.2, the
balanced mechanisms of both the proposed and Gao Feng methods can be compared
construction-wise. It can be observed that the balanced mechanism of proposed
method is constructively more efficient and compact and occupies less space.

6.7 Self-Balanced Slider-Crank Mechanism

In the two identical slider-crank mechanism shaking forces are automatically
balanced as the movements of the two slider-crank mechanisms are opposite to each
other, so it is called as self-balanced slider-crank system. These mechanical systems
find successful applications in engines, agricultural machines, mills, and various
automatic machines (Fig. 6.8).

6.7.1 Self-Balanced Slider-Crank System with an Imagined
Articulation Dyad

Figure 6.9 shows a self-balanced slider-crank system with an imagined articulation
dyad B0D0E, which forms a pantograph with the initial system. The similarity factor

of the formed pantograph is k D lAD

.
lAB

D 1 and lBB0 D lDD0;lB0D0 D lAD C lAB:
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Fig. 6.9 Self-balanced slider-crank system with an imagined articulation dyad B0D0E

By substituting dynamically the mass m3 of the connecting coupler 3 by point
masses at the centers B, B0 and C and using the following condition

2

4
1 1 1

lBS3 �lCS3 lB0S3

lBS3
2 lCS3

2 lB0
0S3

2

3

5

2

4
mB

mC

mB0

3

5 D
2

4
m3

0

IS3

3

5

where lBS3 , lCS3 ; lB0S3
are the distances of joint centers B, C, and B0 from the centers

of masses S3 of the link 3.
IS3 is the axial moment of inertia of link 3; we determine the value of the point

masses

mB D DB=D3I mC D DC
.

D3
I mB0 D DB0=D3 (6.18)

where DB;DC;DB0;D3 are determinants of the third order obtained from the system
of equations.
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We now require imagined link B0D0 to be balanced about point G of the
pantograph, i.e.,

mD0 D mB0 lB0G=lD0G

The concentrated point masses mG,mC, mE to be balanced about center A, i.e.,

mE D .mGlBB0 C mClBC/ =lDE

where lBB0;lBC are the distances of joint centers B0, C from the joint center B, and
lDE is the distance of joint center D from the joint center E:

mG D mB0 C mD0 (6.19)

Finally the concentrated point masses mB, mD are also to be balanced about center
A, i.e.,

mD D mBlAB=lAD. Thus we obtain the values of three concentrated point masses
mD0 ;mD;mE which allow the determination of the mass and inertia parameters of
the connecting coupler 4

where l�DS4
D lDE � lES4 I lD0S4 D lD0E � lES4 .

6.7.2 Shaking Moment Balancing of the Mechanism

The shaking moment transmitted to the frame by links 2 and 7 is calculated using
the angular acceleration of link 2. The shaking moment transmitted to the frame by
connecting rods 3 and 4 is calculated using angular acceleration of link 8, as their
point masses are brought to link 8:

Mint
2 C Mint

7 D �
IS2 C m2l

2
AS2 C mBl2AB C mDl2AD C m7l

2
AS7 C IS7

�
˛2

Mint
8 D �

IS8 C m8l
2
GS8 C mD0 l2D0G C mB0 l2B0G

�
˛8 (6.20)

Total shaking moment generated by the mechanism:

Mint D Mint
2 C Mint

7 C Mint
8 (6.21)

The shaking moment generated by the mechanism is balanced by addition of gear
inertia counterweights 9 and 10.

For any mechanism with the given numerical values of link mass, length, mass
moment of inertia, and radius of gyration, the shaking force and shaking moment
can be calculated using the above equations. To balance the shaking moment
generated by the mechanism geared inertia counterweights with the equal amount
of inertia moment can be mounted on the frame of the mechanism.
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Fig. 6.10 Time vs. shaking moment

Numerical example:
The parameters of the self-balanced slider-crank system are the following:

lAB D lAD D 0:05mI lBC D lDE D 0:2mI lCS3 D lES4 D 0:1mI m3 D m4 D 0:35 kgI
m5 D m6 D 2 kgI IS3 D IS4 D 0:005 kg � m2I!AB D 30�=sI˛AB D 15 rad=s2I
m2 D m7 D 0:3 kgI IS2 D IS7 D 0:003 kgI lAS2 D lAS7 D 0:025mI
IS8 D 0:006 kg � m2I m8 D 0:6 kg

Figure 6.10 shows the variations of the shaking moment of the initial mechanical
system. For cancellation of the shaking moment it is necessary to redistribute the
masses of the second connecting coupler. By dynamically substituting the mass
m3 of the connecting coupler 3 by point masses at centers B, B0, C and taking
into account conditions m

0

D; mE; mD, we calculate the mass and inertia parameters
of the connecting coupler 4. Figure 6.10 illustrates the obtained results. So by
mounting geared inertia counterweights the shaking moment is cancelled. The
shaking moment of initial mechanism was C0.168 N m at 90ı and �0.168 N m
at 270ı. It has been observed that the shaking moment of self-balanced slider-crank
mechanism has been zero at all angular positions of the crank.

If the driving torque and time are plotted for both the unbalanced and balanced
linkages then it can be observed that the driving torque is slightly higher for
the balanced mechanism, as the inertia elements are mounted on the base of the
mechanism for shaking moment balancing. On the other hand the performance of
the balanced mechanism improves considerably and it also increases the fatigue life
of the mechanism.
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6.8 Eight-Bar Mechanism with Three Fixed Points
and Three Ternary Links (Mechanism with Low
Degree of Complexity)

The eight-bar mechanism with three fixed points and three ternary links shown in
Fig. 6.11 has eight links, four ternary links and four binary links; one of the ternary
links is fixed. It has ten binary joints. The degree of freedom of this mechanism is
one. It is a mechanism with low degree of complexity as the path curvature of motion
transfer point “E” is not known. Links 2, 4, 6, and 7 are binary links and 1, 3, 5, and
8 are four ternary links; among them link 8 is fixed link. The links 2, 4, 6, and 7 are
not directly connected to the frame. The geared inertia counterweights required to
balance the shaking moments generated by links 2, 4, 6, and 7 are mounted on the
frame of the mechanism by kinematically linking geared inertia counterweights and
the corresponding links by links of known mass and center of mass. The balanced
eight-bar mechanism with three fixed points and three ternary links is shown in
Fig. 6.12.

Fig. 6.11 Eight-bar mechanism with three fixed points and three ternary links

Fig. 6.12 Balanced eight-bar mechanism with three fixed points and three ternary links
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6.8.1 Shaking Force Balancing of the Mechanism

Here link 1 is dynamically replaced by three point masses mO1 ; mA1 ;mB1 by using
the following conditions:

2

4
1 1 1

lO1e
i�O1 lAei�A lBei�B

lO1
2 lA2 lB2

3

5

2

4
mO1

mA1

mB1

3

5 D
2

4
m1

0

IS1

3

5

mO1 D DO1

D1

; mA1 D DA1

D1

; mB1 D DB1

D1

(6.22)

where lO1; lA, lB are the moduli of radius vectors of corresponding points.
�O1 ; �A; �B; are the angular positions of radius vectors.
m1 is the mass of link 1.
IS1 is the mass moment of inertia of link 1 about its center of mass.
DO1 ; DA1 ; DB1 and D1 are the third-order determinants obtained from the system

of equations.
Link 2 is statically replaced by two point masses mB2 and mC2 :

mB2 D m2 lCS2

lBC
I mC2 D m2 lBS2

lBC

Changed mass moment of inertia I0�S2 D IS2 � m2lCS2 lBS2 .
For link 6 to be dynamically replaced by two point masses mE6 and mP2 the

condition to be satisfied is

k6
2 D lES6 lP6S6

where k6 is the radius of gyration of link 6 about its center of mass.
lES6 is arbitrarily fixed and lP6S6 is obtained from the above condition:

mE6 D m6 lP6S6

.lES6 C lP6S6 /
I mP6 D m6 lES6

.lES6 C lP6S6 /

After dynamically replacing link 6 by two point masses, it is kinematically
connected to its corresponding gear 9 by link 10 and it is statically replaced by two
point masses mH and mI:

mH D
m01lIS0

1

lHI
I mI D

m01lHS
0

1

lHI
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Changed mass moment of inertia I0�S1 D I0S1 � m01l0IS1 l
0
HS1

where I
0

S1
is the original mass moment of inertia link 10.

Counterweight mCW6 against link 6 is calculated by using the formula

mCW6
D .m6lAS6 C mHlAH/

rCW6

(6.23)

where rCW6 D lP6S6 � lAS6 is the radius of rotation of counterweight mCW6 .
Counterweight against point mass B can be obtained as

mB0 D .mB1 C mB2/ lBO1

lB0O1

Counterweight against link 1 is calculated by using the formula

mCW1 D .mCW6 C mH C m6/

rCW1

(6.24)

where rCW1 is radius of rotation of counterweight against link 1 which is arbitrarily
taken.

For link 3 to be dynamically replaced by three point masses mC3 ; mD3 ;mO3 the
conditions to be satisfied are

2

4
1 1 1

lO3e
i�O3 lCei�C lDei�D

lO3
2 lC2 lD2

3

5
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4
mO3

mC3

mD3

3

5 D
2

4
m3

0

IS3

3

5

mO3 D DO3

D3

; mC3 D DC3

D3

; mD3 D DD3

D3

(6.25)

where lO3 ; lC; lD are the moduli of radius vectors of corresponding points.
�O3 ; �C; �D are the angular positions of radius vectors.
m3 is the mass of link 3.
IS3 is the mass moment of inertia of link 3 about its center of mass.
DO3 ; DC3 ; DD3 ; D3 are the third-order determinants obtained from the system of

equations.
Counterweight against point C can be obtained as

mC0 D .mC2 C mC3 / lO3c

lC0O3
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For link 4 to be statically replaced by two point masses mD4 and mG4 the
conditions to be satisfied are

mD4 D m4lGS4

lDG
I mG4 D m4lDS4

lDG

Changed mass moment of inertia of link 4 can be obtained as I0�S4 D IS4 �
m4lDS4 lGS4

Counterweight against point D can be obtained as

mD0 D .mD3 C mD4 / lDO3

lD0O3

For link 5 to be dynamically replaced by three point masses mO5 ; mG5 ;mF5 the
conditions to be satisfied are

2

4
1 1 1

lO5e
i�O5 lGei�G lFei�F

lO5
2 lG2 lF2

3

5

2

4
mO5

mG5

mF5

3

5 D
2

4
m5

0

IS5

3

5

mO5 D DO5

D5

; mG5 D DG5

D5

; mF5 D DF5

D5

(6.26)

where lO5 ; lG; lF are the moduli of radius vectors of corresponding points.
�O5 ; �G; �F are the angular positions of radius vectors.
m5 is the mass of link 5.
IS5 is the mass moment of inertia of link 5 about its center of mass.
DO5 ; DG5 ; DF5 ; D5 are the third-order determinants obtained from the system of

equations.
For link 7 to be dynamically replaced by two point masses mE7 and mP7 the

condition to be satisfied is

k7
2 D lFS7 lP7S7

where k7 is the radius of gyration of link 7 about its center of mass.
lFS7 is the arbitrarily fixed and lP7S7 is obtained from the above condition:

mE7 D m7lP7S7

lFS7 C lP7S7
I mP7 D m7lFS7

lFS7 C lP7S7

After link 7 is dynamically replaced by two point masses, it is kinematically
linked to its corresponding gear 13 by link 50 and moreover link 50 is statically
replaced by two point masses mM and mK:

mM D m05lKS0

5

lKM
I mK D m05lMS0

5

lKM
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Counterweight mCW7 against link 7 is calculated using the formula

mCW7 D .mMlFM C m7lFS7 /

rCW7

where rCW7 D lP7S7 � lFS7 is the radius of rotation counterweight.
Counterweight against point G can be obtained as

m0G D .mG4 C mG5 / lO5G

lO5G0

where lO5G0 is arbitrarily taken.
Counterweight against point F can be obtained as

m0F D .m7 C mCW7C/ lO5F

lO5F0

where lO5F0 is arbitrarily taken

6.8.2 Shaking Moment Balancing of the Mechanism

The shaking moments of links 1, 3, 5, 6, and 7 are given as follows:
The shaking moment generated by the linkage is determined by the sum

Mint D Mint
1 C Mint

6 C Mint
3 C Mint

5 C Mint
7 (6.27)

Mint
1 D



IS1 C m1l

2
O1S1 C I0�S1 C m01l2IS0

1

C mB2l
2
O1B C m0Bl2O1B0

C mCW1
r2CW1

�
˛1

Mint
6 D �

IS6 C mCW6r
2
CW6

C m6l
2
AS6 C mHl2AH C 2mJl

2
O1J

�
˛6

Mint
3 D �

IS3 C m3l
2
O3S3 C mD4 l

2
O3D C m0Dl2O3D0

C m0Cl2O3C0

�
˛3

Mint
5 D �

IS5 C m5l
2
O5S5 C mG4l

2
o5G C m0Gl2O5G0

C m0Fl2O5F0
C Cm05l2KS0

5

�
˛5

Mint
7 D �

IS7 C m7l
2
FS7 C mCW7r

2
CW7

C mMl2FM C 2mKl2O5K

�
˛7

where Mint
1 , Mint

3 , Mint
5 , Mint

6 , Mint
7 are the shaking moments generated by links 1, 3,

5, 6, and 7, respectively.
IS1 ; IS3 ; IS5 ; IS6 ; and IS7 are the mass moment of inertias of links 1, 3, 5, 6,

and 7, respectively.
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˛1, ˛3, ˛5, ˛6 and ˛7 are the angular accelerations of links 1, 3, 5, 6, and 7,
respectively.

For shaking moment balancing ten geared inertia counterweights are used, four
at O5, two at O3, and four at O1.

6.9 Summary

Self-balanced slider-crank mechanism has been studied with numerical example
and it is observed that shaking moment is completely balanced. Shaking force and
shaking moment balancing expressions are developed for eight-bar mechanism with
three fixed points and three ternary links.
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Chapter 7
Synthesizing of Parallel Robots Using Adjusting
Kinematic Parameters Method

P.R. Ouyang, W.J. Zhang, and J. Huang

Abstract Force balancing is a very important issue in mechanism design and
has only recently been introduced to the design of robotic mechanisms. In this
chapter, a force balancing method called adjusting kinematic parameters (AKP)
for robotic mechanisms or real-time controllable (RTC) mechanisms is proposed,
as opposed to existing force balancing methods, e.g., the counterweights (CW)
method. Both the working principle of the AKP method and the design equation
are described in detail. A particular implementation of the AKP method for the
RTC mechanisms where two pivots on a link are adjustable is presented. After that,
a hybrid approach to force balancing of robotic mechanisms is proposed, and this
hybrid approach is to combine AKP and counterweights (CW) approaches, called
AKPCCW in short. The main motivation of the AKPCCW approach is that CW and
AKP each has its own advantage and disadvantage, and thus a combined one may
strengthen both. This chapter presents the force balancing principles and equations
for the AKPCCW approach. Software called ADAMS is employed as a tool for
the simulated experiment to verify the effectiveness of the proposed approach.
The joint forces and torques are calculated for the trajectory tracking of the RTC
mechanisms. The implication of the work to the balancing of mechanisms in general
is that many different force balancing methods may be combined based on the
hybridization principle proposed in this chapter to become a novel one. Simulation
results show that the AKP method and AKPCCW method are consistently better
than the CW method in terms of the reduction of the joint forces and the torques in
the servomotors, and the smoothing of the fluctuation of the joint force.
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7.1 Introduction

Mechanisms driven by real-time controllable (RTC) motors, or servomotors, are
called RTC mechanisms. In general, RTC mechanisms are multi-degrees of freedom
systems. RTC mechanisms are also called mechatronic mechanisms. A generic task
of an RTC mechanism is to generate trajectory tracking motion. RTC mechanisms
are fundamental building blocks in many machine tools and advanced robots due
to their flexibility in terms of adapting to different applications without the need
of redesign of their physical structures. Since there is no well-developed guidance
available to design an RTC mechanism system with consideration of both control
structures and mechanical structure designs, it is therefore significant to develop
methodologies for this purpose.

For an RTC mechanism, the mechanical properties, such as shaking force
balancing, shaking moment balancing, machine cooling, and vibration, are highly
coupled with the characteristics of the controller. One challenging issue in the RTC
mechanism design is that in order to achieve the optimal performance from the
overall system viewpoint, both the controller design and the mechanical structure
design need to be considered simultaneously. This chapter only takes the property
of force balancing into consideration in addressing this issue. Force balancing can
be categorized into static balancing problem and dynamic balancing problem. Static
balancing is defined as a set of conditions under which the weight of the links of
a mechanism does not produce any torque or force at the actuators under static
conditions for any configuration of the manipulator or mechanism [1]. This is
a mechanical solution which does not include solution by control method. This
chapter focuses on static balancing. In this chapter, a parallel robot with two degrees
of freedom is used as an example for the force balancing.

Many studies on force balancing of spatial mechanisms, i.e., robots, are per-
formed at Laval University. These studies are limited within the scope of mechanical
structure design only. When attached with a controller and programmed to follow
different trajectories, however, mechanisms designed with complete force balancing
property in this manner may not generate satisfactory dynamic performance. This
consequence was revealed by the recent studies carried out at the Advanced
Engineering Design Laboratory (AEDL) of the University of Saskatchewan [2] and
other research [3].

At AEDL, a novel method called the adjusting kinematic parameters (AKP)
method for force balancing of real-time controllable RTC mechanisms was devel-
oped [2]. This method suggests that adjusting the kinematic parameters can achieve
force balancing of RTC mechanisms. Although showing advantages, there are some
problems with this method. First, the initial development assumed that the center of
mass of each link in a mechanism was in line with its axis; see Fig. 7.1a. However,
in general, the center of mass of a link is likely off-line with its axis; see Fig. 7.1b.
In mechanisms, a link may also take the ternary form instead of the binary form; see
Fig. 7.1c. Second, the physical implementation was not considered in Wang’s study.
It should be noted that when adjusting the kinematic parameters of a link, extra
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Fig. 7.1 Different situations of mass centers and different forms of links

masses are included in the system, and adjustment of kinematic parameters related
to these masses may involve a change of the mass distribution of the system. Third,
the exploration of how control methods affect trajectory tracking performance with
respect to different force balancing methods was not well addressed. In particular,
the control method used was a simple PD law with gains selected in a trial-and-error
manner. Finally, trajectory planning was not well studied in spite of its importance
in the AKP method. In fact, whenever the kinematic parameters are adjusted, the
geometry of the mechanism may be varied; hence the trajectory must be re-planned
to achieve the desired motion task.

7.2 Principles for Complete Force Balancing

There are two principles for complete force balancing: (1) making the total mass
center of a mechanism stationary [4, 5], and (2) making the total potential energy of
a mechanism stationary [1, 6]. Principle (1) is explained as follows.

Consider a mechanism that transmits forces to its base at point O. Let f0 stand for
the sum of the reacting forces the mechanism imposes on the base. The application
of the Newton’s second law leads to

f0 D � d

dt
fMPrcg C Mg (7.1)

where M is the total mass of a mechanism, g the gravitational acceleration, and
Prc the velocity of the mass center (MC) of the mechanism. It can be seen from
Eq. (7.1) that the undesired shaking force results from changes in the system’s
linear momentum. This dynamic component becomes zero if the system MC does
not change in any configuration, i.e., rc D constant, during a period of motion.
Therefore, Principle (1) can be stated as follows: to transmit zero shaking force, the
mechanism’s MC has to be stationary or configuration invariant. The property of
configuration invariance of MC can be obtained in several ways, depending on the
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Fig. 7.2 A 2 DOF parallel robotic mechanism with arbitrary mass distribution

types of the mechanisms. For instance, for any mechanism containing only revolute
kinematic pairs, the mass distribution of the mechanism to achieve the force balance
can be obtained by using the linearly independent vector (LIV) approach [4].

The LIV approach is explained by taking a 2 DOF parallel robotic mechanism
as an example; see Fig. 7.2. This mechanism consists of two kinematic chains
connecting the fixed base and the end effector of the mechanism. The two kinematic
chains are O1, O2, O3, P and O5, O4, O3, P, respectively. Two revolute actuators are
mounted at joints O1 and O5 and described by joint variables q1 and q4, respectively.
Joints O2, O3, and O4 are passive revolute joints. Point P (overlapping with O3) is
the position of the end effector of the mechanism.

The stationary total mass center condition can be expressed by the following
equation:

rc D 1

M

4X

iD1
miri D constant (7.2)

where mi and ri are the mass and the position vector of mass center of link i,

respectively, and M D
4X

iD1
mi. According to the LIV approach, the position vector

ri in Eq. (7.2) can be expressed as
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8
ˆ̂<

ˆ̂:

r1 D r1ei.q1C�1/
r2 D l1eiq1 C r2ei.q2C�2/
r3 D l5eiq5 C l4eiq4 C r3ei.q3C�3/
r4 D l5eiq5 C r4ei.q4C�4/

(7.3)

Substituting Eq. (7.3) into Eq. (7.2) leads to

Mrc D �
m3l5eiq5 C m4l5eiq5

�C �
m1r1ei�1 C m2l1

�
eiq1 C �

m2r2ei�2
�

eiq2

C �
m3r3ei�3

�
eiq3 C �

m4r4ei�4 C m3l4
�

eiq4 (7.4)

The unit vectors eiq1 , eiq2 , eiq3 , and eiq4 are constrained by the kinematic closed-
loop equation, i.e., l1eiq1 C l2eiq2 � l3eiq3 � l4eiq4 � l5eiq5 D 0. Substituting this
constraint equation into Eq. (7.4) leads to

Mrc D �
m3l5eiq5 C m4l5eiq5 C �25m2r2ei�2eiq5

�

C �
m1r1ei�1 C m2l1 � �21m2r2ei�2

�
eiq1 C �

m3r3ei�3 C �23m2r2ei�2
�

eiq3

C �
m4r4ei�4 C m3l4 C �24m2r2ei�2

�
eiq4 (7.5)

where �ij D lj
.

li
; i; j D 1; : : : ; 5. In order to make the total mass center stationary,

all the terms with the time-varying quantities (q1, q3 and q4) in Eq. (7.5) should
vanish. This will result in the following equations:

m1r1ei�1 C m2l1 � �21m2r2ei�2 D 0 (7.6)

m3r3ei�3 C �23m2r2ei�2 D 0 (7.7)

m4r4ei�4 C m3l4 C �24m2r2ei�2 D 0 (7.8)

As long as Eqs. (7.6) to (7.8) are satisfied in the design process, the shaking force
of the parallel robotic mechanism is cancelled. Such a mechanism is called a force
balanced mechanism.

Principle (2) is that if the total potential energy of a mechanism in any
configuration is kept constant (i.e., the weight of the mechanism has no effect on
the actuators), then the mechanism is force balanced. The expression of the total
potential energy of the mechanism can be written as

V D Vw C Vs (7.9)

where Vw and Vs are, respectively, the gravitational potential energy and the elastic
potential energy stored in the springs. The way of implementing this principle is to
eliminate the effect of the potential energy through properly adding springs into the
original mechanism [1].
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As shown in Fig. 7.1, two relationships r2ei�2 D l2 C r02ei� 0

2 and r3ei�3 D l3 C
r03ei� 0

3 can be readily obtained. By using these relationships, Eqs. (7.6)–(7.8) can be
rewritten as

m1r1l2 D l1m2r
0
2 and �1 D � 02 (7.10)

m3r3l2 D l3m2r2 and �3 D � C �2 (7.11)

m4r4l3 D l4m3r
0
3 and �4 D � 03 (7.12)

From the above three equations, it can be seen that whenever the mass distribu-
tion of one of the links is given, the mass distributions of the remaining three links
can be determined. The equations to calculate the additional masses can be derived
as (assume that link 2 is unchanged)

m�i r�i ei��

i D miriei�1 � m0
i r0i ei�0i .i D 1; 3; 4/ (7.13)

where m0
i , r0

i , and �0
i are the parameters of the original link; m*

i , r*
i , and �*

i are the
parameters of the counterweights (CW); and mi, ri, and � i are the parameters after
adding or deducting the counterweights to the original mechanism.

Apparently, in general, either m*
i or r*

i is arbitrarily selected, then the other one
can be obtained from Eq. (7.13).

There are several problems associated with the CW method. The first problem
is that both joint forces and actuator output torques might increase. The second
problem is that the vibration behavior of the mechanism may be degraded [3].
The third problem is that the balanced mechanism may have a poor trajectory
tracking performance, and consume more energy when running at high speeds
[7, 8]. Although a careful design of the mass redistribution may help in solving
these problems to some degree, new methods are needed for further improvement.
It should be further noted that the CW method is only applicable to pivot joint
mechanisms.

7.3 New Force Balancing Condition Equations

When implementing the extended AKP method, the masses of sliding blocks, which
are used to adjust the pivots, must be taken into account in the force balancing
condition equations. The implementation of the pivot adjustment is illustrated in
Fig. 7.3 [7, 8]. When sliding block 3 is adjusted along link 1 or sliding block 4
adjusted along link 2, the mass distribution of this group of links will vary.
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Fig. 7.4 Scheme of parallel robotic mechanism with the point mass at the pivot

Assume that the sliding block is a point mass acting on the pivot, denoting mij as
the mass of the sliding block between link i and link j. The schematic diagram of the
parallel robotic mechanism with consideration of these point masses, mij, is shown
in Fig. 7.4.

The new force balancing condition equations can be derived by following the
LIV approach:

m1r1e
i�1 C .m2 C m12/ l1 � l1m2r2e

i�2=l2 D 0 (7.14)

m3r3e
i�3 C m23l3 C l3m2r2e

i�2=l2 D 0 (7.15)
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m4r4ei�4 C .m3 C m23 C m34/ l4 C l4m2r2ei�2=l2 D 0 (7.16)

Using the relationship r2ei�2 D l2 C r02ei� 0

2 , Eq. (7.14) can be rewritten as

l2m1r1e
i�1 D l1m2Qr 0

2e
i Q� 0

2 (7.17)

where Qr02 D
q�

r02 cos � 02 � m12l2=m2

�2 C �
r02 sin � 02

�2

Q� 02 D tan�1
�

r02 sin � 02
r02 cos � 02 � m12l2=m2

�

Similarly, Eq. (7.15) can be rewritten as

l2m3r3ei�3 C l3m2Qr2ei Q�2 D 0 (7.18)

where Qr2 D
q
.r2 cos �2 C m23l2=m2/

2 C .r2 sin �2/
2

Q�2 D tan�1
�

r2 sin �2
r2 cos �2 C m23l2=m2

�

Likewise, Eq. (7.16) can be rewritten as

l2m4r4ei�4 C l4m2br2eib�2 D 0 (7.19)

wherebr2 D
q
.r2 cos �2 C .m3 C m23 C m34/ l2=m2/

2 C .r2 sin �2/
2

b�2 D tan�1
�

r2 sin �2
r2 cos �2 C .m3 C m23 C m34/ l2=m2

�

Eqs. (7.17) to (7.19) are the new force balancing equations and can be rear-
ranged as

l2m1r1 D l1m2Qr02 and �1 D Q� 02 (7.20)

l2m3r3 D l3m2Qr2 and �3 D Q�2 C � (7.21)

l2m4r4 D l4m2br2 and �4 Db�2 C � (7.22)

Compared with the original force balancing Eqs. (7.10)–(7.12), it can be seen that
the effect due to the sliding blocks is reflected by the augmented parameters, i.e.,
(Qr2, Qr 0

2 ,br2) and ( Q�2, Q� 0

2 ,b�2), which are only related to link 2, the masses of the sliding
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blocks, and link 3. The force balancing condition equations, i.e., Eqs. (7.20)–(7.22),
imply that the mass distribution of a force balanced mechanism should satisfy Eqs.
(7.20)–(7.22). It is noted that the force balancing condition equations above are
derived by following principle (1), and therefore, they are applicable to the AKP
method.

7.4 The Extended AKP Method

Examining the original and the new force balancing equations shown in Eqs. (7.10)
to (7.12) and Eqs. (7.20) to (7.22), respectively, it is clear that these equations can
also be satisfied by changing the kinematic parameters, li (i D 1, 2, 3, 4), whilst
maintaining the total mass of a mechanism unchanged. It should be noted that
when li is varied, the parameters ri and � i will be changed accordingly. Both the
original and the extended AKP method are developed based on this observation.
In particular, the derivation of the extended AKP method based on the new force
balancing equations is given as follows [9]. A general design case will be presented
first, followed by a special design case.

In the general design situation, assume that the mass centers of the links are
arbitrarily distributed, with �i ¤ 0 for i D 1 to 4, as shown in Fig. 7.5. Let l0i and (r0

i ,
�0

i ) represent the length and the mass center of link i, respectively, where superscript
“0” indicates the parameters prior to the adjustment of pivot o0

i . It is observed that
in order to satisfy the force balancing condition equations specified in Eqs. (7.20)
to (7.22), adjusting of only one pivot on a link is not sufficient; instead, two pivots
must be adjusted. The extended AKP method is thus accomplished in two steps. The
first step is to adjust a pivot from o0

i to oi so that the angle relationship between link
i and link i C 1 can be satisfied. The second step is to adjust o0iC1 to oiC1 so that
all Eqs. (7.20) to (7.22) can be satisfied. Now, let li and (ri, � i) represent the new
length and the new mass center of link i, respectively, and let vi and wi represent
the adjusted amounts of the two pivots oi and oiC1, respectively. From Fig. 7.5, the
following equations can be obtained:

li D l0i � vi � wi (7.23)

r0i cos �0i D vi C ri cos �i (7.24)

r0i sin �0i D ri sin �i (7.25)

for i D 1, 2, 3, 4.
Equation (7.25) can be rewritten as

ri D r0i sin �0i
sin �i

(7.26)
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Fig. 7.5 Two-step kinematic
parameter adjustment in the
extended AKP method
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Substituting Eq. (7.26) into Eq. (7.24) yields

vi D r0i sin
�
�i � �0i

�
= sin �i (7.27)

Based on the force balancing condition equations given in Eqs. (7.20) to (7.22)
and the results given in Eqs. (7.23) to (7.27), the implementation of the extended
AKP method can be illustrated using the following example. Referring to Fig. 7.4,
assume that the pivots of link 2 are unchanged, and the force balancing conditions
can be achieved by adjusting the pivots of the other three links. The detailed
procedure is illustrated below.

For link 1:
Pivot O1 on link 1 is adjusted using the following equation derived from Eqs.

(7.27) and (7.20):

v1 D r01 sin

 Q� 0

2 � �01

�
= sin Q� 0

2 (7.28)

Pivot O2 on link 1 is adjusted using Eq. (7.20). To determine the amount of
adjustment for pivot O2 on link 1, i.e., w1, substituting Eq. (7.28) and Eqs. (7.23) to
(7.25) into Eq. (7.20) yields

w1 D l01 �
r01



m2Qr02 sin


 Q� 02 � �01
�

C m1l2 sin �01

�

m2Qr02 sin Q� 02
(7.29)
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For link 3:
Substituting Eq. (7.21) into Eq. (7.27) yields

v3 D r03 sin

 Q�2 � �03

�
= sin Q�2 (7.30)

Substituting Eq. (7.30) and Eqs. (7.23) to (7.25) into Eq. (7.21) yields

w3 D l03 �
r03



m2Qr2 sin


 Q�2 � �03

�
� m3l2 sin �03

�

m2Qr2 sin Q�2
(7.31)

For link 4:
Substituting Eq. (7.22) into Eq. (7.27) yields

v4 D r04 sin


b�2 � �04

�
= sinb�2 (7.32)

Substituting Eq. (7.32) and Eqs. (7.23) to (7.25) into Eq. (7.22) yields

w4 D l04 �
r04



m2br2 sin



b�2 � �04

�
� m4l2 sin �04

�

m2br2 sinb�2
(7.33)

For the special design case where mass distributions of all the links are in line
with their kinematic axes, adjusting of only one pivot for each link is sufficient.
In this case, since conditions �0i D 0 and �i D 0 hold, Eq. (7.25) thus
becomes meaningless. Furthermore, if the sliding blocks are not considered in the
implementation, the force balancing equations given in Eqs. (7.23) to (7.25) are
simplified as the original ones given in Eqs. (7.10) to (7.12). Substituting Eqs. (7.23)
and (7.24) into Eqs. (7.10) to (7.12), the adjusting amounts for links 1, 3, and 4,
respectively, can be obtained as follows:

v1 D �
m2r
0
2l
0
1 cos �1 � m1r

0
1 l2 cos �01

�
=
�
m2r
0
2 cos �1 � m1l2

�
(7.34)

v3 D �
m2r2l

0
3 cos �3 � m3r

0
3l2 cos �03

�
= .m2r2 cos �3 � m3l2/ (7.35)

v4 D �
kl04 cos �4 � m4r

0
4 cos �04

�
= .k cos �4 � m4/ (7.36)

with k D
q
.m2r2=l2/

2 C m2
3 C .2m2r2m3 cos �2=l2/.

Moreover, following the above discussion, if link 3 is selected to be unchanged,
the adjusting amounts for other three links can be determined as follows:

v1 D �
hl01 cos �1 � m1r

0
1 cos �01

�
= .h cos �1 � m1/ (7.37)
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v2 D �
m3r3l

0
2 cos �2 � m2r

0
2l3 cos �02

�
= .m3r3 cos �2 � m2l3/ (7.38)

v4 D �
m3r
0
3l
0
4 cos �4 � m4r

0
4 l3 cos �04

�
=
�
m3r
0
3 cos �4 � m4l3

�
(7.39)

with h D
q
.m3r3=l3/

2 C m2
2 C .2m3r3m2 cos �3=l3/.

When designing an RTC mechanism, for a given task, i.e., a set of trajectory
points that the end effector should follow, through the inverse kinematics, the
corresponding joint angles are readily determined. However, if the extended AKP
method is adopted for force balancing design, the kinematic parameters of the
mechanism will vary. This will in turn change the inverse kinematics of the
mechanism. In order to enable the end effector of the mechanism to follow the same
trajectory, the motion profiles of the joints must be adjusted according to the new
inverse kinematics. This adjustment is only possible through the implementation
of programmable actuators, i.e., RTC actuators. Therefore, the application of the
extended AKP method is only limited to RTC mechanisms.

To verify the extended AKP method, a parallel robotic mechanism prototype was
built using LEGO blocks, as shown in Fig. 7.6. Figure 7.6a shows the unbalanced
system. After applying the extended AKP method, the kinematic parameters were
changed and the shaking force of the mechanism was cancelled. Figure 7.6b, c
illustrates two configurations of the force balanced mechanism. The mechanism was
stabilized at these two positions, and in fact, it was stable at any other positions as
well. That is, the mechanism is force balanced.

7.5 Comparison of the Extended AKP Method with the CW
Method: Joint Reaction Force

Two examples are used here to verify the effectiveness of the extended AKP method.
Comparison is made between the extended AKP method and the CW method in
terms of reduction of the joint forces.

Example 1 The kinematic parameters of the original mechanism without con-
sidering force balancing are listed in Table 7.1. Using the CW method and the
extended AKP method, the kinematic parameters of the force balanced mechanism
are computed and listed in the same table. In the CW case, assume that link 3 is
unchanged and the other three links are subject to additional masses. In the extended
AKP case, assume that all the movable links are subject to pivot adjustments.

The mechanism is supposed to fulfill the following task: the end effector is
requested to move from point A (0.3, 0.2) to point B (0.2, 0.3) within 1 s, and
subsequently to point C (0.1, 0.2) within 2 s. The unit of the coordinates is meter for
all examples. Furthermore, for each segment of the trajectories, (1) the velocities of
the end effector at these three points are zero, and (2) the accelerations of the end
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Fig. 7.6 (a) Unbalanced
mechanism. (b) Balanced
mechanism using the
extended AKP method (1).
(c) Balanced mechanism
using the extended AKP
method (2)
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Table 7.1 Parameters for different mechanisms (in-line case 1)

Parameters Unbalanced linkage CW linkage AKP linkage

l1 (m) 0.2 0.2 0.0977
l2 (m) 0.3 0.3 0.28
l3 (m) 0.4 0.4 0.2445
l4 (m) 0.3 0.3 0.1009
l5 (m) 0.3 0.3 0.3
r1 (m) 0.05 0.1758 0.0523
r2 (m) 0.15 0.0506 0.13
r3 (m) 0.08 0.08 0.0756
r4 (m) 0.1 0.103 0.0991
m1 (kg) 0.25 0.5912 0.25
m2 (kg) 0.25 0.4445 0.25
m3 (kg) 0.375 0.375 0.375
m4 (kg) 0.5 0.8742 0.5
I1
�
kg �m2

�
0.004 0.0133 0.004

I2
�
kg �m2

�
0.01 0.0229 0.01

I3
�
kg �m2

�
0.02 0.02 0.02

I4
�
kg �m2

�
0.02 0.0475 0.02

�1(rad) 0 � �

�2(rad) 0 � 0
�3(rad) 0 0 �

�4(rad) 0 � �

effector at the initial and final points are zero. The trajectories at the two actuators
can be determined based on the inverse kinematic and the motion planning method
that will be described in Chap. 4. In particular, the trajectories at the two actuators
for the unbalanced mechanism and the force balanced mechanism using the CW
method are, respectively, expressed as follows:

For actuator 1:

q1.t/ D 90:0C 187:2701� t3 � 261:4406� t4 C 96:7905� t5 if t � 1

q1.t/ D 112:6199� 38:9289� .t � 1/2 C 109:4122� .t � 1/3

� 67:4608� .t � 1/4 C 12:5189� .t � 1/5 if 1 < t � 3

For actuator 2:

q4.t/ D �13:688C 657:9647� t3 � 894:1248� t4 C 320:5211� t5 if t � 1

q4.t/ D 27:5324� 87:5649� .t � 1/2 C 157:4044� .t � 1/3

� 85:2165� .t � 1/4 C 14:8542 � .t � 1/5 if 1 < t � 3

http://dx.doi.org/10.1007/978-3-319-17683-3_4
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As mentioned in Sect. 4, the trajectory of the force balanced mechanism using
the extended AKP method must be re-planned due to the change of the kinematic
parameters. After re-planning, the expressions of the new trajectories at the two
actuators are as follows:

For actuator 1:

q1.t/ D 63:4541C 201:7492� t3 � 290:3993� t4 C 111:27� t5 if t � 1

q1.t/ D 86:0739� 24:4488� .t � 1/2 C 152:8515� .t � 1/3

� 105:4703� .t � 1/4 C 20:4828� .t � 1/5 if 1 < t � 3

For actuator 2:

q4.t/ D �13:688C 657:9647� t3 � 894:1248� t4 C 320:5211� t5 if t � 1

q4.t/ D 70:6729� 185:6443� .t � 1/2 C 286:676� .t � 1/3

� 145:3904� .t � 1/4 C 24:437 � .t � 1/5 if 1 < t � 3

Using the software called “Working Model 2D” (Knowledge Revolution, 1999),
the joint forces in the five pivots can be calculated. Figure 7.7 shows the joint forces
in the two actuators.

It can be seen from Fig. 7.7 that, when the mechanism runs at low speeds (about
5 rpm), the forces in the two actuators for the force balanced mechanism do not
change very much, and the extended AKP method insures smaller forces at both
the x-direction and the y-direction than the CW method. Furthermore, the joint
forces at the y-direction using the CW method are significantly larger than those
of the extended AKP method and the unbalanced mechanism. This phenomenon
agrees with one of the weaknesses associated with the CW method; that is, joint
forces will be increased. It is interesting to observe that the variations of joint forces
using both the CW and the extended AKP methods are small, while the joint forces
of the unbalanced mechanism vary considerably, especially in the x-direction. The
reason for this phenomenon can be explained as follows. After the shaking force is
balanced, the mass center of the system is stationary during operation. Furthermore,
the inertia term is small at low speeds. Therefore, the variation of the forces in
the two actuators is small. On the other hand, for the unbalanced mechanism, the
mass center of the mechanism changes with the system configurations. Therefore,
variation of the forces in the two actuators is large.

It should be noted that, for the force balanced mechanism, the total forces at
the two actuators should be zero in the x-direction and should be equal to the total
weight of the mechanism in the y-direction. This observation is confirmed with the
results shown in Fig. 7.7.

Figure 7.8 shows the results when the mechanism runs at high speeds (about
50 rpm). Performance totally different from the low-speed motion is observed.
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Fig. 7.7 Joint forces in the two actuators at low speeds

First, variations of the forces are very large for all three cases. Second, the CW
method generates the worst performance in the x-direction; although the total forces
in the two actuators in the x-direction are still maintained at zero, the sharp variation
of forces exhibits. Nevertheless, the extended AKP method remains to produce the
best performance.

The results above are expected. When the mechanism runs at high speeds, the
inertia forces becomes the dominant term in the dynamics. Since the CW method
adopts the adding mass approach for force balancing purpose, its inertia force
takes more weight. While with the extended AKP method, the total mass of the
system is unchanged; therefore the inertia force does not differ significantly from
the unbalanced mechanism.

To further illustrate the effectiveness of the extended AKP method, Table 7.2 lists
the minimum and maximum joint forces in the x-direction and the y-direction for the
cases of applying the AKP method and the CW method, respectively. It is observed
that the joint forces generated by using the extended AKP method have a smaller
variation range than those using the CW method. The reduction of the forces in the
x-direction is more remarkable by using the AKP method than by using the CW
method.

Example 2 In this example, a mechanism with the mass center off-line of the
kinematic axis is studied. The kinematic parameters of the original mechanism
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Fig. 7.8 Joint forces in the two actuators at high speeds

Table 7.2 Joint forces (min and max) using different force balancing methods

Joint forces in x-direction Joint forces in y-direction
AKP method CW method AKP method CW method

Speeds Pivot no. Min Max Min Max Min Max Min Max

Low speeds 1 �0.205 0.204 �0.405 1.130 3.640 3.930 10.70 11.10
2 �0.208 0.228 �1.210 0.338 �1.470 �1.200 �5.350 �4.870
3 �0.233 0.164 �1.130 0.387 0.930 1.320 �0.869 �0.595
4 �0.514 0.444 �1.140 0.487 4.320 5.300 2.430 3.420
5 �0.204 0.205 �1.130 0.405 9.560 9.840 11.30 11.70

High speeds 1 �22.80 21.60 �93.50 113.0 �10.50 21.40 �6.40 29.20
2 �21.30 25.00 �121.0 81.00 �18.10 11.80 �31.10 17.30
3 �24.20 18.30 �113.0 89.40 �21.90 22.30 �14.10 13.30
4 �56.90 42.10 �114.0 110.0 �50.10 60.70 �48.30 51.90
5 �21.60 22.80 �113.0 93.50 �7.870 23.90 �6.770 28.80

without force balancing and the modified mechanisms using the CW method and
the extended AKP method are listed in Table 7.3, respectively. In the redesign of the
mechanism, link 2 is assumed to be unchanged.

In this example, the mechanism is supposed to fulfill the following task: the
end effector is requested to move from point A (0.3, 0.25) to point C (0.1, 0.2)
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Table 7.3 Parameters for different mechanisms (off-line)

Parameters Unbalanced linkage CW linkage AKP linkage

l1 (m) 0.15 0.15 0.0866
l2 (m) 0.26 0.26 0.26
l3 (m) 0.26 0.26 0.2078
l4 (m) 0.14 0.14 0.08838
l5 (m) 0.30 0.30 0.30
r1 (m) 0.075 0.0866 0.10
r2 (m) 0.15 0.15 0.15
r3 (m) 0.08485 0.10 0.12
r4 (m) 0.115 0.1415 0.135
m1 (kg) 1 2 1
m2 (kg) 2 2 2
m3 (kg) 2 3 2
m4 (kg) 2 4 2
I1
�
kg �m2

�
0.01 0.03 0.01

I2
�
kg �m2

�
0.05 0.05 0.05

I3
�
kg �m2

�
0.04 0.06 0.04

I4
�
kg �m2

�
0.02 0.04 0.02

�1(deg) 90 150 150
�2(deg) 30 30 30
�3(deg) 225 210 210
�4(deg) 192.83 169.11 188.21

and intermediate point B (0.2, 0.2). The time duration between two neighboring
points is 2 s at low speeds (about 5 rpm) and 0.1 s at high speeds (about 100 rpm).
Furthermore, for each segment of the trajectories, (1) the velocity of the end effector
at the intermediate point B is determined by the method that will be discussed in
Chap. 4, and (2) the accelerations of the end effector at the initial and final tracking
points are zero.

Figures 7.9 and 7.10 show the total forces in the two actuators for the unbalanced
mechanism and the balanced mechanism using the extended AKP method and the
CW method at low speeds and high speeds, respectively. From these two figures, it
can be seen that the extended AKP method is the best in terms of the reduction of
forces at both low speeds and high speeds, and the CW method is the worst. So it
is demonstrated that the extended AKP method is better than the CW method in the
reduction of the joint forces for an off-line mechanism.

From the force profiles shown in these figures, it can be seen that, in order to
accomplish the same motion task, the extended AKP method needs the least amount
of forces at both low speeds and high speeds among all the three design cases.
The CW method, however, demands the highest forces. The extended AKP method
is thus demonstrated to be better than the CW method in terms of the joint force
reductions.

http://dx.doi.org/10.1007/978-3-319-17683-3_4
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Fig. 7.9 Total forces in the two actuators at low speeds
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Fig. 7.10 Total forces in the two actuators at high speeds

However, the adjustment of the kinematic parameters may not always work in
some applications. One case of the failure with the AKP approach is such that the
trajectory may be out of the new workspace which results from the change of the
kinematic parameters of the mechanism [9]. The other case is that a required change
in the kinematics parameter may be out of the physical region. Another shortcoming
with AKP is an increase in complexity of the mechanism structure. In the next
section, a new solution will be introduced, that is, the hybridization of AKP and
CW method.

7.6 Hybrid AKPCCW Method for Force Balancing

To overcome the limitations of both the CW method and the AKP method, we
propose a force balancing strategy which combines these two methods in the pursuit
of taking advantages of both the methods while alleviating their shortcomings.
The generalized one of this strategy is called “hybridization engineering” [10].
Through such a hybrid approach, it is possible that a good performance and a
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limited workspace modification of the designed RTC mechanism can be achieved.
The same configuration shown in Fig. 7.4 will be considered as an example for the
implementation of the hybrid AKPCCW method [11].

7.6.1 Hybrid AKPCCW Method

In the following discussion, we also consider that link 2 in Fig. 7.4 is unchanged
without the loss of generality. We use the following notation for the particular
schemes of the CWCAKP method: “1CWC3/4AKP” means CW is applied to link
1, and AKP is applied to link 3 and link 4, respectively. We consider two particular
hybrid schemes of the AKPCCW method and present their design equations
accordingly.

7.6.1.1 Hybrid 1: 1AKPC3/4CW Method

For this scheme, the AKP method will be applied to link 1 and the CW method
applied to links 3 and 4, respectively.

For link 1, following the AKP approach, we have

v1 D r01 sin
�
� 02 � �01

�
= sin � 02 (7.40)

w1 D l01 � r01
�
m2r02 sin

�
� 02 � �01

�C m1l2 sin �01
�

m2r02 sin � 02
(7.41)

For link 3, by using the CW method from Eq. (7.13), we get

�3 D �2 C � (7.42)

m3r3 D l3m2r2=l2 (7.43)

m3
�r3�ei��

3 D m3r3ei�3 � m3
0r3

0ei�03 (7.44)

For link 4, following the same procedure as for link 3, we can obtain

r3
0ei� 0

3 D r3e
i�3 � l3 (7.45)

m4r4 D l4m3r3
0=l3 (7.46)

�4 D �
0

3 (7.47)
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m4
�r4�ei��

4 D m4r4ei�4 � m4
0r4

0ei�04 (7.48)

7.6.1.2 Hybrid 2: 1CWC3/4AKP Method

Following the same procedure as mentioned above, we can obtain the design
equations.

For link 1,

�1 D � 02 (7.49)

m1r1 D l1m2r2
0=l2 (7.50)

m1
�r1�ei��

1 D m1r1ei�1 � m1
0r1

0ei�01 (7.51)

For link 3,

v3 D r03 sin
�
�2 � �03

�
= sin �2 (7.52)

w3 D l03 � r03
�
m2r2 sin

�
�2 � �03

� � m3l2 sin �03
�

m2r2 sin �2
(7.53)

For link 4,

r3
0ei� 0

3 D r3e
i�3 � l3 (7.54)

v4 D r04 sin
�
� 03 � �04

�
= sin � 03 (7.55)

w4 D l04 � r04
�
m3r03 sin

�
� 03 � �04

� � m4l3 sin �04
�

m3r03 sin � 03
(7.56)

7.6.2 Design Examples and Illustrations

We used ADAMS for calculating all joint forces and torques in the motor. We
considered three situations for the motors: situation 1: both motors are regular
constant velocity (CV motor for short) motors; situation 2: both motors are
servomotors which have a prescribed trajectory; situation 3: one motor is a CV
motor and the other is a servomotor.

Table 7.4 gives the detailed designed parameters of the parallel robotic mecha-
nism of Fig. 7.4. The second column is associated with the original design, and the
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Table 7.4 Parameters of the designed mechanisms

Parameters Unbalanced CW AKP Hybrid 1 Hybrid 2

l1 (m) 0.15 0.15 0.13 0.15 0.13
l2 (m) 0.26 0.26 0.26 0.26 0.26
l3 (m) 0.26 0.26 0.208 0.208 0.26
l4 (m) 0.14 0.14 0.0884 0.0884 0.14
l5 (m) 0.3 0.3 0.3 0.3 0.3
r1 (m) 0.075 0.0866 0.15 0.0866 0.15
r2 (m) 0.15 0.15 0.15 0.15 0.15
r3 (m) 0.08485 0.1 0.12 0.12 0.1
r4 (m) 0.115 0.141 0.135 0.135 0.141
m1 (kg) 1 2 1 2 1
m2 (kg) 2 2 2 2 2
m3 (kg) 2 3 2 2 3
m4 (kg) 2 4 2 2 4
I1 (kg�m2) 0.01 0.0328 0.01 0.0328 0.01
I2 (kg�m2) 0.05 0.05 0.05 0.05 0.05
I3 (kg�m2) 0.04 0.0605 0.04 0.04 0.0605
I4 (kg�m2) 0.02 0.077 0.02 0.02 0.077
�1 (deg) 90 150 150 150 150
�2 (deg) 30 30 30 30 30
�3 (deg) 225 210 210 210 210
�4 (deg) 192.83 188.19 190.89 190.89 188.19

third is the modified design based on CW, and so forth for the remaining columns.
For situation 1, we further considered two cases: low speed (�/6 rad/s) and high
speed (10�/3 rad/s). The results are reported in the following.

7.6.2.1 Results for Situation 1

In all the figures, FX1 and FX2 represent the X-axis forces (horizontal here) on
two motors, respectively; FY1 and FY2 represent the Y-axis forces (vertical) on two
motors, respectively, and T1 and T2 represent torques on two motors, respectively.

Figures 7.11 and 7.12 show the fluctuation of the driving forces in two directions
and the control torques of the parallel robotic mechanism in two motors at a low
constant speed of �/6 rad/s (i.e., the period is 12 s). In Fig. 7.3, the big driving force
fluctuations of the unbalanced mechanism are clearly shown. As listed in Table 7.5,
the driving force for the unbalanced mechanism rises from the minimum 1.6187 N
at time 0.78 s to the maximum 4.957 N at time 8.06 s, followed by a sharp decline
to 1.86 N at the end of the period. At this point, a cycle has been completed and a
new one begins. Despite far less significant changes, similar trends are seen in all
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Table 7.5 Minimum and maximum driving forces of motors at low speed

Force Range Unbalanced CW AKP Hybrid 1 Hybrid 2

FX1 Min (N) 1:619 �0:007 0:005 �0:009 �0:001
Max (N) 4:957 0:214 0:146 0:272 0:167

FX2 Min (N) �5:030 �0:214 �0:146 �0:272 �0:167
Max (N) �1:625 0:007 �0:005 0:009 0:001

FY1 Min (N) �25:515 �29:611 �19:699 �19:877 �29:512
Max (N) �20:853 �29:186 �19:501 �19:293 �29:275

FY2 Min (N) �47:817 �78:687 �49:145 �78:774 �49:178
Max (N) �43:219 �78:262 �48:947 �78:190 �48:941

Table 7.6 Minimum and maximum control torques of motors (N mm) at low
speed

Force Range Unbalanced CW AKP Hybrid 1 Hybrid 2

T1 Min �1666:969 �4:135 �1:627 �3:203 �6:373
Max 2156:143 40:821 13:838 44:473 26:539

T2 Min �1693:543 �38:028 �10:568 �36:108 �14:020
Max 1190:208 7:094 �0:423 7:612 �0:644

the other balanced mechanisms, rising from a minimum to a maximum, followed
by a sharp decline at the end of the period. Table 7.5 summarizes the minimum and
maximum values of the forces for the unbalanced mechanism and the four balanced
mechanisms with different approaches at a low speed.

In general, at low-speed simulation, the unbalanced mechanism fluctuates further
more than the balanced mechanisms in terms of force and torque, as shown in
Table 7.6. Among the balanced mechanisms, the best performances go to AKP and
hybrid 2 (1CWC3/4AKP).

Figures 7.13 and 7.14 describe the fluctuation of the driving forces in the X
direction and control torques in two motors at a constant high speed of 10�/3 rad/s.
Tables 7.7 and 7.8 list the minimum and maximum driving forces and control
torques for two motors, respectively. Comparing Fig. 7.13 with Fig. 7.11, one can
see that the distributions of driving forces in the X direction are totally changed when
the system operated in a high speed. The differences of the fluctuations of driving
forces among all five designs become nonsignificant. The same change trends also
appeared for the control torques, as shown in Fig. 7.14 and Table 7.8.

Overall, at high speed, forces and torques considerably differ from those at low
speed. The forces nearly increase by 20 times and torques by 100 times. From the
simulation results, we can see that the most remarkable phenomenon is that CW and
1AKPC3/4CW are poorer even than the unbalanced mechanism, but still AKP and
hybrid 2 (1CWC3/4AKP) are the best.
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Fig. 7.13 Driving forces for two motors in the X direction at high speed
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Fig. 7.14 Control torques for two motors at high speed

Table 7.7 Minimum and maximum driving forces of the motors at high speed

Force Range Unbalanced CW AKP Hybrid 1 Hybrid 2

FX1 Min (N) 68:803 68:083 40:940 91:156 46:049

Max (N) �24:898 �20:328 �15:404 �21:143 �16:676
FX2 Min (N) �46:863 �67:926 �40:955 �91:127 �46:209

Max (N) 20:268 20:215 15:400 21:168 16:791

FY1 Min (N) �116:555 �102:772 �50:914 �122:878 �62:135
Max (N) 47:815 66:602 27:916 110:357 28:929

FY2 Min (N) �141:116 �174:532 �96:543 �208:603 �107:366
Max (N) 12:878 �5:260 �17:725 24:701 �16:160

7.6.2.2 Results for Situation 2

For situation 2, the operation duration is 4 s for a full rotation of both motors with
varying speeds, and the prescribed trajectories of two motors are defined as follows:

Motor 1:

q1d D q1d0 C �
6 � t5=45 � 15 � t4=44 C 10 � t3=43

� � 2� t 2 Œ0; 4�
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Table 7.8 Minimum and maximum torques of motors (N mm) at high speed

Force Range Unbalanced CW AKP Hybrid 1 Hybrid 2

T1 Min �1831:242 �546:258 �472:298 �1215:42 �1485:57
Max 11066:674 15604:21 6208:644 18605:1 8313:735

T2 Min �8406:293 �11073:7 �4660:89 �13051:9 �5791:45
Max �71:239 �607:81 �612:595 1807:899 �341:812

Motor 2:

q2d D q2d0 C �
6 � t5=45 � 15 � t4=44 C 10 � t3=43

� � 2� t 2 Œ0; 4�

Figure 7.15 shows the fluctuation of the driving forces and control torques
in two motors. From this figure, it demonstrated that the AKP and hybrid 2
(1CWC3/4AKP) are the best in terms of low driving forces and less fluctuation
of the control torques.

7.6.2.3 Results for Situation 3

For situation 3, the operation duration is 4 s and the trajectories of two motors are
different and defined as follows:

Motor 1:

q1d D 0:5� � t t 2 Œ0; 4�

Motor 2:

q2d D �
6 � t5=45 � 15 � t4=44 C 10 � t3=43

� � 2�; t 2 Œ0; 4�

Figure 7.16 shows the fluctuation of the driving forces and control torques in two
motors under different trajectories, respectively.

Based on these three situations where trajectories are given, AKP and hybrid
2 (1CWC3/4AKP) are the best in terms of less fluctuation of driving forces and
less control torques, and the unbalanced mechanism is the worst. However, CW and
hybrid 1 (1AKPC3/4CW) appear to be no better than the unbalanced mechanism at
high-speed situation.

7.7 Conclusions

The extended AKP method is developed in this chapter. One of the important
contributions of this extension lies in the new idea on the adjustment of two pivots
on each link. With this design method, the original AKP method was extended to
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Fig. 7.15 Driving forces and control torques for two motors for the same trajectories

any planar mechanism with “off-line” mass centers. The derived design equations of
the extended AKP method are in a general form, from which the special design case
with “in-line” mass centers can be readily derived. Two different configurations for
three cases: the force unbalanced mechanism, and the force balanced mechanism
using the extended AKP method and the CW method, respectively, are studied to
demonstrate the effectiveness of the extended AKP method. The joint forces of
the individual pivots are calculated at both low speeds and high speeds for these
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Fig. 7.16 Driving forces and control torques for two motors for different trajectories

configurations. All the results have shown that the extended AKP method is better
than the CW method in terms of the joint force reductions and the variation decrease
at high speeds.

It should be noticed that the static balancing solution has some demerit when
the mechanism runs at high speeds. In this case, the inertia forces becomes the
dominant term in the dynamics. Since the CW method adopts the adding mass
approach for force balancing purpose, its inertia force takes more weight. While
with the extended AKP method, the total mass of the system is unchanged; therefore
the inertia force does not differ significantly from the unbalanced mechanism.
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In addition, following the hybridization principle, the hybrid AKPCCW method
was proposed for the force balancing. Two different hybrid schemes are designed
for the parallel robotic mechanism and their performances are compared with AKP,
CW, and unbalanced mechanism. Simulation results show that AKP and hybrid 2
(1CWC3/4AKP) can achieve good performance in all situations. As the operating
speed increases, CW and hybrid 1 (1AKPC3/4CW) get worse. When the operating
speed goes up to 10�/3 s�1, CW and hybrid 1 (1AKPC3/4CW) are even worse than
the unbalanced mechanism.

It should be noted that, in the force balancing with the CWCAKP approach,
certain parameters need to be selected. In this study, the optimal selection of these
parameters has not been considered. The optimal selection of design parameters in
the CWCAKP approach will be addressed in future. Another work is planned in the
future on moment balancing and torque balancing with this hybrid approach.
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Chapter 8
Balancing of a 3-DOFs Parallel Manipulator

D. Cafolla, G. Carbone, and M. Ceccarelli

Abstract This chapter gives an overview on static and dynamic balancing. Basic
approaches are discussed for achieving the design of mechanisms having a fully
balanced behavior under different operation conditions. A formulation is proposed
to address the effects of balancing on mass distributions and dynamic performance.
The proposed formulation is applied for the dynamic balancing of a three DOFs
(degrees-of-freedom) spatial parallel manipulator, namely CaPaMan 2bis (Cassino
Parallel Manipulator 2bis). This parallel manipulator has three identical legs, where
each leg is composed by a four-bar mechanism, an orthogonal revolute joint, and
a spherical joint that is attached on the mobile platform. The proposed solution
for achieving the balancing of CaPaMan 2bis is based on the use of counter-
rotary counterweights. The obtained results are validated by simulations by using
a general-purpose software for multi-body dynamics analysis.

Keywords Parametric • Design • Optimization • Parallel manipulator

8.1 Introduction

Inertia forces exist wherever parts having mass are accelerated [1]. A careful
attention to inertia forces must be given, since the first design steps. In fact, each
moving part must be designed to perform satisfactorily under all combinations of
inertia, payloads, and externally acting forces. Inertia forces are also important,
since any resulting external or shaking force becomes a disturbing force on the
supporting frame and associated parts. In both cases varying forces acting on elastic
bodies can produce serious, even destructive, vibrations of the parts or complete
machine and adjacent structures and equipments, as outlined for example in [1, 2].
The presence of vibration and the accompanying noise can provide serious problems
to other machines and to human operators as discussed for example in [3].
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Several applications in many different fields can get significant advantages from
balancing. Very well known is, for example, the balancing of rotors or tyres that
has been even coded in international standards such as [4, 5]. In the robotic field
the balancing of manipulators with large payloads is often considered for the static
and/or dynamic balancing of industrial robots with high payloads, since it may
significantly reduce the power consumption [6, 7]. Balancing is also important to
reduce wear for machine tools or to improve the operation comfort (by reducing
vibrations) such as reported for example in [8]. The operation comfort is a key issue
in applications such as flight simulators [9] or in any application requiring human-
robot interaction, such as the rehabilitation of patients as proposed in [10]. Careful
attention to dynamic balancing is usually addressed, for example, when designing
and operating single-wheel robots such as in [11] or biped and humanoid robots
such as reported in [12].

A general approach for minimization of the magnitude of the inertial shaking
forces can be formulated by introducing another shaking force that is equal in
magnitude and opposite in direction to the original shaking force. This process is
called balancing [1–6]. Based on this concept, several balancing techniques have
been developed and they can be found in a very rich literature such as reported
in [13–23]. Further investigations are still undergoing for identifying balancing
techniques that can better fit to specific applications such as reported in [24–33]
or for implementing specific optimal design procedures such as proposed by
[34, 35].

In this chapter we propose a formulation to address the effects of balancing on
mass distributions and dynamic performance. The proposed formulation can be seen
as a tool for designers in selecting the most appropriate solution(s) according to
the expected operation conditions. The proposed formulation can be conveniently
applied for the balancing of parallel manipulators. A specific case of study has
been developed by referring to a three-degrees-of-freedom (3-DOFs) spatial parallel
manipulator by designing proper counter-rotary counterweights (CRCW).

8.2 Problems and Requirement for Balancing

8.2.1 Static Balancing

A mechanism is statically balanced if its potential energy is constant for all possible
configurations. Static balance of a body occurs when the center of gravity of the
object is laying on its axis of rotation and the object can remain stationary without
the application of any force [1].

A simple example of static balancing can be made by referring to a disk as shown
in the schemes of Fig. 8.1. In particular, Fig. 8.1a shows a disk having an irregular
shape. Due to this shape the center of mass of the disk is not laying on the axis of
rotation. The disk is not statically balanced and it has a tendency to rotate due to the
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Fig. 8.1 Schemes of a disk:
(a) The lack of static
balancing lets the disk turn to
the force of gravity;
(b) a counterweight mass m is
added to balance the disk

m

a) b)

force of gravity. Static balancing is usually achieved by using additional mechanical
elements like elastic components or counterweight masses, either directly mounted
on the links of the mechanism or by using auxiliary components [1, 6, 7].

The static balancing of the disk in Fig. 8.1a can be easily achieved by using a
counterweight mass m as shown in Fig. 8.1b. This counterweight mass will move
the center of mass to let it coincide with the axis of rotation. Accordingly, the disk
will no more have a tendency to rotate about its axis of rotation.

The calculation of the counterweight mass and location is made by considering
the centrifugal force Fc of the disk in the form

Fc D M !2 r (8.1)

where M is the mass of the disk, ! is the angular speed of rotation of the disk, and
r is the radial distance of the center of mass from the rotation axis.

One can add a mass m at a radius rm to the disk so that the resulting centrifugal
force will become zero such as shown in the scheme of Fig. 8.1b. Accordingly one
can write Eq. (8.1) in the forms

Fc D 0 D M !2 r � m!2 rm (8.2)

M !2 r D m !2 rm (8.3)

If the angular speed ! is nonzero, one can divide both sides of Eq. (8.3) by ! so
that one can obtain the following expression of the required mass for letting the
centrifugal force become zero as

m D M r=rm (8.4)

8.2.2 Dynamic Balancing

A rotating system of mass is in dynamic balance when the rotation does not produce
any resultant centrifugal force or couple. Thus, the system rotates without requiring
the application of any external force or couple, other than that required to support its
weight [1]. Statically balanced disks such as in Fig. 8.1b may still be dynamically
unbalanced due to the presence of centrifugal effects.
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Fig. 8.2 Schemes of a disk:
(a) The lack of dynamic
balancing produces a couple
acting on the rotating axis;
(b) counterweight masses m1

and m2 are added to
dynamically balance the disk

m1m2

a) b)

Dynamically unbalanced rotating shafts are usually balanced by adding two
identical weights m1 and m2, as shown in the schemes of Fig. 8.2.

The two masses m1 and m2 will not modify the static balancing while they
will produce a counterclockwise centrifugal effect that will achieve the dynamic
balancing.

Several approaches can be used for dynamic balancing of mechanisms. The
classical method to obtain statically and dynamically balanced mechanisms consists
on adding mass and inertia elements to the system so that the center of mass remains
unchanged (statically balanced) while the angular momentum becomes zero for
any motion. The dynamic balancing can be achieved using several methods or
“principles.” For example, [19, 20] propose the following methods:

• Using counter-rotary counter-masses
• Using separate counter-rotations
• Using idler loops
• Using a duplicated mechanism

Similarly, [14, 15] propose the following methods:

• Balancing by counterweights mounted on the movable links
• Harmonic balancing by two counter-rotating masses
• Balancing by opposite movements

The balancing by counterweights is based on adding counterweight masses that
can have the same weight and opposite dynamic effects of the links being part of
the mechanism to be balanced. In the case of complete shaking force balancing this
approach is generally limited to simple mechanisms having only revolute joints.

The harmonic balancing by two counter-rotating masses is based on harmonic
analysis. The reduction of inertia effects is accomplished by the balancing only
of certain harmonics of the shaking forces and shaking moments. Unbalanced
forces and moments are approximated by Fourier series (or Gaussian least-square
formulation) and then each frequency component is studied. This approach has been
used successfully for engine balancing. For example, the balancing shafts are used
for balancing of a second harmonic of the shaking force.

The balancing by opposite movements requires the addition of an axially
symmetric duplicate mechanism that will produce opposite motions and dynamic
effects as compared with the mechanism to be balanced. In this case, shaking force
and shaking moment can become both zero.
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The balancing by added dyads is achieved when adding links (dyads) to a
mechanism to make a parallelogram chain (consisting of the initial links of the
mechanism and the added dyad). In this way, the dyad transfers the motion of the
coupler link to a shaft on the frame, where it is connected to a counterweight of
considerably reduced mass as reported for example in [28]. In this way, it is possible
to create an additional balancing moment for reducing the shaking moment while
maintaining the static balance of the mechanism.

The major drawback of most of the abovementioned approaches is that a
considerable amount of mass and inertia is added to the system, and: “The price paid
for shaking force and shaking moment balancing is discouraging” [16]. Another
possible approach is to generate trajectories which minimize or eliminate reaction
forces and torques [32]. This approach is however quite restrictive and applicable
only for special cases.

8.2.3 A Procedure for Balancing

In Fig. 8.3 a general procedure is outlined for solving a problem of balancing.
The first step of the procedure is the definition of proper kinematic and dynamic.

It is to note that identifying general formulations for the solution of kinematic

Start

Set kinematic/dynamic models

Set design variables

Solve kinematic/dynamic equations

Calculate center of mass, 
shaking forces, shaking moments

Identify balancing method
Are balancing 

performances statisfactory?

Modify design variables 
or kinematic/dynamic models

End

Yes

No

Fig. 8.3 The proposed procedure for balancing
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and dynamic models of parallel manipulators is a quite hard task. This topic is
widely addressed in the literature as mentioned for example in [36–40]. Close-
form solutions of kinematics/dynamics have been identified only for a subset of the
feasible kinematic architectures of parallel manipulators. In other cases, simplified
and/or approximate and/or iterative approaches should be considered. Then, it is
necessary to identify the main characteristics of the system under investigation
including masses and inertia properties. The key design variables and sizes should
be identified with proper numerical values. Among the design variables special care
should be given to the expected input/output motions as function of time.

The solution of kinematics and dynamics equations allows the calculation of the
coordinates of center of mass as well as the values of shaking forces and shaking
moments. The obtained values depend on the robot architecture but also on the
expected input/output motions. Accordingly, coordinates of center of mass as well
as the values of shaking forces and shaking moments will be numerically calculated
as function of time. The results of these calculations will provide direct information
on the fulfilling of static and dynamic balancing conditions.

In general, a mechanism will be statically and dynamically balanced only if—
in any operating condition—the calculated coordinates of center of mass coincide
with the axis of rotation and the value of shaking forces and shaking moments
are zero. However, a designer may desire that a mechanism is just statically
balanced or that a mechanism is dynamically balanced only for a specific set of
input/output motions. Specific conditions may lead a designer to tolerate a certain
amount of unbalancing or even to consider not necessary a static/dynamic balancing.
The desired balancing performances should be carefully defined in a case-by-
case manner by considering specific design constraints such as construction cost
limitations, complexity limitations, size limitations, lightweight requirements, and
power consumption improvements.

If the balancing performances are not satisfactory, the procedure will search
for a suitable method for fulfilling the desired static/dynamic balancing among
those identified in the previous section. Design variables and kinematic/dynamic
models should be updated accordingly. Often, it can be necessary to repeat the
above procedure in an iterative manner until the desired performances are achieved.
A suitable iterative search of proper design variables can be achieved by means of
optimal search algorithms while the choice of different balancing methods usually
requires a reengineering process.

8.3 A Case of Study for Balancing

A case of study is herewith proposed in order to show the key steps of a balancing
design process as referring to a parallel manipulator having three active DOFs.

At LARM in Cassino significant research activity has been devoted to the design
of parallel manipulators such as the CaPaMan (Cassino Parallel Manipulator) series.
A prototype of CaPaMan 2bis built at LARM is shown in Fig. 8.4. It has been
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Fig. 8.4 A photo of
CaPaMan 2bis

Fig. 8.5 A kinematic scheme
of CaPaMan 2bis
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implemented as a part of a hybrid robotic architecture for surgical tasks in the work,
as well as a trunk module in a humanoid robot design named as CALUMA (CAssino
Low-cost hUMAnoid robot) [41–44].

8.3.1 Definition of a Kinematic Model

A kinematic scheme of CaPaMan 2bis is shown in Fig. 8.5. It is composed
of a movable platform (MP) connected to a fixed base (FP) through three leg
mechanisms. Each leg mechanism is composed of an articulated parallelogram (AP)
whose coupler carries a revolute joint (RJ), a connecting bar (CB) that transmits the
motion from AP to MP through RJ, and a spherical joint (BJ), which is installed
on MP at point J. Revolute joint RJ installed on the coupler of AP has the rotation
axis coinciding with the parallelogram plane. Each leg mechanism is rotated 2�/3
with respect to the neighboring one so that the leg planes lie along two vertices of
an equilateral triangle, giving symmetry properties to the mechanism. They can be
identified for the k-th leg mechanism (k D 1, 2, 3) as ak is the length of the frame
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link; bk is the length of the input crank; ck is the length of the coupler link; dk is the
length of the follower crank; and hk is the length of the connecting bar. The sizes of
movable platform MP and fixed base FP are given by distances rp and rf, as shown
in Fig. 8.1b. Points H and O are the center points of MP and FP, respectively. Points
Ok are the middle point of frame link ak, Jk are the connecting points between. An
inertial frame O-XYZ has been assumed to be fixed to base FP. A moving frame
HXPYPZP has been attached to platform MP. O-XYZ has been fixed with Z-axis
orthogonal to the FP plane and X-axis as coincident with the line joining O to O1.
Moving frame HXPYPZP has been fixed to platform MP with ZP orthogonal to the
MP plane and XP-axis as coincident to the line joining H to J and YP to give a
Cartesian frame. Angle •k is the structure rotation angle between OX1 and OXk as
well as between HJ1 and HJk. They are equal to ı1 D 0, ı2 D 2�/3, and ı3 D 4�/3,
the k-th leg mechanism, and platform MP. The design parameters of the CaPaMan
2bis are listed in Table 8.1.

8.3.2 Definition of a Dynamic Model

The CaPaMan 2bis parallel manipulator has been modeled using mixed coordinates.
So in general terms for a given kinematic chain, the position of each body is
described by a set of coordinates that combines reference-point coordinates defined
at the center of mass of each body and relative coordinates defined at each joint. In
this way a set of dependent coordinates p was defined to describe the manipulator as

p D

0

BBBBB@

g1
e1
:::

gn

en

1

CCCCCA
(8.5)

Table 8.1 Mechanical design parameters and inertial properties of CaPaMan 2bis

akD ck (mm) bkD dk (mm) rp (mm) rf (mm) hk (mm) IcxyD IcxyD Icy (kg mm2)

100 100 65 65 50 0
˛k (deg) ˇk (deg) m (kg) � (N/m) Iczz (Kg mm2) IcxxD Icxy (kg mm2)
45–135 30–120 2.3 2 24,600 12,400
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where gi are the positions of the center of mass of the body i defined as

gT
i D �

xi yi zi

�
(8.6)

and ei are the Euler angles of body i defined in the form

eT
i D �

˛i ˇi �i

�
(8.7)

In particular for CaPaMan 2bis, 13 bodies were modeled and described by the
corresponding set of coordinates, giving a total of 78 coordinates in vector p.

The dynamic equations for parallel architectures are generally difficult to
formulate in closed form because of the high nonlinearity existing in the kinematics.
A simplification in the dynamic analysis consists of neglecting the inertia of leg
mechanisms in comparison with the inertia of the movable plate. This neglecting
can be justified when you consider that the leg motion is smoother than that one
correspondingly obtained for the movable plate. In fact, the motion and mass of the
movable plate are more significant with respect to the corresponding leg properties
in most cases. Further details on this matter can be found in [43, 44].

The mobile platform has been transformed in an equivalent model. The equiva-
lence is obtained with three identical point masses arranged symmetrically, shown
in Fig. 15, with

m1 D m2 D m3 D 1
3m (8.8)

where m is the original total mass of the mobile platform. The only solution to this
equivalence is to have

y2 D y3; x2 D �x3; y1 D �2y2 (8.9)

Ixx D 1

2
mrpm; Iyy D Ixx; Izz D 1

2
mrpm; Ixy D 0 (8.10)

The distance between the center of the mobile platform and the point of attachment
to each leg (at the spherical joint) is 65 mm. This means that rpm D 65 mm and
using Eq. (8.10), the circular platform results with a diameter of 183.848 mm.

Focusing on the dynamic balancing of CaPaMan 2bis these three point masses
are located at the corresponding spherical joints, the points attaching to the legs, so
these legs can be balanced independently as shown in Fig. 8.6.

8.3.3 Selection of Design Variables

A 3D CAD model has been built as shown in Fig. 8.7. The model has been simplified
so that the mass coming from the equivalence of the moving plate is concentrated at
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Fig. 8.6 Dynamic equivalence of the mobile platform with three point masses

Fig. 8.7 Basic architecture
of CaPaMan 2bis indicating
the two subsystems that have
been used

Fig. 8.8 A scheme of a
connecting bar CB with main
design variables

the spherical joints. Main attention for the balancing will be given to the connecting
bars CB (one of them is shown in yellow in Fig. 8.7) and to the coupler-link in the
four-bar mechanism (one of them is shown in blue in Fig. 8.7).

The desired balancing condition can be defined so that one can achieve a
stationary center of mass. The parameters taken in consideration for the balancing
study are shown in Fig. 8.8. The design variables are listed with their properties in
Table 8.2.
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Table 8.2 The considered
feasible ranges of the main
design variables

Name Values Units

L Min:10 Max:30 mm
Dp Min:2 Max:30 mm
d Min:2 Max:30 mm

Fig. 8.9 A design for the dynamic balancer: (a) Mechanical design layout. (b) Design parameters

8.3.4 Choice of Balancing Method

Considering the characteristics of CaPaMan 2bis it can be convenient to select the
balancing method that is based on CRCW and counterweights. Given the architec-
ture of CaPaMan 2bis one can use a total of six CRCW and three counterweights.

Once the mobile platform has been split into three point masses, it is possible
to balance each leg independently. The original vertical pendulum is modified to
become a dynamic balancer. All the geometry of the elements has been simplified,
as shown in Fig. 8.9a, in order to facilitate the generation of the balancing equations.
The pendulum is a bar with rectangular cross section and thickness t D 4 mm. The

pinion and CRCW have been considered as solid disks of steel


� D 7; 800 kg�

m3

�
.

The CRCW and the pinion has a thickness of 8.355 mm and are considered of

aluminum


� D 2; 740 kg�

m3

�
. The dynamic balancer is designed in such a way

that linear and angular momentum are conserved, getting zero shaking force and
zero shaking moment and obtaining a reactionless system.
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A constant linear momentum can be obtained if the total center of mass is
stationary. Considering r as the position vector of the global center of mass one
can write

dr
dt

D 0 (8.11)

that can be expressed as

r D 1

M

nX

iD1
miriI M D

nX

iD1
mi (8.11)

where mi is the mass of the ith body, ri is the position vector of the center of mass
of the ith body, and M is the total mass of the system.

For the dynamic balancer shown in Fig. 8.9b the global position of the center of
mass can be calculated as

r D 1

M

�
1

3
mMPl C 1

2
mVPl � 1

2
mSBd � mPd � mCWd

	
(8.12)

where mVP D �aatl is the mass of the vertical pendulum, mSB D �abtl is the mass
of the supporting bar, mP D �s�tR2P is the mass of the pinion, and mCW D �s�tR2CW
is the mass of the CRCW. A point mass of mPM D 1:2123 g, corresponding to one-
third of the total mass of the mobile platform, is taken into account.

To impose a stationary center of mass, Eq. (8.12) can be written as

r D 1

M

�
1:2123.l/C 1

2
at .l � d/ � � 1

2
�td�R2P � 3

2
�td�R2CW

	
D 0 (8.13)

Considering ! as the angular velocity of the bar and !CW the angular velocity of the
pinion-CRCW set, and noting that !CW D � .d=RP/ !, the total angular momentum
Htot of the system can be calculated as

Htot D

2

664
1:2123

�
l2
�C 1

3
a�t

�
l3 C d3

�C ��td2
�
1

2
R2P C 3

2
R2CW

�

C1

4
��td

�
RP C 3

R2CW

RP

�

3

775! D 0

(8.14)

where the general equation to calculate the moment of inertia of a bar (I D 1
12ml2)

and the general equation to calculate the moment of inertia of a disk (I D 1
2mR2)

have been used.
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Table 8.3 Results from the solution to get a valid dynamic balancer

l (mm) a (mm) b (mm) t (mm) Tc (mm) d (mm) RP (mm) RCW (mm)

64 3 8 4 8.355 40 0.332 7.066

Fig. 8.10 Articulated
parallelogram balanced by a
single dynamic balancer

Equations (8.13 and 8.14) can be solved simultaneously to obtain a valid dynamic
balancer, using an ordinary Newton–Raphson method. The parameters l and a are
already determined as they define the pendulum to be balanced, and b has been
chosen equal to a (in fact the geometry and dimensions of this part of the dynamic
balancer could be a topic to investigate). Different values of d may be chosen,
leaving RP and as unknowns. Table 8.3 shows representative results choosing
d D 40 mm, as this value warranties enough distance between the CRCW and the
coupler axes of rotation.

The obtained dynamic balancer has been mounted on the coupler of the four-bar
linkage (the articulated parallelogram) of the limb, next balanced following a similar
procedure as the one used for the vertical pendulum.

The articulated parallelogram can be balanced by a single dynamic balancer and a
single counterweight, as in Fig. 8.10, to preserve the linear and angular momentums,
obtaining a reactionless system.

The conservation of the linear momentum L can be obtained by keeping it
constant (zero). Linear momentum can be calculated as in Eq. (8.15); two densities
are used: �1 is associated to all the elements of the four-bar mechanism, and �2

is associated to the CRCW and to the counterweight. The thickness (t) has been
considered the same for all the elements. Additionally take note that a point mass of
0.00121 g is considered, and added to the coupler of the four-bar mechanism.
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This point mass comes by considering the basic balancer obtained from the
balancing of the vertical pendulum in the form

L D

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

! sin .�/

0

@
��2tR3 C �d�2tR2P C �d�2tR2CW

�2al2t�1 � .0:07844/l C 1

2
ad2�t

1

A

! cos .�/

0

@
���2tR3 � �d�2tR2P � �d�2tR2CW

C2al2t�1 C .0:07844/l � 1

2
ad2�t

1

A

9
>>>>>>>=

>>>>>>>;

D const: (8.15)

Constant linear momentum can be achieved if the sum of terms in the parenthesis of
Eq. 8.15 is zero; this is the necessary condition to get null shaking force. Therefore,
one can write

��2tR
3 C �d�2tR

2
P C �d�2tR

2
CW

� 2al2t�1 � .0:07844/l C 1

2
ad2�t D 0 (8.16)

On the other hand to get a null shaking moment it is necessary to make the total
angular momentum of the system constant or zero. For the articulated parallelogram
shown in Fig. 20 the total angular momentum can be calculated as

HZ D !

0

B@
3

2
��2tR4 � 1

2
�d�2tR3P C �d2�2tR2P � 1

2

�d�2tR4CW

RP

C�d2�2tR2CW C 5

3
al3t�1 C 1

3
ad3t�1 C .0:07844/l2

1

CA

C ! cos .�/

0

B@

1

2
�l�2tR3 � 1

2
�dl�2tR2P

�1
2
�dl�2tR2CW � 1

4
d2lt�1

1

CA D 0 (8.17)

! is the angular velocity of both cranks (the coupler never rotates); it has also been
considered that !CW D � .d=RP/ ! is the angular velocity of the CRCW-pinion
set, just as in the vertical pendulum case. To get a constant angular momentum
both terms in parenthesis in Eq. (8.17) must be zero, and then the conditions to
accomplish can be summarized as

3

2
��2tR

4 � 1

2
�d�2tR

3
P C �d2�2tR

2
P � 1

2

�d�2tR4CW

RP

C �d2�2tR
2
CW C 5

3
al3t�1 C 1

3
ad3t�1 C .0:07844/l2 D 0 (8.18)

1

2
�l�2tR

3 � 1

2
�dl�2tR

2
P � 1

2
�dl�2tR

2
CW � 1

4
d2lt�1 D 0 (8.19)
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Table 8.4 Balancing results

l (mm) a (mm) t (mm) RP (mm) d (mm) R (mm) RCW (mm)

70 5 10 5 2.5 17.2 44.2

Fig. 8.11 Modified
CaPaMan 2bis concept with
counter-rotary counterweights
and counterweights [28]

The latter can be solved simultaneously using the Newton–Raphson algorithm for
a set of nonlinear equations. In this case the length (l) of both cranks and the

coupler (considered made of aluminum with �1 D 2740 kg�
m3 ) of the articulated

parallelogram is known, l D 70 mm, and the width and the thickness are set to
a D 10 mm and t D 10 mm, respectively, for all elements. The CRCW and the

counterweight are considered made of steel, with �2 D 7; 800 kg�
m3 . Finally the

radius of the pinion is set to RP D 5 mm, even though it is possible to choose any
other value, taking into account that the lesser value the bigger the radius of the
CRCW. Solutions are shown in Table 8.4. The final design with the modified parts
is shown in Fig. 8.11.

8.3.5 Numerical Validation of Balancing

The balancing computation verified has been with a dynamic simulation using MSC
ADAMS imposing some general motions to the DOFs associated to the cranks in the
articulated parallelograms. Three generic cubic functions have been used to guide
the 3-DOFs in the form

˛i D ˛i0 C 3
˛i

t2if
t2 � 2
˛i

t3if
t3I 
˛i D ˛if � ˛i0 (8.20)
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Fig. 8.12 Computed results from the simulation of the ADAMS non-balanced model: (a) Shaking
forces, (b) shaking moments

Fig. 8.13 Computed results from the simulation of the ADAMS balanced model: (a) Shaking
forces, (b) shaking moments

Fig. 8.14 Needed motor torque

Applying the function in Eq. 39 to one leg and keeping the other ones fixed the
results obtained in the non-balanced mechanism are presented in Fig. 8.12, while
the results obtained in the balanced mechanism are presented in Fig. 8.13. With the
balancing procedure shaking forces in X and Y drop by an order of magnitude and
shaking forces in Z remain constantly zero. A significant improvement is noticed in
the shaking moments especially in Y and Z, the most important axis concerning
vibrations due to the nature of the model motion. Analyzing the motor torques
shown in Fig. 8.14 it can be noticed that also if more mass has been added the
needed torque to move the manipulator is very low.

The application of CRCW to the dynamic balancing of a spatial 3-DOFs parallel
manipulator, given the special architecture of the mechanism, shows that this
procedure leads to very good results in shaking force and to an interesting reduction
in shaking moment.
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8.4 Conclusions

This chapter has addressed the key issues for achieving static and dynamic balancing
of a robotic system. A general procedure has been outlined in order to clarify
the main steps that should be considered in the design process for achieving
suitable balancing performances. The proposed procedure has been considered
specifically for manipulators having parallel architecture. A case of study has
been reported in full details in order to show the feasibility and effectiveness
of the proposed procedure. In particular, the proposed case of study refers to a
3-DOFs parallel manipulator, whose name is CaPaMan 2bis. The main result of the
proposed balancing procedure has been the improvement of CaPaMan 2bis design
for dynamically balanced operation. A numerical simulation has been carried out in
MSC.ADAMS environment for validating the expected dynamic performances of
the improved CaPaMan 2bis design.

Acknowledgements Authors wish to acknowledge the significant contribution and inspiration to
this chapter given by Prof. Mario Acevedo, Universidad Panamericana, Mexico City.
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Chapter 9
Dynamic Balancing with Respect
to a Given Trajectory

Taizo Yoshikawa

Abstract To control the parallel link robots with better performance in terms of
high rigidity, high degree of accuracy, high speed or acceleration, high load-carrying
capacity, static balancing, and dynamic balancing are important factors. Generally,
static balancing can be obtained by using counterweights or springs, and no
computer control is involved. On the other hand, dynamic balancing utilizes control
system to coordinate the motions of balancing elements. In this chapter, we persist
on dynamic balancing with respect to a given trajectory for the parallel link robots
by modeling control system. This chapter is organized in the following manner.
In section “Modeling of Kinematics,” geometric feature of Stewart Platform is
introduced and modeling process of kinematics and Jacobian matrices is introduced.
In section “Jacobian Analysis,” modeling process of Jacobian matrix is presented.
In section “Dynamics,” modeling process of dynamics equations of a six DOF
Stewart Platform is presented. In section “The Operational Space Formulation,”
the Operational Space Formulation is presented to control task dynamics at the
end-effector. In section “Trajectory Generation,” modeling method of smooth
trajectory is presented. In section “Trajectory Tracking Control,” control method
to realize stable trajectory tracking motion is presented. Finally, control method to
realize dynamic balancing with respect to a given trajectory is presented in section
“Dynamic Balancing with Respect to a Given Trajectory.”

9.1 Introduction

Originally, parallel link robot was designed as a flight simulator. Since then, many
variants of the parallel link robots have experienced and a wide variety of appli-
cations have benefited from this mechanism. Currently, parallel link robots have
been widely used several areas of industry, surgical operations, flight simulators,
helicopter runway, throwing platform of missiles, surgical operations, 3D printer,
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etc. Parallel link robots demonstrate several advantages over serial link robots.
Unlike serial robots, parallel link robots are composed of closed kinematic chain.
This architecture provides high rigidity and high payload-to-weight-ratio, which
allows the parallel link robots to handle larger and heavier loads than serial link
robots. Under heavy loads, serial robots cannot perform precision positioning and
oscillate at high-speeds. On the other hand, positioning accuracy of parallel link
robots is high because the load is shared by several parallel kinematic chains and
the positioning error of the platform cannot exceed the average error of the legs
positions.

However, the parallel link robots have some drawbacks. When the base plate
and mobile plate are parallel to the ground and a center of the mobile plate and
a center of the base plate are in same position, the mass of the plate is divided
into each leg equally. In this case, same torque needs to be applied to each motor.
On the other hand, when position and orientation of the end-effector in Cartesian
space changes, the motion needs to be transferred into leg dynamics and joint
torque command needs to be generated precisely accounting for position error and
quick response. To realize quick motion with less position error, high power motor
and gear system are desired but it also causes high power consumption, high cost,
less safety, large design, and relatively small workspace in comparison with serial
link robots.

To control the parallel link robots with better performance in terms of high
rigidity, high degree of accuracy, high speed or acceleration, high load-carrying
capacity, static balancing, and dynamic balancing are important factors. Generally,
static balancing can be obtained by using counterweights or springs and no computer
control is involved. On the other hand, dynamic balancing utilizes control system to
coordinate the motions of balancing elements. In this chapter, we persist on dynamic
balancing with respect to a given trajectory for the parallel link robots by modeling
control system. The aim of this chapter is to model the dynamic formulation of a six
DOF Stewart Platform and discuss about dynamic balancing with respect to a given
trajectory.

9.2 Modeling of Kinematics

9.2.1 Stewart Platform

Parallel link robots consist of (1) fixed base plate and (2) mobile plate which a
gripper or a tool is mounted, and (3) several legs or rods to connect the fixed
plate and the mobile plate. The individual leg is designed to rotate along one joint
which is fixed to the base plate, which generates motion of the leg. Both side of
the rod is connected by ball joint or any joint which enables free rotation in work
space. Each legs and rods are connected and constrained at the mobile plate, which
enables translation and orientation of the mobile plate at the end-effector. This
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Fig. 9.1 Image of the Stewart Platform

parallel configuration consists of a closed kinematics chain which allows a higher
performance. Therefore, this configuration enables precise position and orientation
control of the end-effector in Cartesian space by controlling each joint position of
the leg. General actuation system can be applied to control joint position of the
leg such as motor and gear or linear actuator. However, the parallel link robots
have some drawback of relatively small workspace in comparison with serial link
robots.

The most widely used structure of parallel link robots is the Stewart Platform.
The early version of the Stewart Platform was designed by V. Eric Gough in
1954. The Stewart Platform was invented as a flight simulator by Stewart in 1965.
A Stewart Platform is a parallel manipulator device that is used in many applications
for positioning objects [1, 2]. The Stewart Platform is a parallel mechanism that
consists of a rigid body mobile plate and a fixed base plate joined by six adjustable
legs that allow it to be precisely adjusted and controlled. The six legs attach the
base plate to the adjustable mobile plate. Both ends of the legs are connected using
universal joints that allow for a wide range of motion. The legs are designed to be
varied in length and depending on the lengths, the position and orientation of the
mobile platform is controlled (Fig. 9.1).
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9.2.2 Kinematics

The kinematic and dynamic modeling of Stewart Platform is extremely complicated
in comparison with serial robots [3–7]. For parallel link robots, inverse kinematics is
straight forward and there is no complexity deriving Equations. On the other hand,
forward kinematics of Stewart Platform is generally said to be very complicated and
difficult to solve. It is because it contains the solution of many nonlinear equations
and generally has more than one solution. In order to overcome this problem,
accurate kinematic and dynamic identification is needed.

The Stewart Platform consists of two rigid frames, the base platform and mobile
platform, connected by six variable length legs. These legs are identical kinematics
chains, couple the moveable upper and the fixed lower platform by universal joints.
We now need to express the three tool plate vertices with respect to the Base frame.
To do this, we need to define a homogenous transformation matrix which represents
the position and orientation of the Tool frame embedded within the Base frame. The
used notations to describe the parallel link robots are defined in the following.

9.2.3 Required Notation

• The base platform has orthogonal axes XB, YB, ZB attached to the center of mass
of the base plate.

• The mobile platform has orthogonal axes XM, YM, ZM located at the center of
mass of the mobile plate. This transform will be a function of the XB, YB, ZB

position values of the tool and three orientation parameters represented in the
Base frame.

• RB is the absolute frame, tied to the base platform.
• RM is the mobile frame, tied to the mobile platform.
• Let OB be the origin of the absolute coordinate system of the base platform, RB.
• Let OM be the origin of the absolute coordinate of the mobile platform, RM,

whose coordinates are in the absolute frame RB:����!
OBOM D ŒXM;YM;ZM�

T

• PB
i is the center of the joint position between the segment i and the fixed base

plate on the base:
OBPB

i D �
ax.i/; ay.i/; az.i/

�T
.i D 1; : : : ; 6/

• PM
i is the center of the joint between the segment i and the mobile part:

OMPM
i D �

bx.i/; by.i/; bz.i/
�T
.i D 1; : : : ; 6/

• RM
B (˛,ˇ, � ) is the rotation matrix expressing the transformation of orientation

from orthogonal axes XB, YB, ZB at the center of mass of the base plate to
orthogonal axes XM, YM, ZM located at the center of mass of the mobile plate.
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• X is the task coordinate vector: X D ŒXT;YT;ZT; ˛; ˇ; ��
T

• RM and RB are the radius of the moving platform and fixed base respectively.
• The length of each leg is Li.
• XB

i is the center of the joint position between the segment i and the fixed base
plate in global framework that is equal to the base absolute frame RB.

• XM
i is the center of the joint position between the segment i and the mobile plate

in global framework.

9.2.4 Coordinate Transformation

Euler angles are a means of representing the spatial orientation of any reference
frame as a composition of three elemental rotations. There are several conventions
for Euler angles, depending on the axes about which the rotations are carried
out. The three rotational angles are defined as roll-pitch-yaw angles ˛, ˇ and � .
The angle values represent the rotation about the x, y, and z axis, as Rx, Ry, Rz,
respectively:

Rx .˛/ D
2

4
1 0 0

0 cos˛ � sin ˛
0 sin ˛ cos˛

3

5 ; (9.1)

Ry .ˇ/ D
2

4
cosˇ 0 sinˇ
0 1 0

� sinˇ 0 cosˇ

3

5 ; (9.2)

Rz .�/ D
2

4
cos � � sin � 0
sin � cos � 0

0 0 1

3

5 : (9.3)

Using a Z-Y-X Euler angle to represent the rotation matrix associated with this
parameterization of orientation, we have coordinate transformation matrix for
orientation in 3 � 3 form and in homogeneous coordinates as:

RM
B .˛; ˇ; �/ D RzRyRx

D

2

64
cosˇ � cos � cos ˛ � sin � C cos ˛ � sinˇ � cos � sin˛ � sin � C cos ˛ � sinˇ � cos �
cosˇ � sin � cos ˛ � cos � C sin˛ � sinˇ � sin � sin˛ � cos � C cos ˛ � sinˇ � sin �

sinˇ sin˛ � cosˇ cos ˛ � cosˇ

3

75

(9.4)
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Fig. 9.2 Coordinate
transformation of the Stewart
Platform

TM
B .XM; YM;ZM; ˛; ˇ; �/

D

2

6664

cosˇ � cos � cos ˛ � sin � C cos ˛ � sinˇ � cos � sin˛ � sin � C cos ˛ � sinˇ � cos � x
cosˇ � sin � cos ˛ � cos � C sin˛ � sinˇ � sin � sin˛ � cos � C cos ˛ � sinˇ � sin � y

sinˇ sin˛ � cosˇ cos ˛ � cosˇ z
0 0 0 1

3

7775

(9.5)

The coordinate transformation matrix from the base platform to the mobile platform
(Fig. 9.2) is

2

4
XM

YM

ZM

3

5 D RM
B

2

4
XB

YB

ZB

3

5C
2

4
x
y
z

3

5 or

2

664

XM

YM

ZM

1

3

775 D TM
B

2

664

XB

YB

ZB

1

3

775 : (9.6)

9.2.5 Kinematic Constraints

In Fig. 9.3, point PB
i is the connecting points placed on base platform and point PM

i
is the connecting points placed on mobile platform. The separation angles between
points, PB

1 and PB
2 , PB

3 and PB
4 and PB

5 and PB
6 , are denoted by 2®. The separation

angles between center points are � D 60 Œdeg�. Then we have points PB
i locally on

the base platform as
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Fig. 9.3 The separation
angles between anchor points

PB
1 D

2

4
cos .�'/ � sin .�'/ 0
sin .�'/ cos .�'/ 0
0 0 1

3

5

2

4
RB

0

0

3

5 ; (9.7)

PB
2 D

2

4
cos' � sin ' 0
sin ' cos' 0

0 0 1

3

5

2

4
RB

0

0

3

5 ; (9.8)

PB
3 D

2

4
cos .� � '/ � sin .� � '/ 0

sin .� � '/ cos .� � '/ 0

0 0 1

3

5

2

4
RB

0

0

3

5 ; (9.9)

PB
4 D

2

4
cos .� C '/ � sin .� C '/ 0

sin .� C '/ cos .� C '/ 0

0 0 1

3

5

2

4
RB

0

0

3

5 ; (9.10)

PB
5 D

2

4
cos .2� � '/ � sin .2� � '/ 0

sin .2� � '/ cos .2� � '/ 0
0 0 1

3

5

2

4
RB

0

0

3

5 ; (9.11)

PB
6 D

2

4
cos .2� C '/ � sin .2� C '/ 0

sin .2� C '/ cos .2� C '/ 0

0 0 1

3

5

2

4
RB

0

0

3

5 : (9.12)

The separation angles between points, PM
1 and PM

2 , PM
3 and PM

4 and PM
5 and PM

6 ,
are denoted by 2� . The separation angles between a center point of PM

1 and PM
2 and a

center point of PM
3 and PM

4 is � D 60 Œdeg�. The separation angles between a middle
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point of PM
3 and PM

4 and a middle point of PM
5 and PM

6 is � D 60 Œdeg�. Then we
have points PM

i locally on the base platform as

PM
1 D

2

4
cos .��/ � sin .��/ 0
sin .��/ cos .��/ 0
0 0 1

3

5

2

4
RM

0

0

3

5 ; (9.13)

PM
2 D

2

4
cos � � sin � 0
sin � cos � 0

0 0 1

3

5

2

4
RM

0

0

3

5 ; (9.14)

PM
3 D

2

4
cos .� � �/ � sin .� � �/ 0

sin .� � �/ cos .� � �/ 0

0 0 1

3

5

2

4
RM

0

0

3

5 ; (9.15)

PM
4 D

2

4
cos .� C �/ � sin .� C �/ 0

sin .� C �/ cos .� C �/ 0

0 0 1

3

5

2

4
RM

0

0

3

5 ; (9.16)

PM
5 D

2

4
cos .2� � �/ � sin .2� � �/ 0

sin .2� � �/ cos .2� � �/ 0
0 0 1

3

5

2

4
RM

0

0

3

5 ; (9.17)

PM
6 D

2

4
cos .2� C �/ � sin .2� C �/ 0

sin .2� C �/ cos .2� C �/ 0

0 0 1

3

5

2

4
RM

0

0

3

5 : (9.18)

The connecting points PM
i in global framework are defined by XM

i

XM
i D XM C RM

B PM
i : (9.19)

Defining tool position (
xT,
yT,
zT) on the local coordinate system of the mobile
platform OM, the tool position XT in global coordinate system is defined as

XT D XM C RM
B .
xT; 
yT; 
zT/

T : (9.20)

Deleting XM from Eqs. (9.17) and (9.18), we have the connecting points XM
i in

global framework according to Tool position and orientation

XM
i D XT C RM

B PM
i � RM

B .
xT; 
yT; 
zT/
T : (9.21)

To represent three translations and three orientation of the mobile platform, anchor
points PM

i of the mobile platform, which are the end-effector of each three variable
legs, are controlled. If the position and orientation of the legs are achieved by
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Fig. 9.4 The separation
angles between anchor points

linear motion of the leg, geometrical relationship is defined for each leg (Fig. 9.4).
Applying the transformation matrix, we have Equations of motion for each leg
motion

Li D XM
i � XB

i D ����!
OBOM C RM

B PB
i � XB

i .i D 1; : : : ; 6/ : (9.22)

When the position and orientation of the end-effector is given, taking the magnitudes
of the vector differences between corresponding base plate and mobile plate
vertices, the length of each leg is computed as the following

Li D
ˇ̌
ˇ
����!
OBOM C RM

B PB
i � XB

i

ˇ̌
ˇ .i D 1; : : : ; 6/ : (9.23)

9.3 Jacobian Analysis

For the Stewart platform, we have seen that a closed-form solution of the inverse
kinematics can be obtained.

Li D Fi .x; y; z; ˛; ˇ; �/ .i D 1; : : : ; 6/ (9.24)

According to the chain rule, functions of the differentials as

ıLi D @Fi

@x
ıx C @Fi

@y
ıy C @Fi

@z
ız C @Fi

@˛
ı˛ C @Fi

@̌
ıˇ C @Fi

@�
ı� .i D 1; : : : ; 6/ :

(9.25)
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Dividing both sides by the differential time element ıt, we have

ıLi

ıt
D @Fi

@x

ıx

ıt
C @Fi

@y

ıy

ıt
C @Fi

@z

ız

ıt
C @Fi

@˛

ı˛

ıt
C @Fi

@̌

ıˇ

ıt
C @Fi

@�

ı�

ıt
: (9.26)

In matrix form, Eq. (9.24) becomes,

2

66666664

PLŒ1�
PLŒ2�
PLŒ3�
PLŒ4�
PLŒ5�
PLŒ6�

3

77777775

D

2

66664

•F1
@x

•F1
@y

•F1
@z

•F2
@x

•F2
@y

•F2
@z

•F1
@˛

•F1
@ˇ

•F1
@�

•F2
@˛

•F2
@ˇ

•F2
@�

:::
:::

:::
•F6
@x

•F6
@y

•F6
@z

:::
:::

:::
•F6
@˛

•F6
@ˇ

•F6
@�

3

77775

2

66666664

ıx
ıt
ıy
ıt
ız
ıt
ı˛
ıt
ıˇ

ıt
ı�

ıt

3

77777775

(9.27)

2
66666664

PLŒ1�
PLŒ2�
PLŒ3�
PLŒ4�
PLŒ5�
PLŒ6�

3
77777775

D

2
66664

•F1
@x

•F1
@y

•F1
@z

•F2
@x

•F2
@y

•F2
@z

•F1
@˛

•F1
@ˇ

•F1
@�

•F2
@˛

•F2
@ˇ

•F2
@�

:::
:::

:::
•F6
@x

•F6
@y

•F6
@z

:::
:::

:::
•F6
@˛

•F6
@ˇ

•F6
@�

3
77775

2
66666664

Px
Py
Pz
P̨
P̌
P�

3
77777775

: (9.28)

Equation (9.26) shows commonly used expression of the inverse of the conventional
Jacobian matrix, which relates the velocities of the active joints to the generalized
velocity of the mobile platform. It can be described as

PLi D J�1 PX .i D 1; : : : ; 6/ (9.29)

where PLi and X are the velocities of the leg and the mobile platform respectively.
The Jacobian matrix can be derived by formulating a velocity loop-closure equation
for the ith leg can be written as

OBOM C OMPM
i D OBPB

i C PB
i PM

i .i D 1; : : : ; 6/ ; (9.30)

The center of the joint between the leg i and the mobile part PM
i on the moving

platform with reference to the base coordinate system is obtained as

XM
i D XM C RM

B PM
i D PB

i C �
PM

i � PB
i

�
: (9.31)

Differentiating the above equation with respect to time yields

PXM
i D PXM C ¨B � mi D Li!i � di C PLidi: (9.32)
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Where !B is angular velocity of the mobile platform with reference to the base

platform and is represented as !B D � P!x; P!y; P!z
�T D



P̨ ; P̌; P�

�T
, mi is the vector

PMPM
i and di is the vector PB

i PM
i . Equation (9.28) can be written in matrix form,

which yields a scalar equation as

Jx PXM D Jl PLi: (9.33)

According to Eq. (9.29), we have Jacobian matrix and the inverse of Jacobian
matrix as

PXM D Jx
�1Jl PLi D J PLi: (9.34)

PLi D Jl
�1Jx PXM D J�1 PXM: (9.35)

J�1 D Jl
�1Jx D Jl PLi D

2

66666664

d1T .m1 � d1/
T

d2T .m2 � d2/
T

d3T .m3 � d3/
T

d4T .m4 � d4/
T

d5T .m5 � d5/
T

d6T .m6 � d6/
T

3

77777775

: (9.36)

We have the Jacobian matrix and the inverse of Jacobian matrix shown in Eq. (9.34).
Stiffness is an important factor in the design of the parallel link robot, since

parallel link robots are required to perform with high-accuracy positioning, high-
speed machining, lower mass/inertia properties, and higher structural rigidity.
Stiffness can be defined as the capacity of a mechanical system to sustain loads
without excessive changes on its geometry. The stiffness varies with the posture
of the mechanism, geometry, the applied forces, deformations, or compliant dis-
placements. Generally, stiffness is defined through the “stiffness matrix” K, which
relates the translational/rotational displacement of the end-effector and the static
forces/torques. The “compliance matrix” k is defined by the inverse of K. If the legs
are of the same type and the spring constants associated with all the legs are of the
same value, the stiffness matrix for the Stewart platform (Fig. 9.5) is given by

K D kJTJ (9.37)

9.4 Dynamics

This section presents the dynamics of the parallel link robots. The dynamic
modeling of parallel link robots is quite complicated because of their closed-loop
structure, coupled relationship between system parameters, high nonlinearity in
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Fig. 9.5 Schematic view of
the ith leg of the parallel link
robot

system dynamics and kinematic constraints. Nevertheless, the dynamic modeling
of the parallel link robots is quite important because precise positioning and good
dynamic performance under high load are required. To obtain the dynamic model of
parallel link robots, there are many valuable studies published by many researches.
Generally, two methods, the Newton Euler formulation, and the Lagrangian for-
mulation, can be used in order to obtain Equations of motion. The Newton Euler
formulation is derived by the direct interpretation of Newton’s Second Law of
Motion, which describes that the net force on an object is equal to the rate of change
of its linear momentum in an inertial reference frame. Using the Newton-Euler
approach, calculations of constraint forces are required but are eliminated to obtain
the final equations of motion. On the other hand, Lagrangian formulation relies on
the energy properties of mechanical systems to compute Equations of motion. In this
method, all the workless forces and constraint forces are automatically eliminated.
The resulting equations can be computed in closed form expression in terms of
joint torques and joint displacements. In this work, inverse dynamics of the Stewart
platform has been formulated by Lagrangian formulation.

9.4.1 Lagrange’s Equations

To form Equations of motion, we define the Lagrangian, L, as the difference between
the kinetic energy K and potential energy U of the system. The kinetic energy and
potential energy for both of these parts are computed and then the dynamic equations
are derived using these energies. Lagrangian equations of motion is
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d

dt

�
@L

@Pq
�

� @L

@q
D � (9.38)

where q is the generalized coordinate vector, Pq is the generalized velocity vector and
� is the generalized force vector. Appling L D K � U to Eq. (9.33), the Lagrangian
equations of motion is defined as

d

dt

�
@K

@Pq
�

� @K

@q
C @U

@q
D � (9.39)

here, the first two terms and third term in the left side of Eq. (9.34) represents Inertial
forces and Gravity vector respectively.

9.4.2 Kinetic Energy and Potential Energy

Using the generalized velocity vector Pq, the kinetic energy is defined as

K D 1

2
PqTM.q/Pq: (9.40)

Applying Eq. (9.35) to each component of Eq. (9.34), we have

d

dt

�
@K

@Pq
�

D d

dt

�
@

@Pq
�
1

2
PqTM.q/Pq

��
D d

dt
.M.q/Pq/ D M.q/Rq; (9.41)

@K

@q
D @

@q

�
1

2
PqTM.q/Pq

�
D 1

2
PqT

2

664

@M.q/
@q1
:::

@M.q/
@q6

3

775 PqT � PM.q/Pq: (9.42)

Therefore, the inertial forces are

d

dt

�
@K

@Pq
�

� @K

@q
D M.q/Rq C 1

2
PqT

2
664

@M.q/
@q1
:::

@M.q/
@q6

3
775 PqT � PM.q/Pq: (9.43)

The parallel link robot is considered as a multi-robot system with i serial robots
moving according to a common end-effector. Figure 9.6 shows the links, the frames,
position vector, angular velocity, force, and inertia for the leg i (i D 1, : : : , 6). In
Fig. 9.6, vci is the translational velocity vector for the ith body and !i is the angular
velocity vector, mi is mass and ICi is inertia for the ith link. The kinetic energy for
the link i can be defined by the translational motion and rotational motion
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Fig. 9.6 Modeling of kinetic
energy for link i

Ki D 1

2

�
mivci

Tvci C ¨i
T ICi!i

�
: (9.44)

Total Kinetic energy can be derived by adding each Kinetic energy of the link

K D
NX

iD1
Ki D 1

2

NX

iD1

�
mivci

Tvci C !i
T ICi!i

�
: (9.45)

Appling transitional Jacobian matrix Jvi which relates the generalized coordinate
vector and rotational Jacobian matrix J!i which relates the generalized coordinate
vector and angular velocity vector, we have relationship as follows:

vci D Jvi Pq; (9.46)

!ci D J!i Pq: (9.47)

Here,

Jvi D
h
@pci
@q1

: : :
@pci
@qi

0 � � � 0
i
; (9.48)

Jvi D �
"1 z1 : : : "izi 0 � � � 0 � : (9.49)

Equation (9.40) can be modified by Eqs. (9.41) and (9.42) as follows:

1

2
PqTM.q/Pq D 1

2

NX

iD1

�
mi PqTJT

vi
Jvi Pq C PqTJT

!i
ICiJ!i Pq

�

D 1

2
PqT

"
NX

iD1

�
miJ

T
vi

Jvi C JT
!i

ICiJ!i

�
#

Pq: (9.50)
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Therefore, we have

M.q/Pq D
NX

iD1

�
miJ

T
vi

Jvi C JT
!i

ICiJ!i

�
: (9.51)

For the link i, the Potential energy is defined by mass of the link i, that is G D
@U=@q

G D Jvi G D
h

JT
v1

JT
v2

� � � JT
N

i

2

6664

m1g
m2g
:::

mNg

3

7775 : (9.52)

9.4.3 Dynamics Equation

Finally, the Lagrange’s equations of motion shown in Eq. (9.33) is clearly defined
by the inertial forces shown in Eq. (9.38) and Gravity vector shown in Eq. (9.47)
respectively

d
dt



@K
@Pq
�

� @K
@q C @U

@q D M.q/Rq C PqT

2

664

@M.q/
@q1
:::

@M.q/
@q6

3

775 PqT � PM.q/Pq C G

D M.q/Rq C V .q; Pq/C G:

(9.53)

Generally, the joint space dynamics of a robot are described by Eq. (9.48) where q
is the n � 1 generalized vector in joint space, M(q) is the n � n mass/inertia matrix,
V .q; Pq/ is the Coriolis and centrifugal torque and g(q) is gravity torque. In order to
derive the dynamic equations of the Stewart Platform, the whole system is separated
into two parts: the mobile platform and the legs.

9.4.4 Dynamics Equation of Mobile Platform

The kinetic energy for the mobile platform can be defined by the translational
motion and rotational motion

KMP D 1

2
PqTM.q/Pq D 1

2

�
mMP

�
X2M C Y2M C Z2M

�C !T
MPIc!MP

�
: (9.54)
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where, mMP is mass of the mobile platform, (XM, YM, ZM) is the absolute coordinate
of the mobile platform, !MP is the angular velocity of the moving platform and Ic

is the rotational inertia mass. Here, the generalized coordinate vector can be defined

as Pq D

 PXM; PYM; PZM; P̨ ; P̌; P�

�
. Applying this definition into Eq. (9.49) yields

KMP D 1

2


 PXM; PYM; PZM; P̨ ; P̌; P�
�

MMP.q/

 PXM; PYM; PZM; P̨ ; P̌; P�

�T
(9.55)

where, MMP(q) is the 6 � 6 mass diagonal matrix of the moving platform with
carrying load

MMP.q/ D

2
66666664

mMP

0

0

0

0

0

0

mMP

0

0

0

0

0

0

mMP

0

0

0

0

0

0

IcŒx�

0

0

0

0

0

0

IcŒy�

0

0

0

0

0

0

IcŒz�

3
77777775

: (9.56)

And the potential energy of the mobile platform is

UMP D mMPgZMq D
h
0 0 mMPg 0 0 0

i h PXM; PYM; PZM; P̨ ; P̌; P�
iT
; (9.57)

@U

@q
D @

@q
.mMPgZMq/ D GMP; (9.58)

VMP .q; Pq/ D 1

2
PqT

2

664

@MMP.q/
@q1
:::

@MMP.q/
@q6

3

775 PqT � PMMP.q/Pq: (9.59)

Then we have Equation of motion according to Eq. (9.48) as

MMP.q/Rq C VMP .q; Pq/C GMP D �MP: (9.60)

9.4.5 Dynamics Equation of Legs

Each leg consists of two parts: the moving part and the fixed part. Therefore, N in
Eqs. (9.39)–(9.47) equals to 2 and i D 1,2, : : : , 6. The kinetic energy for the mobile
platform can be defined by the translational motion and rotational motion

KLEG.i/ D
2X

jD1
Kj D 1

2

2X

jD1

�
mivcj

Tvcj C !j
T ICj!j

�
: (9.61)
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And the potential energy of the mobile platform is

G D Jvj G D �
JT
v1

JT
v2

� �m1g
m2g

	
: (9.62)

The mass and inertia matrix is

Mi.q/ D
2X

jD1



mjJ

T
vj

Jvj C JT
!j

ICj J!j

�
: (9.63)

The Coriolis and centrifugal torque is

VLEG.i/ .q; Pq/ D 1

2
PqT

2
664

@MLEG.q/
@q1
:::

@MLEG.q/
@q6

3
775 PqT � PMLEG.i/.q/Pq: (9.64)

Then we have Equation of motion according to Eq. (9.48) as

MLEG.i/.q/Rq C VLEG.i/ .q; Pq/C GLEG.i/ D �LEG.i/: (9.65)

Since the platform is divided into two parts, inertia, Coriolis-Centrifugal and
gravity matrix in Eqs. (9.54) and (9.59)

M.q/ D MMP.q/C
6X

jD1

�
MLEG.i/.q/

�
; (9.66)

V .q; Pq/ D VMP .q; Pq/C
6X

jD1

�
VLEG.i/ .q; Pq/� ; (9.67)

G.q/ D GMP.q/C
6X

jD1

�
GLEG.i/.q/

�
: (9.68)

9.5 The Operational Space Formulation

The dynamics of a robot must be considered in order to execute fast, accurate, and
compliant motion. Khatib [8] presented the Operational Space Formulation (1987),
which was applied to end-effector dynamics for rigid-body robot manipulators.
Generally, task of the end-effector is specified by means of a position in Cartesian
coordinates and an orientation in terms of Euler angles. On the other hand, the
robot configuration is measured through sensors located in the joints compensating
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dynamic effects of the link. The operational space formulation handles with these
two dynamics decoupling tasks from redundant null space dynamics, which results
in any additional forces applied within the null space remain dynamically consistent
with the tasks. The Operational Space Formulation provides different solution
such as resolved-motion rate control, resolved-acceleration control, and force-based
control. If the robot model is accurately known, dynamically consistent framework
can be extended more into multiple-task control with prioritization, constrained
dynamics, etc. In this point of view, the Operational space control is one of the most
efficient approaches to control robots from end-effector control of manipulators
up to humanoid robots [9] due to its potential for dynamically consistent control,
compliant control, force control, and hierarchical control. In this section, the
Operational Space Formulation by task and posture is introduced to control the end-
effector of the Stewart Platform dynamically efficient method [10].

Corresponding to the instantaneous linear/angular velocity, ª, in task space, the
following relationship is defined by the Jacobian, J(q)

# D J.q/Pq; (9.69)

Task dynamic behavior is obtained by projecting the joint space dynamics into the
space associated with the task:

ƒ.q/ P# C  .q; Pq/C p.q/ D F (9.70)

here, �(q),  .q; Pq/ ; and p(q) are the inertia matrix, the vector of Corio-
lis/centrifugal forces and the vector of gravity forces mapped into the operational
space and are defined as follows;

ƒ.q/ D �
JA�1JT

��1
; (9.71)

 .q; Pq/ D ƒ
�
JA�1B � PJ Pq��1; (9.72)

p.q/ D ƒJA�1g: (9.73)

The control force, F, in Eq. (9.68) provides a decoupled control structure by

F D Oƒ.q/f � C O .q; Pq/ C Op.q/ (9.74)

whereb: represents estimates of the model parameters. f * is the command to the unit
mass system. When the estimates are perfect, the following decoupled equations of
motion for the end-effector are obtained

P# D f �: (9.75)
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The Operational Space Formulation provides decomposition of joint forces into two
control vectors; (1) the joint torque corresponding to forces acting at the task and
(2) joint torque that only affects the posture behavior in the null space

� D �Task C �Posture D JTF C NT.q/�: (9.76)

Here, NT (q) is the dynamically consistent null space projection matrix.

NT.q/ D I � JTJ
T
; (9.77)

J
T D ƒJA�1: (9.78)

And �Posture is joint space dynamics defined by Eq. (9.51)

�Posture D M.q/Rq C V .q; Pq/C G: (9.79)

The term, NT (q), guarantees that the null space control torque will not generate any
force on the task control.

9.5.1 Trajectory Tracking Task

The Operational Space Command in Cartesian Space is applied to the position and
orientation control of the end-effector as Eq. (9.66). P# is defined as a simple PD
control

P# D f � D Kpx
�
XTrajectoryŒi� � XT

�C Kvx
� PXTrajectoryŒi� � PXT

�
; (9.80)

Kpx and Kvx are the PD gains in operational space, which are selected for the unit-
mass system RX C Kvx PX C KpxX D 0. The term XTrajectory[i] is a position command of
the leg i following designed trajectory and XT is position of the tool. For a simple
positioning tracking task, the applied force to the trajectory point is

F D ƒf � D ƒ
�
Kpx

�
XTrajectoryŒi� � XT

�C Kvx
� PXTrajectoryŒi� � PXT

��
: (9.81)

The joint torque corresponding to forces acting at the task is calculated by Eq.
(9.72). For given trajectory, accuracy of trajectory tracking is decided by accuracy
of dynamics model and design of PD control. Generally, if we increase the position
tracking gain Kpx, it will reduce the position tracking error, however if Kpx is too
high, it will cause instability of the system. At the same time, if we increase the
velocity gain Kvx, the response to track the trajectory will increase, however if it
is too high, it will cause overshoot while tracking and will cause instability of the
system. We need to design the best position gain and velocity gain according to the
application.
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9.6 Trajectory Generation

9.6.1 Trajectory Generation in Cartesian Space

In this section, we focus on methods of computing a trajectory that describes the
desired motion of a manipulator in Cartesian space [11]. Here, trajectory refers to
a time history of position, velocity, and acceleration for six degrees of freedom.
When we specify paths as motions of the tool or the end-effector, relative to
the base coordinate system, the basic problem is to move the manipulator from
an initial position to final position in time. To design the motion in more detail
representation than simply defining the initial and final positions, a sequence
of desired intermediate points must be specified. Generally, Path Points simply
includes the initial and final points, however in more detail representation, the
path points include all the desired intermediate points from the initial position to
final position in time. These paths can be planned from the user’s design of path
points in Cartesian space. Many works have been conducted on path planning,
however, among such functions, the polynomial splines are often used for planning
trajectories that involve multiple segments. In this section, we consider methods of
trajectory generation such as cubic spline and parabolic blending, in which the path
shapes are interpolated between data points.

9.6.2 Cubic Polynomials

Among polynomial splines, the cubic spline [11, 15] is the lowest-degree polyno-
mial that can provide a smooth trajectory with continuous velocity, acceleration, and
jerk profile. Cubic polynomials interpolation takes several data points as the input
and interpolates the values for the segments between them, in which each segment
is represented by a cubic polynomial function of time. A cubic polynomial is a
polynomial of degree 3. The cubic polynomial has the form

X.t/ D a0 C a1t C a2t
2 C a3t

3: (9.82)

Here, we suppose that the initial position and velocity are, X.0/ D x0; PX.0/ D v0
and the final position and velocity are, X .tf/ D xf; PX .tf/ D vf. According to Eq.
(9.80), the velocity and acceleration will have the following forms

PX.t/ D a1 C 2a2t C 3a3t
2; (9.83)

RX.t/ D 2a2 C 6a3t; (9.84)
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Using initial constraints, we can solve the coefficients in Eq. (9.80)

a0 D x0; (9.85)

a1 D 0; (9.86)

a2 D 3

tf2
.xf � x0/ ; (9.87)

a3 D 2

tf3
.xf � x0/ : (9.88)

Figure 9.7 shows a cubic polynomial trajectory, velocity, and acceleration of a0 D
0:25; a2 D 8; a3 D 1:5.

It is more practical if the trajectory derived passes through intermediate via points
with continuous velocity and continuous acceleration without stops. In this case,
velocities at the intermediate points need not to be zero. That is X .ti/ D xi, PX .ti/ D
vi and X .tiC1/ D xiC1, PX .tiC1/ D viC1, where X(ti) is an intermediate point at
T D ti and X .tiC1/ is an intermediate point at T D tiC1 between the initial position
and final position (Fig. 9.8). Then we have

a0 D xi; (9.89)

Fig. 9.7 Cubic polynomials

Fig. 9.8 Cubic polynomials
with via points
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a1 D Pxi; (9.90)

a2 D 3

tiC12
.xiC1 � xi/� 2

tiC1
Pxi � 2

tiC1
PxiC1; (9.91)

a3 D 2

tf3
.xf � x0/ : (9.92)

a3 D 2

tiC13
.xiC1 � xi/C 1

tiC12
.PxiC1 C Pxi/ : (9.93)

9.6.3 Linear Interpolation with Parabolic Blend

If we were to simply just connect the desired intermediate points with a linear
function in Cartesian space, it would cause the velocity to be discontinuous at the
beginning and end of the motion. One way to create a smooth and continuous
trajectory and velocity taking linear trajectory and interpolate it linearly is to
add parabolic blend region in the trajectory. In this section, we specify linear
interpolation with parabolic blend [11, 12]. We assume that the acceleration and
deceleration will not change during the blend region, having same duration and can
be instantaneously generated. In Fig. 9.9, the end of the blend region at t D tb has
to be the same as the linear region from t D tb to t D tf � tb which yields

RXtb D xh � xb

th � tb
: (9.94)

Fig. 9.9 Linear interpolation with parabolic blend
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Since xb is position at t D tb, it is given by

Xb D x0 C 1

2
RXtb

2 (9.95)

then we have

RXtb
2 � RXttb C .xf � x0/ D 0: (9.96)

where t D 2tb. Equation (9.94) is the second-order equation of tb and can be
solved as

tb D t

2
�
q

RXt2 � 4 RX .xf � x0/

2 RX D 0: (9.97)

Figure 9.9 shows image of the linear interpolation with parabolic blend. Depending
on the acceleration, blend region will change. For example, if the acceleration is
high the blend region will be shorter. In Fig. 9.10, MatLab simulation result of
Cubic polynomials and Linear interpolation with parabolic blend is shown. The red
lines show position, green lines show velocity, and blue lines show acceleration. We
can see different characteristics in these two trajectory generation.

It is more practical if the trajectory derived passes through intermediate via points
with continuous velocity and continuous acceleration without stops. Figure 9.11
shows the linear interpolation with parabolic blend with several segments. The
followings are given constraints to specify the trajectory.

• Positions xi, xj, xk, xl, xm

• Time durations tdij, tdjk, tdkl, tdlm

• Segment times tij, tjk, tkl, tlm
• Segment velocities ẋij, ẋjk, ẋkl, ẋlm

• Blend times ti, tj, tk, ul, tm
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Fig. 9.10 MatLab simulation result of cubic polynomials and linear interpolation with parabolic
blend
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Fig. 9.11 Linear interpolation with parabolic blend

First segment

Rx1 D sign .x2 � x1/ jRx1j (9.98)

t1 D td12 �
s

td122 � 2 .x2 � x1/

Rx1 (9.99)

Px12 D x2 � x1
td12 � t1=2

(9.100)

t12 D td12 � t1 � t2=2 (9.101)

Intermediate segment

Rxjk D �
xk � xj

�
=tdjk (9.102)

tk D �Pxkl � Pxjk
�
=Rxk (9.103)

tjk D tdjk � tj=2� tk=2 (9.104)

Final segment

Rxn D sign .xn�1 � xn/ jRxnj (9.105)
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tn D td.n�1/n �
s

td.n�1/n2 � 2 .xn � xn�1/
Rxn

(9.106)

Px.n�1/n D xn � xn�1
td.n�1/n � tn=2

(9.107)

t.n�1/n D td.n�1/n � tn � tn�1=2 (9.108)

9.7 Trajectory Tracking Control

9.7.1 Second-Order System

To design a controller that makes a system behave in a designed motion, mathemat-
ical models are most often used to predict the behavior of the quantities of interest
over time. Mathematical models of physical processes are the foundations of control
theory. In control system design the most common mathematical models of the
behavior of interest are, in the time domain, linear ordinary differential equations
with constant coefficients, and in the frequency or transform domain, transfer func-
tions obtained from time domain descriptions via Laplace transforms. Mathematical
models of dynamic processes specifically how they change in response to different
inputs. Solving differential equations and using Laplace transform, mathematical
models provides us gain insight on how feedback control systems work and skills to
design stable controller including following issues:

1. Stability and its margins of closed-loop systems.
2. Response to the command.
3. Robustness (sensor noise, disturbance, modeling error).

In this chapter, the design of reconfiguring a class of second-order dynamic
systems via Proportional Derivative (PD) feedback is considered here. In the
following, we will first consider a second-order mechanical system in some
depth, and use this to introduce key ideas associated with second-order responses.
Modeling and analysis methods are first introduced, followed by an overview of the
classical design methods, design evaluation methods, and implementation issues.
Results will be described by partial differential equations, however, tend to be
more restricted and case dependent. We will develop a systematic procedure for
finding controllers for simple systems. Among all possible system, PD controller is
frequently employed in tracking and because PD control coincides with a generic
state-feedback control of a second-order system for which the poles can be placed
arbitrarily.

As shown in Fig. 9.12, the system consists of a spring and damper attached to a
mass which moves laterally on a surface. The lateral position of the mass is defined
as x. Mathematical models of dynamic processes are derived using physical laws
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Fig. 9.12 A spring and a
damper attached to a mass

such as Newton’s law. According to Fig. 9.12, the equation of motion of the spring-
damper-mass system is

mRx C bPx C kx D f (9.109)

where m is a mass, b is a coefficient of damper, k is a coefficient of spring and force
f is applied to the system.

9.7.2 Design of Second-Order System

In the following section, we address analysis of second-order differential equation
to derive stable condition from general solution of the second-order system [11, 13].
Rearranging Eq. (9.107) yields the system equation in standard form

M
d2x

dt2
C B

dx

dt
C Kx D 0: (9.110)

In general terms, Eq. (9.108) is conveniently parameterized in terms of undamped
natural frequency !0 and damping ratio �

d2x

dt2
C 2�!n

dx

dt
C !0

2x D 0 (9.111)

where � D B
2
p

KM
, !n D

q
K
M , with the initial conditions x.0/ D x0, Px.0/ D v0.

To solve this second-order system, we assume that x(t) takes the form x.t/ D Ae�t

and applying it to Eq. (9.107) yields

A�2e�t C 2�!nA�e�t C !n
2Ae�t D 0: (9.112)

Since Ae�t ¤ 0 for any � and t, Ae�t can be canceled and we have characteristic
equation

�2 C 2�!nr C !n
2 D 0: (9.113)
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Generally, this second-order equation has solutions are

�1 D ��!n C !n

p
�2 � 1 (9.114)

and

�2 D ��!n � !n

p
�2 � 1: (9.115)

The behavior of the system depends on the two parameters, the natural frequency!0

and the damping ratio �, which are defined by mass m, spring coefficient k, damping
coefficient b. In particular, the behavior of the system crucially depends on solution
of Eq. (9.111) that is whether the characteristic equation has one real solution, two
real solutions, or two complex conjugate solutions. Depending on the value of the
damping ratio �, the system can be categorized into four types of responses. In this
section, each types of responses are modeled and result of the step response is shown
in Fig. 9.13.
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Fig. 9.13 A step response result of the second-order system
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9.7.2.1 Type 1: Undamped Case

When � D 0 and B D 0, the system is undamped. The system continues to vibrate
without losing energy theoretically. On the other hand, it does not happen in real
system because of any physical parameters which are not modeled in the system. In
this case, the poles are complex conjugates solutions

�1 D j!n (9.116)

and

�2 D �j!n: (9.117)

The homogeneous solution takes the form

x.t/ D c1e
�1t C c2e

�2t D c1e
j!nt C c2e

�j!nt (9.118)

Assuming c1 D c2�, and c1 D ˛ C jˇ, we have

x.t/ D .˛ C jˇ/ ej!nt C .˛ � jˇ/ e�j!nt

D ˛
�
ej!nt C e�j!nt

�C jˇ
�
ej!nt � e�j!nt

�

D 2 .˛ cos .!nt/ � ˇ sin .!nt//

D 2A cos .!nt C '/ (9.119)

where A D jc1j D p
˛2 C ˇ2 and ' D arctan .˛; ˇ/. The constants ˛ and ˇ can

be specified by the initial conditions x.0/ D x0 and Px.0/ D v0. It can be solved as
˛ D x0=2 and ˇ D �v0= .2!n/.

9.7.2.2 Type 2: Underdamped Case

When 0 � � < 1, � is complex and the system is underdamped. The system
oscillates at the natural damped frequency !d D !n

p
1 � �2, which is a function

of the natural frequency !n and the damping ratio �, and gradually decrease the
amplitude to zero. In this case, the poles are complex solutions

�1 D ��!n C j!d (9.120)
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and

�2 D ��!n � j!d: (9.121)

The homogeneous solution takes the form

x.t/ D c1e
�1t C c2e

�2t D c1e
.��!nCj!d/t C c2e

.��!n�j!d/t (9.122)

Assuming c1 D c2�, and c1 D ˛ C jˇ, we have

x.t/ D .˛ C jˇ/ e.��!nCj!d/t C .˛ � jˇ/ e.��!n�j!d/t

D e��!nt
�
.˛ C jˇ/ ej!dt C .˛ � jˇ/ e�j!dt

�

D e��!nt
�
˛
�
ej!d t C e�j!d t

�C jˇ
�
ej!dt � e�j!dt

��

D 2e��!nt .˛ cos .!dt/ � ˇ sin .!dt//

D 2Ae��!nt cos .!dt C '/ (9.123)

where A D jc1j D p
˛2 C ˇ2 and ' D arctan .˛; ˇ/. The constants ˛ and ˇ can

be specified by the initial conditions x.0/ D x0 and Px.0/ D v0. It can be solved as
˛ D x0=2 and ˇ D � .v0 C �!nx0/ = .2!d/. The time response can be expressed in
terms of �!n and !d. In this case, since both �!n and !d scale linearly with !n, the
response characteristic time-scale decreases as 1/!n.

9.7.2.3 Type 3: Overdamped Case

When � > 1; �, the system is overdamped and two poles are at separate locations
on the real axis:

�1 D


�� C

p
�2 � 1

�
!n (9.124)

and

�2 D


�� �

p
�2 � 1

�
!n: (9.125)

The homogeneous solution takes the form

x.t/ D c1e
�1t C c2e

�2t D c1e


��C

p
�2�1

�
t C c2e



���

p
�2�1

�
t (9.126)

To estimate c1 and c2, we apply the initial conditions x.0/ D x0 and Px.0/ D v0 to
Eq. (9.124) then we have x.0/ D c1 C c2 D x0 and Px.0/ D c1�1 C c2�2 D v0,which
gives



222 T. Yoshikawa

c1 D v0 C x0�2
�2 � �1 D �

v0 C x0


�� �p

�2 � 1
�
!n

2!n

p
�2 � 1 ; (9.127)

c2 D �v0 C x0�1
�2 � �1 D �

v0 C x0


�� Cp

�2 � 1
�
!n

2!n

p
�2 � 1

(9.128)

and

x.t/ D �
v0 C x0



�� �p

�2 � 1
�
!n

2!n

p
�2 � 1 e



��C

p
�2�1

�
t

�
v0 C x0



�� Cp

�2 � 1
�
!n

2!n

p
�2 � 1

e


���

p
�2�1

�
t
: (9.129)

9.7.2.4 Type 4: Critically Damped Case

When � D 1, the two poles coincide at �1 D �2 D �!n. The system is
critically damped. We have repeated roots and the oscillator is critically damped.
The homogeneous solution takes the form

x.t/ D c1e
�1t C c2te

�1t D c1e
�!nt C c2te

�!nt (9.130)

To estimate c1 and c2, we apply the initial conditions x.0/ D x0 and Px.0/ D v0 to
Eq. (9.128) then we have x.0/ D c1 D x0 and Px.0/ D �!nc1Cc2 D v0, which gives

c1 D x0; (9.131)

c2 D v0 C !nx0 (9.132)

and

x.t/ D x0e
�!nt C .v0 C !nx0/ te�!nt (9.133)

9.7.3 Trajectory Tracking Control

In the previous section, we saw that the behavior of the second-order system
crucially depends on solution of Eq. (9.109) especially it depends on the damping
ratio �. If we want to achieve a desired behavior for tracking a given trajectory, we
need to specify the best parameters of the spring-damper-mass mechanical system
defined by Eq. (9.107) and control gains. Generally, mechanical system has several
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disturbances and the system cannot be supposed to return to its initial condition such
as x D 0. In this case, using sensors and actuators, the system can be controlled to
behave as we want. Assuming that a control law of the proposed control system is
to maintain the position of the block in designed position by computing the force f
using the sensed position data, velocity data, position gain kp and velocity gain kv

(Eq. 9.127). According to this control law, goal position tracking, that is position to
position controller, is modeled

f D �kpx � kv Px: (9.134)

By canceling f in Eqs. (9.107) and (9.132), closed-loop dynamics of the system can
be represented as

mRx C kv Px C kpx D �kpx � kv Px: (9.135)

Equation (9.133) can be simplified as

mRx C .b C kv/ Px C �
k C kp

�
x D 0; (9.136)

mRx C b0 Px C k0x D 0: (9.137)

where b0 D bCkv and k0 D kCkp. Equation (9.135) is a second-order system which
includes mechanical system and control system. The characteristic of the second-
order system is well known framework and can be categorized into four cases such
as (1) nondamped system, (2) underdamped system, (3) overdamped system, and (4)
critical damped system. To have better performance of the system, we can design
response of the system by gain parameters in Eq. (9.135), as we want.

9.7.4 Tracking Control for Given Trajectory

In previous section, we discussed trajectory generation from the initial position to
the final position, with or without intermediate points. For given initial position,
intermediate points and final position, smooth trajectory will be generated on-line.
In this section, we design controller which moves the tool or the end-effector
following the generated trajectory stably. Since the tool or the end-effector moves
dynamically while tracking the trajectory, the controller has to compensate stable or
balanced motion dynamically. As discussed in previous section, the system can be
modeled as the second-order system and its behavior can be modeled accordingly.
Assume that a trajectory generator is able to generate a smooth trajectory xdes(t)
and ẋdes(t) between the initial position and final position with the initial condition,
x.0/ D x0 and Px.0/ D v0 and with several intermediate points between the initial
position and final position. We define the feedback controller of trajectory tracking
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Fig. 9.14 Trajectory tracking controller

in Fig. 9.14. A control law of tracking for given trajectory has the following form

f D Rxdes C kv .Pxdes � Pxsrv/C kp .xdes � xsrv/ : (9.138)

Equation (9.136) can be modified to (9.137) using canonical equation of motion
xsrv D f :

xsrv D Rxdes C kvPe C kpe: (9.139)

or

Re C kvPe C kpe D 0 (9.140)

where e D xdes � xsrv, Pe D Pxdes � Pxsrv; and Re D Rxdes � xsrv. This equation captures
the behavior of the system in the second-order differential equation which was
discussed in previous section. Therefore, the behavior of trajectory tracking depends
on the two parameters, the natural frequency and the damping ratio in the error
space, which was discussed in previous section, and they can be designed according
to application and desired task. If any external disturbance exists and affects to the
system, Eq. (9.138) can be modified as

Re C kvPe C kpe D fdis: (9.141)

If the external disturbance fdis is constant, the system is in steady condition but
the controller in Eq. (9.137) can not eliminate the steady state error caused by e D
fdis=kp since the position feedback gain kp cannot be too high. To eliminate the steady
state error keeping the adequate kp, most commonly used approach is to add integral
term to the controller, that will modifies the controller in Eq. (9.137) into

f 0 D Re C kv Pe C kpe C ki

Z
e dt D 0: (9.142)
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Equation (9.139) is PID control law, which is the most commonly used control
system. Using PID control law, we can design the motion of the robot accordingly
and the best performance in tracking motion can be designed for any given
trajectory.

9.8 Dynamic Balancing with Respect to a Given Trajectory

Parallel mechanisms are in “Statically Balanced” when the motors do not contribute
to supporting the link’s weight under static conditions, for any configuration of the
manipulator. Therefore, it can remain stable position for any posture without the
help of motors or brakes. Generally, it can be obtained by using counterweights or
springs and no computer control is involved.

On the other hand, the parallel mechanisms are in “Dynamically Balanced” [14]
if all the dynamic reaction forces and all the dynamic reaction moments are zero
and its linear momentum and angular momentum are constants at any instant. Here,
the dynamic reaction forces mean the shaking forces and the dynamic reaction
moments mean the shaking moments. These shaking forces and moments cause the
actuation forces and moments of machines, fatigue, vibrations, noise disturbances,
etc., resulting in perturbations of the motions of the moving parts. Generally,
controlled system is utilized to coordinate the motions of the balancing elements.
The measure advantage of dynamic balancing by control theory is that

(a) It is possible to deal with changes of the mass and inertia parameters with
appropriate control schemes when the payloads or tools are variable.

(b) Dynamic balanced motion can be designed to produce adequate forces and
moments by control schemes, which counteract the adverse effects of the
shaking forces and moments.

To create dynamically balanced system by using control theory and realize
dynamic balancing with respect to a given trajectory, our approach is

(1) To generate stable motion command by modeling dynamics of the robot and
task dynamics at the tool position or the end-effector.

(2) To generate stable smooth trajectory from the initial position to final position
including intermediate points.

(3) To control tracking motion stably following designed trajectory.

From Sects. 8.2–8.5, we modeled kinematics and dynamics of the Stewart
Platform including physical effects such as mass/inertia, centrifugal/coriolis forces,
COG of the robot in joint space and their effects in the operational space. The
input torque for the system can be designed to compensate for dynamic effect of
the system. Decoupled task dynamics can be applied by the Operational Space For-
mulation which provides the robot with higher performance in position tracking as
well as in compliant motion. Therefore, advanced performance, complex behaviors
and compliant posture control can be implemented for robots if torque control is
applied. Measure problem which will cause the position error in Cartesian space
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is dynamically unbalanced situation by modeling error. In most cases, mechanical
parameters are given separately from CAD but will change when assembled. Or
since physical elements such as friction or damping of the mechanical system is
not be modeled in most cases. Since physical model in the joint space is mapped
into the operational space, modeling error in joint space will affect the motion
in the Operational space. On the other hand, once we have correct model, it will
compensate stable, quick, and accurate motion for any trajectory command.

In Sect. 8.6, we considered methods of trajectory generation such as cubic spline
and parabolic blending, in which the path shapes are interpolated between data
points in Cartesian space. For given initial point, intermediate points and final
position, smooth trajectory will be generated on-line from these methods, which
will guarantees stable trajectory.

In Sect. 8.7, to design a controller that makes a system behave in a designed
motion, second-order system was modeled to predict the behavior of trajectory
tracking motion over time. The second-order model provides us gain insight on how
feedback control systems work including stability, response to the command, and
robustness against sensor noise, disturbance, modeling error, etc.

Combination of precise dynamics model of the robot, on-line continuous trajec-
tory generation and trajectory tracking controller provides the user to design stable
performance with dynamically balanced control architecture for any given trajectory
which is generated on-line.
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Chapter 10
Dynamic Balancing and Flexible Task Execution
for Dynamic Bipedal Walking Machines

Andreas Hofmann

Abstract Effective use of robots in unstructured environments requires that they
have sufficient autonomy and agility to execute task-level commands with temporal
constraints successfully. A challenging example of such a robot is a bipedal walking
machine, particularly one of humanoid form. Key features of the human morphology
include a variable base of support and a high center of mass. The high center of mass
supports the ability to support a high “sensor package”; when standing erect, the
head can see over obstacles. The variable base of support allows both for operation
in tight spaces, by keeping the feet close together, and stability against disturbances,
by keeping the feet further apart to widen the support base. The feet can also be
placed in specific locations when there are constraints due to challenging terrain.
Thus, the human morphology supports a range of capabilities, and is important for
operating in unstructured environments as humans do. A bipedal robot with human
morphology should be able to walk to a particular location within a particular time,
while observing foot placement constraints, and avoiding a fall, if this is physically
possible. This is a challenging problem because a biped is highly nonlinear and
has limited actuation due to its limited base of support. This chapter describes a
novel approach to solving this problem that incorporates three key components: (1)
a robust controller that is able to use angular momentum to enhance controllability
beyond the limits imposed by the support base; (2) a plan specification where
task requirements are expressed in a qualitative form that provides for spatial and
temporal execution flexibility; and (3) a task executive that compiles the plan into
a form that makes the dynamic limitations explicit, and then executes the compiled
form using the robust controller.
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10.1 Introduction

Effective use of autonomous robots in unstructured human environments requires
that they have sufficient autonomy to perform useful tasks independently, have suffi-
cient size, strength, and speed to accomplish these tasks in a timely manner, and that
they operate robustly and safely in the presence of disturbances. These requirements
are more challenging than the ones for today’s factory robots, which are stationary,
work in very restricted environments, and have very limited autonomy.

A particularly challenging example of an autonomous robot in an unstructured
environment is a bipedal walking machine, as shown in Fig. 10.1. An example task
for such a system is to walk to a moving soccer ball and kick it, as shown in Fig. 10.2.
Stepping movement must be synchronized with ball movement so that the kick

Fig. 10.1 A humanoid biped performing a walking task

Fig. 10.2 Kicking soccer ball task, interrupted by trip disturbance. In (a), the goal is to kick a
possibly moving soccer ball; the biped must be in an acceptable location at an acceptable time in
order to perform the kick. In (b), the task is interrupted by a trip; the biped should try to recover, if
this is physically possible
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happens when the ball is close enough. More generally, such tasks require that the
biped be in the right location at an acceptable time. This implies spatial and temporal
constraints for such tasks. There are also important dynamic balance constraints that
limit the kinds of movements the biped may make without falling down.

If the system encounters a disturbance while performing a task, it will have
to compensate in some way in order to satisfy these constraints. The disturbance
may cause a delay, allowing another player to kick the ball, or it may interfere
with movement synchronization. For example, a trip, shown in Fig. 10.2b causes
disruption of synchronization between the stepping foot, and the overall forward
movement of the system’s center of mass.

Another example task is walking on a constrained foot path, such as stones across
a brook, or on a balance beam. As with the soccer ball example, this task has spatial,
temporal, and dynamic constraints, but in this case, the spatial constraints are more
stringent; the biped must reach its goal using foot placements that are precisely
constrained.

Figure 10.3 shows a biped walking over blocks that constrain foot placement in
a similar manner. When foot placement is constrained, the stepping pattern can’t be
changed arbitrarily to compensate for a disturbance. For example, if a lateral push
disturbance occurs, rather than stepping the leg out to the side, other compensating
techniques, such as angular movement of the body and swing leg must be used, as
shown in Fig. 10.4.

In these examples, and others like them, the key challenge is to move a complex,
dynamic system to the right place, at the right time, despite actuation limits, and
despite disturbances. The system should be able to recover from disturbances such
as slips, trips, pushes, and ground contact instability due to soft terrain, even when
foot placement is constrained.

This chapter addresses the class of problems that require movement of a dynamic
bipedal system according to stringent state-space and temporal requirements,
despite actuation limits and disturbances. Additionally, we consider how the use
of flexible link structures changes the problem and the solution. This additional

Fig. 10.3 Dynamic walking with foot placement constraints
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Fig. 10.4 Compensating for lateral push disturbance using angular movement of torso and
swing leg

consideration is significant given the importance of using lightweight structures in
mobile robots, in order to maximize energy efficiency. Use of lightweight materials
for the links implies less rigidity than is the norm in industrial factory manipulators.

The remainder of this introduction describes, in more detail, the motivation
for studying this class of problems, a statement of the problem being solved, and
associated challenges, and an overview of the approach and innovations used to
solve it.

10.1.1 Significance and Motivation

Humanoid bipedal morphologies have unique characteristics that provide significant
advantages (and also some disadvantages) over quadruped or wheeled robots. Key
functional features of the humanoid morphology include a variable base of support
and a high center of mass. Because bipeds have only two legs, their support base
is naturally constrained, allowing them to operate in environments where support
base space is limited. Many human environments require this (a crowded elevator,
for example). The legs can also be placed in wide stances, when space permits,
enhancing stability against disturbances. The feet can also be placed in specific
locations, allowing for traversal over terrain where foot placement is constrained due
to obstacles. Thus, a key advantage of the humanoid morphology is that the variable
base of support allows both for operation in constrained spaces, and stability against
disturbances, Humanoid bipeds also have a high center of mass. This has the
advantage that an elevated “sensor package” can be supported; when standing erect,
the head can see over obstacles. Thus, the humanoid biped morphology supports a
range of capabilities that are important for operating in unstructured environments,
particularly when collaborating with humans.
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Solving the problem of balance control, and task-level control of humanoid biped
devices is of significant importance, in that it will be necessary for deployment
of autonomous humanoid robots that can provide assistance to humans in human
environments such as the home, office, construction sites, loading docks, and many
others. Additionally, solution of this problem will permit the deployment of powered
exoskeletons that can provide locomotion capability to disabled humans.

10.1.2 Problem Statement and Challenges

We seek to develop a robust plan execution system capable of guiding a robotic
biped through a series of walking task goals, in the presence of disturbances. The
system must understand commands at the task level; it must take as input a high-
level specification of where it should be, and by what time, and then automatically
figure out the details of how to move to accomplish these goals. It should also be
able to automatically detect whether a task that it is given can be accomplished in
the allotted time, and should warn the human operator when this is not the case.
If a disturbance occurs during execution of the task, the system should attempt to
compensate in order to avoid a fall, and should still try to complete the task on time.
If this is not possible, the system should alert the user, or a higher-level control
authority.

There are significant challenges to solving this problem.
First, the specification of the walking task itself should represent the true spatial

and temporal constraints of the task, rather than arbitrarily setting tight, artificial
constraints. For example, if the task is allowed to complete with a duration of 5–10 s,
the specification should not restrict the duration any further than this. Similarly, if
the goal is properly represented as a set of possible states, the specification should
not restrict the goal to a single state. It is important for the specification of the
task to not artificially constrain operation. This gives the control system maximum
flexibility in selecting actions that maximize robustness and performance. Second,
the combination of limited support base and high center of mass presents a challenge
in terms of balance control in that such a system is inherently less stable (more
sensitive to disturbances) than a quadrupedal or four-wheeled configuration with
relatively low center of mass. The limited support base and high center of mass
imply that the biped is under-actuated and has significant inertia, so future state
evolution is coupled to current state through dynamics that limit acceleration. The
control system must consider how current state and actions may limit achievement
of future desired state. Third, a biped is a high-dimensional, highly nonlinear,
tightly coupled system, so computing control actions that achieve a desired state
is a challenging problem. This is complicated by the incorporation of temporal con-
straints, and the limits that the dynamic system imposes on temporal performance.
Fourth, this type of system, because it operates in human environments, must have
stringent safety requirements. Balance control is essential both for autonomous
legged assistive robots and for a variety of assistive devices, including powered
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exoskeletons that provide locomotion to the disabled. For such systems, preventing
a fall is of paramount importance. An autonomous robot that falls may damage
itself, or may hurt a human in its environment. In the case of an exoskeleton, a fall
implies that the human wearer of the exoskeleton has fallen. Thus, a bipedal walking
machine should avoid falling, if at all physically possible, even if it encounters
a significant disturbance. If a fall is inevitable, the system should recognize this
sufficiently early to alert users and surrounding humans.

Addressing these challenges requires investigation of a number of questions,
including:

• How should walking task goals be expressed?
• What are the fundamental requirements for achieving these goals?
• What kinds of disturbances may occur while executing walking tasks?
• What fundamental balance strategies can bipeds use?

The following discussion introduces approaches to addressing these challenges,
and answering these questions.

10.1.3 Approach and Innovations

We address these challenges with three key innovative techniques.
To address the first challenge (representation of task goals), we use a specification

of state-space and temporal requirements called a Qualitative State Plan (QSP)
[9, 10]. A QSP consists of a set of Qualitative States, where each Qualitative State
is a region of state space in which all states have a uniform property with respect
to the task at hand [23]. For a biped, qualitative states are defined by foot ground
contact state. The biped may be in a double-support state, where both feet are in
contact with the ground, a single-support state, where either the left or the right foot
is on the ground, or a jumping state, where neither foot is on the ground.

Each qualitative state may specify valid operating regions for particular state vari-
ables. Foot placement constraints are examples of such operating region constraints.
Each qualitative state may also specify goal regions that particular state variables
must attain. For example, it may be a requirement that the biped center of mass be
in a particular region in order for the biped to kick a soccer ball. Thus, a qualitative
state is hybrid in that it is defined by continuous state regions, like allowable regions
for the center of mass position, as well as by discrete state, like which feet are in
contact with the ground. Transitions from one qualitative state to another are defined
by events. For example, the transition from double to single support is defined by
a toe-off event, which is the point where the swing foot lifts off the ground. The
transition from single to double support is defined by a heel-strike event, which
is the point where the swing foot touches the ground after taking a step. Events
represent temporal boundaries that can be restricted by temporal constraints. Thus,
a QSP permits the representation of a task’s true constraints, providing maximum
flexibility to the control system in selecting actions to maximize robustness and
performance.
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To address the third challenge (nonlinearity, high dimensionality, and tight
coupling), the biped system is linearized and decoupled into a set of independent,
linear systems, resulting in an abstraction of the biped that is easier to control. This
is accomplished through a Dynamic Virtual Model Controller (DVMC) [11]. The
linearization and decoupling provided by this controller allows reaction points on
the biped to be controlled directly, in a manner similar to the way that a puppeteer
controls a marionette. This controller also provides a novel means of using angular
momentum to enhance stability. Angular momentum balance techniques are used,
for example, by tight-rope walkers in order to achieve balance on a very limited
support base.

To address the second challenge (future state evolution given actuation limits),
a Task Executive, [13, 24], capable of predicting future state is used. The Task
Executive utilizes the abstraction provided by the DVMC. It implements a control
policy for this abstraction by pre-compiling Flow Tubes that define valid operating
regions for the state variables and control parameters in the abstracted biped. The
Flow Tubes represent bundles of state trajectories that take into account dynamic
limitations due to under-actuation, and that also satisfy plan requirements. Off-line
generation of these Flow Tubes represents a pruning of infeasible trajectories, so
that the on-line controller can focus on executing the plan by using only trajectories
in the Flow Tubes.

The Task Executive also uses the Flow Tubes to predict whether the plan will
succeed or fail. In particular, if a disturbance occurs that pushes the system into a
state where no suitable Flow Tube trajectory can be found, then the Task Executive
knows that the plan will fail. In this case, it alerts a higher-level control authority,
such as a human user. The ability to predict failure ahead of time in this way is
important since it provides some time to change the plan, or take other compensating
action. For example, a soccer player chasing a ball will abort if it becomes clear that
another player will get to the ball first. Similarly, if a person trips while walking and
a fall is inevitable, he will put out his hands to mitigate the effects of the fall. In this
way, the Task Executive and Flow Tubes also address the fourth challenge (safety
of operation in human environments).

To summarize, the Task Executive interprets plan goals, as specified by an input
QSP, monitors biped state, and computes control actions for the biped, as shown
in Fig. 10.5. The executive computes a sequence of joint torques for the biped that
results in achievement of each successive qualitative state goal in the sequence, as
shown in Fig. 10.6.

The rest of this chapter provides details of this approach. We begin with a
review of biped balance mechanics in Sect. 10.2. This is followed, in Sect. 10.3
by a description of the DVMC, which utilizes the balance mechanics principles.
Next, Sect. 10.4 presents the QSP in detail, and Sect. 10.5 describes the Task
Executive, which interprets the QSP and utilizes the abstraction provided by the
DVMC. Finally, Sect. 10.6 describes experimental results, and Sect. 10.7 provides a
discussion of the results and contributions.
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Fig. 10.5 A model-based executive computes a sequence of joint commands for the biped that
results in the achievement of the successive qualitative state goals

Fig. 10.6 Execution of a sequence in the qualitative state plan

10.2 Analysis of Balance Mechanics and Constraints

Balance control requires the ability to adjust the biped’s linear and angular momen-
tum. Due to conservation of momentum laws, such adjustment can only be achieved
through force interaction with the environment. For a biped, this force interaction
is comprised of gravity and the ground reaction force, the net force exerted by
the ground against the biped. The following analysis of physical constraints and
requirements for balancing leads to a simple, comprehensive model of balance
control that specifies coordination of control actions that adjust the ground reaction
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force, and therefore, the momentum of the biped. Similar models have been used
previously in a number of gait planning algorithms [12, 15, 19, 25]. These models
utilize analysis of inverted pendulum dynamics [5]. A key difference in the model
presented here is its ability to purposely sacrifice angular momentum control goals
in order to achieve linear control goals when both cannot be met.

The model makes use of a number of physical points that summarize the system’s
balance state. These points are the center of mass (CM), the zero-moment point
(ZMP) [21], and the centroidal-moment point (CMP) [16]. The ZMP is a point
on the ground that represents the combined force interaction of all ground contact
points. The CMP is the point on the ground from which the ground reaction force
would have to emanate if it were to produce no torque about the CM. These points
will be defined more formally in the following discussion.

A biped’s support base [7] is defined as the smallest convex polygon that includes
all points where the feet are in contact with the ground. When in single support, that
is, where one foot, the stance foot, is on the ground and the other is stepping, the
support base is the outline of the part of the stance foot that is in contact with the
ground. When in double support, that is, where both feet are on the ground, the base
of support is the smallest convex polygon that includes all points where the two feet
are in contact with the ground.

The ground reaction force vector, Fgr, is defined as the integral, over the base
of support, of the incremental ground reaction forces emanating from each point of
contact with the ground:

Fgr D
“

BOS

Fgr .x; y/ dxdy (10.1)

where Fgr .x; y/ is the incremental force at point x; y on the ground, and BOS refers
to the base of support region.

The CM is the weighted mean of the positions of all points in the system, where
the weight applied to each point is the point’s mass. Thus, for a discrete distribution
of masses mi, located at positions ri, the position of the center of mass is given by

CM D
P

i miriP
i mi

(10.2)

A bipedal mechanism consists of a set of articulated links, each of which is a rigid
body with mass mi. Each rigid body has its own CM at a point ri.

The CM represents the effective mass of the system, concentrated at a single
point. This is valuable because it allows for simplifying the balance control problem
to one of keeping the CM in the right place at the right time. Furthermore, the control
dynamics of this point is expressed, simply, by Newton’s law, Fgr D ma, where m
is the total mass of the system, and a is the resulting acceleration of the CM.

Vukobratovic and Stepanenko defined the ZMP as the point of resulting reaction
forces at the contact surface between the extremity and the ground [22]; it is the
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point from which the ground reaction force vector, defined by (10.1), emanates. The
ZMP may be defined as the point on the ground surface about which the horizontal
component of the moment of ground reaction force is zero [1, 20]. Because the base
of support is defined by the convex polygon of points in contact with the ground,
and because the ZMP represents the average force contribution of these points, the
ZMP is always inside the biped’s base of support [6].

We designate the horizontal axes as x and y, where x represents the anterior–
posterior direction, and y the medio-lateral direction. We designate the vertical axis
as z (positive direction is upwards). The position of the ZMP along these axes, xZMP

and yZMP can be expressed in terms of CM position, force, and moment as

xZMP D xCM � Fgrx

Fgrz
zCM � �y

Fgrz
(10.3)

yZMP D yCM � Fgry

Fgrz
zCM C �x

Fgrz
(10.4)

where xcm, ycm, and zcm are the x, y, and z positions of the CM, Fgrx, Fgry, and Fgrz

are the ground reaction forces in the x, y, and z directions, and �x and �y are the CM
moments about the x and y axes, respectively.

Because the gravitational force is purely vertical, Fgrx and Fgry are the net
horizontal forces on the CM. The net vertical CM force, Fz, is Fz D Fgrz�Mg, where
g is the gravitational acceleration and M is the total mass. The ZMP is always inside
the support base [16]. If the moments in Eq. (10.2) are zero, the ground reaction
force vector points directly at the CM, as shown in Fig. 10.7a.

The CMP is the point on the ground, not necessarily within the support base, from
which the observed net ground reaction force vector would have to act in order to
generate no torque about the CM [for �x and �y in (10.4) to be 0]. Thus, it is that point

Fig. 10.7 As shown in (a), if there is no moment about the CM, the ground reaction force points
from the ZMP to the CM position. As shown in (b), if there is a moment about the CM, the ZMP
and CMP diverge, where the separation distance is the moment arm associated with the vertical
force, Fgrz (©IEEE, 2009, reprinted with permission)
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where a line parallel to the ground reaction force vector, passing through the CM,
intersects with the ground, as shown in Fig. 10.7b. The CMP can be expressed as

.rCMP � rCM/ � Fgr D 0: (10.5)

Expanding this cross product yields

xCMP D xCM � Fgrx

Fgrz
zCM (10.6)

yCMP D yCM � Fgry

Fgrz
zCM (10.7)

Note that because Fgrx and Fgry are the net horizontal forces on the CM, this relation
can be used to compute horizontal CM force as a function of CM position, CMP
point location, and vertical ground reaction force. Such horizontal forces are critical
for maintaining bipedal stability since they can be applied to change CM state to
desired values.

By combining Eqs. (10.4) and (10.7), we obtain a relation between ZMP
and CMP:

xCMP D xZMP C �y

Fgrz
(10.8)

yCMP D yZMP � �x

Fgrz
(10.9)

Equation (10.9) shows that when there is no horizontal moment about the CM,
the CMP and ZMP points coincide. In this case, the ground reaction force vector
points directly to the CM, as shown in Fig. 10.7a. Conversely, when there is a
horizontal moment about the CM, the CMP and ZMP diverge. The horizontal
separation distance between these points is the moment arm for the CM moment
due to vertical force, Fgrz, as shown in Fig. 10.7b. Note that as the CMP and ZMP
diverge, the ZMP must remain within the support base, but the CMP may leave the
region of support.

The relationship between the CM and CMP indicates the specific effect that
the net ground reaction force has on CM translation. Because the observed net
ground reaction force always operates at the ZMP which is within the support base,
whenever the net ground reaction force generates no torque about the CM, then the
ZMP and CMP coincide. If the net ground reaction force generates torque, however,
then the CMP and ZMP differ in location, and, in particular, the CMP may be outside
the support base.

It is sometimes desirable to have the CMP and ZMP diverge as shown in
Fig. 10.8b so that horizontal CM forces can be more effectively controlled. In this
case the CMP can be displaced from the ZMP which reflects the increased ability
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Fig. 10.8 Recovery from a lateral disturbance using CMP. In (a), the biped is disturbed by a
lateral force. In (b), the use of angular momentum to recover from the disturbance is indicated by
the divergence of the CMP from the ZMP

of the net ground reaction force to affect translation of the CM. The associated
moment about the CM generally produces undesirable effects, such as loss of
upright orientation of the upper body. In many cases, these effects are temporary,
can be managed, and are well worth the overall positive effect on CM position and
velocity. For example, a tightrope walker will tolerate temporary angular instability
if this means that he won’t fall off the tightrope.

Use of the CMP is demonstrated in Fig. 10.8, which depicts recovery from a
lateral disturbance. This sequence shows an initial disturbance that pushes the biped
to the right. To compensate, the system takes control actions involving rotation of the
body and swing leg, that move its CMP to the right, creating a lateral compensating
force to the left. Because the disturbance is significant, the CMP moves beyond
the edge of the support polygon, and thus, it does not coincide with the ZMP. This
compensating action corresponds to a clockwise torque about the CM, which is
manifested by clockwise rotation of the torso and right leg.

The model of balance control presented here, where requirements for balance
are expressed in terms of CM, ZMP, CMP, and the support base is extremely useful
for planning and control, due to its simplicity. Balance control is then reduced to
a problem of adjusting the base of support, adjusting the ZMP within the base of
support, and, if necessary, performing motions that generate angular momentum, so
that the CMP can be moved, temporarily, outside the base of support, in order to
exert additional compensating force on the CM.
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10.3 Dynamic Virtual Model Controller

10.3.1 Biped Model

Consider the three-dimensional humanoid biped model, shown in Fig. 10.9. The
model has seven segments: two feet, two lower leg segments, two upper leg
segments, and a body segment that lumps the torso, head, and arms. The leg
and body segments are modeled as cylinders, whereas the feet are modeled as
rectangular blocks. Segment dimensions and masses are given in Tables 10.1
and 10.2. Twelve degrees of freedom correspond to joints (six in each leg), and
six degrees of freedom correspond to upper body position and orientation. Each
leg is modeled with a ball-and-socket hip joint (three degrees of freedom), a pin
knee joint (one degree of freedom), and a saddle-type ankle joint (two degrees of
freedom). Note that although the humanoid model presented here does not include
independently moving arms, the model, and the DVMC control architecture can be
easily extended to include them.

Fig. 10.9 Virtual linear
spring-damper elements,
attached to reaction points,
allow the mechanism to be
controlled as if it were a
puppet. The coordinate frame
is as follows: x is the
anterior–posterior axis, y is
the medio-lateral axis, and z
is the vertical axis (©IEEE,
2009, reprinted with
permission)

Table 10.1 Model segment
masses

Model segment Mass (kg)

Foot 1.56

Lower leg 4.48

Upper leg 10.73

Upper body 70.65

Table 10.2 Model segment
dimensions

Model segment Length (m) Radius (m)

Upper body 0.64 0.18

Upper leg 0.46 0.08

Lower leg 0.48 0.05

Hip spacing 0.25
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Table 10.3 Outputs to be
controlled

Index Output

1 Posterior-anterior CM position

2 Medio-lateral CM position

3 Vertical CM position

4 Upper body roll angle

5 Upper body pitch angle

6 Upper body yaw angle

7 Posterior-anterior swing foot position

8 Medio-lateral swing foot position

9 Vertical swing foot position

10 Swing foot roll angle

11 Swing foot pitch angle

12 Swing foot yaw angle

For single-support case, in the global coordi-
nate frame. For double-support, outputs 7–12
(the ones associated with the swing foot) are
omitted

The outputs to be controlled are listed in Table 10.3. These outputs are values
relevant to balance control and locomotion, such as CM position, upper body
orientation, and stepping foot position. Thus, the purpose of the DVMC is to move
the joints so that the desired motion for the outputs is achieved.

10.3.2 Controller Architecture

Desired motion behavior for the outputs is specified in a simple, straightforward
way, using a linear proportional-differential (PD) law:

Ry D ks .ys � y/C kd .Pys � Py/ ; (10.10)

where y is the vector of outputs to be controlled, ys and Pys are position and velocity
setpoint vectors, and ks and kd are spring and damping gain vectors. Such a control
law can be represented as a set of virtual spring-damper elements attached to the
output points being controlled, as shown in Fig. 10.9, so that the controlled outputs
move as if they were point masses attached to these spring-damper systems.

The difficulty with this is that the robot is not a linear system; the accelerations
of the controlled outputs are nonlinear functions of the joint torque actuation inputs.
The DVMC solves this problem by providing an abstraction of the plant, shown in
Fig. 10.10, which makes it appear linear, and therefore, allows it to follow control
laws in the form of Eq. (10.10).

This use of virtual elements is similar, in concept, to the one used in a
virtual model controller [17]. However, unlike [17], the DVMC accounts for plant
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Fig. 10.10 Linear virtual element abstraction consisting of a set of SISO systems with associated
linear control laws

dynamics, resulting in a linear system where controlled points move as if they were
linear second order systems. Furthermore, through the use of a goal prioritization
technique, the DVMC is able to generate moments about the CM in order to generate
beneficial forces on the CM.

The DVMC uses a model-based input–output linearization algorithm [18] to
linearize and decouple the plant. The input–output linearization approach is aug-
mented with a slack variable relaxation technique to accommodate actuation
constraints and prioritize goals. This feature is important because it is not always
possible to achieve all control goals simultaneously. Actuation constraints, such
as the requirement that the ZMP must remain well inside the support base in the
case where foot roll is undesirable, may cause the overall system to become over-
constrained, in which case some goals must be deferred. To address this problem, the
controller incorporates a goal prioritization algorithm that automatically sacrifices
lower-priority goals when the system becomes over-constrained in this way. For
example, the system may temporarily sacrifice goals of maintaining upright posture
in order to achieve CM state goals. We now describe the linearization and goal
prioritization components of the controller in more detail.

10.3.3 Linear Virtual Element Abstraction

A geometric transform, h, is used to convert from the joint state to the workspace
(output) state representation, according to

y D h .q/ (10.11)

where q is the joint position vector, and y is the output vector. Thus, h is the
kinematic transform. The controller uses a feedback linearizing transformation
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Fig. 10.11 Two-stage linearization

to convert desired workspace variable accelerations, Ry, into corresponding joint
torques. Application of these torques results in a new joint state, and associated
workspace state. Use of the linearizing transformation makes the nonlinear plant
appear to be a set of decoupled SISO linear second-order systems, as shown in
Fig. 10.10. Each SISO system can then be controlled by a proportional-differential
(PD) law, as discussed previously, resulting in a linear virtual element abstraction.

The linearization is accomplished using a two-stage process, as shown in
Fig. 10.11. Given a desired output acceleration vector, Rydes, which is computed
by the PD law, we first compute the corresponding joint acceleration vector, Rqdes,
using a geometric transformation. Then, we compute the joint torque vector, � , that
achieves Rqdes, using an inverse dynamics transformation [3].

The inverse dynamics computation is of the form

H .q/ Rq C C .q; Pq/C g .q/ D � (10.12)

where H .q/ is a matrix of inertial terms, C .q; Pq/ is a matrix of velocity-related
terms, and g .q/ is a vector of gravitational terms. Hence, for a particular joint state�
qT ; PqT

�
, Eq. (10.12) represents a linear relation between � and Rq. Note also that

because � and Rq are both 12-element vectors (corresponding to the 12 actuators),
H .q/ is a 12 � 12 square matrix, so Eq. (10.12) is fully constrained.

In order to obtain a relation between Rydes and Rqdes, we differentiate Eq. (10.11)
twice to obtain

Py D @h
@q

Pq D J Pq (10.13)

Ry D J Rq C PJ Pq D J Rq C‰ (10.14)

where J is the Jacobian matrix. The matrix J and the vector ‰ are functions of
joint state. Therefore, for a particular joint state

�
qT ; PqT

�
, Eq. (10.14) represents a
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linear relation between Rq and Ry. Note also that because q and y are both 12-element
vectors, Eq. (10.14) represents a fully constrained system.

To achieve the linearization shown in Fig. 10.11, we combine Eqs. (10.12)
and (10.14):

2

4
I12�12 012�12 012�12
I12�12 �J 012�12
012�12 H �I12�12

3

5

2

4
Ry
Rq
�

3

5 D
2

4
Rydes

‰

�C

3

5 (10.15)

Note that this is a fully constrained, linear system.

10.3.4 Multivariable Optimal Controller

The linearization of the square system represented by Eq. (10.15) is subverted
if inequality constraints are introduced, and these constraints become active; the
system represented by Eq. (10.15) becomes over-constrained in this case. Inequality
constraints are used to represent actuation limits. An important constraint of this
type is the requirement to keep the stance foot flat on the ground during single
support; while balancing on one leg it is undesirable for the stance foot to roll,
particularly on its lateral edge. This particular constraint is accomplished by
requiring the ZMP to be inside the edge of the support envelope. Note that this
constraint is distinct from the physical constraint that the ZMP not be outside the
support base. If the ZMP is on the edge of the support envelope, the foot will begin to
roll [16]. Hence, in order to avoid foot roll, we employ linear inequality constraints
to keep the ZMP inside the edge of the support envelope.

For the humanoid model, the ZMP is given by expanding Eq. (10.4), or

xZMP D
P7

iD2 mirxi .Rrzi C g/�P7
iD2 mirziRrxi �P7

iD2 �yiP7
iD2 mi .Rrzi C g/

(10.16)

yZMP D
P7

iD2 miryi .Rrzi C g/�P7
iD2 mirziRryi CP7

iD2 �xiP7
iD2 mi .Rrzi C g/

(10.17)

�xi D IGi P!xi (10.18)

�yi D IGi P!yi (10.19)

where i is the segment index, rxi, ryi, and rzi denote the CM position of segment i,
IGi is the inertia matrix of segment i, and !xi and !yi are the angular velocities of
segment i about the x and y axes, respectively. The moments, �xi and �yi, are about
the segment i CM in the x and y axes, respectively.
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Equation (10.19) is transformed into a set of linear inequality constraints by
replacing xZMP and yZMP with min and max terms, reflecting the bounds, so that
these become constants:

Hr Ryr � Kr (10.20)

where

Hr D

2
6664

�mT � rT
z 01�6

��xmax C mT � rT
x

�
01�6 �Iy

mT � rT
z 01�6

�
xmin � mT � rT

x

�
01�6 Iy

01�6 �mT � rT
z

��ymax C mT � rT
y

�
Ix 01�6

01�6 mT � rT
z

�
ymin � mT � rT

y

� �Ix 01�6

3
7775 (10.21)

Ryr D
h
RrT

x RrT
y RrT

z P!T
x P!T

y

iT
(10.22)

Kr D

2

6664

g
�
mtotxzmpmax � mT � rT

x

�T

�g
�
mtotxzmpmin � mT � rT

x

�T

g
�
mtotyzmpmax � mT � rT

y

�T

�g
�
mtotyzmpmin � mT � rT

y

�T

3

7775 (10.23)

xmax D xzmpmaxmT (10.24)

xmin D xzmpminmT (10.25)

ymax D yzmpmaxmT (10.26)

ymin D yzmpminmT (10.27)

where m is a six-element vector of masses for segments 2–7, rx, ry, and rz are
six-element vectors of the segments’ CM x, y, and z positions, Ix and Iy are six-
element vectors of the segments’ inertias about the x and y axes, and xzmpmin, xzmpmax,
yzmpmin, and yzmpmax are the ZMP limits. The operator � represents element-wise
multiplication.

Now, rx, ry, rz, Ix and Iy are kinematic functions of q, and m is a constant.
Therefore, Eq. (10.20) is linear with respect to the current joint state. Furthermore,
Ryr is related to the joint acceleration vector through a linear function similar to
Eq. (10.15):

Ryr D Jr Rq C‰r (10.28)

Therefore, if we combine the inequality constraints of Eq. (10.28) with (10.20), we
have an overall system that is either fully constrained or over constrained (because
Ryr is fully dependent on Rq, it does not add any flexibility). If none of the constraints
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in Eq. (10.20) are active, the system is fully constrained. However, if one of these
constraints is active, the system becomes over constrained, and there is no feasible
solution. Consequently, if the controller does not take the constraints in Eq. (10.20)
into consideration, it could generate values for Rydes that are infeasible.

One way to avoid this type of infeasibility is to use “slack” variables that provide
flexibility to the overall system. Thus, the controller output, Rycontout, is given by

Rydes D Rycontout C Ryslack (10.29)

where Ryslack is the vector of slack variables. The goal of the overall control system is
then to minimize Ryslack, taking into account the relative importance of each element.

This minimization is accomplished by formulating the control problem as a
quadratic program (QP), and then using a QP optimizer to solve it. The relative
importance of the slack variables is expressed in the cost function for the QP. This
causes the optimizer to prioritize goals by first minimizing the slack variables for
the most important outputs, and therefore, setting Rycontout to be as close as possible
to Rydes for these outputs. For example, slack variables associated with the CM
position output are given higher cost than those associated with trunk and swing
leg orientation. The slack variable costs were determined empirically. Their precise
value is not crucial; as long as the slack costs for CM position are higher than the
slack costs for the other outputs, desired behavior is achieved.

The QP formulation is under-constrained, due to the use of the slacks. The QP
optimizer explores the null space of the formulation, choosing the solution that
minimizes the cost function. This cost function is of the form w � Ryslack where w
is a vector of weights reflecting the importance of minimizing the associated slack
variable [11].

10.4 QSP and Problem Specification

We seek to guide a bipedal mechanism so that it accomplishes a particular motion
task, such as walking at a specified speed, region, walking on a set of irregularly
placed stones, or walking to a soccer ball in time to kick it. Motion tasks are
specified by a QSP, which is executed by a Model-based Executive [9, 14]. The
executive uses a Plant Model combined with current state estimates to generate
control inputs. The flexibility provided by state and temporal constraints in the QSP
allows the executive to consider multiple possible state and control input sequences,
and to choose the most appropriate one given the situation. Sections 10.4.1 and 10.4
formally define the Plant Model and QSP representations and Sect. 10.4.3 defines
the problem solved by the executive, based on these inputs.



248 A. Hofmann

10.4.1 Plant Model

We assume that the plant can be modeled as a set of subsystems whose dynamics
are linear and decoupled, within specified discrete modes. The linearization and
decoupling are provided by the DVMC, described previously, which is a component
of the Model-based Executive. Thus, the Plant Model provides the Model-based
Executive an abstraction of the actual system, which is easier to control. Each
discrete mode, for example, single support or double support, has its own set of
linearized dynamics. Such a plant model, which incorporates all discrete modes and
associated continuous linearized dynamics is called a hybrid (discrete/continuous)
model. We now define a plant model more formally.

Definition 1 (Plant Model). A Plant Model is a Hybrid Concurrent Constraint
Automaton (HCCA) [8], which consists of a set of hybrid automata. Each automaton
is defined by the tuple Aa D hma;La;Tai, where ma is the discrete mode of
the automaton, La maps each mode to a Linearized Subsystem that defines the
continuous dynamic behavior of the mode, and Ta is a set of transition functions.
A Linearized Subsystem is a tuple hx;u;A;B; cci, where x 2 <n is the state vector,
u 2 <m is the input vector of the subsystem, and A 2 <n�n;B 2 <m�n are matrices
that represent the plant dynamics according to Px D Ax C Bu. Additionally, cc is

a set of actuation constraints of the form Hc
�

x u
�T � Kc. Given a current mode

assignment and guard condition ga, each transition function �a .ma; ga/ specifies a
target mode that the automaton will transition into, if the guard is satisfied. A guard
condition is associated with a Linearized Subsystem, and is represented by a set of
(convex) linear algebraic equality and inequality constraints over the state vector
of the Linearized Subsystem: f .x/ D c1, g .x/ � c2 where c1 and c2 are vectors of
constants.

One requirement for successful plan execution is that the state trajectory satisfies
the dynamics and actuation constraints of the linearized subsystems, and that it
corresponds to valid mode transitions of the automata in the plant. We call such
a trajectory a Plant-feasible Trajectory. We develop this concept by first defining
a Mode Feasible Trajectory, for a particular mode of a particular automaton in the
HCCA, and then generalizing.

Definition 2 (Mode Feasible Trajectory). Given a Plant Model, an automaton,
A in the model, and a mode, M, for the automaton, imply a particular Linearized
Subsystem L D L.A;M/. We call a state and input trajectory, hx .t/ ;u .t/i, a Mode
Feasible Trajectory with respect to M if it satisfies the dynamics and actuation
constraints of L, as specified in Definition 1.

We now utilize this definition as a basis for defining feasible trajectories for a
mode sequence in an automaton, and for automata in a plant.

Definition 10.1 (Automaton Feasible Trajectory). Given a Plant Model, and a
particular automaton, A in the model, suppose we have a sequence of trajectories
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fT0;T1; : : : ;Tng, where Ti D< xi.t/; ui.t/ >; t 2 Œtsi; tfi�. Suppose, further, that
each trajectory, Ti, in the sequence is a Mode Feasible Trajectory with respect
to a mode Mi in A. We call the sequence of trajectories an Automaton Feasible
Trajectory if for every trajectory, Ti, in the sequence, the final continuous state,
xi.tfi/, in the trajectory satisfies the guard condition for transition to mode MiC1,
and xi.tfi/ D xiC1.tsiC1/.

Definition 10.2 (Plant Feasible Trajectory). Given a Plant Model, a Plant Feasi-
ble Trajectory is a set of Automaton Feasible Trajectories, one for each automaton
in the plant, where the start and finish times of all Automaton Feasible Trajectories
in the set are the same.

10.4.2 Qualitative State Plan

In this sub-section, we begin with an informal description of a QSP, and provide an
example of such a plan. We follow this with a formal definition of a QSP, and in the
following sub-section, a formal definition of the problem solved by the Model-based
Executive.

A QSP provides a loose, flexible specification of desired performance, in terms
of state space regions and temporal ranges. This flexibility may be exploited, for
example, to improve optimality or to adapt to disturbances (improve robustness).

Reaching a goal location may require the biped to take a sequence of steps.
Such steps represent transitions through a sequence of qualitatively different states,
defined by which feet are in contact with the ground. Thus, a stepping sequence
consists of alternating between double support phases, where both feet are on the
ground, and single support phases, where one foot (the stance foot) is in contact
with the ground, and the other foot (the swing foot) is taking the step. These
phases represent qualitatively different system states, with correspondingly different
behaviors.

We formalize the concept of a Qualitative State as a set of constraints on state
and temporal behavior. For example, a Qualitative State may contain constraints on
which feet of a legged robot are on the ground, and may include constraints on the
position of each foot. It may also include state constraints on quantities like center
of mass, and temporal constraints specifying time ranges by which the state goals
must be achieved. Thus, a qualitative state is a loose, partial specification of desired
behavior for a specific maneuver, like taking a step.

For example, a plan for a biped divides the walking cycle into a sequence of
Qualitative States representing single and double support gait phases. Such a plan is
shown in Fig. 10.12. In this plan, the first Qualitative State represents double support
with the left foot in front, the second, left single support, the third, double support
with the right foot in front, and the fourth, right single support. The fifth Qualitative
State repeats the first, but is one gait cycle forward.
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Fig. 10.12 Example QSP for walking gait cycle. Circles represent events, and horizontal arrows
between events represent activities. For example, the activity “left foot ground 1” indicates that
the left foot is on the ground from the event “start” to the event "left toe off”. The activity “left
foot step 1” indicates that the left foot is stepping (system is in right single support) from the event
“left toe off” to the event “left heel strike”. Similar activities for the right foot indicate when the
right foot is on the ground, and when it is stepping. Activities may have associated state space
constraints, such as the goal region constraint CM 2 r1, which specifies a goal for CM (center of
mass) position and velocity. Foot placement constraints are indicated at the bottom; for example,
rectangle r1 represents constraints on the first right foot position on the ground, and rectangle l1 on
the first left foot position. The lines between the rectangles define the polygon of support when in
double support

The QSP in Fig. 10.12 has a temporal constraint between the start and finish
events. This constraint specifies a lower and upper bound, Œl; u�, on the time between
these events. It is a constraint on the time to complete the gait cycle, and thus, can
be used to specify walking speed.

In addition to temporal constraints, QSPs include state constraints that specify
valid initial, operating, and goal regions for an activity. If an initial region is
specified for an activity, then the trajectory must be within this initial region, in order
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for the activity to begin. If an operating region is specified, then the trajectory must
stay within this region for the duration of the activity. If a goal region is specified,
then the trajectory must be within this region in order for the activity to end. In
Fig. 10.12, the goal region constraint CM 2 r1 represents the requirement that
the CM trajectory must be in region r1 for the CM movement activity to finish
successfully.

We now provide formal definitions for Events and Activities, and then use these
components to define a QSP.

Definition 10.3 (Event). An event, e, represents a point in time. For a schedule, T,
the specific time of e is given by T .e/.

Definition 10.4 (Activity). An activity is a tuple
˝
es; ef ;Rinput;Rop;Rinit;Rgoal; si

˛
,

where es is an event representing the start of the activity, ef is an event representing
its finish, si is a Linearized Subsystem associated with the activity, Rinput is a set of
constraints on the inputs, u, of si, Rop is a set of operational constraints on the state,
x, of si that must hold for the duration of the activity, Rinit is a set of constraints on
the state that must hold for the activity to begin, and Rgoal is a set of constraints on
the state that must hold for the activity to finish. The state constraints, Rop, Rinit, and
Rgoal, are each of the form Hx � K, where H 2 <q�n and K 2 <q�1, and q is the
number of linear inequalities in the set. The input constraints, Rinput, are of the form

H
�
xT uT

�T � K.

Definition 10.5 (QSP). A QSP is a tuple hE;A;Ci, where E is a set of Events, A
is a set of Activities, and C is a set of externally imposed temporal constraints on
the start and finish times of the activities. For example, the QSP shown in Fig. 10.12
has five Events (“start,” “right toe-off,” “right heel-strike,” “left toe-off,” “left heel-
strike”), nine activities (“Left foot ground 1,” “Left foot step 1,” “CM1,” “CM2,”
“CM3,” “CM4,” “Right foot ground 1,” “Right foot step 1,” “Right foot ground 2”),
and one temporal constraint.

Definition 10.6 (Temporal Constraint). A temporal constraint is a tuple
he1; e2; l; ui, where e1 and e2 are events, and l and u represent lower and upper
bounds on the time between these events. Thus, l 2 < [ f�1g, and u 2 < [ f1g,
such that l � t .e2/ � t .e1/ � u. In the QSP of Fig. 10.12, the temporal constraint
restricts the time between the start and finish events. Events are used to represent
start and finish times of an activity.

10.4.3 Plan Execution: The Problem Solved
by the Model-Based Executive

Having formally defined a Plant and a QSP, we are now in a position to define the
problem solved by the Model-based Executive in terms of a successful execution
of a QSP. Successful execution can be expressed in terms of satisfaction of the
individual activities in the QSP, and a consistent schedule, which combined, define
satisfaction of a QSP.
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Definition 10.7 (Schedule and Consistent Schedule). Given a QSP, Q, a Sched-
ule, T, is an assignment of a specific time to each Event in Q. T is consistent with
Q if it satisfies all Temporal Constraints in Q, that is, for each Temporal Constraint,
c 2 C .Q/, then a schedule assigns t .e1 .c// D T1, t .e2 .c// D T2 such that
l .c/ � T2 � T1 � u .c/, where e1; e2; l; u are the elements of c from Definition 10.8.

Definition 10.8 (Satisfaction of an Activity). Given an activity, a (Defini-
tion 10.6), with associated Linearized Subsystem si, a plant-feasible trajectory
hx .t/ ; t .t/i for si, and a schedule T, then a is satisfied by x .t/ and T if the following
conditions hold:

(1) x .t/ must satisfy the initial and goal region state constraints of a. Let ts D
T .es .a// be the start time of a under schedule T, and tf D T

�
ef .a/

�
be the

finish time. Then, x .t/ satisfies the initial and goal region constraints if x .ts/ 2
Rinit .a/ and if x

�
tf
� 2 Rgoal .a/.

(2) x .t/must satisfy the operating state constraints of a. That is, it must be the case
that x .t/ 2 Rop .a/8t W ts � t � tf .

Definition 10.9 (Satisfaction of a QSP). Given a QSP, Q, plant-feasible trajectory
hX .t/ ;U .t/i, and a schedule, T, then Q is satisfied by hX .t/ ;U .t/ ;Ti if T is
consistent with Q (Definition 10.7), and hX .t/ ;U .t/ ;Ti satisfies all activities in
Q (Definition 10.8).

We now formally define the problem solved by the Model-Based Executive.

Definition 10.10 (Problem Solved by the Model-Based Executive). Given a
QSP, Q, and a Plant Model, M, the Model-Based Executive must find a plant-
feasible trajectory and schedule that satisfy the QSP (Definition 10.9), and then
execute that trajectory and schedule. If no such trajectory and schedule exist, the
executive will abort and indicate a plan infeasibility error. If a disturbance occurs
during execution, then the Model-Based Executive must find a new plant-feasible
trajectory and schedule, and continue execution. If no such trajectory and schedule
exist, the executive will abort and indicate a plan infeasibility error.

The next section describes the Model-based Executive, and how it solves this
problem.

10.5 Task Executive

The Task Executive (Model-based Executive) is responsible for attempting to
execute a QSP, according to Definition 10.10. It does this using a two-part approach.
The first part is an off-line component in which the QSP is compiled into a form
that can be executed more efficiently. The second part is an on-line component that
performs this execution.
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10.5.1 Plan Compilation

In order to reduce runtime computational load, we construct, at compile time, a
Qualitative Control Plan (QCP), which uses Flow Tubes to represent all trajectories
that satisfy the QSP and the plant dynamics (see also [10]). Using the QCP, the
executive achieves efficiency by selecting an appropriate trajectory, within each flow
tube, that begins at the current system state. We first define the QCP, and present
theorems that define conditions under which the problem is solvable by the Model-
Based Executive. We then describe the algorithm for compiling a QCP, given a QSP
and Plant Model.

10.5.1.1 Qualitative Control Plan

A key concept in plan feasibility for a hybrid system is Temporal Feasibility of
individual activities in the plan. Temporal feasibility implies that the set of plant
feasible trajectories includes ones that go from Rinit to Rgoal over the entire duration
range Œl; u�. More specifically, if a trajectory starting anywhere in the initial region,
Rinit, of the activity and ending somewhere in the goal region, Rgoal, at any duration
d such that l � d � u, is Plant Feasible, then the activity is temporally feasible in
the duration range. This implies that the actuation limits imposed by the plant, and
the operating constraints of the activity allow for actuation commands that can be
used to control the linearized subsystem to the goal region from the initial region, at
any duration in the duration range.

We now introduce the concept of a control policy for an activity, and use this,
along with the previous definition, to define a Temporally Controllable Activity.
A control policy maps a state, x, associated with an activity’s plant, to an actuation
command u for the plant. A Valid Control Policy must provide the mapping for all
states (all x) that satisfy the operating constraints of the plant and the activity.

Definition 10.11 (Temporally Controllable Activity). Given an activity and asso-
ciated plant, and given a Valid Control Policy, P, for the activity, the activity is
Temporally Controllable by P in the duration range Œl; u� if the activity is Temporally
Feasible in this range, and if all trajectories for the activity are consistent with
(generated by) P. A trajectory is consistent with, or generated by P if for every
state x.k/ in the trajectory, the subsequent state x.k C 1/ results from applying P
to x.k/.

We next use the concept of a Temporally Controllable Activity to state the
conditions under which a QSP can be satisfied. Given a Plant Model and a QSP,
suppose that each activity ai in the QSP is Temporally Controllable over the
duration range Œli; ui�. Let N be the Simple Temporal Network formed by combining
the temporal constraints explicitly specified in the QSP, with the duration range
temporal constraints Œli; ui�. If N is dispatchable [14], then a trajectory and schedule
exist that satisfy the QSP (see Definition 10.11). Under these conditions, the plan
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is feasible with respect to the plant and control policy. This extends the notion of
dispatchability, first introduced by Muscettola for discrete activity systems [14] , to
general hybrid system.

In order to support efficient execution, the flow tube representation must allow the
dispatcher to: (1) quickly determine whether a feasible state trajectory exists from
the current state, and (2) if such a trajectory exists, what the control commands
should be (based on a control policy) that achieve the trajectory. In order to
leverage the advantages of dispatchable representations for discrete activity systems
[4, 14], we require that the QCP temporal constraints be represented in minimum
dispatchable form. This should include the temporal constraints specified in the
QSP, and those implied by the dynamic limitations of the plant.

A variety of approaches are possible for the Flow Tube implementation. These
include explicit sets (bundles) of trajectories with associated control policies, and
discrete time sequences of polytope cross sections that define the feasible state space
and associated control policies [2]. Regardless of the implementation, the Flow Tube
representation must support in its API the following three functions.

Given a current plant state, x, a goal region to achieve, Rg, and an allowed
duration range, Œl; u�, the function
Œu; d� D ComputeControlAction

�
x;Rg; Œl; u�

�

must determine whether a feasible trajectory exists that will reach the goal from the
current state within the allowed duration range. If so, it returns the next control
action, u, consistent with moving the state along the trajectory, along with a
prediction d of the remaining duration until the goal is achieved. If no feasible
trajectory exists, ComputeControlAction returns an error indicating that this is the
case. The goal region is represented as a convex polytope: Rg D Hx � K, where
x 2 <n is the state vector of the plant. This function is used by the Model-based
Executive to generate commands to the biped, at each control step.

The function
Œl; u� D ComputeControllableDuration

�
x;Rg

�

computes the range of feasible (controllable) durations in which the state can
be moved from the current state to the goal set. If no such duration range
exists, ComputeControllableDuration returns an error indicating that this is the
case. This function is used by the Model-based Executive to schedule activities
consistently at runtime.

Given an initial region in state space, Ri, the function
Œl; u� D ComputeControllableDuration

�
Ri;Rg

�

computes the range of feasible (controllable) durations in which the state can be
moved from any state in the initial set to the goal set. If no such duration range exists,
ComputeControllableDuration returns an error indicating that this is the case.
This function is used by the Model-based Executive at compile time to generate
QCPs that can be scheduled at runtime.

Now, consider two QSP activities, A1 and A2, that share the same linearized sub-
system, si. Suppose that the finish event of A1 is the start event of A2. We call A2 the
Successor Activity of A1. Consider feasible trajectories for A1 and A2 as shown in
Fig. 10.13.



10 Dynamic Balancing and Flexible Task Execution for Dynamic Bipedal. . . 255

Fig. 10.13 Feasible trajectory segments for A1 and A2

Because A2 is the successor of A1, any feasible trajectory segment for A1 must
be part of a trajectory that has a feasible trajectory segment for A2. Therefore, it is
a requirement that the goal region for the flow tube for A1 be a subset of the initial
cross section of the flow tube for A2.

We now formally define a QCP in terms of Control Activities, and what it means
for a QCP to be executed successfully. A QCP has a structure similar to that
of a QSP, but augments this with flow tube cross-sections representing feasible
state trajectories and corresponding control policies. A control activity includes
the information of the corresponding activity in the QSP, augmented with flow
tubes specifying the activity’s feasible state trajectories and corresponding control
policies.

Definition 10.12. A Control Activity is a tuple < A;F >, where A is an activity
(Definition 10.6), and F is a corresponding Flow Tube that implements the
ComputeControlAction and ComputeControllableDuration functions.

Definition 10.13. A QCP is a triple < E;Ac;Ct >, where E is a set of events
(Definition 10.5), Ct is a set of temporal constraints on the events (Definition 10.8),
and Ac is a set of control activities (Definition 10.12). Each event is either a start
event or finish event of a Control Activity.

Having specified the structure of a QCP, we now specify properties of a valid
QCP. We begin with a Lemma that specifies requirements for activity succession.

Lemma 10.1. Given a control activity, A2, with predecessor activity A1, for any
specified duration range Œldes; udes�, if
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Œl; u� D ComputeControllableDuration
�
Rgoal .A1/\ Rinit .A2/ ;Rgoal .A2/

�

returns an error (no duration, Œl; u�), then no valid trajectories exist for the activity.
Further, if a duration, Œl; u� exists, but Œl; u� \ Œldes; udes� is empty, then no valid
trajectories exist for the activity in the desired duration range Œldes; udes�.

Note that the elimination of feasible durations for activities due to this Lemma
will result in a tightening of the temporal bounds for such activities, beyond the [l, u]
bounds specified in the QSP. In the extreme case, there are no feasible durations for
the activity at all, leading to the following Lemma.

Lemma 10.2. If there are no feasible durations according to Lemma 10.1 within
the Œl; u� bounds specified for the control activity in the QCP, then there are no
feasible trajectories for the activity, or for the QSP as a whole. Conversely, if a
feasible duration exists, then a feasible trajectory exists for the activity that satisfies
all initial, goal, operational, and actuation constraints.

The tightening of temporal constraints due to Lemma 10.1 can cause a QCP
to become infeasible, even if the individual activities are all feasible according to
Lemma 10.2. This is expressed in the following theorem.

Theorem 10.1. If a minimum dispatchable graph based on the temporal con-
straints specified in a QCP (Definitions 10.7 and 10.8), and possibly tightened
according to Lemma 10.1, has a negative loop, then the QCP is infeasible.

Proof. A minimum dispatchable graph represents a network of temporal
constraints. If this graph has a negative loop, then there is an inconsistency
in the temporal constraints [14]. If the minimum dispatchable graph is based
on the temporal constraints explicitly specified for the QSP, as well as the
additional temporal constraints implied by Lemmas 1, then a negative loop
indicates an inconsistency in the overall set of temporal constraints, and the QCP is
infeasible. ut

A temporal inconsistency may result if the explicitly specified temporal con-
straints are inconsistent, or if they are inconsistent with the overall set of temporal
constraints due to Lemma 10.1. The concepts presented here are useful for
recognizing cases where the problem formulation, as represented by the QSP and
Plant Model, is infeasible.

10.5.1.2 Plan Compilation Algorithm

The purpose of the plan compiler is to generate a QCP from a QSP. The main
compilation steps are shown in Algorithm 1. The algorithm iterates over each
activity in the QSP, calling ComputeFlowTubeForActivity. If the result is a flow
tube with no valid trajectories, then the algorithm stops and indicates an error;
the QSP is infeasible. If the flow tube is non-empty (has valid trajectories), then
these trajectories are feasible in terms of plant dynamics, but not necessarily other
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Algorithm 1: CompileQSP

Input: A QSP, Q, a plant model, M
Output: A QCP

1 foreach activity in the QSP do

2 flow tube ComputeFlowTubeForActivity.activity/;
3 if ŠValidTrajectories.flow tube/ then

4 Error (Activity goal, operational, and temporal constraints are incompatible with
plant dynamics and actuation constraints.)

5 PruneInfeasibleTrajectories .flow tube; activity;QSP/;
6 UpdateFeasibleDuration .flow tube; activity/;

7 STN ComputeMinimumDispatchableGraph.QSP/;
8 if STNInfeasible.STN/ then

9 Error (Temporal constraints, and plant dynamics and actuation constraints are
inconsistent.)

aspects of the QSP. Therefore, the algorithm calls PruneInfeasibleTrajectories,
which performs the intersection of initial region, predecessor goal region, and
durations specified in Lemma 10.1. The consistency of temporal constraints is
checked using a minimum dispatchable graph algorithm [14].

10.5.2 Plan Execution

To execute a QCP, the Dispatcher (online component of the Task Executive) must
successfully execute each control activity. The dispatcher accomplishes this by,
in real time, monitoring plant state, and generating plant control inputs based on
the appropriate QCP control policy for the current state and time. In this way, the
dispatcher indirectly schedules start and finish events so that they are consistent with
the temporal constraints of the QCP. This is a key difference between the dispatcher
described here, and those of discrete activity execution systems [14], in which event
times are set directly by the dispatcher.

The Dispatcher performs three key functions in executing a control activity: ini-
tialization, monitoring, and transition. During initialization, the dispatcher chooses
a goal duration for the control activity that is consistent with its execution window,
and computes an initial control input. This control input is consistent with an optimal
trajectory that will reach the activity’s goal region in the chosen duration, if there
are no disturbances.

After initializing an activity, the dispatcher begins monitoring its execution by
obtaining an updated state estimate at each time increment, and checking whether
the state is within the flow tube. If this is not the case, then a disturbance has
occurred, and the dispatcher must determine the type of disturbance, and react
accordingly.
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As part of the monitoring function, the dispatcher also checks whether the state
trajectory has achieved the activity’s goal region in an acceptable time. If this is the
case, it checks whether the activity’s end event has occurred. This involves checking
if the state trajectories of other activities whose completion must be synchronized
are in their respective goal regions. If all completion conditions for a control activity
are satisfied, the dispatcher switches to the transition function. If the control activity
has a successor, the transition function invokes the initialization function for this
new activity. As part of this transition, the dispatcher notes the time of the transition
event and propagates this through the temporal constraints.

For each executing activity, the Dispatcher maintains a target completion time.
The concept of a target completion time represents a key distinction between this
system, and discrete activity execution systems [14]. This concept is needed here
because activity completion is controlled indirectly, by applying control inputs.
Thus, activity completion event times cannot simply be set, but rather occur as a
consequence of the plant dynamics. If there are disturbances, the target completion
time may have to be adjusted.

The dispatcher chooses a target activity completion time, and then selects an
appropriate control policy that is predicted to complete the activity at the desired
time. Because multiple activities are typically executing in parallel, achieving
a desired event execution time requires synchronization of these activities. The
Dispatcher uses a data structure called the Event Horizon to provide a mechanism
for ensuring this consistency.

Definition 10.14 (Event Horizon). An Event Horizon is a set of Event Paths, each
of which is a list of events and associated target execution windows. Hence, each
element of an Event Path is a tuple he; l; ui where e is the event, and l and u represent
lower and upper bounds on times for the event.

The Event Paths represent events whose target execution windows have to be
propagated in order to properly set target completion times for current activities
in the Runtime Activity State. This propagation is a special kind of tightening of
execution windows, distinct from the execution window tightening that is performed
when events occur. This special propagation is necessary in order to ensure that
target activity completion times are temporally consistent. This is a unique feature
of our dispatcher; it is not used in discrete activity execution systems.

The algorithm for determining the event horizon involves starting at the target
events of current activities, and searching back along outgoing negative arcs in
the minimum dispatchable graph until executed events are reached. Consider the
example QSP shown in Fig. 10.14. Activity a11 is for linearized sub-system 1, and
activities a21, a22, and a23 are for linearized sub-system 2. Suppose that event
ev1 has just occurred, and activities a11 and a21 are about to start executing. The
dispatcher must choose target completion times for each activity. However, it cannot
just choose target completion times that fit inside the event execution windows
that were propagated when ev1 occurred; the Event Horizon must be taken into
account. For example, suppose that the duration constraints on a11 are [3, 15], and
the duration constraints on a21, a22, and a23 are [1, 5]. If event ev1 occurs at time



10 Dynamic Balancing and Flexible Task Execution for Dynamic Bipedal. . . 259

Fig. 10.14 Example event horizon. Circles represent events, and horizontal arrows between
events represent activities

Fig. 10.15 Example Event
Horizon. Circles represent
events, and horizontal arrows
between events represent
activities.

0, then the execution window for ev4 is [3, 15], and the execution window for event
ev2 is [1, 5]. If the dispatcher were to base its decisions about target completion
times solely on these execution windows, it could choose a target execution time of
4 for a21, and 4 for a11. This would cause a future temporal infeasibility, because
a22 and a23 would have to be executed in 0 time, which violates their duration
constraints.

To solve this problem, the dispatcher considers the event horizon, which, in this
case, is ev1, ev2, ev3, ev4. In this case, if the dispatcher chooses duration range
midpoints as target durations, then the target completion times for a21, a22, and a23
are 3, 6, and 9, respectively, and the target completion time for a11 is 9 as well.

Algorithm 2 shows the top-level dispatch loop of the executive. This algorithm
is based on the one for discrete activity execution systems [14], but has some key
extensions, which are highlighted.

InitializeActivities sets target execution times for the initial activities in the QCP.
UpdateCurrentActivities iterates over each currently executing activity, checking if
the event that has just occurred, ExecutableEvent?, is the finish event for the activity.
If this is the case, it transitions the activity to the subsequent activity for the plant.
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Algorithm 2: Executive Dispatcher algorithm

Input: A Qualitative Control Plan, QCP, and a plant model, P
Output: Actuation commands, u

1 t = 0 ; // Initialize current time.
2 InitializeActivities(QCP, P);
3 ExecutableEvent? = StartEvent(QCP);
4 EnabledEvents = f ExecutableEvent? g;
5 InitializeExecutionWindows ();
6 while EnabledEvents not empty do
7 if ExecutableEvent? exists then
8 ExecuteEvent (ExecutableEvent?) ;
9 PropagateExecutionWindows (QCP, ExecutableEvent?) ;

10 EnabledEvents = UpdateEnabledEvents (QCP, ExecutableEvent?) ;
11 UpdateCurrentActivities(ExecutableEvent?, QCP) ;
12 EventHorizon = UpdateEventHorizon(EventHorizon, ExecutableEvent?,

QCP) ;
13 UpdateTargetExecutionTimes(EventHorizon, QCP) ;

14 UpdateCurrentState(P) ;
15 UpdateControlInputs(P) ;
16 t = t + dt ; // Increment current time.
17 ExecutableEvent? = EventOccurred(t, EnabledEvents);

UpdateEventHorizon is used to update the event horizon after an event has
occurred. To perform the update, the algorithm first removes any paths from the
event horizon that contain the executed event. The algorithm then iterates over each
currently executing activity, obtaining the target event for the activity. If the target
event is not already in the event horizon, a search back from this event is started.
This depth-first search proceeds back from the target event along negative out-going
arcs in the minimum dispatchable graph. The search proceeds back along events that
have not been executed. When an event that has been executed is encountered, the
search branch stops, and search proceeds along the next branch. When there are no
more branches, the path is added to the event horizon. For Fig. 10.14, this algorithm
computes an event horizon ffev1; ev2; ev3; ev4gg.

UpdateTargetExecutionTimes uses the event horizon to decide target completion
times for activities. The algorithm first initializes target execution windows of all
events in the event horizon to be identical to the execution windows computed
by InitializeExecutionWindows and PropagateExecutionWindows. It then iterates
over every path in the event horizon, retrieving the activity corresponding to the
beginning of the path. This is always a currently executing activity. The algorithm
sets the target completion time for the activity to be the midpoint of the execution
window, and then propagates this decision to future events in the path. This can
result in a tightening of target execution windows for these events.

The function UpdateCurrentState updates the estimate of plant state. The func-
tion UpdateControlInputs iterates over each currently executing activity, and com-
putes new plant control inputs by accessing flow tube control policies based on
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Fig. 10.16 Example Event Horizon. Circles represent events, and horizontal arrows between
events represent activities.

the remaining execution time for the activity. The function EventOccurred checks
whether an event has occurred, and if so, returns this as an executable event,
whose occurrence must be propagated in the next iteration of the main loop in
DispatchQCP.

10.6 Experiments

This section describes two types of experiments. The first type involves balancing
on one leg. This type of experiment is used to evaluate the DVMC controller. The
second type involves more general walking tasks. This type of experiment is used
to evaluate the Model-based Executive as a whole, which the DVMC controller is a
part of.

10.6.1 Single Support Leg Balance Experiments

A series of tests was performed to test the DVMC controller’s ability to restore
balance after a disturbance. This series of tests was performed with the humanoid
model in single support. Initial conditions were such that the ground projection
of the CM was outside the support polygon, and all velocities were set to zero.
For such initial conditions, the CM cannot be stabilized by stance ankle torques
alone without the foot rolling and the model going unstable. Simple reference
trajectories consisting of single, time invariant setpoints were selected for the
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Fig. 10.17 Lateral disturbance recovery. In (a), several frames of the model are shown, starting
from the maximally displaced CM posture (left most image) to the final static equilibrium posture
(right most image). From the perspective of the model, the right leg is the swing leg and the left the
stance leg. In (b), the lateral direction CM (dotted line) and the ZMP (solid line) are plotted versus
time. In (c), the desired CM acceleration (solid line), the actual CM acceleration (heavy dashed
line), and the slack value (dotted line) are plotted, showing the stabilization of the model’s CM.
Finally the body roll is plotted in (d), showing the corrective measures taken by the controller

controller. These setpoints specified the desired equilibrium positions and velocities
of the model’s COM and swing leg foot. Because the desired final equilibrium
posture was to stand on one leg assuming a static pose, all setpoint velocities were
set to zero.

Figure 10.15 shows the system’s recovery from an initial displacement in the
lateral (positive y) direction. From the model’s perspective, the left most edge of the
foot support polygon is at 0.05 m. As is shown in B, the ZMP remains within the foot
support polygon, while the laterally displaced CM position begins outside the stance
foot, but is brought quickly to zero by the controller. Part C shows the desired, actual,
and slack values for the lateral CM acceleration in the DVMC optimal controller.
Note how the slack goes to zero quickly, due to its high penalty. Part D shows the
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Fig. 10.18 Forward disturbance recovery. In (a), several frames of the model are shown, starting
from the maximally displaced CM posture (left most image) to the final static equilibrium posture
(right most image). From the perspective of the model, the right leg is the swing leg, left is stance
leg. In (b), the forward direction CM (dotted line) and the ZMP (solid line) are plotted. In (c), the
desired CM acceleration (solid line), the actual CM acceleration (heavy dashed line), and the slack
value (dotted line) are plotted, showing the stabilization of the model’s CM. Finally, in (d), body
pitch is plotted

roll angle of the body. Because roll angle is less tightly controlled (penalty on slack
variable is less than for CM position), the angle converges, but more slowly than the
lateral CM position.

Figure 10.17 shows the system’s recovery from a forward initial displacement.
The front most edge of the foot support polygon is at 0.22 m. As is shown in B,
the ZMP remains within the foot support polygon, while the forward CM position
begins outside the foot, but is brought quickly to zero by the controller. Part C shows
the desired, actual, and slack values for forward COM acceleration. Note how the
slack goes to zero quickly, due to its high penalty. Part D shows the pitch angle of
the body. Pitch converges, but more slowly than forward CM position because it is
less tightly controlled (Fig. 10.18).

Figure 10.17 shows the system’s recovery from a combined forward and lateral
displacement,
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Fig. 10.19 Forward and lateral disturbance recovery. In (a), several frames of the model are
shown, starting from the maximally displaced CM posture (left most image) to the equilibrium
posture. In (b), the forward direction CM (dotted line) and the ZMP (solid line) are plotted. (c)
shows lateral COM and ZMP

The results show that the controller makes appropriate use of non-contact limbs
and stance leg ankle torques to stabilize the system. The non-contact limbs are used
in two ways: to shift the ZMP, and to shift the CM. Consider, for example, the
experiment shown in Fig. 10.17. From the model’s perspective, the model stands
on its left foot, leaning to the left (positive y direction). If the controller were to
take no action, it would tip further to the left and fall down. Due to the action of
the controller, the upper body leans further to the left, and the swing leg swings
out to the right. Both of these actions correspond, initially, to a negative angular
acceleration about the x axis.

The negative angular acceleration about the x axis allows a linear acceleration
of the CM to the right (in the negative y direction) while not requiring the ZMP
to shift further to the left (positive y direction). This is important since, as shown
in Fig. 10.17, the ZMP begins up against the left-most edge of the foot support
polygon. As the CM approaches the desired position, the ZMP moves away from
the edge and towards the center of the foot support polygon. At this point, the swing
leg and body are able to return to their nominal neutral positions.

The lateral acceleration of the swing leg to the right (negative y direction) is also
beneficial in that it moves part of the model’s mass to the right, and so, helps move
the CM in the right direction. The net effect of the swing leg and body movements is
an overall angular acceleration at the ankle joint that, together with the action of the
stance ankle torque, moves the CM back to the center of the foot support polygon.
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The extreme case of non-contact limb movement occurs when the support
polygon becomes very small, as is the case for a tight-rope walker. A tight-rope
walker’s support polygon is very narrow, and therefore, little stance ankle torque can
be exerted. Lateral forces by the foot against the tight-rope move the CM, but also
create torques of the CM about the contact point. This must be countered by spin
angular accelerations (angular accelerations about the CM), so that overall angular
momentum is conserved. The spin angular accelerations are generated by movement
of the non-contact limbs. Thus, a tight-rope walker extends his arms, and moves his
arms, body, and non-contact leg to generate appropriate spin angular accelerations.

An important feature of the controller is that the coordinated behavior of the
stance leg and non-contact limbs is not controlled explicitly, but rather, emerges
indirectly from a high-level specification of desired behavior. This specification is
given in terms of setpoints and PD gains for the CM, body orientation, and swing
leg control outputs, in terms of constraints such as the one on the ZMP, and in terms
of penalties for slacks and torques in the optimization cost function.

Another important feature of the controller is that, due to its extended range of
operation, it can reject significant disturbances more easily than simpler controllers.
This feature also means that reference trajectories for the new controller need not be
as detailed as those for simpler controllers. The reference “trajectories” for the above
tests were single, time invariant setpoints for CM, body orientation, and swing leg
outputs. Simpler controllers require more detailed reference trajectories, with more
waypoints as a function of time. This extra level of detail puts significant computa-
tional burden on the motion planning component of an integrated motion planning
and control system. The motion planner has to be executed more frequently, when
there are disturbances, and it must produce more detailed reference trajectories.

10.6.2 Biped Walking Tasks

We now present test results of execution of a variety of QCPs for bipedal walking
with foot placement and temporal constraints, and with disturbances. Test results
for nominal walking at different speeds are provided in [9].

To perform these tests, we used a high-fidelity, 20 degree-of-freedom humanoid
simulation to represent the plant being controlled [9, 11]. This simulation accurately
models gravity, ground reaction forces and joint torques, and the resulting link
acceleration dynamics. In particular, just as with a real biped robot (or a human),
this simulated humanoid will fall if inappropriate control commands are provided.

The hybrid plant model (Definition 1) has four modes: left foot single support,
double support right foot in front, right single support, double support left foot in
front. The mode transition guard conditions are based on toe-off and heel-strike
events. The linearized plant abstraction, for each mode, is provided by a feedback
linearizing controller [9, 11]. This produces linearized decoupled models for the
forward, lateral, and vertical center of mass (CM) components, and stepping foot
components. Thus, performing walking tasks involves synchronization of the 3
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CM and the 3 stepping foot components when in single support, and the 3 CM
components when in double support. For example, when the mode is left foot single
support, 6 parallel activities are in the Runtime Activity State, all with right heel
strike as the finish event. Each activity must be in its goal region when right heel
strike occurs in order for execution to proceed successfully. The event horizon in
this case is simple since the parallel activities all share the same finish event.

10.6.2.1 Irregular Foot Placement

Figure 10.20 shows dynamic walking, but with an irregular stepping pattern, which
is necessary due to the blocks the biped is walking on. These blocks move slowly,
so the timing of foot placement, as well as the positioning is important. At this
speed, the biped can’t just balance statically on each block. Instead, the moderately
fast speed requires dynamic balancing and coordination of the center of mass
trajectory. Figure 10.21 shows the CM trajectory and foot placements for this test.
The dynamic nature is indicated by the fact that the CM trajectory barely touches
the foot placement polygons, and in one case, is 0.1 m away. This indicates that the
system is not statically stable in this pose, and is relying on the subsequent foot
placement sequence to maintain balance.

10.6.2.2 Lateral Push Disturbances

A biped is especially sensitive to lateral push disturbances when in single support,
due to the limited support base provided by one foot. In particular, a biped is most
sensitive to lateral push disturbances when there are foot placement constraints,
and when the push disturbance results in acceleration towards the outer edge of the
stance foot.

Figure 10.22 shows recovery from a lateral push disturbance, while walking
on a balance beam. The push occurs from the right side of the biped during left
single support. Thus, the push results in an acceleration of the CM to the biped’s
left. Because foot placement is constrained by the narrowness of the balance beam,
compensation by stepping is not an option. Instead, the system compensates for the
disturbance by exerting a restoring torque at the ankle. This torque has a significant
actuation limit; the lateral center of pressure must not get too close to the outer
edge of the foot, or the foot will roll. Because the foot is relatively narrow, this
presents a severe actuation limit. Additional (but also limited) compensation is
accomplished through the angular movement of the torso and right leg, as shown in
the third frame of the sequence [9, 11]. In particular, as shown in Fig. 10.22, the torso
rotates clockwise, from the viewer’s perspective, which induces a counterclockwise
rotation of the stance leg, which, in turn, engenders an acceleration of the biped’s
CM toward the biped’s right.

Due to joint acceleration limits, there is a limit to the angular acceleration that
can be produced by the torso and the right leg. Therefore, recovery of lateral balance
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Fig. 10.20 Walking by stepping on slowly moving blocks: (a) biped starts on long, narrow path;
(b) steps with left foot onto the brown block; (c) steps with right foot onto the other brown block;
(d) steps with left foot onto the green block; (e, f) steps with right foot onto the other green block;
(g) steps with left foot onto blue block; (h) finished

takes some time; the right leg is out for a significantly longer time (about 2 s) than it
would be if it were just taking a normal step. This means that the forward center of
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Fig. 10.21 CM trajectory and foot placements for irregular stepping task

Fig. 10.22 Recovery from lateral push while walking on a balance beam

mass velocity must be reduced while the lateral compensation movement is taking
place. This forward velocity reduction must be accomplished by the left (stance)
foot alone. Due to support base limitations, there is a limit on the force that can be
applied in this way, and therefore a limit to the negative forward acceleration that
can be produced. Thus, the biped must be walking relatively slowly, in the first place,
for this sort of maneuver to work at all. If this is the case, then forward movement
of the CM can be slowed while the right leg is out, and then sped up again after the
lateral compensation maneuver is completed. Thus, the forward CM position and
the forward stepping position remain synchronized. This is one reason why people
tend to walk slowly on tightropes or balance beams.
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10.6.2.3 Kicking a Soccer Ball

The problem of moving a biped to kick a soccer ball (Fig. 10.2) requires synchro-
nization of the forward and lateral components of the CM with the step movement,
and with the movement of the kicking foot. Figure 10.23a, b show flow tubes and
nominal trajectories for the forward and lateral CM components. The flow tubes
correspond to CM movement for taking three steps before kicking a soccer ball.
Figure 10.23c, d show flow tube cross sections (in the position-velocity plane)
for the first activity. The intersection of the initial state with the cross sections
determines the duration (temporal) controllability. If the initial state intersects all
cross sections, as shown in the figure, then the executive is free to choose any
duration in the range covered by the cross sections. This is important for adjusting
timing of task completion when kicking a moving soccer ball. Disturbances from
the nominal trajectory may restrict the controllable duration range. For example,
suppose the system is subjected to a lateral push disturbance at the beginning of the
task. This may cause the initial state to deviate from the nominal initial state. If the
initial state intersects all cross sections for forward movement, but only a subset for
lateral movement, then the overall temporal controllability is limited by the latter
set of cross sections.

10.7 Discussion

10.7.1 Scientific Contributions

The techniques described in this chapter extend previously developed temporally
flexible execution systems for discrete activity plans to work with hybrid dis-
crete/continuous systems such as bipedal walking mechanisms. This is achieved by
first developing a representation for temporally and spatially flexible tasks for hybrid
systems, called a QSP, then developing a plan compiler that transforms the QSP to a
QCP, which is easier to execute, and then developing a plan dispatcher that executes
the QCP. The QCP produced by the plan compiler represents the set of feasible
trajectories in an easily executable form. The dispatcher is based on ones developed
for discrete activity systems [14], but extends these to allow for indirect scheduling
of events through control actions applied to a dynamic system, thus allowing the
approach to be used for hybrid systems.

An important attractive property of this approach is that it clearly represents
the boundaries between feasible and infeasible states and times with respect to
successful plan execution. This allows the system to detect that a plan will fail,
sooner rather than later.

It is interesting that traditional control theory does not explicitly address the issue
of temporal flexibility. Traditional control theory deals with two basic kinds of prob-
lems: stabilization, and trajectory following [18]. Stabilization is an infinite-time
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Fig. 10.23 Flow tubes for
CM corresponding to taking
three steps before kicking a
soccer ball: (a) flow tubes and
nominal trajectory for
forward CM component;
(b) flow tubes and nominal
trajectory for lateral CM
component; (c) flow tube
cross sections corresponding
to different durations,
superimposed, for forward
CM component, first step;
(d) flow tube cross sections
for lateral CM component,
first step
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concept; a system is stable if it converges to an equilibrium point at some time
in the future, possibly, infinity. Thus, stabilization has infinite temporal flexibility.
Reference trajectory following, on the other hand, has no temporal flexibility. If the
control system tracks the reference trajectory exactly, it will reach a goal state at
a specific time. We believe that this is a significant omission. Temporal flexibility
exists in most task specifications, and should be taken advantage of to achieve robust
and efficient plan execution.

To summarize, the system described here takes full advantage of plan specifi-
cation flexibility, both temporal and spatial, in order to maximize robustness to
disturbances. Key contributions are: (1) a plan specification that represents task
flexibility; (2) a DVMC that decomposes a complex nonlinear system into a set of
loosely coupled linear systems; (3) a plan compiler that transforms the plan, using
the abstraction provided by the DVMC, into a form that can be easily executed
(QCP); and (4) a model-based executive that uses the flexibility in the QCP to reject
disturbances, and to detect when a disturbance is so severe that the plan will fail.

10.7.2 Applications and Impact

The approach described here is intended for inherently under-actuated systems,
such as bipeds or aerial vehicles, where there are more degrees of freedom to be
controlled than actuators to control them. However, even systems that are fully
actuated, such as most robot manipulators, can have actuation limits that become
relevant for demanding tasks. For example, moving a robot manipulator at high
speeds so that it can perform tasks quickly exposes the velocity and acceleration
limits of the joints. Such limits are potentially in conflict with temporal constraints
imposed on tasks by the user. Thus, the techniques described here are potentially
applicable to any physical system that has velocity and/or acceleration actuation
limits, and temporal constraints associated with tasks it is to perform.
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Chapter 11
Design of Reactionless Mechanisms Based
on Constrained Optimization Procedure

Himanshu Chaudhary and Kailash Chaudhary

Abstract This chapter presents an optimization technique to dynamically balance
planar mechanisms by minimizing the shaking forces and shaking moments due
to inertia-induced forces. Dynamically equivalent systems of point masses which
represent rigid links and counterweights are useful for developing optimization tech-
nique. The point-mass parameters are explicitly identified as the design variables.
The balancing problem is formulated as both single-objective and multi-objective
optimization problem and solved using genetic algorithm which produces better
results as compared to the conventional optimization algorithm. Also, for the multi-
objective optimization problem, multiple optimal solutions are created as a Pareto
front using the genetic algorithm. The reduction of shaking force and shaking
moment is obtained by optimizing the link mass distribution and counterweight of
their point masses. The inertial properties of balanced mechanism are then computed
in reverse by applying dynamical equivalent conditions from the optimized design
variables. The effectiveness of the methodology is shown by applying it to problems
of planar four-bar, slider-crank, and Stephenson six-bar mechanisms.

Keywords Dynamic balancing • Equimomental system • Genetic algorithm •
Optimization • Shaking force and shaking moment

The design of reactionless mechanisms is important in order to (1) reduce the
amplitude of vibration of the frame on which the mechanism is mounted due
to transmission of shaking forces and (2) smoothen highly fluctuating driving
torque/force needed to obtain nearly constant drive speed. Since any vibration
leads to noise, wear, fatigue, etc., in the mechanism, its reduction improves several
aspects of mechanical design as well. Design a reactionless mechanism means the
balancing of shaking force, shaking moment, and input-torque fluctuations together.
The shaking force can be eliminated completely by attaching counterweights
and/or redistributing masses of the moving links. This will increase overall mass
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and moment of inertia of the mechanism. As a result, shaking moment, driving
torque, and reactions in the joints will increase significantly. Therefore, to design
a mechanism with minimum reaction forces transmitted to the frame, it is required
to reduce all the competing dynamic quantities, namely the shaking force, shaking
moment, driving torque/force, and bearing reactions simultaneously. This means
that design of reactionless mechanism problem can be treated as an optimization
problem, whose formulation needs the following:

1. An efficient dynamic algorithm to compute the dynamic quantities
2. Identification of the design variables, and the formulation of the constraints on

them that define the design space of the feasible solutions
3. An objective function to evaluate the performance of a mechanism at hand

This chapter presents a constrained optimization procedure to balance the
planar mechanisms dynamically. This will minimize the shaking force and shaking
moment by optimally distributing the link masses. The concept of equimomental
system of point masses is used to identify the design variables and to define the
constraints for the optimization problem formulation.

11.1 Equimomental Systems for Planar Motion

A study on an equimomental system of rigidly connected point masses undergoing
planar motion is discussed in this section. Inertia-induced dynamic quantities, e.g.,
shaking force, shaking moment, and input-torque, of a mechanical system depend
on the mass and inertia of its each link, and the corresponding mass center location.
These inertia properties can be represented more conveniently using the dynamically
equivalent system of point masses referred to as equimomental system [1–3].

A point mass is an idealized concept, and defined as a mass that is concentrated
at a point. Two rigid systems are equimomental if their dynamic behaviors are
identical; that is, they have the same mass, the same center of mass, and the same
inertia tensor with respect to a common point [1]. Referring to the ith rigid link,
Fig. 11.1a, of a planar mechanism, the location of its mass center, Ci, is defined by
the vector, di, at an angle, � i, from the axis OiXi of the local frame, OiXiYi, fixed
to the link. The axis OiXi is set along the vector from Oi to OiC1, that is, at an angle
˛i from the axis, OX, of the fixed inertial frame, OXY, Fig. 11.1a. The points, Oi

and OiC1, on the link are chosen as the points where the ith link is coupled to its
neighboring links, whereas link’s mass and the mass moment of inertia about Oi are
mi and Ii, respectively. A system of p point masses, which is equimomental to the ith
link, is shown in Fig. 11.1b. The point masses, mij, for j D 1, : : : , p, are fixed in the
local frame, OiXiYi, and their distances from the origin, Oi, are lij. The angles, � ij,
are defined between the line joining the point masses from Oi, and the axis, OiXi.
In this section, all the vectors are represented in the fixed frame, OXY, unless stated
otherwise.
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Fig. 11.1 Parameters for rigid link and its equimomental system. (a) The ith rigid link,
(b) equimomental system of the ith link

If the p point masses are equimomental to the ith link, then they must satisfy the
conditions of dynamic equivalence with reference to the fixed frame, OXY, given as

pX

jD1
mij D mi (11.1)

pX

jD1
mijlij cos

�
�ij C ˛i

� D midi cos .�i C ˛i/ (11.2)

pX

jD1
mijlij sin

�
�ij C ˛i

� D midi sin .�i C ˛i/ (11.3)

pX

jD1
mijl

2
ij D Ii (11.4)

The first subscript i denotes the link number, and the second one, i.e., j D 1, : : : ,
p, represents the point masses corresponding to the ith link. Since each mass requires
three parameters, (mij, lij, � ij), to identify it, a total of 3p parameters are necessary
to completely define the equimomental system of p point masses. However, there
are four constraints, namely Eqs. (11.1–11.4), that need to be satisfied. Hence,
an infinite number of solutions exist for p � 2, as the resultant system of
equations is underdeterminate; that is, the number of unknowns is more than the
equations [2]. If p D 1, there is only one point mass with three unknown parameters,
which cannot satisfy all the four conditions, Eqs. (11.1–11.4), unless they are
consistent. This is because the resulting system of equations is overdeterminate with
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more equations than the number of unknowns. Typically, such system of equations
does not yield any solution unless the equations are consistent. As a consequence, an
equimomental system of a rigid link moving in a plane cannot be represented using
one point mass, which is obvious from the fundamental knowledge of mechanics.
Clearly, the minimum number of point masses is then two giving six unknown
parameters, of which two need to be assigned arbitrarily. If three point masses are
taken, five parameters are to be assigned arbitrarily. In general, (3p � 4) parameters
need to be assigned arbitrarily so that the remaining four are determinate. Note here
that it is not always possible to get all the point masses positive. This, however, does
not hinder the process of representing the rigid link as long as the total mass and the
moment of inertia about the mass center give positive values [4].

11.1.1 Two-Point-Mass Model

As explained in the previous section, an equimomental system of point masses of a
rigid link moving in a plane requires at least two point masses. The representation
of the link by the equimomental system of two point masses is referred to as two-
point-mass model. Similarly, equimomental system of three point masses is called
three-point-mass model, and so on. In this section, the conversion of a rigid link
into the two-point-mass model is illustrated. Let a two-point-mass model for ith
rigid link is moving in the XY plane. The polar coordinates of the point masses are
(lij, � ij), for j D 1, 2. Note that the point masses are rigidly fixed in the local frame.
The system of two point masses is then equimomental to the rigid link if it satisfies
the conditions given by Eqs. (11.1–11.4).

For the rigid link of given mass, its center location, and inertia, one can convert
the link into an appropriate two point masses. Since the four equations are nonlinear
in six unknown parameters of the two point masses, a judicious selection is required
to choose for the arbitrary assigned parameters. Assuming � i1 D 0 and � i1 D�/2
[5], the four parameters of the two point masses, namely mi1, mi2, li1, and li2, are
determined from Eqs. (11.1–11.4) as

mi1 D
�
m2

i x2i � m2
i y2i C miIi

�˙
q�

m2
i x2i � m2

i y2i C miIi
�2 � 4miIix2i

2Ii
(11.5)

mi2 D mi � mi1 (11.6)

li1 D mixi

mi1
(11.7)

li2 D miyi

mi2
(11.8)
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where the Cartesian coordinates of the mass center of ith rigid link are xi D di cos �i

and yi D di sin �i. Hence, each point mass has two solutions. If � i1 D 0, i.e., the mass
center of the rigid link lies on the X-axis, two sets of the solutions are as follows:

mi1 D
(

m2i d2i
Ii

mi

I mi2 D
(

mi � m2i d2i
Ii

0
I li1 D

(
midi
mi1

di
I and li2 D

�
0

0
(11.9)

Thus, one can convert a given rigid link into a suitable two-point-mass model
assuming any two-point-mass parameters.

11.1.2 Three-Point-Mass Model

In this section, the procedure of finding a three-point-mass model is illustrated.
Consider a three-point-mass model for ith rigid link moving in the XY plane. The
polar coordinates of the point masses are (lij, � ij), for j D 1, 2, and 3. Similar to two-
point-mass model, the three-point-mass model would then be equimomental to the
original rigid link if Eqs. (11.1–11.4) are satisfied.

Note that there are nine unknown parameters of point masses, namely mij, lij, and
� ij, for j D 1, 2, and 3, in the four equimomental equations. Hence, it is important to
decide which five parameters should be chosen so that the remaining four become
determinate. It is advisable to choose lij and � ij, so that the dynamic equivalence
conditions become linear in point masses. Assuming li2 D li3 D li1 and substituting
them in Eq. (11.4) yield

0

@
3X

jD1
mij

1

A l2i1 D mik
2
i (11.10)

where mik2i D Ic
i Cmid2i , ki being the radius of gyration about the point, Oi. Equation

(11.10) gives li1 D ˙ki. Taking the positive value for li1, which is physically
possible, Eqs. (11.1–11.3) are then written in a compact form as

Km D b (11.11)

where the 3 � 3 matrix, K, and the three vectors, m and b, are as follows:

K D
2

4
1 1 1

ki cos �i1 ki cos �i2 ki cos �i3

ki sin �i1 ki sin �i2 ki sin �i3

3

5 I m D
2

4
mi1

mi2

mi3

3

5 I b D
2

4
mi

midi cos �i

midi sin �i

3

5 (11.12)

The magnitudes of three point masses are then solved from Eq. (11.11) by
assuming suitable values for � ij, j D 1, 2, and 3. It is clear that the solution for m
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exists if det .K/ ¤ 0, i.e., � i1 ¤ � i2, � i1 ¤ � i3, and � i2 ¤ � i3. It means that any two
point masses should not lie on the same radial line emanating from the origin, Oi.
The vector m is obtained as

m D K�1b (11.13)

where K�1 is evaluated as

K�1 D ki

det .K/

2

4
ki sin .�i3 � �i2/ .sin �i2 � sin �i3/ .cos �i3 � cos �i2/

� ki sin .�i3 � �i1/ .sin �i3 � sin �i1/ .cos �i1 � cos �i3/

� ki sin .�i1 � �i2/ .sin �i1 � sin �i2/ .cos �i2 � cos �i1/

3

5

in which det .K/ D k2i Œsin .�i3 � �i2/C sin .�i2 � �i1/C sin .�i1 � �i3/�. It is evident
from the solution, Eq. (11.13), that the sum of the point masses is equal to mass of
the link for any values of angles except � i1 ¤ � i2, � i1 ¤ � i3, and � i2 ¤ � i3. Note here
that there is a possibility that some point masses are negative. It does not hinder
the process of representing the rigid link as long as its mass, m, and inertia, Ic, are
positive and real, as pointed out earlier. As an example, if � i1 D 0, � i2 D 2�/3, and
� i3 D 4�/3, the point masses are calculated as

mi1 D mi

3

�
1C 2di cos �i

ki

�
(11.14)

mi2 D mi

3

 
1 � di cos �i

ki
C

p
3di sin �i

ki

!
(11.15)

mi3 D mi

3

 
1 � di cos �i

ki
�

p
3di sin �i

ki

!
(11.16)

which take simpler form if the origin, Oi, coincides with the mass center of the
link, Ci; that is, di D 0. Substituting di D 0 in Eqs. (11.14–11.16), one obtains
mi1 D mi2 D mi3 D mi/3. It means that the point masses of the link are distributed
equally, and located on the circumference of a circle having radius ki.

It is pointed out here that in mechanism analysis, links are often considered as
one dimensional, e.g., a straight rod, in which its diameter or width and thickness
are very small in comparison to the length. Considering that the mass lying along the
X-axis of the local frame, the dynamical equivalence conditions, Eqs. (11.1–11.4),
reduce to

pX

jD1
mij D mi (11.17)
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pX

jD1
mijxij D mixi (11.18)

pX

jD1
mijx

2
ij D Ic

i C mix
2
i (11.19)

It is evident from Eqs. (11.17–11.19) that a minimum of two point masses is also
required to represent a one-dimensional link, introducing a total of four variables,
i.e., mi1, mi2, xi1, and xi2. Specifying any one of the variables, the other three
variables can be found uniquely. It is pointed out here that a common practice in
the dynamics study of reciprocating engine is to replace the connecting rod by two
point masses, where the masses are placed at the ends of the connecting rod. This
does not provide a true equivalent system unless the three equations, Eqs. (11.17–
11.19), in two unknowns, mi1 and mi2, leading to an overdetermined system are
consistent.

Using the concept of equimomental system, Sherwood and Hokey [4] presented
the optimization of mass distribution in mechanisms. Hockey [6] discussed the
input-torque fluctuations of mechanisms subject to external loads by means of
properly distributing the link masses. Using the two-point-mass model, momen-
tum balancing of four-bar linkages was presented in [7]. Optimum balancing of
combined shaking force, shaking moment, and torque fluctuations in high-speed
linkages was reported in Lee and Cheng [5] where a two-point-mass model was
used. The concept can also be applied for the kinematic and dynamic analyses of
mechanisms [8]. Simultaneous minimization of shaking force, shaking moment, and
other quantities using the dynamical equivalent system of point masses and optimum
mass distribution has been attempted in [9, 10]. However, the results do not show
significant improvement in the performances.

11.2 Balancing of Planar Mechanisms

Balancing of shaking force and shaking moment in the mechanisms is important
in order to obtain reactionless mechanisms. Several methods are developed to
eliminate the shaking force and shaking moment in planar mechanisms. The
methods to completely eliminate the shaking force are generally based on two
principles: (1) making the total potential energy of a mechanism constant [11], and
(2) making the total mass center of a mechanism stationary [12, 13]. Studies based
on potential energy use elastic elements like springs to balance the force. On the
other hand, the methods based on making total mass center stationary use mass
redistribution/counterweights. Different techniques are used for tracing and making
the total mass center stationary. For example, the method of principal vectors [14]
describes the position of the mass center by a series of vectors that are directed along
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the links. These vectors trace the mass center of the mechanism at hand, and the
conditions are derived to make the system mass center stationary. A more referred
method in the literature is the method of linearly independent vectors [12] where the
stationary condition was achieved by redistributing the link masses in such a manner
that the coefficients of the time-dependent terms of the equations describing the total
center of the mass trajectory vanish. Kochev [15] presented a general method using
ordinary vector algebra instead of the complex number representation of the vectors
[12] for full force balance of the planar linkages. One of the attractive features of a
force-balanced linkage is that the shaking force vanishes, and the shaking moment
reduces to a pure torque which is independent of reference point. However, only
shaking force balancing is not effective in the balancing of mechanisms, as (1) it
mostly increases the total mass of the mechanism, (2) it needs some arrangement
like counterweights that increase the total mass, and (3) it increases the other
dynamic characteristics, like shaking moment, driving torque, and bearing reactions.
The influence of the complete shaking force balancing is thoughtfully investigated
by Lowen et al. [16] on the bearing reactions, input-torque, and shaking moment
for a family of crank-rocker four-bar linkages. This study shows that these dynamic
quantities increase, and in some cases their values rise up to five times.

Several authors attempted to treat the balancing problem as a complete shaking
force and shaking moment balancing. Elliot et al. [17] developed a theory to
balance torque, shaking force, and shaking moment by extending the method of
linearly independent vectors. Similarly, the analytical conditions are presented
for complete balancing of shaking force and shaking moment in [18]. Complete
moment balancing is also achieved by a cam-actuated oscillating counterweight
[19], inertia counterweight [20], physical pendulum [21], geared counterweights,
and inertia flywheel [22, 23]. More information on complete shaking moment
balancing can be obtained in a critical review by Lowen et al. [24], Kochev [25],
and Arakelian and Smith [26]. Practically, these methods not only increase the mass
of the system but also increase its complexity.

An alternate way to reduce the shaking force and shaking moment along with
other dynamic quantities such as input-torque and bearing reactions is to optimize all
the dynamic quantities. Since shaking moment reduces to a pure torque in a force-
balanced linkage, many researchers used the fact to develop their theory of shaking
moment optimization. Berkof and Lowen [27] proposed an optimization method to
minimize the root-mean-square (RMS) value of the shaking moment in a fully force-
balanced in-line four-bar linkage whose input link rotates at a constant speed. As an
extension of this method, Carson and Stephens [7] highlighted the need to consider
feasibility limits of the link parameters. A different approach for the optimization of
shaking moment in a force-balanced four-bar linkage is proposed by Hains [28].
Using the principle of the independence of the static balancing properties of a
linkage from the axis of rotation of the counterweights, partial shaking moment
balancing is suggested by Arakelian and Dahan [29]. The principle of momentum
conservation is also used by Wiederich and Roth [30] to reduce the shaking moment
in a fully force-balanced four-bar linkage.
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11.2.1 Problem Formulation

The problem of mechanism balancing is formulated here as an optimization
problem. In order to identify the design variables and the associated constraints,
a set of equimomental point masses is defined for each link of a mechanism at hand.
To calculate the shaking force and shaking moment dynamic equations of motion in
the minimal set are derived in the parameters of the point masses. These parameters
are then treated as design variables to redistribute the link masses to minimize the
force transmitted to the frame.

11.2.2 Equations of Motion in Terms of Point-Mass System

The Newton-Euler (NE) equations of motion for the ith rigid link moving in a plane
(Fig. 11.1) are given as [31]

MiPti C Citi D wi (11.20)

where the three vectors, ti, Pti, and wi, are defined as the twist, twist rate, and wrench
of the ith link with respect to the origin, Oi; that is,

ti D
�
!i

vi

	
I Pti D

� P!i

Pvi

	
and wi D

�
ni

fi

	
(11.21)

in which !i and vi are the scalar angular velocity about the axis perpendicular to
the plane of motion, and the two-vector of linear velocity of point Oi of the ith
link, respectively. Accordingly, P!i and Pvi are the time derivatives of !i and vi,
respectively. Also, the scalar, ni, and the two-vector, fi, are the resultant moment
about Oi and the resultant force at Oi, respectively. Moreover, the 3 � 3 matrices,
Mi and Ci, are given as

Mi D
�

Ii �midT
i E

miEdi mi1

	
and Ci D

�
0 0T

� mi!idi O

	
(11.22)

where 1 and O are the 2 � 2 identity and zero matrices, respectively, and 0 is the
two-vector of zeros, and the 2 � 2 matrix, Ē, is defined by

E D
�
0 �1
1 0

	

Upon substitution of the expressions for the scalar, Ii, and the two-vector, midi,
from Eqs. (11.1–11.4), the 3 � 3 matrices, Mi and Ci, of Eq. (11.22) are obtained as
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Mi D

2

6666664

X

j

mijl
2
ij �

X

j

mijlij sin
�
�ij C ˛i

� X

j

mijlij cos
�
�ij C ˛i

�

�
X

j

mijlij cos
�
�ij C ˛i

� X

j

mij 0

X

j

mijlij sin
�
�ij C ˛i

�
0

X

j

mij

3

7777775

Ci D

2

66664
�

0 0 0

!i

X

j

mijlij cos
�
�ij C ˛i

�
0 0

� !i

X

j

mijlij sin
�
�ij C ˛i

�
0 0

3

77775
(11.23)

Equations (11.20) and (11.23) are the equations of motion for the ith link in terms
of its 3p point-mass parameters, namely mij, � ij, and lij, for j D 1, : : : , p. Now, all
or some of the point-mass parameters can be used as design variables based on their
influence on the objective function of an optimization problem.

In some research papers, namely by Lee and Cheng [5] and Wiederrich and Roth
[30], two-point-mass model was considered to represent the mass and inertia of the
links. They assumed that �i1 D 0 and �i2 D �=2, amongst the six parameters mi1,
mi2, � i1, � i2, li1, and li2. The remaining parameters were then considered as design
variables, and used for the optimization of four-bar mechanisms. In three-point-
mass model the following five parameters can be assigned arbitrarily:

�i1 D 0 I �i2 D 2�=3 I �i3 D 4�=3 I and li2 D li3 D li1 (11.24)

The other four parameters, namely mi1, mi2, mi3, and li1, are then treated as the
design variables for each link.

11.2.3 Definition of Shaking Force and Shaking Moment

Figure 11.2 shows n moving links in a multiloop mechanism where the fixed link,
#0, is detached from the other links. The appropriate reaction forces and moments
due to the fixed link are indicated on the moving links to maintain the dynamic
equilibrium.

The shaking force is now defined as the reaction of the vector sum of all the
inertia forces of moving links associated with the mechanism, and the shaking
moment is the reaction of the resultant of the inertia moment and the moment of
the inertia forces [5]. By the above definitions, the shaking force and the shaking
moment with respect to O1, transmitted to the fixed link, are given by
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fsh D �
nX

iD1
f�i (11.25)

nsh D �
nX

iD1



n�i � aT

1;iEf�i
�

(11.26)

where n*
i and f*

i are the inertia moment and the two-vector of inertia force,
respectively, acting at and about the origin, Oi, of the ith link. Moreover, the two-
vector, a1,i, is defined from O1 to the origin of the ith link, as shown in Fig. 11.2.
Substituting the resultant force and moment in terms of the external force and
moment, and the reactions due to the adjoining joints, the force and moment balance
expressions for the ith link are written as

f�i D fe
i C

nX

kD0
fk; i (11.27)

n�i D ne
i C

nX

kD0



nk; i � aT

i;kEfk; i

�
(11.28)

where fk, i and nk, i are the bearing reaction force and moment on the ith link by the
kth link, respectively. Note that fk; i D 0 and nk; i D 0 if kth link is not directly
connected to the ith link. Furthermore, fe

i and ne
i are the external force and moment

acting at and about the origin, Oi, respectively. Note that the origin for the ith link
is defined at the joint where it is coupled with previous link, whereas vector, ai, k, is
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defined from the origin of the ith link to the joint where the kth link is connected.
Upon substitution of Eqs. (11.27 and 11.28) into Eqs. (11.25 and 11.26), the shaking
force and the shaking moment with respect to O1 transmitted to the fixed link, #0,
are obtained as

fsh D �
nfX

jD1
f0;j �

nX

iD1
fe
i (11.29)

nsh D �
nfX

jD1



n0;j � aT

1;jEf0; j
�

�
nX

iD1



ne

i � aT
1;iEfe

i

�
(11.30)

where f0, j represents the reaction force on the jth link by the fixed link, for j D 1,
: : : , nf, nf being the number of links connected to the fixed link. Hence, using Eqs.
(11.29 and 11.30), the computation of the reactions at all the joints is not necessary
to compute the shaking force and shaking moment. Note that the dynamic quantities,
e.g., the shaking force, shaking moment, and bearing reactions, have different units
and magnitudes. In order to harmonize them, the force and moment are normalized
as [32]

f D jfj = �mo
mam!

2
in

�
(11.31)

n D n=
�
mo

ma2m!
2
in

�
(11.32)

where am and mo
m are the length and mass of the reference link for the normalization,

whereas !in is any input angular velocity. Superscript “o” is used for those parame-
ters of the original mechanism, which will be changing during the optimization.

11.2.4 Optimality Criterion

There are many possible criteria by which the shaking force and shaking moment
transmitted to the fixed link of the mechanism can be minimized. For example,
one criterion could be based on the RMS values of the shaking force, shaking
moment, and required driving torque for a given motion, and/or the combination
of these. Besides the RMS values, there are other ways to specify the dynamic
quantities also, namely by the maximum values, by the amplitude of the specified
harmonics, or by the amplitudes at certain point during the motion cycle. Here, the
RMS value is preferred over others as it gives equal emphasis on the results of every
time instances, and every harmonic component. The RMS values of the normalized
shaking force, f sh, and the normalized shaking moment, nsh, at ı discrete positions
of the mechanism are defined as
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Qfsh D
rX

f
2

sh=ıI and Qnsh D
rX

n2sh=ı (11.33)

where Qfsh and ñsh are the RMS values of the normalized shaking force and the
normalized shaking moment, respectively. Considering the RMS values, Qfsh and ñsh,
an optimality criterion can be posed as

z D w1Qfsh C w2 Qnsh (11.34)

where w1 and w2 are the weighting factors whose values may vary depending on
an application. For example, w1 D 1.0 and w2 D 0 if the objective is to minimize
the shaking force only. The design variables and constraints depend upon whether
the balancing is done through the redistribution of link masses or counterweighting
the links.

11.2.4.1 Mass Redistribution Method

Consider a mechanism having n moving links, i.e., i D 1, : : : , n, and each link is
modeled by a system of p equimomental point masses; then the 3p-vector of point-
mass parameters for the ith link is defined as

xi D �
mi1 : : : mip li1 : : : lip �i1 : : : �ip

�T
(11.35)

Accordingly, the 3np-vector of the point-mass parameters for the whole mechanism
is given by

x D �
xT

i : : : xT
n

�T
(11.36)

If three-point-mass model is used then the dimensions of the vectors, xi and x, are
9 and 9n, respectively. If five parameters per link are assigned arbitrarily according
to Eq. (11.24), the remaining four parameters, namely mi1, mi2, mi3, and li1, per link
can be treated as the design variables (DV). Finally the 4n-vector, x, of the DVs
using three-point-mass model is defined as

x D Œm11; m12; m13; l11; : : : ; mn1; mn2; mn3; ln1�
T (11.37)

The constraints on the DVs depend on the allowable minimum and maximum
values of the DVs, say, mass and inertia, etc. The minimum mass, mi,min, of the
ith link and its mass distribution can be decided by the strength of its material.
Furthermore, the maximum mass, mi,max, can be taken into account according to
what extent the shaking force and shaking moment are eliminated. Similarly, the
limits on parameters, li1, can be determined based on the limiting values of the
moment of inertia. The optimization problem is finally posed as
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Minimize z .x/ D w1Qfsh C w2 Qnsh .single objective/ OR

Minimize z .x/ D �Qfsh; Qnsh
�
.multi-objective/ (11.38a)

Subject to mi;min � mi � mi;max (11.38b)

li1;min � li1 � li1;max (11.38c)

di;min � di � di;max (11.38d)

mid
2
i � Ii (11.38e)

for i D 1, : : : , n, where mi,min, mi,max, li1,min, and li1,max are the lower and upper
bounds on mi and li1, respectively, and mi D mi1 C mi2 C mi3. The feasibility of the
mass center location and the moment of inertia of the ith link can be achieved using
constraints, Eqs. (11.38d and 11.38e), where Ii D Ic

i C mid2i , which implies that the
term mid2

i must be less than or equal to the moment of inertia, Ii.

11.2.4.2 Counterweighting Method

In the case of counterweight balancing, counterweights are attached to the moving
links such that the shaking force and shaking moment transmitted to the frame of
the mechanism are minimum. Assume that the counterweight of mass, mb

i , with its
mass center location,

�
xb

i ; yb
i

�
, is attached to the ith link as shown in Fig. 11.3a.

The equimomental system of the resulting link is shown in Fig. 11.3b, where it
is assumed that the point masses of the counterweight mass, mb

ij, are placed at the
location of the point masses of original link, mo

ij. Then the counterweight mass, its
mass center location, and inertia are defined as

mb
i D

3X

jD1
mb

ij (11.39)

mb
i db

i D
3X

jD1
mb

ijl
o
ij (11.40)

Ib
i D

3X

jD1
mb

ij



loij
�
2 (11.41)
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Fig. 11.3 Counterweight
balancing. (a) Counterweight
to the ith link,
(b) equimomental point
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Now, for a mechanism having n moving links, the 3n-vector of the design
variables, xb, is

xb D
h
mb
1

T
; : : : ; mb

n
T
iT

(11.42)

where the three-vector, mb
i , is as follows:

mb
i D �

mb
i1 mb

i2 mb
i3

�T
; for i D 1; : : : ; n

Note that mb
ij is the jth point mass of the counterweight attached to the ith link. The

minimum and maximum mass of counterweight, mb
i,min and mb

i,max, their locations,
and the moment of inertia depend on an application. However, the counterweight
balancing problem is stated to determine the mass, mb

i , its mass center location,�
xb

i ; yb
i

�
, and the inertia, Ib

i , such that the combined effect of shaking force and
shaking moment is going to be minimum; that is,
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Table 11.1 Definition of normalized parameters

aij D
ˇ̌
aij

ˇ̌
=am Normalized distance between joints i and j

di D jdij =am Normalized distance of the mass center
mi D mi=mo

m Normalized mass of the ith link
Ii D Ii=

�
mo

ma2m
�

Normalized moment of inertia of the ith link

The variables, am and mo
m, are defined after Eq. (11.32)

Minimize z
�
xb� D w1Qfsh C w2 Qnsh (11.43a)

Subject to mb
i;min � mb

i � mb
i;max (11.43b)

db
i;min � db

i � db
i;max (11.43c)

mb
i

�
db

i

�2 � Ib
i (11.43d)

for i D 1, : : : , n, where db
i D

q
xb

i
2 C yb

i
2
. Similar to the constraints in the mass

redistribution method, the mass center location and the moment of inertia of the
counterweight attached to the ith link are constraints using inequalities of Eqs.
(11.43c and 11.43d), respectively.

The optimization methodology using either the mass redistribution or counter-
weight methods is summarized in the following steps:

1. To harmonize the values of the link parameters, the parameters of the unbalanced
mechanism are made dimensionless as explained in Table 11.1.

2. Given mass, its mass center location, and the inertia of each link: mi, xi, yi, Ii,
of the normalized unbalanced mechanism, find the set of equimomental point
masses for each rigid link.

3. Define design variable for the mechanism having n moving links, as in Eqs.
(11.37) and (11.42), for the redistribution and counterweight balancing methods,
respectively.

4. Define objective function and constraints on the link masses and inertias,
i.e., Eqs. (11.38a–11.38e) or (11.43a–11.43d), where the normalized shaking
force and shaking moment are defined according to Eqs. (11.31) and (11.32),
respectively. For the normalized mechanism operating at !in D 1 rad=s, the
shaking force and shaking moment are the normalized shaking force and shaking
moment.

5. Solve the optimization problem posed in the above step (4) using any standard
optimization solver, say, the optimization toolbox of MATLAB [33]. The
optimization process can be started with the parameters of the given unbalanced
mechanism as the initial design vector.

6. From the optimized parameters, m*
i1, m*

i2, m*
i3, l*i1, in redistribution method,

the optimized mass, m*
i , the location of the mass center, (x�i ; y�i ), and the
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inertia of each link, I*
i , of the balanced mechanism are determined using the

equimomental conditions, i.e., Eqs. (11.1–11.4). Similarly, in counterweight
method the optimized total mass, mb *

i , the location of the mass center (xb�
i ; yb�

i ),
and the inertia of counterweight attached to each link, Ib *

i , of the balanced
mechanism are determined using the equimomental conditions, i.e., Eqs. (11.39–
11.41), from optimized point masses, mb *

i1 , mb *
i2 , and mb *

i3 .
7. Actual values of link masses or counterweights, their mass center location, and

moments of inertia are obtained by multiplying the optimized values with the
corresponding normalizing factors, namely mo

m, am, and mo
ma2

m, respectively.

11.3 Numerical Examples

In this section, the effectiveness of the optimization methodology is shown by
applying it to some planar mechanisms. The balancing problems can be framed
as single-objective or multi-objective optimization problems to simultaneously
minimize the shaking force and shaking moment. To solve these problems using
conventional optimization algorithms, “fmincon” function in Optimization Toolbox
of MATLAB is used. Alternatively, the genetic algorithm is also used as solver. Two
functions “ga” and “gamultiobj” in Genetic Algorithm and Direct Search Toolbox of
MATLAB are used for this purpose. It was observed that GA produces better results
as compared to conventional optimization algorithms.

11.3.1 Planar Four-Bar Mechanism

A numerical example of standard four-bar mechanism [5, 31, 34] is solved using
the methodology developed in this chapter. The minimization of inertia forces is
obtained by redistributing the link masses [35]. The parameters of standard and
balanced mechanisms are shown in Table 11.2 whereas the variation of shaking
force, shaking moment, and driving torque for complete cycle is shown in Figs. 11.4
and 11.5.

Table 11.2 Dimensionless parameters of standard and balanced mechanism

Standard mechanism Balanced mechanism

Link Length ai Mass mi

Moment of
inertia I c

i;zz di � i Mass mi

Moment of
inertia I c

i;zz di � i

1 1 1.0000 0.3300 0.5 0 2.0725 6.9383 0.6688 187.50
2 2 1.1597 1.0186 1.0 0 1.4979 0.5688 0.2685 309.25
3 3 1.4399 2.2880 1.5 0 1.9095 1.3829 0.3630 098.86
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Fig. 11.4 Variations of shaking force and shaking moment for complete cycle

Fig. 11.5 Variations of
driving torque for complete
cycle
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Two different approaches were used to solve this multi-objective optimization
problem using GA. In a priori approach, a composite objective function is formed
using equal weighting factors to both the objectives, i.e., shaking force and shaking
moment as explained in Eq. (11.34). As the shaking force and the shaking moment
are of different units, these quantities are made dimensionless with respect to the
parameters of the driving link for adding them in a composite objective function for
which the results are shown in Table 11.3. The values in the parenthesis denote the
percentage increment/decrement with respect to the corresponding RMS values of
the standard mechanism.

For the given problem, the genetic algorithm produced better results as compared
to the results obtained using conventional optimization technique. With equal
weighting to shaking force and shaking moment, about 96 %, 89 %, and 84 %
reductions are achieved in shaking force, shaking moment, and driving torque,
respectively.

In posterior approach, a set of optimal solutions, known as Pareto front, is found
by considering both the objectives separately. Each solution in the Pareto front is
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Table 11.3 RMS values of dynamic quantities of standard and optimized mechanisms

RMS values of dimensionless dynamic quantities
Balancing method Shaking force Shaking moment Driving torque

Standard mechanism 2.0582 1.1593 0.8613
Conventional algorithm [31]
w1D 0.5; w2D 0.5

3.78� 10�6 (�100) 0.1882 (�84) 0.2051 (�76)

Genetic algorithm w1D 0.5;
w2D 0.5

0.0868 (�96) 0.1233 (�89) 0.1398 (�84)
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Fig. 11.6 Pareto front for four-bar mechanism problem

an optimum solution as no single solution minimizes both the objectives when
compared to other solutions in the set (Fig. 11.6). The results obtained using two
approaches are also compared in Fig. 11.6.

11.3.2 Planar Slider-Crank Mechanism

The optimization method presented in this chapter can be effectively used to balance
the mechanisms having revolute and prismatic joints while most of the methods
available in the literature are for the mechanisms with revolute joints only. A
slider-crank mechanism is balanced here by optimally distributing the link masses
[36] while a cam mechanism with counterweight was used to balance the same
mechanism in [37].
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Table 11.4 Dimensionless parameters of standard and balanced slider-crank mechanism

Standard mechanism Balanced mechanism

Link Length ai Mass mi

Moment of
inertia I c

i;zz di � i Mass mi

Moment of
inertia I c

i;zz di � i

1 1.0000 1.0 0.1759 0.5000 0 1.5226 2.5204 1.6171 171.94
2 1.4623 1.5 0.8210 0.7329 0 1.5015 0.4222 0.1842 357.65
3 – 2.0 – – 0 2.0011 – 0.3750 269.12
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Fig. 11.7 Variations of shaking force and shaking moment for different cases

Table 11.5 RMS values of
dynamic quantities of
normalized standard and
optimized mechanisms

Balancing method Shaking force Shaking moment

Standard mechanism 3.6877 1.0047
Conventional algorithm 2.9132 (�21) 0.1883 (�81)
Genetic algorithm 2.0051 (�46) 0.0105 (�99)

The problem is considered here to balance it using optimization procedure
described in the chapter. The parameters of standard and balanced slider-crank
mechanisms are shown in Table 11.4 whereas Fig. 11.7 shows the variation of
shaking force and shaking moment over the complete cycle.

The results corresponding to different combinations of the weighting factors
using conventional optimization algorithm are shown in Fig. 11.7. The case 1 is
complete shaking force balancing in which the RMS value of shaking moment
increases to four times that of the unbalanced mechanism. Similarly, in case 3,
shaking force increases while shaking moment reduces substantially. Reductions
in both the quantities occur in case 2, in which equal weights are assigned to them.

Then the same problem is solved using GA with equal weighting factors for
both the quantities. The comparison of the original RMS values with the optimum
RMS values of the shaking force and shaking moment obtained using conventional
and genetic algorithm is presented in Table 11.5 and Fig. 11.8. The optimized link
parameters are then found by using the equimomental conditions corresponding to
GA solution and shown in Table 11.4.
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Fig. 11.8 Variations in shaking force and shaking moment for complete cycle

Note that the reductions of 21 % and 81 % in the RMS values of shaking force
and shaking moment, respectively, are achieved in the conventional method. The
application of the genetic algorithm results in reduction of 46 % and 99 % in the
shaking force and shaking moment, respectively. The moment of inertia of slider
about CG doesn’t affect the values of shaking force and shaking moment and hence
it is not provided in Table 11.4.

11.3.3 Planar Six-Bar Mechanism

The optimization methodology can also be used to minimize the shaking force and
shaking moment in multiloop planar mechanisms. A Stephenson six-bar mechanism
[12] shown in Fig. 11.9 is optimally balanced using counterweighting method [38].
First, the force balancing is achieved by optimizing the point-mass parameters
of the counterweights. Next, the balancing problem is formulated as a multi-
objective optimization problem which minimizes the shaking force and shaking
moment simultaneously. The parameters of original unbalanced Stephenson six-
bar mechanism are given in Table 11.6 whereas Fig. 11.10 shows the variation of
shaking force and shaking moment over the complete cycle.

The kinematic simulation was carried out using the MotionView and Motion-
Solve of Altair HyperWorks 11.0 software [39]. For the problem considered, the
standard and optimized values of the shaking force and shaking moment for different
combinations of weighting factors using conventional optimization algorithm are
presented in Table 11.7 and shown in Fig. 11.10.

For only the shaking force balancing case, results show 63.87 % reduction in the
shaking force whereas 190.93 % increment in shaking moment occurred. For only
the shaking moment balancing case, reduction of 39 % was found in the shaking
moment while the shaking force is increased by 127 %. These two cases support the
fact that the reduction in one dynamic quantity increases the other. Thus a trade-off
is necessary to reduce both the shaking force and shaking moment. To reduce both
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Fig. 11.9 Stephenson six-bar mechanism

Table 11.6 Parameters of unbalanced Stephenson six-bar mechanism

Link i 1 2 3 4 5 6

ai (m) 0.0559 0.1206 0:0032 0:1397 0.0444 0:1238

bi (m) 0.0584 – 0:0030 – – –
� i (deg) 6 – 16 – – –
� i (deg) 3 0 5 19 0 11

di (m) 0.0286 0.0630 0:0031 0:0836 0.0197 –
mi (kg) 0.0608 0.0825 0:0757 0:1732 0.0395 –
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Fig. 11.10 Variations in shaking force and shaking moment for complete cycle
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Table 11.7 RMS values of shaking force and shaking moment in Stephenson six-bar
mechanism

Shaking force Shaking moment

Original value 0.0450 3.7332
Only shaking force
Case (1) w1D 1.0; w2D 0.0

0.0164 (�63.87 %) 10.8610 (C190.93 %)

Both shaking force and shaking moment
Case (2) w1D 0.5; w2D 0.5

0.0192 (�57.7 %) 2.2651 (�39.32 %)

Only shaking moment
Case (3) w1D 0.0; w2D 1.0

0.1031 (C127.09 %) 2.2516 (�39.68 %)
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Fig. 11.11 Pareto front for six-bar mechanism problem

the shaking force and shaking moment simultaneously in the given mechanism, both
the quantities are assigned equal weighting factor value, i.e., 0.5 in the objective
function (Case 2). The result shows 57.7 % and 39 % reduction in the shaking force
and shaking moment, respectively.

The optimum design variables obtained for case 2 are then taken as the
initial population and the genetic algorithm was used to find the solution of this
optimization problem. The genetic algorithm produces multiple optimal solutions
(Pareto front) as shown in Fig. 11.11.

This plot shows the trade-off between the two objective functions, i.e., the
shaking force and shaking moment. Thus it is advantageous to use GA for finding
multiple optimal solutions without running the traditional algorithm many times.
Figure 11.11 shows that the GA results are better than the results obtained using
traditional optimization algorithm. The values of the shaking force and shaking
moment corresponding to the best solution among available Pareto optimal solutions
are given in Table 11.8.
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Table 11.8 Results from GA
algorithm

Shaking force Shaking moment

Original value 0.0450 3.7332
Optimized value 0.0069 (�84 %) 1.1260 (�69.83 %)

Table 11.9 Optimum counterweight parameters using GA algorithm

Counterweights CW 1 CW 2 CW 3 CW 4 CW 5

Mass (kg) 0:3046 0:1124 0:0570 0:0116 0:0144

d (m) 0:0750 0:2318 0:0132 0:3336 0:2209

� (deg) 200:55 250:13 136 144:68 214:21

The counterweight parameters for optimum design variables are calculated using
the equimomental conditions and are presented in Table 11.9.

11.4 Summary

In this chapter, balancing problem of planar mechanisms is formulated as an
optimization problem. The main focus of the chapter is to reduce the shaking force
and shaking moment. The design variables and the constraints on them are identified
by introducing the equimomental system of point masses. Using the equimomental
three point masses, equations of motion are reformulated to determine the shaking
force, shaking moment, and other dynamic quantities. Three planar mechanisms,
namely four-bar, slider-crank, and Stephenson six-bar mechanism, are optimally
balanced using the methodology given in this chapter.
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Chapter 12
Balancing of Planar Mechanisms Having
Imperfect Joints Using Neural Network-Genetic
Algorithm (NN-GA) Approach

Selçuk Erkaya and İbrahim Uzmay

Abstract As a result of design, manufacturing and assembly processes or a wear
effect, clearances are inevitable at the joints of mechanisms. In this study, dynamic
response of mechanism having revolute joints with clearance is investigated. A
four-bar mechanism having two revolute joints with clearance is considered as a
model mechanism. A neural network was used to model several characteristics of
joint clearance. Kinematic and dynamic analyses were achieved using continuous
contact mode between journal and bearing. A genetic algorithm was also used to
determine the appropriate values of design variables for reducing the additional
vibration effects due primarily to the joint clearance. The results show that the
optimum adjusting of suitable design variables gives a certain decrease in shaking
forces and their moments on the mechanism frame.

Keywords Four-bar mechanism • Joint clearance • Shaking force and moment •
Neural-genetic approach • Optimisation

12.1 Introduction

One of the important factors that influence the dynamic stability and the perfor-
mance of mechanisms is the joint clearance [1]. Small clearances in the kinematic
joints of mechanisms are necessary for assembly and mobility. In general, in the case
of dynamic analysis of mechanical systems, the kinematic joints are assumed to be
perfect. Each joint is characterised as perfect adjustments, no wear or deformations,
and no friction. However, the clearances always exist in the kinematic joints and
they are known to be sources for impact forces. These forces not only create
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increased vibration and noise, but also reduce system reliability, stability, life and
precision. So, joint clearances play a significant role in the prediction of kinematic
and dynamic behaviours of mechanisms [2].

Mathematical model of an elastic mechanical joint with clearance was formu-
lated by Dubowsky and Freudenstein, and they derived the dynamic equation of
motion [3, 4]. The developed theory was applied to the determination of the impact
pair’s dynamic response under the various operating conditions. Also, Dubowsky
investigated the dynamic effects of joint clearance in planar mechanisms [5].
A slider-crank mechanism with one joint clearance between crank and connecting
rod connection was considered, and the impact model in link connection was used to
predict the dynamic force and stress amplification due to the presence of clearance.
Furuhashi et al. presented a general approach for the kinematics and dynamics
of mechanism having revolute joints with clearance, using the continuous contact
model assumption [6–9]. The angular directions of joint clearances with respect to
the position of input link were analytically performed using Lagrangian function.
Different number of joints with clearance was considered in their studies, and the
effects of these combinations, all joints with clearance, one, two, or three joints
with clearance, etc., on the dynamic characteristics of systems were investigated
and compared to each other. A literature review concerned with two-dimensional
motion and impact at revolute joints with clearance was presented by Haines [10].
Bengisu et al. described the dynamic behaviour of a four-bar mechanism with a
clearance at any one of its connections using a quasi-static model [11]. Theoretical
and experimental studies were compared and the proposed model was applied
successfully to the similar cases in literature. A procedure for dynamic analysis
of a cam mechanism with bearing clearances, which mainly relied on determining
clearance angles and their derivatives, was introduced to the literature by Osman
et al. [12]. Rhee and Akay investigated dynamic response of a revolute joint
with clearance [13]. A four-bar mechanism was implemented as an example and
Lagrangian approach was used to model the motion of a rocker-arm pin at the
ground connection. The effect of joint clearance in planar problems without treating
the effect of lubrication was discussed by Xie et al. [14]. Bifurcation diagrams
were used as a tool to investigate the dynamic behaviour of system. Jia et al.
presented both theoretical and experimental study about dynamic behaviour of a
slider-crank mechanism with clearance [15]. Effects of different clearance size and
driving speed on the model mechanism’s characteristics were investigated. Dynamic
response of mechanisms and machines with revolute joint clearance was presented
by Schwab et al. [16]. Mechanical system was modelled rigid or elastic bodies, and
a comparison was made between several continuous contact force models and an
impact model. Also, a procedure was introduced to estimate the maximum contact
force during impact. Feng et al. analysed the joint forces of planar linkage with joint
clearance and presented a new optimisation method, which is based on optimising
mass distribution of links to decrease the change of joint forces [17]. A four-bar
mechanism with joint clearances was employed as an example, and Lagrangian
mechanic was used to derive the motion equation of model mechanism. Bauchau
and Rodrigez investigated the effects of clearance and lubrication for revolute
and spherical joints [18]. Formulation was developed within the framework of
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energy-preserving and decaying time integration schemes that provide uncon-
ditional stability for nonlinear, flexible multibody systems. The efficiency and
accuracy of the proposed approach were verified by numerical examples. Flores
et al. presented dynamic analysis of planar multibody systems with revolute joint
clearances, including dry contact and lubricant effects [2]. Slider-crank mechanism
with joint clearance between connecting rod and piston connection was used to dis-
cuss the assumption and the adopted procedures. Orden presented a methodology for
the study of typical smooth joint clearance in multibody systems [19]. Advantage of
the proposed method was proved, and some numerical applications were presented
to show the stability of the proposed method especially in long-term simulations
with relatively large time step size. The effects of joint clearances on mechanism
path generation and transmission quality were investigated by Erkaya and Uzmay
[20–22]. Four-bar and slider-crank mechanisms having joints with clearance were
considered as model mechanisms, and an optimisation procedure was proposed to
decrease the deviations of path generation and transmission angle. Khemili and
Romdhane studied dynamic behaviour of a planar flexible slider-crank mechanism
with clearance [23]. Simulation and experimental tests were carried out for this goal.
For the simulation tests, model mechanism was made under the software ADAMS.
A contact model based on the so-called impact function was used. An experimental
set-up was designed and built to achieve some experimental validations. The results
showed that in the presence of clearance, the mechanism responses were greatly
influenced, and the coupler flexibility had a role of suspension for the mechanism.
Flores developed a methodology for studying and quantifying the wear phenomenon
in revolute clearance joints [24]. A simple model for a revolute joint in the
framework of multibody system formulation was presented. Contact forces were
based on a continuous contact force model, and friction effects due to the contact in
the joints were also represented. A simple planar multibody mechanical system was
used to perform numerical simulations.

In this study, dynamic response of mechanism having revolute joints with
clearance is investigated. A four-bar (4R) mechanism whose two joints have
clearances is considered as a model mechanism. In the first stage, characteristics of
joint clearances, such as the magnitude of eccentricity vectors and angular directions
of them, are defined using the neural network as a function of input variable,
and then kinematic and dynamic analyses of the model mechanism are effected.
Optimum adjusting of design variables for reducing the additional vibrations due
primarily to the joint clearances on the mechanism frame is also performed using
the genetic algorithm.

12.2 Four-Bar Mechanism

A planar four-bar mechanism, as shown in Fig. 12.1, is considered as an example to
investigate the effects of clearances at joints between crank and coupler links, and
between coupler and follower links on the dynamic response of the mechanism.
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Fig. 12.1 Four-bar mechanism with clearance, schematic representation (a), vector representa-
tion (b)

Table 12.1 Parameters of
the four-bar mechanism
having joints with clearance

Link L (mm) m (kg) IG (kg m2)

Fixed 800 – –
Crank 250 1,405 1.32� 10�2

Coupler 750 2,866 0.157
Follower 450 2,107 5.392� 10�2

Link parameters of the four-bar mechanism are given in Table 12.1.

12.2.1 Modelling of Joint Clearance

The existence of clearances at the joints of mechanical systems is inevitable.
A definite clearance for the joints between the links of mechanical systems is
necessary to allow the relative motion of the connected links, as well as to permit
the assemblage of the mechanical systems [2].

In this study, it is assumed that the adjacent mechanism links are connected to
each other by revolute joints. Joint clearance, as shown in Fig. 12.2a, can be defined
as the difference between journal and bearing radii, and it is modelled as a virtual,
massless link.

The magnitude of the clearance vector represents the relative displacement of
journal center to the bearing center. If the friction is negligible, the direction of the
clearance vector coincides with the normal direction of the collision plane. When
the continuous contact mode between journal and bearing at a joint is occurred,
the clearance vector is equal to the difference between journal and bearing radii.
But, this assumption is not valid during the whole mechanism motion due primarily
to the relative penetration or free-flight mode, in which the journal moves freely
inside the bearing without contact [25]. As a natural result, these phenomena change
the magnitudes of the relevant clearance vectors. In the presence of clearance at
a revolute joint, the two kinematic constraints lost, and two degrees of freedom
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Fig. 12.2 (a) Equivalent clearance link, (b) direction of joint force

consisting of the horizontal and vertical displacement of the journal center relative
to bearing center are added to the mechanism motion. These movements may lead to
uncertainties in the motion of mechanism. So, additional constraints are necessary
to analyse the kinematics of system.

12.2.2 Kinematic and Dynamic Analyses of the Model
Mechanism Having Joints with Clearance

Kinematic analysis of the model mechanism comprises determining of displace-
ments, velocities and accelerations of the mass centers of moving links. Loop-
closure equation from the vector representation of the mechanism in Fig. 12.1b is
given as

L2 ei�2 C r2 ei�2 C L3 ei� c
3 � L1 ei�1 � L4 ei� c

4 � r3 ei�3 D 0 (12.1)

where Li denote the lengths of corresponding links, rj denote the clearance values,
� j denote the angular directions of joint clearances and the superscript c denotes the
“value with clearances”. By separating Eq. (12.1) into its real and imaginary parts
and using trigonometric relations, angular positions of coupler and follower links
are given in the following form:

� c
3

D 2tan�1
�
� B

2A
˙ 1

2A

�
B2 � 4AC

�1=2
	

(12.2)
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� c
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D cos�1
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1

L4
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L2 cos �2 C r2 cos �2 C L3 cos � c

3
� L1 cos �1 � r3 cos �3

�	

(12.3)

where A, B and C are given as follows:

A D �2r2L3 cos �2 � 2L2L3 cos �2 C 2L3r3 cos �3 C 2L3L1 cos �1 C 2r3L1 cos .�3 � �1/

C 2L2r2 cos .�2 � �2/ � 2L2L1 cos .�2 � �1/ � L24 C L22 C r22 C L23 C r23 C L21

� 2L2r3 cos .�2 � �3/ � 2r2r3 cos .�2 � �3/ � 2r2L1 cos .�2 � �1/

B D 4r2L3 sin �2 C 4L2L3 sin �2 � 4L3r3 sin �3 � 4L3L1 sin �1

C D 2r2L3 cos �2 C 2L2L3 cos �2 � 2L3r3 cos �3 � 2L3L1 cos �1 C 2r3L1 cos .�3 � �1/

C 2L2r2 cos .�2 � �2/ � 2L2L1 cos .�2 � �1/ � L24 C L22 C r22 C L23 C r23 C L21

� 2L2r3 cos .�2 � �3/ � 2r2r3 cos .�2 � �3/ � 2r2L1 cos .�2 � �1/ (12.4)

The positions of the moving links relative to the crank pivot (Ao) are given in the
following form:
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(12.5)

where K2, K3 and K4 are used to designate the gravity centers. Time derivatives of
the positions yield the mass center velocities and accelerations, respectively:
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where P�2 and R�2 denote the angular velocity and acceleration of the input link,
respectively. i denotes the number of the moving links (i D 2, 3, 4), j denotes the
number of the joint clearances and P� and R� denote the velocity and acceleration val-
ues of corresponding parameters, respectively. Angular velocities and accelerations
of coupler and follower links with clearances are given in the following form:
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Dynamic analysis of the model mechanism provides to define the joint forces
and output torque as a function of input link’s position. Assuming that the input
link rotated at a constant speed as a result of a power input, dynamic force analysis
was carried out considering the inertial effects of the links for determining the joint
forces and output torque. When journal and bearing are in contact, a joint force
occurs, and in the absence of friction, as shown in Fig. 12.2b, its direction coincides
with the normal direction of the collision plane. The contact force is supposed
to be a spring-damper element. If this element is linear, the approach is known
as the Kelvin-Voigt model. When the relation is nonlinear, the model is generally
based on the Hertz contact law [2, 26]. In the case of unlubricated joint, Hertzian
contact force model is an appropriate choice [16]. This model was considered in
this study, and dynamic modelling with contact-impact definition was implemented
for the simulation purpose [23, 27, 28]. In the case of the dynamic analysis of
mechanism, the continuous contact between journal and bearing was assumed, and
the equilibrium conditions of the links, as shown in Fig. 12.3, were investigated
considering the input torque and the relevant inertial effects separately.
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Fig. 12.3 Representation of joint forces

As well known, the inertia force is the vector sum of the joint forces acted on the
mechanism links, and the inertia moment is the vector sum of the moments of those
forces about any point. As seen from Fig. 12.3, equilibrium conditions of each link
are given, respectively:

Fi.iC1/x C F.iC2/.iC1/x C ��m.iC1/ RxG.iC1/

� D 0 (12.10)

Fi.iC1/y C F.iC2/.iC1/y C


�m.iC1/ RyG.iC1/

� m.iC1/g
�

D 0 (12.11)

X
MG.iC1/

� IG.iC1/
R� .iC1/ D 0 (12.12)

where Fi.iC1/x denote the joint forces, exerted on link (i C 1) from link i. All the joint
forces and output torque, obtained by superposition of the input torque and inertial
effects of each link, are defined in the following form:

X
Fi.iC1/x D FI

i.iC1/x C FII
i.iC1/x C FIII

i.iC1/x C FIV
i.iC1/x (12.13)

X
Fi.iC1/y D FI

i.iC1/y C FII
i.iC1/y C FIII

i.iC1/y C FIV
i.iC1/y (12.14)

X
Tout D TI

out C TII
out C TIII

out C TIV
out (12.15)

where the superscripts I, II, III and IV denote such active effects as input torque
and inertial characteristics of second, third and fourth links at the related joint,
respectively. The design algorithm used in this study aims at minimising the shaking
forces and their moments at the main supports. Therefore, these forces and the
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relevant moment can be defined as

X
Fshx D

X
F41x C

X
F21x (12.16)

X
Fshy D

X
F41y C

X
F21y (12.17)

Msh D L1 sin �1j ˝
X

F41x
i C L1 cos �1i ˝

X
F41y

j (12.18)

where
X

F41 and
X

F21 denote the resultant forces at the joints of follower-frame
and crank-frame, respectively. They comprise the superposed effects of input torque
and inertial characteristics of second, third and fourth links.

12.3 Modelling and Optimisation Process

In this stage, a multilayered feedforward NN structure, in which the input signals
propagate through the network from the input layer onwards to the output layer in a
feedforward manner [29], was used for modelling the clearance vector and angular
position of its direction with respect to the input position during the mechanism
motion. The proposed NN structure consists of one input and output layer with one
linear neuron and also eight hidden layers, which consist of 15 nonlinear neurons
in each hidden layer. The neural network toolbox of MATLAB was used to develop
the proposed neural model [30]. Tangent sigmoid activation function was used in
nonlinear neurons as follows:

Tansig.x/ D 2

1C e�2x
� 1 (12.19)

The values of the training and testing data were normalised between 0 and 1.
Levenberg–Marquardt (LM) back-propagation algorithm, which is a supervised
learning method, was performed to update the weights of the neural model until
a reasonable mean square error (MSE) value was achieved. In order to specify
network accuracy in predicting the system outputs, designed network was tested
in responses to inputs which were not used in the training step. After modelling
of equivalent clearances and directions of joint clearances, genetic algorithm (GA)
approach was used to solve the optimisation problem for making the dynamic
performance of mechanism better, and it was performed on genetic algorithm
toolbox of MATLAB. In the genetic algorithm approach, stochastic uniform was
applied as selection function for choosing the next generation, and the crossover
probability was adjusted as 0.8. As well known, balancing the shaking forces and
their moments is very important for improving the dynamic performance of the
mechanisms [31]. So, shaking force and moment fluctuations can be considered as
an objective function in genetic algorithm approach. In the case of complete shaking
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force and moment balancing, it is aimed to close their fluctuations to the zero during
the one cycle of mechanism. In this study, complete shaking force and moment
balancing are not considered. It is only considered to reduce the additional effect of
the joint clearance on the shaking force and moment in mechanism. The developed
objective function is given as follows:

MinimizeF .X/ D W1

sX

nD1

�

Fd

shxn
� Fa

shxn

�2 C



Fd
shyn

� Fa
shyn

�2	

C W2

sX

nD1

�
Md

shn
� Ma

shn

�2

Subject to gk .X/ � 0

xmin
r � xr � xmax

r

xr 2 X

(12.20)

where W1 and W2 are weighting factors, and s is the number of the considered
points during the one cycle of crank. The superscripts d and a denote the desired
(without clearance) and actual (with clearance) mechanisms, respectively. gk are
the constraints arising from the condition that satisfies the crank-rocker motion.
The error in objective function is minimised provided that the generated solution
satisfies a set of constraints. These constraints are necessary to have a functional
mechanism, although they increase solution complexity. X is a vector comprising
the independent design variables (xr). xmin and xmax determine the range of each
design variable. These variables consist of link lengths (Li), structural angles (�i)
and structural parameters (Ki). The values of the weighting factors in Eq. (12.20)
are generally chosen according to the relative importance of the relevant terms
[21, 32]. Sometimes the relative importance of the terms is not obvious, and to
make the decision on choosing the weighting factor values is difficult. Both training
of network and solving of optimisation problem using genetic algorithm were
performed on a PIV processor with a CPU speed of 3.2 MHz and 1,024 Mb Ram.
The neural-genetic approach for determining of unmodelled joint parameters and
solving the optimisation problem is given in Fig. 12.4.

As shown, the first step of this scheme consists of neural network approach for
modelling the clearance values and their directions as a function of position variable
of input link, and the second step is constituted by using the genetic algorithm
approach. In that step, an error-based objective function is used for making the
dynamic performance of the original mechanism better by adjusting the appropriate
values of design variables.
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Fig. 12.4 Schematic representation of neural-genetic approach

12.4 Results

In this study, dynamic analysis of a four-bar mechanism having two revolute joints
with clearance was implemented. The joint clearance, which is the difference
between the journal and bearing radii at each joint, was taken to be 0.5 mm [16].
All the links in mechanism were assumed to be rigid, the running speed of the input
link was considered as 600 rpm and the time step for the numerical solution was
arranged as 0.00005 s. In the original mechanism, it was assumed that the mass
centers of links were in the midpoint of corresponding links, and gravity effect
results in a contact between journal and bearing at the joint connections in the
beginning of simulation. A feedforward neural network was used to model the
clearance vectors and its angular characteristics as a function of input variable.
Training and testing data for neural network were obtained during the stationary
phase of the simulation process [16]. Each parameter was modelled separately by
using the same NN structure, and the successful training of the network weights was
achieved at the different iteration numbers. Also, a genetic algorithm was used to
adjust the design variables for reducing the additional vibration effects due primarily
to the joint clearance. The variations of the clearance vectors with respect to the
input variable are given in Fig. 12.5.

As seen from NN results in this figure, there is a good approximation; that is,
the deviations between NN and simulation results for each clearance vector are
minimum. The trajectories of the journal centers relative to the bearing centers for
each joint with clearance are outlined in Fig. 12.6.

In this figure, solid line designates the joint clearance, which is the difference
between journal and bearing radii, and the dot line denotes the journal center
trajectory inside the bearing for each joint with clearance. As seen from this figure,
the different types of motion between journal and bearing can be clearly observed;
that is, the continuous contact or free-flight modes between journal and bearing
occur. Since the contact mode is naturally affected by the previous joint clearance,
the free-flight mode at joint 3 occurs at a much more rate than that of joint 2.
The kinematic contribution of the previous joint clearance is superposed to the
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a b c

Fig. 12.5 Clearance vector variations

0.35

Fig. 12.6 Trajectories of the journal centers inside the bearings

kinematics of the successive joint. The obtained results are in line with the proposed
results in the literature [2]. Training histories of NN for the clearance vectors and
time derivatives are given in Fig. 12.7.

During the NN training, the reasonable stopping criterion was considered as
1 � 10�9 mean square of the error for modelling each joint parameter. This error
is acceptable for modelling the equivalent clearances and the directions of the joint
clearances as a function of input variable. For the proposed NN model, this was
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Fig. 12.7 Training histories of clearance vector

achieved at 12679, 15138, 14316, 19436, 13024, 24873, 13628 and 28486 iterations
for r2, r3, �2, �3, P�2, P�3, R�2 and R�3, respectively. Also, it is concluded that these
values are successful reflections of the proposed NN structure for determining
of unmodelled parameters at joints with clearance. Shaking forces in x- and
y-directions, transmitted to the frame, are given in Fig. 12.8.

The extreme values for the force variations are originated from higher values of
the contact force acting only during a small time interval of contact. The variation
of shaking moment is also given in Fig. 12.9.

The values of design parameters, obtained as a result of optimisation, are outlined
in Table 12.2.

Also, the original and final values of objective function are given as 1.6 � 109

and 2.7 � 108, respectively. The reason for these high values in objective function is
mainly originated from the peak values at the related force and moment statements
during a small time interval. By determining the optimum design parameters using
genetic algorithm, the shaking forces and their moment for actual and optimised
mechanisms are given in Figs. 12.10 and 12.11, respectively.
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Fig. 12.8 Shaking forces

As shown in relevant figures, the extreme values of the force and moment
decrease and the fluctuations of these forces and moments for the optimised
mechanism are closer to zero rather than those of the actual mechanism. Appropriate
design parameters, determined by using the proposed optimisation algorithm, cause
the shaking forces in x- and y-directions to decrease by 69.24 % and 75.85 %,
respectively. Also, the shaking moment decreases in proportion as 77.51 %. The
decreases at forces being obtained are bigger than those of Feng et al.’s study [17].
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Fig. 12.9 Shaking moment

12.5 Conclusion

In this study, in order to determine the effects of joint clearance on dynamic
response of mechanism, the joints with clearance at the contact points as known
crank-coupler connection and coupler-follower connection were considered. The
variations of the clearance vectors were studied for the stationary running phase of
the mechanism. The design parameters for the joints with clearances were modelled
by using a multilayered feedforward NN, and these model characteristics were used
for analysing and optimising of the mechanism.

Although the kinematic and dynamic responses of the mechanism having no
clearance show a periodic character, in the presence of joint clearance, these
responses approximately happen as a non-periodic behaviour. Higher accelerations
in the mechanism with clearances cause the inertial forces of the links to increase.
The higher values of the contact force acting only during a small time interval
constitute extreme values for the force and its moment variations. These effects not
only cause the vibration and noise, but also reduce the system reliability, stability,
life and precision. By using the proposed optimisation strategy, the undesired effects
of the joint clearances such as vibration are reduced. As a practical implication, the
proposed optimised values of the design variables lead to a reduction of vibration
causing the dynamic performance to be worse. The proposed modelling and
optimisation strategy can be adapted to the similar systems to make the mechanical
working condition better.
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Fig. 12.10 Shaking forces in actual and optimised mechanisms

Fig. 12.11 Shaking moments in actual and optimised mechanisms
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Chapter 13
Minimization of Shaking Force and Moment
on a Four-Bar Mechanism Using
Genetic Algorithm

Selçuk Erkaya

Abstract In this study, optimal balancing of a 2D articulated mechanism is
investigated to minimize the shaking force and moment fluctuations. Balancing of a
four-bar mechanism is formulated as an optimization problem. On the other hand,
an objective function based on the subcomponents of shaking force and moment is
constituted, and design variables consisting of kinematic and dynamic parameters
are defined. Genetic algorithm is used to solve the optimization problem under the
appropriate constraints. By using commercial simulation software, optimized values
of design variables are also tested to evaluate the effectiveness of the proposed
optimization process. This work provides a practical method for reducing the
shaking force and moment fluctuations. The results show that both the structure of
objective function and particularly the selection of weighting factors have a crucial
role to obtain the optimum values of design parameters. By adjusting the value of
weighting factor according to the relative sensitivity of the related term, there is
a certain decrease at the shaking force and moment fluctuations. Moreover, these
arrangements also decrease the initiative of mechanism designer on choosing the
values of weighting factors.

Keywords Shaking force and moment • Optimal balancing • Four-bar
mechanism • Genetic algorithm

13.1 Introduction

Since the dynamic performance characteristics such as shaking force, shaking
moment, and input-torque, depend on the mass and inertia of each moving link,
and its mass center location, it is required to optimally distribute the link masses
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for dynamic balancing. Minimization both shaking force and shaking moment
fluctuations is important for improving the mechanism’s fatigue life by reducing
vibration, noise, and wear.

Many machine designers have paid an attention to solve the balancing problems
by using either classical methods or optimal approaches. Assuming that both linear
and rotary inertia, Feng [1] presented a method for the complete shaking force and
moment balancing of eight-bar linkages having only revolute joints. In study of
Ye and Smith [2], a logical extension to the concept of mass flow was developed
in which the effects of inertia moment as well as inertia force of a link were
modeled by equivalent simple links. Li [3] presented sensitivity formulation of
the shaking force and moment for planar articulating mechanisms. The sensitivity
analysis and a robust balancing method, which was sensitive to the processing errors
in manufacture, were presented. Objective function was composed of shaking force
and shaking moment, and the values of weighting factor were selected as equal
to each other. For reducing the shaking force and moment of mechanical presses,
Chiou et al. [4] proposed optimum designs by adding disk counterweights. Two-
phase optimization technique was presented for the multi-objective optimization.
Arakelian and Smith [5] proposed a new solution, considering a pantograph with the
crank and coupler, to the problem of complete shaking force and shaking moment
balancing of linkages. By using counterweights, complete force balancing of planar
linkages was presented by Tepper and Lowen [6]. Esat and Bahai [7] also showed if
a linkage can be fully force balanced using the criterion of Tepper and Lowen, then
it can be fully force and moment balanced using geared counter-inertias. Feng et al.
[8] analyzed the joint forces of planar linkage with joint clearance and presented
a new optimization method, which was based on optimizing mass distribution of
links to decrease the change of joint forces. A critical review of complete shaking
moment balancing was implemented in the study of Kochev [9].

Guo et al. [10] proposed a new mixed mass redistribution method to investigate
the optimum dynamic design. By using genetic algorithms, optimum dynamic
characteristics were obtained more efficiently than the traditional nonlinear opti-
mization techniques. Arakelian et al. [11, 12] presented a solution of the shaking
force and shaking moment balancing of planar and spatial linkages. Arakelian [13]
also formulated the conditions of shaking moment balancing by using the copying
properties of the pantograph linkage and the method of dynamic substitution
of distributed masses by concentrated point masses. Alici and Shirinzadeh [14]
presented optimum dynamic balancing of planar 2-DOF parallel manipulators. By
using an objective function based on the sensitivity analysis of shaking moment with
respect to the position, velocity and acceleration of the links, the dynamic balancing
was formulated as an optimization problem. Chaudhary and Saha [15] proposed a
method based on the maximum recursiveness of the dynamic equations to evaluate
the bearing forces. Balancing problem of four-bar linkages was considered as
an optimization problem, and mass distribution of linkage was embedded in the
constraints to obtain the new linkage. Also, they [16] presented a general mathe-
matical formulation of optimization problem for balancing of planar mechanisms to
improve the dynamic performances. Erkaya and Uzmay [17] investigated dynamic
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behavior of a four-bar mechanism with joint clearances. They used an objective
function based on shaking force and shaking moment. Also, they proposed a Neural-
Genetic (NN-GA) approach to minimize the additional effects of joint clearances
on shaking force and moment under related constraints. By using a novel and
simplified approach, Ilia and Sinatra [18] studied the derivation of design equations
and techniques for the dynamic balancing of a five-bar linkage. Balancing of the
mechanism was formulated and solved as an optimization problem under equality
constraints. Park et al. [19] studied for minimizing the moments excited in a four-
stroke seven-cylinder vehicle engine and reducing the forces transmitted to the
engine mounts. A computer program was developed to predict the excitation forces
and moments.

Former balancing studies, which particularly consider this problem as an opti-
mization problem, have usually chosen the values of weighting factors equal to each
other. This arrangement obviously affects the results of optimization. Furthermore,
the initiative of the mechanism designer has a crucial role on choosing the values of
weighting factors and defining the structure of objective function. The focus of this
study is to present a simple approach to constitute the structure of objective function
for decreasing the shaking force and shaking moment fluctuations. On the other
hand, a simple method is also proposed to reduce the initiative of the mechanism
designer on choosing the values of weighting factors. An objective function based
on the subcomponents of shaking force and shaking moment is constituted. Genetic
algorithm is used for solving the optimization problem. Three case studies are
implemented to show the effectiveness of the proposed approach. This chapter is
organized as follows: Sect. 13.2.1 outlines the kinematics and dynamics of model
mechanism. Optimization process is given in Sect. 13.2.2. Results and conclusions
are summarized in Sects. 13.3 and 13.4, respectively.

13.2 Materials and Methods

13.2.1 Model Mechanism

A four-bar mechanism, which is frequently used in the former balancing problems,
is considered as an example to investigate the effects of shaking force and shaking
moment exerted in the frame (Fig. 13.1).

Kinematic analysis of the model mechanism comprises determining of displace-
ments, velocities and accelerations of moving links. Mass center positions of the
moving links relative to the crank pivot (Ao) are given in the following form,

�
xG2

yG2

	
D AoG2

�
cos .�2 C �2/

sin .�2 C �2/

	
(13.1)
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where Li denote the lengths of corresponding links. xGi and yGi are the displacements
at the x and y directions for mass center of ith moving link, respectively. �3 and �4

define the angular positions of coupler and follower links relative to x direction,
respectively.

�3 D 2tan�1
�
� B

2A
˙ 1

2A

�
B2 � 4AC

�1=2
	

(13.4)

�4 D cos �1
�
1

L4
.L2 cos �2 C L3 cos �3 � L1 cos �1/

	
(13.5)

where A, B and C are given as:

A D 2L3L1 cos �1 � 2L2L3 cos �2 C L21 C L22 C L23 � L24 � 2L2L1 cos .�2 � �1/

B D 4L3 .L2 sin �2 � L1 sin �1/

C D 2L2L3 cos �2 � 2L3L1 cos �1 C L21 C L22 C L23 � L24 � 2L2L1 cos .�2 � �1/
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Mass center velocities and accelerations can also be defined as the time-derivatives
of Eqs. (13.1)–(13.3). Dynamic analysis of the model mechanism provides to define
the joint forces and torque as a function of input link’s position. Dynamic force
analysis was carried out considering the inertial effects of the links for determining
the joint forces and torque. Force analysis for the model mechanism is given in Eq.
(13.6).
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Position vectors from the gravity center of link i to joint j are read from the
Fig. 13.1 as:
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where ˇ2, ˇ3, and ˇ4 define the acute angles for G2AAo, G3BA, and G4BBo,
respectively.

ˇ2 D a cos

 
AG2

2 C L22 � AoG2
2

2AG2L2

!

ˇ3 D a cos

 
BG3

2 C L23 � AG3
2

2BG3L3

!

ˇ4 D a cos

 
BG4

2 C L24 � BoG4
2

2BG4L4

!

According to theorem, the shaking force is considered as the reaction of the
vector sum of all the inertia forces of moving links associated with the mechanism,
and the shaking moment is also the reaction of the resultant of the inertia moment
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and the moment of the inertia forces. The design algorithm used in this study
aims at minimizing the shaking force and shaking moment. Therefore, this force
components and the relevant moment relative to the crank pivot can be defined as;

X
Fshx D F41x C F21x (13.8)

X
Fshy D F41y C F21y (13.9)

Msh D L1 sin �1j ˝ F41x i C L1 cos �1i ˝ F41y j (13.10)

where F41 and F21 denote the forces at the joints of follower–frame and crank–
frame, respectively.

13.2.2 Optimization Process

In the optimization process, Genetic Algorithm (GA) approach was used to
solve the optimization problem and it was performed on optimization toolbox
of MATLAB [20]. Genetic algorithm, or any evolutionary method, differs from
classical optimization methods in that there is a non-zero probability of attaining the
global optimum [21]. Many Gradient-based methods, which are very efficient local
optimization methods for parameter optimization, are available. However, these
conventional algorithms need the gradient information of the objective function
with respect to the design variables and cannot get out of local optimum points
when they fall into a false peak (local optimum point). Also, they may miss a global
optimum solution because they are dependent on the starting point of searching and
converge on the optimum solution that is nearest to the starting point, and cannot
find all the global optimum solutions [22]. Genetic algorithms, on the other hand,
are simple to implement and involve evaluations of only the objective function
and the use of certain genetic operators such as selection, crossover, mutation, and
reproduction to explore the design space [23]. Moreover, a population of optimum
points is obtained that will allow the designer to select a design that satisfies all
subjective constraints as well. These characteristics make this approach well suited
for finding the optimal solutions. GA operations in a typical optimization procedure
are outlined in Fig. 13.2. In this study, stochastic uniform was applied as selection
function for choosing the next generation, and the crossover probability was
adjusted as 0.8. The solving of optimization problem using genetic algorithm was
performed on a PIV processor with a CPU speed of 3.2 MHz and 1,024 Mb Ram.

In order to balance a mechanism completely, it is necessary to eliminate both the
shaking force and the shaking moment. However, complete balancing of any one
may result in an increased unbalance in the other one. The shaking force can be elim-
inated completely by attaching counterweights to the moving links of mechanism.
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Fig. 13.2 Flowchart of design study and genetic algorithm



326 S. Erkaya

But, this increases overall mass and inertia of the mechanism. Also, this leads to
increasing in shaking moment, required driving torque, and reactions at the joints.
An alternative way to reduce the shaking force and shaking moment together with
other dynamic quantities such as driving torque and bearing reactions is to optimize
all the dynamic quantities. Hence, for improving the overall performance of mech-
anism, the balancing problem should be treated as an optimization problem [24].

In this study, objective function in the optimization process was constituted
as given in Eq. (13.11) by considering the shaking force and shaking
moment [3, 15–17]. This function comprises each subcomponent of shaking force
and shaking moment;

Minimize F .X/ D
sX

nD1

�
W1 .F21xn/C W2

�
F21yn

�C W3 .F41xn/

CW4

�
F41yn

�C W5 .Mshn/
�

Subject to gk .X/ � 0

xmin
r � xr � xmax

r

xr 2 X (13.11)

where Wh are weighting factors, s is the number of the considered points during the
one cycle of crank link. gk are the constraints arising from the condition satisfying
the crank–rocker motion. The objective function minimizes the related shaking
force and shaking moment provided that the generated solution satisfies a set
of constraints. These constraints are necessary to have a functional mechanism,
although they increase solution complexity. X is a vector comprising the 16
independent design variables (xr). These variables are given as:

X D �
Li �i mi IGi r21 r32 r44

�T
(13.12)

where Li denote the link lengths as L1, L2, L3, and L4. �i consists of structural angles
of moving links as �2, �3, and �4. mi and IGi are the masses and inertial moments of
moving links, respectively, that is, m2, m3, m4, IG2, IG3, and IG4. r21, r32, and r44 are
the position vectors of crank, coupler, and follower links, respectively. xmin and xmax

are lower and upper bounds of design variables. These bounds have to be arranged
by considering the working space of the mechanism. For the verification of the
proposed approach, lower bounds of link lengths were arranged as Li � 0.1 � Li.
Similarly, upper bounds of link lengths were arranged as Li C 0.1 � Li. Also, lower
and upper bounds for �i were considered 0–360ı, respectively. Lower and upper
bounds for mi, IGi, r21, r32, and r44 were arranged by considering the link geometries.
Depth, thickness, and length of each moving link were used for these definitions.
The weighting factor’s value has an important effect on the optimum adjusting of
design variables. Since the selecting criterion is not obvious, it is always difficult to
make the decision on choosing the values of weighting factors [4, 25]. In general,



13 Minimization of Shaking Force and Moment on a Four-Bar Mechanism. . . 327

initiative of mechanism designer has a crucial role upon the definition of these
values. Each weighting factor must satisfy the condition;

0 � Wh � 1 and
5X

hD1
Wh D 1

In this study, by using the total value of the shaking force at the main support, the
relative importance of each subcomponent inside the shaking force was calculated.
These calculated values were considered as weighting factors. In the proposed
optimization process, the values of the weighting factors were adjusted as 0.40,
0.24, 0.16, 0.1, and 0.1 for W1, W2, W3, W4, and W5, respectively.

13.3 Results

In the present study, a theoretical model was used to investigate the effects of
shaking force and moment. The operation speed of the mechanism was constant
and it was adjusted as 300 rpm. Assuming that an objective function based on the
subcomponents of shaking force and shaking moment, genetic algorithm was used
to solve the optimization problem. Design variables which consisted of kinematic
and dynamic parameters of the mechanism were also defined. Three case studies
were implemented. Proposed structure of objective function and values of weighting
factors, which were defined in Sect. 13.3, were considered in the first case. By
using the different values of weighting factors, second and third cases were also
performed. Dimensions and inertial parameters of the original (unbalanced) and
optimized (balanced) mechanisms for three case studies are given in Table 13.1.

By using the optimized values of each case study, dynamic analysis of the
mechanism was performed to obtain the force and moment results. The convergence
history for Case I is given in Fig. 13.3. The algorithm shows good convergence.
After 111 generations, the best individual fitness stays as 5711.4096 and the average
fitness occurs as 5711.6292.

Figure 13.4 gives the crank–frame and follower–frame joint forces, which are
also the subcomponent of shaking force.

After the optimization, there is a certain decrease at the force values. x and y
components of the crank–frame joint force decrease by 95.52 % and 77.18 %,
respectively. The decreasing ratios for the maximum values are observed as 97.51 %
and 95.97 % for x and y components of the crank–frame joint force, respectively. In
the case of minimum values, the decreasing ratios occur as 96.23 % and 71.56 %
for x and y components of that force, respectively. For the case of follower–frame
joint, the force components for x and y directions decrease by 84.69 % and 74.95 %,
respectively. Maximum values for x and y components of the follower–frame joint
force are reduced as 93.45 % and 89.81 %, respectively. The decreasing ratios for the
minimum values are also obtained as 79.07 % and 80.96 % for x and y components
of that force, respectively.
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Table 13.1 Original and optimized parameters of four-bar mechanism

Optimized values
Parameter Description Original value Case I Case II Case III

L1 (mm) Length of fixed link 600 570 570 570.2
L2 (mm) Length of crank link 100 95 95 95
r21 (mm) Position vector of

crank link
50 66.7 66.7 72.54

m2 (kg) Mass of crank link 0.360 2.027 3.470 1.755
IG2 (kg m2) Inertial moment of

crank link
4.13� 10�4 42.30� 10�4 98.28� 10�4 48.93� 10�4

�2 (rad) Structural angle of
crank link

0 3.0332 3.065 3.032

L3 (mm) Length of coupler
link

400 420 420 420

r32 (mm) Position vector of
coupler link

200 77.5 88.73 87.98

m3 (kg) Mass of coupler link 1.296 1.264 2.06 1.23
IG3 (kg m2) Inertial moment of

coupler link
1.87� 10�2 4.87� 10�2 9.96� 10�2 4.43� 10�2

�3 (rad) Structural angle of
coupler link

0 0.1275 0.417 0.1619

L4 (mm) Length of follower
link

320 329.8 313.9 330

r44 (mm) Position vector of
follower link

160 100.4 128 97

m4 (kg) Mass of follower
link

1.046 0.866 1.425 1.22

IG4 (kg m2) Inertial moment of
follower link

9.85� 10�3 14.30� 10�3 16� 10�3 15� 10�3

�4 (rad) Structural angle of
follower link

0 0.0002 0.0013 0.0023

Case I: W1D 0.40, W2D 0.24, W3D 0.16, W4D 0.1, W5D 0.1; Case II: W1D 0.45, W2D 0.27,
W3D 0.18, W4D 0.1, W5D 0; Case III: W1D 0.2, W2D 0.2, W3D 0.2, W4D 0.2, W5D 0.2

As a natural result of the optimization, shaking force and shaking moment at the
optimized mechanism are more close to zero than that of the original mechanism.
As shown in Fig. 13.5a, b, shaking force decreases by 90.96 % and 77.54 % for x
and y directions, respectively.

During the one period of the crank link, the maximum values of this force
components decrease 91.11 % and 97.78 % for x and y directions, respectively. In the
case of minimum values, the decreasing ratios occur as 85.36 % and 76.25 % for x
and y directions, respectively. As seen from Fig. 13.5c, shaking moment decreases
by 76.21 % as well. This ratio is better than that of literature [3]. The decreasing
ratios for the maximum and minimum values occur as 90.32 % and 81.91 %,
respectively.
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Fig. 13.3 Convergence history of GA evolution for Case I

After the optimum adjusting of design variables, driving torque decreases by
73.46 %. Decreasing ratios for the maximum and minimum values are read from
Fig. 13.5d as 76.76 % and 82.48 %, respectively. The commercial simulation
software is also used to model the mechanism and to test the optimized values of
design variables [26]. Simulation results for original and optimized values of forces
and moments are given in appendix. Force and moment results of Case II and III are
also given in Figs. 13.6 and 13.7.

By using the different values of weighting factors, decreasing ratios at the total
values of forces and moments are outlined in Table 13.2 to evaluate the results of
three case studies.

Case I shows the decreasing ratios for the proposed structure of the objective
function and the values of weighting factors in Sect. 13.3. Contrary to Case I,
objective function of Case II is constituted by using only subcomponents of shaking
force, that is, shaking moment is eliminated due to the values of the fifth weighting
factor (W5 D 0). The evaluations of Case II with respect to Case I show that the
objective function should comprise both shaking force and shaking moment while
their dimensions do not match. When the values of weighting factors are selected
equals to each other as in Case III [3, 14], the decreasing ratios are smaller than
that of Case I. So the weighting factor’s value has to be defined by considering the
relative sensitivity of the related term.
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Fig. 13.4 Original and optimized values of joint forces for Case I; (a) and (b) Crank–frame joint,
(c) and (d) Follower–frame joint

In addition to three case studies, if the objective function only consists of Fshx,
Fshy, and Msh, that is, not comprising their subcomponents, the obtained decreasing
ratios are worse than that of the proposed Case I. So, this proves that the proposed
structure of the objective function is very effective for the optimum balancing.

13.4 Conclusions and Discussions

The focus of this study is to minimize the shaking force and moment fluctuations at
the planar mechanism. This phenomenon is considered as an optimization problem.
In addition to the similar studies in literature, the subcomponents of shaking force
and shaking moment are considered together to constitute the objective function.
Also, relative importance of the force component inside the total shaking force is
evaluated to define the value of related weighting factor. Therefore, it is possible to
reduce the negative reflection on the optimization process arising from mechanism
designer’s initiative.
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Fig. 13.5 Original and optimized values for Case I; (a) and (b) Shaking force components,
(c) Shaking moment, (d) Driving torque

Three case studies indicate that both the structure of the objective function and
the value of the weighting factor have a crucial role to minimize the shaking force
and moment fluctuations. Objective function should comprise both shaking force
and shaking moment while their dimensions do not match. Although the objective
functions have the same structure, definition of the weighting factors’ values is very
important for the optimization process. By using the shaking force and moment
in objective function, and evaluating the values of weighting factors according to
their relative importance of the related forces, Case I gives the better results for
solving the present optimization problem than that of the other cases. The obtained
results show that the proposed structure of the objective function and the values of
weighting factors are very effective to decrease the force and moment fluctuations,
and power consumption for driving torque. Due to the flexibility of the proposed
approach, mechanism designer can individually decrease each subcomponent of
force, and this approach can also be applied to other planar and spatial mechanisms.
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Fig. 13.6 Original and optimized values of joint forces for Case II and III; (a) and (b) Crank–
frame joint, (c) and (d) Follower–frame joint

Appendix

Simulation results of force and moment characteristics for Case I are given in
Figs. 13.8 and 13.9.

Simulation result of bearing vibrations for Case I is outlined in Fig. 13.10.
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Fig. 13.7 Original and optimized values for Case II and III; (a) and (b) Shaking force components,
(c) Shaking moment, (d) Driving torque

Table 13.2 Decreasing
ratios for three case studies

Decreasing ratio (%)
Case I Case II Case III

F21x 95.52 88.04 93.50
F21y 77.18 31.66 59.10
F41x 84.69 51.48 78.28
F41y 74.95 21.59 56.58
Fshx 90.96 69.35 86.30
Fshy 77.54 37.61 61.54
Msh 76.21 25.51 58.73
M21 73.46 57.65 70.49
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Fig. 13.8 Simulation results for Case I; (a) and (b) Crank–frame joint force, (c) and (d) Follower–
frame joint force

Fig. 13.9 Simulation results for Case I; (a) and (b) Shaking force components, (c) Shaking
moment, (d) Driving torque
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Fig. 13.10 Bearing vibrations in vertical direction of original and optimized mechanisms for
Case I; (a) Left bearing, (b) Right bearing
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Chapter 14
Optimal Balancing of the Robotic Manipulators

A. Nikoobin and M. Moradi

Abstract The balancing of robotic systems is an important issue, because it allows
for significant reduction of torques. However, the literature review shows that
the balancing of robotic systems is performed without considering the traveling
trajectory. Although in static balancing the gravity effects on the actuators are
removed, and in complete balancing the Coriolis, centripetal, gravitational, and
cross-inertia terms are eliminated, it does not mean that the required torque to
move the manipulator from one point to another point is minimum. In this chapter,
“optimal balancing” is presented for the open-chain robotic system based on the
indirect solution of open-loop optimal control problem. Indeed, optimal balancing
is an optimal trajectory planning problem in which states, controls, and all the
unknown parameters associated with the counterweight masses or springs must
be determined simultaneously to minimize the given performance index for a
predefined point-to-point task. For this purpose, on the base of the fundamental
theorem of calculus of variations, the necessary conditions for optimality are derived
which lead to the optimality conditions associated with the Pontryagin’s minimum
principle and an additional condition associated with the constant parameters.
In this chapter, after presenting the formulation of the optimal balancing and
static balancing, the obtained optimality conditions are developed for a two-link
manipulator in details. Finally the efficiency of the suggested approach is illustrated
by simulation for a two-link manipulator and a PUMA-like robot. The obtained
results show that the proposed method has dominant superiority over the previous
methods such as static balancing or complete balancing.
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14.1 Introduction

Achieving the optimal performance of robot manipulators in repeating tasks have
been attracted many attentions in the recent years. In an optimal task, minimum
consumed energy, minimum torque, or minimum time can be considered. Often
the used manipulators in an assembly or manufacturing line are fixed so for a
new product, the end effector of the manipulators and their predefined trajectories
can be changed. Since changing the robot and its structure is a hard task or often
impossible, beside the trajectory planning, one efficient way to increase the robot
performance is balancing. Balancing introduces some simple modifications in the
architecture of the original mechanism, which may simplifies its dynamic model
and, as a result, its control as well. Besides the control simplification, balancing can
also provide reduction of the driving torques. Basically balancing can be categorized
into the two types: active and passive balancing. In the active balancing an external
electric, pneumatic or hydraulic force is applied to the system [1], while in the
passive balancing, compensation inertia [2] or springs [3] are used. Since the
additional actuators are not required in the passive balancing, it is more economical
and simpler than active one.

Two methods studied in the literature for the passive balancing are using
counterweights and/or springs. The balancing by masses is due to added counter-
weights or link’s mass redistribution. Counterweight balancing is simple and has
some advantageous, but it increases inertia of manipulators. In case of balancing
by springs, changes in mass and inertia parameters of robot mechanism are
insignificant because of negligible weight of springs in comparison to link. Unlike
the counterweight balancing which is straight forward and almost simple, spring
balancing can be performed in different forms as [4]: Balancing by springs jointed
directly with links, balancing by using a cable and pulley arrangement, balancing
by using an auxiliary linkage, balancing by using a cam mechanism and balancing
by using gear train.

Arakelian et al. [3] has reviewed different types of spring balancing mechanisms.
Kolarski et al. [5] compared dynamical behavior of the unbalanced, spring and
counterweight balanced PUMA robot configuration. Banala et al. [6] presented
spring balancing for 2-DOF spatial manipulator and 3-DOF spatial manipulator.
They described the theory of gravity balanced spatial robotic manipulators through
a hybrid strategy which uses springs in addition to identification of the center of
mass using auxiliary parallelograms. Regardless of the balancing implementation
method by mass or spring, the passive balancing approaches are classified into the
four types:

• Static balancing: A machine is said to be static balanced if its potential energy is
constant for all possible configurations [5].

• Dynamic balancing: It has one step more than static balancing, and it is reducing
the reaction forces and moments on the base and among actuators, for all
situations. Thus, the dynamic balanced robot will lightly transfer some reactions
to its adjacent actuators and environments when it is operated [7].
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• Complete balancing: brings some modifications to unbalanced mechanisms in
such away to obtain static balancing and complete decoupling of dynamic
equations [2].

• Optimal balancing: Selection of the balancing parameters by consideration of
the system trajectory. According to the structure of the trajectory, again it can be
divided to two subcategories as Closed Loop optimal balancing and Open Loop
optimal balancing [8–10].

In the Closed Loop optimal balancing the controller is considered for the system.
In this field, Saravanan et al. performed optimum balancing for an industrial robot,
while a rectangular path must be tracked [8]. Ravichandran et al. by considering a
nonlinear PD controller for a 2-DOF robot manipulator applied optimal balancing
in order to determine the controller parameters and counterweight values [9]. This
optimal balancing approach can be considered as a more general problem called
Integrated Plant and Controller design problem. Design for control approach (DFC),
in which structure and parameter of the both machine body and control algorithm
are designed to fulfill the specific task of a five bar close chain robot by Cheng et al.
[11, 12]. To this end, a PD plus robust term control algorithm in the DFC approach
have been proposed to obtain the desired performance in terms of change of the
tasks [11].

In the Open Loop optimal balancing, the trajectory and the balancing unknowns
are simultaneously designed. Generally speaking, this open loop optimal balanc-
ing is the trajectory planning problem with some unknown parameters. Optimal
trajectory planning of the manipulators is based on the optimization of an objective
function while the dynamic equations of motion as well as bounds on joint positions,
velocities and torques must be taken into account [13]. The idea is presented
by Nikoobin and Moradi [10] and it have been tested for the counterweight
balanced robot manipulators in the point to point motion. In fact, an optimal
trajectory planning problem is outlined in which states, controls, and the values
of counterweights are determined simultaneously in order to minimize the given
performance index for a predefined point-to-point task. At this point, two strategies
are well-known for path optimization: indirect methods [14] and direct methods
[15]. These techniques are used in many articles and they have own benefits and
weaknesses [13].

Although the optimal counterweight balancing method in comparison with pre-
vious methods such as unbalancing [16], static balancing [5], or complete balancing
has significant superiorities to optimize the given performance index, it suffers from
increasing the inertia. In order to overcome this drawback, in this chapter optimal
balancing is developed for the spring balanced robot manipulators and it is shown
that spring balancing is more practical and efficient than counterweight balancing.
Then this approach has been applied on the spring balancing of robotic manipulators
[4]. The chapter is organized as follows: general formulation of optimal balancing
and static balancing is presented in Sects. 14.2 and 14.3, respectively. Then
in Sect. 14.4 using the obtained general formulation, modeling and optimality
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conditions are derived for a two-link manipulator in details. Finally in order to verify
the method, simulation results for a two-link manipulator and a PUMA-like robot
are presented in Sect. 14.5.

14.2 The Optimal Balancing Formulation

Optimal balancing is defined as: simultaneously achieving of the unknown param-
eters and the trajectory of the system using the solution of the optimal control.
The optimal control problem for the dynamic system involving parameters can
be stated as follows [10]: Find the parameter vector b and continuous admissible
control history u:[t0,tf ] !�� Rm generating the corresponding state trajectory x:
[t0,tf ] ! Rn which defined as continuous state vector as

x D �
xT
1 xT

2

�T D �
qT PqT

�T
; (14.1)

which minimize the objective function

J D 	
�
xf ;b

�C
Z tf

t0

L .x;u;b/ dt; (14.2)

subject to the system dynamics

M .q;b/ Rq C C .q; Pq;b/C G .q;b/ D u; (14.3)

where M 2 Rn�n is the mass matrix, C 2 Rn is the coupling matrix, G 2 Rn is the
gravity dependent terms, q 2 Rn is the position vector of the manipulator, and b 2 Rr

is the design parameters vector. Generally, the vector b contains all the unknown
constant parameters which their optimal value must be obtained during the problem
solution. The vector u 2 Rm is the control vector, � is an admissible subset of Rm,
t0 and tf are the initial and the final time and xf is predefined final state. 	 and L are
scalar continuously differentiable functions in which 	 is the final state penalty term
and L is the integrand of the cost function. 	 and L can be selected to obtain different
optimal control problem such as minimum time, terminal control, minimum effort,
tracking problem, or regulator problem. Dynamic equation (14.3) can be rewritten
in state space form as

� Px1
Px2
	

D
�

x2
M�1 .x1;b/ Œu � C .x1; x2;b/ � G .x1;b/�

	
; (14.4)

with the given initial condition

x .t0/ D x0; (14.5)
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and the prescribed final conditions

x .tf/ D xf : (14.6)

where x 2 Rn is the state vector and t0 is the initial time. Constant state vector
can be appended for considering the parameters as Pb D 0. Then by defining the
Hamiltonian function as

H D L C œTf C �T Pb; (14.7)

Theorem 1: Optimality conditions to minimize the objective function (14.4),
subject to dynamic equation and boundary conditions (14.5) and (14.6) can be
derived as follows:

ODE W Px D rœH; Pœ D �rxH; P� D �rbH
Algebraic Equation W ruH D 0

BCs W x .t0/ D x0; x .tf/ D xf ; œ .tf/ D �rxf 	; �.0/ D 0; � .tf/ D rb	:

(14.8)

With the realization that the parameters behave like states, for the optimal control
u* the Legendre-Clebsch condition,

r2H
�
x�;u�;œ�;b�

� � 0; (14.9)

must be satisfied.

Proof: Adjoining the constraints (Dynamic equations and constancy of the param-
eters) to the performance index by Lagrange multipliers � leads to the augmented
performance index [10]

J0 D 	
�
xf ;b

�C
Z tf

t0

�
H .x;u; �/ � �T Px� dt: (14.10)

According to the fundamental theorem of calculus of variations, if x* is an extremal
of functional J0, the variation of J0 must vanish on x0, that is •J0(x*, •x) D 0 for all
•x. Then, taking the variation of J0 and performing the integration by parts gives

ıJ0 D


rxf 	 � �T

f

�
ıxf C

�
rb	 C

Z tf

t0

rbH dt

�
ıb C �0ıx0

C
Z tf

t0

h

rxH C P�T

�
ıx C ruHıu C �r�H � PxT

�
ı�
i

dt
(14.11)

If the initial and the final states are predefined then •x0 and •xf are zero and if not,
the corresponding multipliers should be considered zero. It means, for free initial
it should consider œ0 D 0 and for free final state it forms �T

f D rxf 	. Since the
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parameter vector b and control u are independent, consider the class of admissible
comparison paths where there is no change in the parameter (•b D 0). The problem
reduces to the standard fixed final time problem for which

Px D rœH; Pœ D �rxH: (14.12)

Then, for admissible comparison paths where •b ¤ 0, the first variation yields the
condition

rb	 C
Z tf

t0

rbH dt D 0: (14.13)

Now by selecting of the multiplier function � as

P� D �rbH; �.0/ D 0; (14.14)

Eq. (14.13) becomes

� .tf/ D rb	: (14.15)

Also with the realization that the parameters behave like states, the Weiestrass
condition,

H .x; u�; �; b/ � H .x; u; �; b/ for all u� (14.16)

must be satisfied as must the Legendre–Clebsch condition to have minimum in the
Hamiltonian,

Huu .x; u; �; b/ � 0 (14.17)

As it can be seen, eliminating the parameter vector b in the above equations
leads to the well-known optimality conditions obtained from Pontryagin’s minimum
principle.

14.3 Static Balancing

For statically balanced robotic systems, the weight of the links does not exert
any force at the actuators for any configuration. In the other word, it removes
the gravitational effects in mechanical systems. Another appropriate and practical
meaning of this concept can be stated as to be constant potential energy of
the manipulator. This can be applied by establishing the additional mechanical
elements into the system, such as counterweights or springs to make potential energy
constant. The use of counterweights has some advantages along with disadvantages
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that serve to limit its usefulness. For instance, this is undesirable to provide an extra
mass on robot where minimum weight is an important criterion. Also, adding the
counterweights increases the moment of inertia of the manipulator. Here the general
theory for static balancing of manipulators based energy method is stated. The static
balancing using energy index can be stated as

@P

@qi
D 0; i D 1; : : : ; n; (14.18)

where P is the total potential function of manipulator and qi is the position of link
i as generalized coordination of the system. Consequently for systems consisting
of springs, the unknown parameters can be founded by using these n equations. In
some cases, these equations have no solution and this means such systems are not
completely balanceable. If complete static balancing occurs, then the gravitational
forces become entirely eliminated as

G .q/ D 0: (14.19)

So, system dynamic described in Eq. (14.3) is reduced to

bu D bM Rq CbC .q; Pq/ ; (14.20)

where bM is inertia matrix and Ĉ is the vector of centripetal and Coriolis forces of
the static balanced manipulator.

Theorem 2: Static balancing is a special case of the optimal balancing with an
infinite horizon performance index.

Proof: In order to show the relation between the static and optimal balancing, the
scaled time � 2 [0 1] is defined to represent the time as

t D tf�: (14.21)

Using this time-scaling the derivatives of position vector becomes

Pq D dq
dt

D dq
tf d�

D q0

tf
; Rq D d2q

dt2
D q00

t2f
; (14.22)

so Eq. (14.3) can be rewritten as follows:

M .q;b/
q00

t2f
C C .q;b/

q00

tf
C G .q;b/ D u: (14.23)

The effort-optimal pay-off functional now selected as

J D
Z 1

0

kuk2d�: (14.24)
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By substituting the Eq. (14.23) into Eq. (14.24) one can write

J D
Z 1

0

�����M .q;b/
q00

t2f
C C .q;b/

q00

tf
C G .q;b/

�����

2

d�: (14.25)

By approaching tf ! 1 the all terms in Eq. (14.25) will be vanished except the
gravitational one. Therefore,

lim
tf!1

J D
Z 1

0

kG .qs;bs/k2d� (14.26)

where qs denotes optimal static trajectory, bs denotes static balanced vector. The
minimum solution of this functional is defined as static balancing of the robotic
manipulator in terms of optimal balancing.

As usual, static balancing is considered as solution of the vector equation

G .qs;bs/ 	 0: (14.27)

It is obvious this leads to global minimum of the Eq. (14.26). Thus by approaching
the final time to infinity, the optimal balancing leads to static balancing.

14.3.1 Counterweight Balancing

Counterweight static balancing is typically achieved by pioneering additional
counterweights or reshaping of the links. This method has advantages along with
disadvantages that serve to limit its usefulness. For example, in space robots this is
undesirable to provide an extra mass on robot where minimum weight is an impor-
tant criterion. Also, adding the balancing masses increases the moment of inertia
of the manipulator. In contrast, the required torque to remain the manipulator at
rest decreases considerably. The necessary number of counterweight for balancing
argued before by others, e.g., Kamenski [17].

14.3.2 Spring Balancing

The general spring balancing schematic is presented in Fig. 14.1 for open chain
robots, and it has been used for structure in static and optimal balancing. In this
figure, ki denotes the spring between bodies whereas the ground body is inertial and
considered as 0th body.
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Fig. 14.1 The general
representation of open-chain
robot manipulator including
springs

Link 1

Link 2

Link i - 1
Link i

Link i + 1

k1 k2

ks

ks+1

ks+2

The existence of spring in the manipulator will change the potential energy of
the manipulator. For the general system shown in Fig. 14.1 the potential energy can
be computed as

P D
nmX

jD1
PjG C

nkX

jD1
PjE D

nmX

jD1

�
1

2
kj
�
l0j � lj

�2
�

C
nkX

jD1

�
mjghj

�
(14.28)

where PG is gravitational potential function and PE is elastic potential of system.
l denotes initial length of spring, l0 denotes deflected length of spring, m denotes
mass of link, h denotes height of center of gravity for link, g denotes gravitational
acceleration, nk denotes number of springs and nm denotes number of masses in the
system. Substituting Eq. (14.28) into Eq. (14.18) yields

�
nmX

jD1

�
kj
�
l0j � lj

� @lj
@qi

�
C

nkX

jD1

�
mjg

@hj

@qi

�
D 0I i D 1; : : : ; n; (14.29)

where represents n nonlinear equations with n unknown parameters, which depend
on the choice of springs structure, may has one, many or no solution. If there is a
solution for Eq. (14.29), n unknown parameters are obtained which eliminates the
gravitational torques.

14.4 Optimal Balancing of Two-Link Manipulator

14.4.1 Modeling of Two-Link manipulator

Here three different conditions are considered: unbalanced, statically balanced
and optimally balanced manipulator. Dynamic equations of all these cases can be
presented in the general form. Using the structure presented in Fig. 14.2 a two-link
manipulator can be statically balanced.
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Fig. 14.2 Two-link manipulator with counterweigh balancing (left) and balancing springs (right)

14.4.1.1 Counterweight Balanced

The dynamic equations for such general two-link manipulator with supposing of
arbitrary value of counterweights can be described as follows:

�
M11 M12

M12 M22

	 � R�1R�2
	

C
�

C1
C2

	
C
�

G1

G2

	
D
�
�1

�2

	
(14.30)

where

M11 D m1r
2
g1 C m2

�
l21 C 2l1rg2 cos �2 C r2g2

�

C mp
�
l21 C 2l1l2 cos �2 C l22

�C mc1r
2
1

C mc2
�
l21 � 2l1l2 cos �2 C r22

�C I1 C I2

M12 D m2

�
l1rg2 cos �2 C r2g2

�C mp
�
l1l2 cos �2 C l22

�

C mc2
��l1r2 cos �2 C r22

�C I2

M22 D m2r
2
g2 C mpl22 C mc2r

2
2 C I2

C1 D l1 sin �2
��m2rg2 � mpl2 C r2mc2

� 

2 P�1 P�2 C P�22

�

C2 D l1 sin �2
�
mc2r2 � m2rg2 � mpl2

� P�21
G1 D �

m1rg1 C m2l1 C mpl1 � mc1r1 C mc2l1
�

g cos �1

C �
m2rg2 C mpl2 � mc2r2

�
g cos .�1 C �2/

G2 D �
mc2r2 � m2rg2 � mpl2

�
g cos .�1 C �2/

(14.31)
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For link i (i D 1, 2), denotes the mass, li denotes the length, Ii denotes the mass
moment of inertia, mp denotes the payload mass, rgi denotes the distance from joint
i to the center of mass of the link i, mci denotes the counterweights attached to link
i, and ri denotes the distance from the joint to the counterweights. In unbalanced
case (namely normal case), counterweights of manipulator are zero (mc1 D mc2 D 0)
which called normal case in this article. Now, in order to achieve the static balancing,
mc1 and mc2 must be obtained in such a way that the gravity effects in Eq. (14.31)
vanish. It implies that G1 D G2 D 0, so by defining the counterweights as follows:

mc2 D �
m2rg2 C mpl2

�
=r2

mc1 D �
m1rg1 C m2l1 C mpl1 C mc2l1

�
=r1 (14.32)

the dynamic parameters in Eq. (14.30) are changed to

�
M11 M12

M12 M22

	 � R�1R�2
	

D
�
�1
�2

	
; (14.33)

where the value of inertia matrix is

M11 D m1

�
r2g1 C rgr1

�

C m2

�
l21 C r2g2 C l1rg2

r1 C l1
r2

C l1r1 C rg2r2

�

C mp

�
l21 C l22 C l1r1 C l2r2 C l1l2

r1 C l1
r2

�
C I1

M12 D M21 D m2r
2
g2 C mpl22 C m2rg2r2 C mpl2r2

M22 D m2r
2
g2 C mpl22 C m2rg2r2 C mpl2r2 C I2

All required parameters of the robot manipulator are given in Table 14.1. The
counterweights of static counterweight balanced manipulator are calculated to be:
mc1 D 17 kg; mc2 D 5 kg.

Table 14.1 Parameters of
two-link manipulator [10]

Parameters Values Unit

Mass m1Dm2D 1 kg
Payload mass mpD 2 kg
Length of links L1D L2D 1 m
Moment of inertia I1D I2D 1/12 kg m2

Length of adjacent links r1D r2D 0.5 m
Length of parallelogram side s2D 0.5 m
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14.4.1.2 Spring Balanced

In deriving the dynamic equations the zero free springs are supposed. For zero free
length springs the potential energy using Eq. (14.28) can be written as follows:

P D �m1grg1 sin �1 � m2grg2 sin .�1 C �2/

C ms1g

��
l1 � 1

2
s1

�
sin �1 C 1

2
s2 cos .�1 C �2/

	

� ms2g Œs1 sin �1 C s2 sin .�1 C �2/�

C mp Œl1 sin �1 C l2 sin .�1 C �2/�C 1

2
k1x

2
1 C 1

2
k2x

2
2; (14.34)

where ms1 and ms2 are mass of fractional mechanism, m1 and m2 are mass of links,
mp is payload mass, l1 and l2 are length of links, rgi denotes the distance from joint
i to the center of mass of the link i, k1 and k2 are stiffness of springs, x01 and x02 are
initial length of springs, d, s1, s2, and s3 are the connecting position of springs as
shown in Fig. 14.2. x1 and x2 are instantaneous length of springs which are functions
of �1 and �2 as follows:

x21 D 2 .l1 � s3/ .s2 cos �2 � d sin �1/� 2ds2 sin .�1 C �2/C d2 C s22 C .l1 � s3/
2

x22 D s21 C .l1 � s2/
2 C 2s2 .l1 � s1/ cos �2: (14.35)

For convenience the parameters ˛ and ˇ are defined as follows:

˛ D m2rg2 C l2mp; ˇ D m1rg1 C �
m2 C mp

�
l1 (14.36)

The dynamic equations for such general two-link manipulator can be described as
follows:

�
M11 M12

M12 M22

	 � R�1R�2
	

C
�

C1
C2

	
C
�

G1

G2

	
D
�
�1
�2

	
: (14.37)

where

M22 D m2r
2
g2 C mpl22 C I2

M11 D m1r
2
g1 C �

m2 C mp
�

l21 C I1 C 2l1˛ cos �2 C M22

M12 D l1˛ cos �2 C M22
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C1 D �l1˛ sin �2


2 P�1 C P�2

� P�2
C2 D l1˛ P�21 sin �2

G1 D cos �1 .k1d .s3 � l1/C ˇg/C cos .�1 C �2/ .�k1ds2 C ˛g/

G2 D .s2 .k2 .s1 � l1/� k1 .l1 C s3/// sin �2 C .˛g � k1ds2/ cos .�1 C �2/

(14.38)

where Ii denotes the mass moment of inertia of links.
Again in the unbalanced case, spring parameters of manipulator are zero (k1 D

k2 D 0) which called normal case. Now, in order to achieve the static balancing,
s1, d and s3 must be obtained in such a way that the gravity effects in Eq. (14.38)
vanish. Here k1, k2 and s2 are supposed to be known parameters. Static balancing
implies that G1 D G2 D 0, so by defining the spring parameters as follows:

d D g˛

k1
; s1 D l1 C k1

k2

ˇ

˛
s2; s3 D l1 � ˇ

˛
s2; (14.39)

static balancing is applied and then, the dynamic parameters in Eq. (14.38) becomes

M22 D m2r
2
g2 C mpl22 C I2

M11 D m1r
2
g1 C �

m2 C mp
�

l21 C I1 C 2l1˛ cos �2 C M22

M12 D l1˛ cos �2 C M22

C1 D �l1˛ sin �2


2 P�1 C P�2

� P�2
C2 D l1˛ P�21 sin �2

G1 D G2 D 0: (14.40)

A two-link manipulator at vertical plan is considered as shown in Fig. 14.2. All
required parameters of the robot manipulator are given in Table 14.1. The static
balancing results can be seen in the Table 14.2.

Table 14.2 Manipulator parameters for static and optimal balanced cases

Parameter Static Optimal

Ground joint of spring, d (m) 0.4905 1.3
Length of parallelogram sides, s1, s2, s3 (m) 1.7, 0.5, 0.3 0.4, 0.5, 0.2
First spring stiffness, k1 (N m-1) 100 82.02
Second spring’s stiffness, k2 (N m-1) 100 0
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14.4.2 Optimality Conditions for Normal and Static
Balanced Case

In this section, using the general formulation mentioned in Sect. 14.2, optimality
conditions are derived for the considered two-link manipulator at unbalanced and
static balanced cases. For the unbalanced case, all the parameters associated with
the springs are supposed to be zero, and finding the optimal trajectory between the
two given points of the end-effector is considered. For the static balanced case, at
first unknown parameters are obtained using Eq. (14.39), then the optimal trajectory
for the given performance index will be achieved. Consequently in both unbalanced
and statically balanced cases, the unknown parameters do not appear in trajectory
optimization procedure. The initial position of the end-effector in XY plane at t D 0
is P0 D (x0,y0) and the final position at t D tf is Pf D (xf,yf ). The initial and final
velocity is considered to be zero. So by solving the inverse kinematic equations, one
can write the boundary conditions as follows:

�1.0/ D �10; �2.0/ D �20; �1 .tf/ D �1f; �2 .tf/ D �2f

P�1.0/ D P�2.0/ D P�1 .tf/ D P�2 .tf/ D 0: (14.41)

At the first step, using Eq. (14.1) by defining the continuous state vector as follows:

X1 D
�
�1.t/
�2.t/

	
D
�

x1.t/
x2.t/

	
; X2 D

� P�1.t/P�2.t/
	

D
�

x3.t/
x4.t/

	
; (14.42)

the state space form of Eq. (14.37), using Eq. (14.4) becomes

Px1 D x3

Px2 D x4

Px3 D M22 .X1/ .�1 � C1 .X1;X2/ � G1 .X1// � M12 .X1/ .�2 � C2 .X1;X2/ � G2 .X1//

M11 .X1/M22 .X1/ � M12 .X1/M21 .X1/

Px4 D M11 .X1/ .�2 � C2 .X1;X2/� G2 .X1// � M21 .X1/ .�1 � C1 .X1;X2/ � G1 .X1//

M11 .X1/M22 .X1/ � M12 .X1/M21 .X1/
:

(14.43)

where Mij, Ci, and Gi (i, j D 1, 2) are substituted from Eqs. (14.38) and (14.40) for
normal case and static balanced case, respectively. For unbalanced case unknown
parameters are considered to be zero in Eq. (14.38).

Now according to Eq. (14.7), by considering the performance index as minimum
control effort is defined as follows:

J D
Z tf

t0

�
�21 C �22

�
dt; (14.44)



14 Optimal Balancing of the Robotic Manipulators 351

and the costate vector as � D �
x5 x6 x7 x8

�
, the Hamiltonian function becomes

H D �21 C �22 C x5 Px1 C x6 Px2 C x7Px3 C x8 Px4; (14.45)

where Pxi; i D 1; : : : ; 4 can be substituted from Eq. (14.43). Then by substituting
Eq. (14.43) into Eq. (14.45), and differentiating the Hamiltonian function with
respect to the states, according to Eq. (14.8), the costate equations are obtained
as follows:

Px5 D � @H

@x1
D � @

@x1

�
.�C1 � G1/ .x7M22 � x8M12/C .�C2 � G2/ .�x7M12 C x8M11/

M11M22 � M12M21

�

Px6 D � @H

@x2
D � @

@x2

�
.�C1 � G1/ .x7M22 � x8M12/C .�C2 � G2/ .�x7M12 C x8M11/

M11M22 � M12M21

�

Px7 D � @H

@x3
D �x5 � @

@x3

�
.�C1/ .x7M22 � x8M12/C .�C2/ .�x7M12 C x8M11/

M11M22 � M12M21

�

Px8 D � @H

@x4
D �x6 � @

@x4

�
.�C1/ .x7M22 � x8M12/C .�C2/ .�x7M12 C x8M11/

M11M22 � M12M21

�

(14.46)

After that the control values can be obtained by solving the following equations

@H

@�1
D 0;

@H

@�2
D 0: (14.47)

So by substituting the Hamiltonian function from Eq. (14.45) into Eq. (14.47), the
optimal control laws become

�1 D 0:5

M11M22 � M12 � M21

.�x7M22 C x8M21/

�2 D 0:5

M11M22 � M12 � M21

.�x7M22 C x8M11/ : (14.48)

Finally by substituting Eq. (14.48) into Eqs. (14.43) and (14.46), eight nonlinear
ordinary differential equations will be obtained which with eight boundary con-
ditions given in Eq. (14.41), construct a two point boundary value problem. This
problem can be solved using the bvp4c command in MATLAB

®
.

14.4.2.1 Optimal Counterweight Balancing

Unlike the static and adaptive balanced cases in which the counterweights are
dependent on manipulator parameters as shown by Eq. (14.32), in the optimal
balanced case the values of counterweights depends on the dynamic equations, the
performance index, and the boundary conditions. Therefore, the counterweights
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and the optimal trajectory are obtained simultaneously in such a way that the
given performance index is minimized. Dynamic equations, costate equations, and
optimal control law are the same as obtained in Eqs. (14.43), (14.46), and (14.48),
respectively. The dynamic parameters Mij, Ci and Gi (i, j D 1, 2) in Eqs. (14.43),
(14.46), and (14.48), can be substituted form Eq. (14.31). Here, in all equations mc1

and mc2 are considered to be unknown parameters.
Now using Eq. (14.14), by defining the two new state variables x9 and x10, the

optimality conditions associated with the parameters are given by

Px9 D � @H

@mc1
; Px10 D � @H

@mc2
(14.49)

where according to Eqs. (14.14) and (14.15) the associated boundary conditions
become

x9.0/ D x10.0/ D x9 .tf/ D x10 .tf/ D 0: (14.50)

At last, by substituting Eq. (14.48) into Eqs. (14.43), (14.46), and (14.51), ten
nonlinear ordinary differential equations with respect to state

�
x1 x2 x3 x4

�
, costate�

x5 x6 x7 x8
�
, new states

�
x9 x10

�
and unknown parameters

�
mc1 mc2

�
will be

achieved. These ten equations with 12 boundary conditions given in Eqs. (14.41) and
(14.52) construct a two point boundary value problem and by solving it using bvp4c
command in MATLAB, all the states and unknown parameters can be obtained.

14.4.2.2 Optimal Spring Balancing

Unlike the static balanced case in which the unknown parameters are dependent
on manipulator parameters as Eq. (14.39), in optimal balanced case the values of
unknowns are dependent on dynamic equations, performance index, and boundary
conditions according to Eq. (14.8). Therefore, the unknown parameters and optimal
trajectory are obtained simultaneously in such a way that the given performance
index is minimized. In this case, optimal control problem involving parameters
which its optimality conditions are given in Eq. (14.8) must be considered. All
of dynamic equations, costate equations, and optimal control law are the same
as unbalanced case obtained in the last section. For convenience the optimization
process selection of unknown parameters is divided into two steps. At the first
step, k1, k2, and s2 are considered to be known parameters and the optimal value
of s1, d, and s3 are obtained, on the other hand the parameter vector in Eq. (14.3) is
considered to be b D [ s1 d s3]T. At the second step, the obtained values for s1, d,
and s3 at the first step are rounded, and unknown parameters vector is considered to
be b D [ k1 k2]T. In the first step, by defining the three new state variables as x9, x10,
and x11, the optimality conditions associated with the parameters become
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Px9 D �@H

@s1
; Px10 D �@H

@d
; Px11 D �@H

@s3
; (14.51)

where according to Eq. (14.8) the associated boundary conditions become

x9;10;11.0/ D x9;10;11 .tf/ D 0: (14.52)

For the second step, by defining of two new state variables as x9 and x10, one can
write the optimality conditions as

Px9 D � @H

@k1
; Px10 D � @H

@k2
; (14.53)

where according to Eq. (14.8) the associated boundary conditions become

x9;10.0/ D x9;10 .tf/ D 0: (14.54)

At last, by substituting Eq. (14.48) into Eqs. (14.43), (14.46), and (14.51), 11
nonlinear ordinary differential equations in terms of the state [x1 x2 x3 x4], costate
[x5 x6 x7 x8], new states [x9 x10 x11], and unknown parameters (s1, d, s3) will be
achieved. These 11 equations with 14 boundary conditions given in Eqs. (14.41)
and (14.52), construct a two point boundary value problem which by solving it all
the states and unknown parameters can be obtained.

14.4.3 Simulation Results

In these simulations, the five different methods are compared. Normal case means
unbalanced form of manipulator, counterweight static balanced means static
balanced of manipulator using mass, counterweight optimal means optimal balanced
of manipulator using mass, zero free spring-static means static balanced with spring,
and zero free spring-optimal means optimal balanced of manipulator using spring.

The initial position of the end-effector in XZ plane at t D 0 is p0 D .1; 0/m and
the final position at t D 1 s is pf D .0; 1:73/m. The initial and final velocities
are zero. From the inverse kinematic equations, the boundary condition can be
expressed as

�1.0/ D 60ı; �2.0/ D 120ı; �1 .tf/ D 120ı; �2 .tf/ D �60ı
P�1.0/ D P�2.0/ D P�1 .tf/ D P�2 .tf/ D 0: (14.55)
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The results of simulations for the normal case, counterweight static balanced case
and counterweight optimal balanced case are the same as reported in [10]. For
counterweight optimal balanced case, at first the values of parameters are obtained
using Eq. (14.39). Then the corresponding boundary value problem derived in
Sect. 14.4.2.1 is solved to obtain the states and controls. For spring optimal balanced
case the corresponding boundary value problem derived in Sect. 14.4.2.2 is solved
to obtain states, controls, and unknown parameters. The manipulator parameters for
static and optimal balanced cases are given in Table 14.2. In optimal case, since the
second spring’s stiffness k2 is zero, the value of s1 is unimportant and it is probable
to eliminate the second spring in practice.

The obtained optimal trajectories between the initial and final points for the five
cases are shown in Fig. 14.3. Figure 14.4 shows the obtained torque of motors. The
angular position and angular velocity of links are illustrated in Fig. 14.5. The second
column of Table 14.3 shows the values of performance index defined in Eq. (14.44)
for five considered cases. The third and forth column represent the improvement
relative to the normal case in state of amplification or reduction. As it reported in
[10] and can be shown in Table 14.3, the performance index for counterweight-
optimal balanced case is less than normal case and counterweight-static balanced
case. While the performance index for spring-optimal balanced case is less than the
all other cases. In the following figures, readers should notice optimal balancing
decrement of input torques, and its effect on the trajectory (path and velocity profile
of joints).
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Fig. 14.3 Optimal trajectories for different cases
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Fig. 14.4 Input torques of motor 1 and 2 (effect of optimal spring and mass balancing)

Fig. 14.5 Angular position and angular velocity of links (The effect of optimal balancing on
velocity)

14.5 PUMA-Like Robot

14.5.1 Modeling

A spatial three-jointed PUMA robot is considered as shown in Fig. 14.6. DH
parameters and links parameters are given in Tables 14.4 and 14.5. In this robot
the first spring is connected between the base and the parallel fractional mechanism.
Second spring is connected between second link and third link as shown in Fig. 14.6.
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Table 14.3 Comparison of performance indexes

Case Pay-off (Nm)2 s Reduction (times) Amplification (times)

Normal 1,090 1 1
Counterweight static balanced 5,770 – 5.29
Counterweight optimal balanced 564 1.93 –
Spring static balanced 361 3.02 –
Spring optimal balanced 52 20.96 –

Fig. 14.6 PUMA-like robot
with additional springs and
parallelogram mechanism

Table 14.4 Denavit–
Hartenberg parameters for a
PUMA-Like robot

Link � i (rad) ˛ (rad) ai (m) di (m)

1 q1 � /2 0 0.4
2 q2 0 0.5 0
3 q3 0 0.5 0

For obtaining the dynamic equations, the Lagrangian formulation is used. Total
Lagrangian for this robot can be written as follows:

Lt D L C Lsp; (14.56)

where Lt is total Lagrangian, L is Lagrangian of robot, and Lsp is additional
Lagrangian due to springs. The additional Lagrangian can be stated as
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Table 14.5 Link parameters and inertia properties [4]

Link Length (m) Mass (kg) Moment of inertia (kg m2) Link center of mass (m)

1 0.4 12 0 0 0 0
0 0.2 0 �0.2
0 0 0 0

2 0.5 10 0 0 0 �0.25
0 0.2 0 0
0 0 0.2 0

3 0.5 5 0 0 0 �0.25
0 0.1 0 0
0 0 0.1 0

L sp D K � U D 0 � U D �
2X

iD1

1

2
kixi

2; (14.57)

where k is stiffness of spring and xi is deformed length of springs.

14.5.2 Static Balancing

The static balancing is considered by two counterweights and its application of the
balancing equation with the manipulator’s parameters given in the Table 14.5 leads
to the following counterweight’s masses as

mc2r2 D 0:5 � mp C 1:25

mc1r1 D 0:5 � �mp C mc2 C 5
�C 2:5: (14.1)

These can be rearranged as

mc2 D mp C 2:5

2r2
; mc1 D .2r2 C 1/mp C 20r2 C 2:5

2r1
; (14.2)

Therefore for any selection of r1 and r2 and payload mp, there are corresponding mc1

and mc2. If the value of r1 and r2 considered as 0.25 and 0.125 correspondingly, two
methods for static balancing are possible: with payload 2 kg and without payload
value. In the first method, mc1 D 40 kg and mc2 D 10 kg. These counterweights are
considered for comparison, and maybe their application is impossible.
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14.5.3 Point-to-Point Motion

After deriving the dynamic equations for this robot, using Eq. (14.8) the optimality
condition can be obtained as the same way presented for the two-link manipulator.
The boundary conditions are considered as follows:

�1.0/ D 17ı; �1 .tf/ D 29:22ı; �2.0/ D 29ı; �2 .tf/ D �24ı
�3.0/ D 11:45ı; �3 .tf/ D 32:23ı;

P�1.0/ D P�1 .tf/ D P�2.0/ D P�2 .tf/ D P�3.0/ D P�3 .tf/ D 0: (14.58)

For this robot simulations are performed for two cases: normal case and optimal
balanced case. For the normal case all the parameters dealing with the springs are
considered to be zero. For optimal balanced case, at first the stiffness of springs,
k1 and k2 are considered to be known and the values of distance between joints
and spring connection points are determined. In the next step, by considering the
rounded position values, the optimal value of stiffness are obtained. Optimal values
of parameters are listed in Table 14.6.

The obtained optimal controls are shown in Fig. 14.7. The angular position and
angular velocity of links are illustrated in Fig. 14.8. The optimal trajectories for
normal and optimal balanced cases are given in Figs. 14.9 and 14.10 respectively.
Performance index for normal case is found to be 8.81 Nm2 and for spring optimal
balanced case is found to be 7.08 Nm2 that this value is 20 % less than normal case.

Table 14.6 Optimal values
of parameters for PUMA-like
robot in point-to-point motion

Parameter Value (unit)

First spring stiffness, k1 1.23 (N m�1)
Second spring stiffness, k2 0 (N m�1)
Ground joint of Spring, s1 1.3 (m)
Length of second spring application point, s2 0.186 (m)

Fig. 14.7 Input torques of motors
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Fig. 14.8 Angular position and velocity of links

Fig. 14.9 Optimal
trajectories for normal case

14.5.4 Specified Path Tracking

For motion in predefined path, the performance index is considered as follows:

J D
Z tf

t0



w

�

xend � xp
�2 C �

yend � yp
�2 C �

zend � zp
�2�C �21 C �22 C �23

�
dt;

(14.59)

where xend, yend, zend are end effector coordinate and xp, yp, zp are path coordinate.
The trajectory is a quadrant that start point is p0 D (0.3, 0.8, 0.3) and final point is
pf D (3.0, 0.3, 0.8). The equation of path is defined as following:
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Fig. 14.10 Optimal
trajectories for optimal cases

Table 14.7 Optimal values
of parameters for PUMA-like
robot

Parameter Value (unit)

First spring stiffness, k1 3.5 (N m�1)
Second spring stiffness, k2 4 (N m�1)
Length of first spring connection point, s1, s2 1.3, 0 (m)
Length of second spring connection point, s2 0, 0.5 (m)
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Fig. 14.11 Input torques of motors

8
<

:

xp D 0:3

yp D 0:3C 0:5 cos.t/
zp D 0:3C 0:5 sin.t/

(14.60)

After deriving the dynamic equations, using Eq. (14.8) the optimality condition can
be obtained. The obtained optimal value of the parameters, are given in Table 14.7.

The obtained optimal controls are shown in Fig. 14.11. The angular position and
angular velocity of links are illustrated in Fig. 14.12. The optimal trajectories for
normal and optimal balanced cases are given in Fig. 14.13. Performance index for
normal case is found to be 10.6Nm2 and for spring optimal balanced case is found
to be 6.903 Nm2 that this value is 34.9 % less than normal case.
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Fig. 14.12 Angular position and velocity of links (should be as same as each other)

Fig. 14.13 The trajectory of
the end effector

14.6 Conclusion

In this chapter, the optimal balancing for robotic system based on the indirect
solution of optimal control problem is formulated and then verified by simulation.
The method uses the well-known Pontryagin’s minimum principle. The obtained
equations lead to a standard form of a two-point boundary value problem which can
be solved by computer programs such as MATLABs bvp4c command or Fortan’s
twpbvp code.
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The efficiency of the proposed method is investigated through computer simu-
lations for a two-link manipulator and the PUMA-like manipulator. The obtained
results show that, although the performance index for the static balanced manip-
ulator has been reduced 66.8 % with respect to unbalanced case, by applying the
proposed method this reduction reaches to 95 % by using spring balancing. It
is also shown that the performance index for spring balancing is very less than
the performance index for the counterweight balancing. This result is expected,
because in the counterweight balancing the moment of inertia is increased due to
the added masses. Finally, simulation is performed for a PUMA-like robot and the
capability of the method to solve the complicated problem is shown. For this case
study, performance index for optimal balanced case is obtained 20 % less than the
unbalanced case. Also, effect of the predefined trajectory is examined for the optimal
spring balancing for PUMA-like robot. By simulation, the performance index for the
optimal balanced case is obtained 34.9 % less than the unbalanced case.
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Chapter 15
Dynamics and Control of Planar, Translational,
and Spherical Parallel Manipulators

Victor Glazunov and Sergey Kheylo

Abstract This chapter focuses on a study of the dynamics and control of planar,
translational, and spherical parallel manipulators. These mechanisms are the most
often used in different applications. The synthesis of these mechanisms is carried
out by means of screw groups. The dynamics and control are considered by means
the constraint equations. The control algorithms based on dynamical model without
linearization use the concept of inverse dynamic problems.

Keywords Parallel manipulator • Planar • Translational and spherical
mechanisms • Dynamics • Control • Singularity

15.1 Introduction

It is well known that the closed-loops of parallel manipulators cause high stiffness
and payload capacity [1–9]. The parallel manipulators can have high velocities,
because the actuators are situated on the base and the mass of the links are lights.
As an example, one could consider robot Delta, which is well known. That is why
investigations of dynamic properties represent a big challenge for scientists.

As a rule, the control problem is solved basing on the kinematic equations taking
into account no dynamical properties and mutual influence between the actuators.
Therefore, the control based on dynamical model represents a challenge too.

The most applicable of them are planar, translational, and spherical parallel
mechanisms that are used as machine tools, simulators, surgery robots, measure
equipment, etc. For structural synthesis of these mechanisms the theory of screws
or Lie groups can be used [10, 11]. The structure and kinematics of planar, trans-
lational, and spherical mechanisms in many publications is investigated [12–18].
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On the basis of consideration of the planar, translational, and spherical mechanisms
many decoupled manipulators were synthesized [19–21]. But the dynamics and
control of them are considered not so often [22–25]. Therefore, this chapter is
devoted to dynamical analysis and control of these manipulators. The approach used
for control of the robots is based on the algorithm suggested in [26].

15.2 Description of Planar, Translational, and Spherical
Mechanisms by Means Screw Groups

Let us consider the closed screw groups corresponding to planar, translational, and
spherical mechanisms. These groups include all the screw products of their main
members. We use the simplest representation of the main screws (twists) of these
groups by Plücker coordinates.

The three-member closed screw groups are:

– Three-member screw group which can be represented by Plücker coordinates of
the main members ˝1 (0, 0, 0, 1, 0, 0), ˝2 (0, 0, 0, 0, 1, 0), and ˝3 (0, 0, 1
0, 0, p). This group corresponds to one screw kinematic pair and two prismatic
kinematic pairs whose axes are perpendicular to each other. If p D 0 then one
kinematic pair gives rotation and these pairs express planar mechanisms.

– Three-member screw group which can be represented by Plücker coordinates of
the main members ˝1 (0, 0, 0, 1, 0, 0), ˝2 (0, 0, 0, 0, 1, 0), and ˝3 (0, 0, 0,
0, 0, 1). This group corresponds to three prismatic kinematic pairs whose axes
are not coplanar, in particular perpendicular to each other. These pairs express
translational mechanisms.

– Three-member screw group which can be represented by Plücker coordinates of
the main members ˝1 (1, 0, 0, 0, 0, 0), ˝2 (0, 1, 0, 0, 0, 0), and ˝3 (0, 0,
1, 0, 0, 0). This group corresponds to three rotation kinematic pairs whose axes
intersect at one point. These pairs express spherical mechanisms.

Note that all the screw products of the main screws of these groups are members
of the same group. If all the motions of a rigid body are described by one of
these groups, then after any finite displacement of this body the screw group
corresponding to all its motions will be the same as before motion. It means that
a rigid body can be connected to the base by any number of kinematic chains
corresponding to one of the closed screw groups and the degree of freedom will
be determined by the number of the main members of this group.

Let us consider parallel manipulators corresponding to three-member screw
groups. We use the notification (Fig. 15.1): (a) actuated prismatic pair (linear
actuator), (b) actuated rotation pair (rotating actuator), (c) twist of zero pitch, (d)
twist of infinite pitch, (e) wrench of zero pitch, (f) wrench of infinite pitch.

Firstly, let us consider the three-member screw group corresponding to a planar
parallel mechanism (Fig. 15.2a). Each kinematic chain can consist of one rotation
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Fig. 15.2 Planar parallel mechanism

kinematic pair and two prismatic kinematic pairs (the axis of the rotation pair is
perpendicular to the axes of the prismatic pairs), or of two rotation kinematic pairs
and one prismatic kinematic pair (the axes of the rotation pairs are parallel to each
other and are perpendicular to the axis of the prismatic pair), or of three rotation
kinematic pairs with parallel axes. In our mechanism two kinematic chains consist
of three rotation kinematic pairs (one of them is actuated and situated on the base)
and one kinematic chains consists of one actuated rotation kinematic pair situated
on the base (rotating actuator) and two prismatic kinematic pairs represented as
four-bar parallelograms. The unit screws of the axes of these kinematic pairs have
coordinates: E11 (0, 0, 1, 0, 0, 0), E12 (0, 0, 1, e12x, e12y, 0), E13 (0, 0, 1, e13x, e13y, 0),
E21 (0, 0, 1, 0, 0, 0), E22 (0, 0, 1, e22x, e22y, 0), E23 (0, 0, 1, e23x, e23y, 0), E31 (0, 0,
1, 0, 0, 0), E32 (0, 0, 0, e32x, e32y, 0), E33 (0, 0, 0, e33x, e33y, 0).
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The screws E32 and E33 are of infinite pitch. All other screws are of zero pitch.
All three kinematic chains impose the same constraints, so that one can insert other
similar chains between the base and moving platform and the degree of freedom
will remain equal to three. The wrenches of the constraints imposed by kinematic
chains have coordinates (Fig. 15.2b): R1 (0, 0, 0, 1, 0, 0), R2 (0, 0, 0, 0, 1, 0), R3

(0, 0, 1, 0, 0, 0). All the twists of motions of the platform can be represented by the
twists reciprocal to the wrenches of the imposed constraints (Fig. 15.2b): ˝1 (0, 0,
0, 1, 0, 0), ˝2 (0, 0, 0, 0, 1, 0), ˝3 (0, 0, 1, 0, 0, 0). The twists ˝1 and ˝2 are of
infinite pitch, while the twist ˝3 is of zero pitch.

In this mechanism singularities corresponding to loss of one degree of freedom
exist if three screws Ei1, Ei2, and Ei3 (i D 1, 2, 3) are linearly dependent which is
possible if three screws Ei1, Ei2, and Ei3 (i D 1, 2) are situated in the same plane or
if two screws E32, E33 are parallel. In particular if E32 D E33 (Fig. 15.2c) then there
exist four wrenches of constraints imposed by the kinematic chains: R1 (0, 0, 0, 1,
0, 0), R2 (0, 0, 0, 0, 1, 0), R3 (0, 0, 1, 0, 0, 0), R4 (r4x, r4y, 0, 0, 0, 0) and only two
twists of motion of the platform reciprocal to these wrenches ˝1 (0, 0, 0, v1x, v1y, 0)
and ˝2 (0, 0, 1, 0, 0, 0). Note that R4 is perpendicular to E32 and E33, and ˝1 is
parallel to them.

If the actuators are fixed, then there exist six wrenches imposed by the kinematic
chains: R1 (0, 0, 0, 1, 0, 0), R2 (0, 0, 0, 0, 1, 0), R3 (0, 0, 1, 0, 0, 0), R4 (r4x, r4y,
0, 0, 0, 1), R5 (r5x, r5y, 0, 0, 0, 1), and R6 (0, 0, 0, 0, 0, 1). The wrenches R4 and
R5, are of zero pitch, they are situated along the axes of the links connecting passive
rotation pairs of the first and the second kinematic chains. R6 is of infinite pitch.
Singularities corresponding to non-controlled infinitesimal motions of the moving
platform exist if the wrenches R1, R2, R3, R4, R5, R6 are linearly dependent which
is possible if the wrenches R4, and R5 coincide. In this case the twist of infinite pitch
˝ (0, 0, 0, vx, vy, 0) exists which is perpendicular to the axes of the wrenches R4

and R5 and therefore reciprocal to all the wrenches R1, R2, R3, R4, R5, R6.
Note that singularities exist corresponding both to loss of one degree of freedom

and to non-controlled infinitesimal motion of the moving platform. By this any three
screws Ei1, Ei2, Ei3 (i D 1, 2, 3) and the wrenches R1, R2, R3, R4, R5, R6 are linearly
dependent.

Now, we consider the three-member screw group corresponding to a translating
parallel mechanism (Fig. 15.3a). Each kinematic chain consists of one actuated
prismatic pair (linear actuator) situated on the base and two prismatic kinematic
pairs represented as four-bar parallelograms. The unit screws of the axes of these
kinematic pairs have coordinates: E11 (0, 0, 0, 1, 0, 0), E12 (0, 0, 0, 0, e12y, e12z), E13

(0, 0, 0, 0, e13y, e13z), E21 (0, 0, 0, 0, 1, 0), E22 (0, 0, 0, e22x, 0, e22z), E23 (0, 0, 0, e23x,
0, e23z), E31 (0, 0, 0, 0, 0, 1), E32 (0, 0, 0, e32x, e32y, 0), E33 (0, 0, 0, e33x, e33y, 0).

All the screws are of infinite pitch. This mechanism is isotropic so that each
actuator corresponds to one Cartesian coordinate x, y or z. All three kinematic chains
impose the same constraints, so that one can insert other similar chains between the
base and moving platform and the degree of freedom will remain equal to three.
The wrenches of the constraints imposed by kinematic chains have coordinates
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Fig. 15.3 Translational parallel mechanism

(Fig. 15.2b): R1 (0, 0, 0, 1, 0, 0), R2 (0, 0, 0, 0, 1, 0), R3 (0, 0, 0, 0, 0, 1). All the
twists of motions of the platform can be represented by the twists reciprocal to the
wrenches of the imposed constraints (Fig. 15.3b): ˝1 (0, 0, 0, 1, 0, 0), ˝2 (0, 0, 0,
0, 1, 0), ˝3 (0, 0, 0, 0, 0, 1). All three twists are of infinite pitch.

In this mechanism, singularities corresponding to loss of one degree of freedom
exist if three screws Ei1, Ei2 and Ei3 (i D 1, 2, 3) are linearly dependent which is
possible if any two screws Ei2, Ei3 are parallel. In particular, if E22 (0, 0, 0, 1,
0, 0) D E23 (0, 0, 0, 1, 0, 0) (Fig. 15.3c) then there exist four wrenches of constraints
imposed by kinematic chains: R1 (0, 0, 0, 1, 0, 0), R2 (0, 0, 0, 0, 1, 0), R3 (0, 0,
0, 0, 0, 1), and R4 (0, 0, 1, 0, 0, 0) and only two twists of motion of the platform
reciprocal to these wrenches ˝1 (0, 0, 0, 1, 0, 0) and ˝2 (0, 0, 0, 0, 1, 0). If the
parallelograms in each kinematic chain are replaced by general prismatic kinematic
pairs then this singularity does not exist.

Now let us consider the three-member screw group corresponding to a spherical
parallel mechanism (Fig. 15.4a). Each kinematic chain consists of one actuated rota-
tion pair (rotating actuator) situated on the base and two passive rotation kinematic
pairs. The unit screws of the axes of these kinematic pairs have coordinates (note
that the origin of the coordinate system is the point O in which the axes of all the
pairs intersect): E11 (1, 0, 0, 0, 0, 0), E12 (e12x, e12y, e12z, 0, 0, 0), E13 (e13x, e13y,
e13z, 0, 0, 0), E21 (0, 1, 0, 0, 0, 0), E22 (e22x, e22y, e22z, 0, 0, 0), E23 (e23x, e23y, e23z, 0,
0, 0), E31 (0, 0, 1, 0, 0, 0), E32 (e32x, e32y, e32z, 0, 0, 0), E33 (e33x, e33y, e33z, 0, 0, 0).
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Fig. 15.4 Spherical parallel mechanism

All the screws are of zero pitch. All three kinematic chains impose the same
constraints, so that one can insert other similar chains between the base and moving
platform and the degree of freedom will remain equal to three. The wrenches of the
constraints imposed by kinematic chains have coordinates (Fig. 15.4b): R1 (1, 0, 0,
0, 0, 0), R2 (0, 1, 0, 0, 0, 0), R3 (0, 0, 1, 0, 0, 0), these wrenches are of zero pitch.
All the twists of motions of the platform can be represented by the twists reciprocal
to the wrenches of the imposed constraints (Fig. 15.4b): ˝1 (1, 0, 0, 0, 0, 0), ˝2 (0,
1, 0, 0, 0, 0), ˝3 (0, 0, 1, 0, 0, 0). All three twists are of zero pitch.

In this mechanism singularities expressed by loss of one degree of freedom exist
if any three screws Ei1, Ei2, Ei3 (i D 1, 2, 3) are linearly dependent which is possible
if they are coplanar (they are situated in the same plane). In particular if the unit
screws E11 (1, 0, 0, 0, 0, 0), E12 (e12x, e12y, e12z, 0, 0, 0), E13 (e13x, e13y, e13z, 0, 0, 0)
are coplanar (Fig. 15.4c) then there exist four wrenches of constraints imposed by
kinematic chains: R1 (1, 0, 0, 0, 0, 0), R2 (0, 1, 0, 0, 0, 0), R3 (0, 0, 1, 0, 0, 0), and
R4 (0, 0, 0, 0, r4y, r4z) and only two twists of motion of the platform reciprocal to
these wrenches ˝1 (1, 0, 0, 0, 0, 0) and ˝2 (!2x, !2y, !2z, 0, 0, 0), and these twists
are of zero pitch. The wrench R4 is of infinite pitch, it is perpendicular to the axes
E11, E12, E13.

If the actuators are fixed then there exist six wrenches imposed by kinematic
chains: R1 (1, 0, 0, 0, 0, 0), R2 (0, 1, 0, 0, 0, 0), R3 (0, 0, 1, 0, 0, 0), R4 (0, 0, 0, r4x,
r4y, r4z), R5 (0, 0, 0, r5x, r5y, r5z), and R6 (0, 0, 0, r6x, r6y, r6z). The wrenches R4, R5,
R6 are of infinite pitch. Singularities corresponding to non-controlled infinitesimal
motion of the moving platform (end-effector) exist if the wrenches R1, R2, R3, R4,
R5, R6 are linearly dependent which is possible if the wrenches R4, R5, R6 are
coplanar. In this case the twist of zero pitch ˝ (!x, !y, !z, 0, 0, 0) exists which is
perpendicular to the axes of the wrenches R4, R5, R6 and therefore reciprocal to all
the wrenches R1, R2, R3, R4, R5, R6.
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Moreover singularities exist corresponding both to loss of one degree of freedom
and to non-controlled motion of the moving platform. By this any three screws Ei1,
Ei2, Ei3 (i D 1, 2, 3) and the wrenches R1, R2, R3, R4, R5, R6 are linearly dependent.

15.3 Planar Parallel Manipulators

Let us consider dynamics and control of planar parallel manipulators. We begin our
investigation from the mechanism with two degrees of freedom.

15.3.1 Control of 2-DOF Planar Robot While Intersect
a Singularity

Let us consider the device (Fig. 15.5), made for the laser installation [9], in which
the fixed laser ray is deflected with the help of a two-mirror set. The device presents
a planar five-bar mechanism. The input links DB and CE are connected with the
rotating actuators fixed at the base. The other two links AB and AC are connected
with each other. These links transfer the kinematic chain AF which dials with the
laser situated on the base. Kinematic chain AF comprises the sliding pair placed
between the A and F points. Along the revolving pair F there is a laser optical axis.
The ray is deflected by two mirrors, placed in points F and A at angle of 45 degrees
to the mechanism plane and to the AF line. Extra actuator could be placed in the
kinematic pair B.

Fig. 15.5 The 2-DOF planar parallel mechanism
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To control the output link motion, the model is obtained capable to solve
kinematics and dynamics tasks. We got the following expression for actuator
moments ¯Ò1, ¯Ò2:

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

Mn1 D J11 � d!1
dt

C 1

2
!21 � @J11

@q1
C !1 C !2 � @J11

@q2

C!22 �
�
@J12
@q2

� 1

2
� @J22
@q1

�
C J12 � d!2

dt
;

� � � � � � � �

(15.1)

where J11, J12, J22 are variable inertia moments, q1, q2 are generalized coordinates,
and !1, !2 are generalized velocities.

We add the following expression to electrical circuit:

L1 � dI1
dt C R1 � I1 C kw1 � N1 � Pq1 D U1;

I1 � km1 D M1;
(15.2)

Here L is inductance, I—the strength of the current, R—electric resistance, M—
actuator moment, kw—constant parameter, km—parameter binding the current and
the moment, N—reduction gear transmission ratio. (For the second actuator there
are analogous equations.)

Having done the transformation, we get the equation system in vector form:

A .q/ � Rq C B



q; Pq
�

� Pq D M;

U D L
km�N � PM C R

km�N M C kw � N � Pq:
(15.3)

Here A and B are matrices depending on generalized coordinates and velocities.
We use the following optimal control algorithm [26] for mechanism control,
using differential equation analysis, which defines the fault at every generalized
coordinate.

The program trajectory is presented as a function, qp(t), t 2 [t0, µ]. Approxima-
tion of this trajectory is by splines obtained. It is expected that we construct the
algorithm of control, which transfers the system from the initial stage to the set
neighborhood above mentioned trajectory in finite time, minimizing functional J
built in the deviation
(t):


.t/ D qp.t/ � q.t/ (15.4)

J D
TZ

t0

�

2 C k1 � P
2 C k2 � R
2

�
dt (15.5)
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where J, 
, k1, k2 present functional, fault, and weight coefficients. Let us write:

�i1 � P
2
i0 C �i0 � �2 � P
i0 �
i0 C �i1 �
i0

2
� D Ci

�

i0; P
i0

�
(15.6)

where i D 1, 2; � i0, � i1 are coefficients, then

TZ

t0

� R
i C �i1 � P
i C �i0 �
i
�
2

dt C Ci
��
i0; P
i0

�

D
TZ

t0

˚ R
2
i C P
2

i � ��i1
2 � 2 � �i0

�C �i0
2 �
i

2
�

dt (15.7)

We use forward approach depend on accuracy of model. Indeed, the more accurate
the model, the more accurate the control.

Thus, functional J minimum is in trajectories when the following conditions are
realized:

R
i C �i1 � P
i C �i0 �
i D 0 (15.8)

where i D 1, 2, �i0 D p
ki2; �i1 D p

ki1 C 2 � �i0; 
i.t/ D qpi.t/ � qi.t/.
We have the formula for the generalized acceleration vector as this:

Rq D Rqp C ”1 �



Pqp � Pq
�

C ”0 � �qp � q
�

(15.9)

From this, we can calculate the generalized forces.
This algorithm can be applied for parallel manipulators. Actually, while

approaching singular configurations the system of equations becomes degenerate,
and required generalized forces become too large. In this case an additional actuator
should be used, which has to be taken into consideration in the control algorithm.

In parallel manipulator the singular configuration is determined by links AB
and AC forming one line. This singular zone is one-dimensional, as in the case
of constant relative position of the abovementioned links the manipulator has only
one degree of freedom.

We introduce the criterion of singular configurations: the overrun of the gener-
alized moment’s marginal tolerance value. It is necessary that the moment surpass
the nominal value not more than two times. On reaching such configuration there
should be a load transfer with taking extra actuator into account.

The singular configuration would not be a singular one if the actuators are
situated in E and B pairs (Fig. 15.5). The algorithm could be realized by this way: at
initial position, the two main actuators E and D are in operation. When the torque of
one of them reaches the surpass nominal value, the other extra actuator (the point B)
is put into operation.

The parallel manipulator motion was considered for search of feasibilities for
the algorithm mentioned. The A point moves towards ellipsis, and the kinematical
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chain passes nearby singular configuration. At first, the calculations were made
without possible limitations on the actuator moment. It was necessary to test how
the algorithm copes with the task of the manipulator optimal control.

Trajectory is ellipse (Fig. 15.6a). It is reasonable that the moments in actuators
reach unfeasibly high values in the case (Fig. 15.6b), though the fault in generalized
coordinate and generalized velocity tends to zero rather quickly.

a

0 0.5 1 1.5 2

–4.106

–2.106

0

M1(t)

M2(t)

t

b

Fig. 15.6 (a) Trajectory of end-effector, (b) the actuator moments M1, M2 [N�m] (t[s]) without
extra actuator
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Fig. 15.7 Fault alteration of
the second generalized
coordinate eq2[rad] (t[s]) and
velocity ew2[rad/s] (t[s])
without extra actuator
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Pattern (Fig. 15.7) presents the fault, connected with the movement of the second
actuator located in E-pair. In order to escape unfeasibly wide actuator moment
values, we used extra actuator B. The actuator moments underwent sharp changes
(Fig. 15.8).

After getting away from singular configuration there was the extra actuator
shutdown and putting the main actuator into operation. These conditions influence
the fault value of generalized coordinates (Fig. 15.9).

At whole, the algorithm is characterized by the acceptable index on stability
under fault minimization by motion in trajectory.

Thus, the criteria of singular configuration could be the admissible moment
of actuator. Extra actuator allows escaping uncontrolled motions, as well as wide
moments in actuators.
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Fig. 15.9 Fault alteration
eq1,2 � 102 [rad] (t[s])
according to generalized
coordinates with extra
actuator
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Fig. 15.10 Planar parallel robot

15.3.2 Oscillations of Planar Parallel Manipulator

Let us consider oscillations of the planar parallel robot (Fig. 15.10). Let the
generalized forces be proportional to the angles of rotations in the actuators. The
equations of dynamics by taking into account the mass of the output link are ®:
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mRx D �FxI
mRy D �FyI
J R' D �Mz; (15.10)

Here m is the mass of the output link; Rx; Ry are the accelerations of the center of the
mass; J is the inertia moment; R' is angular acceleration; Fx, Fy are the forces acting
to the output link; Mz is the torque.

Let us assume masses of other links are equal to 0. A1A2A3 is the output link.
The generalized forces are:

Mi D �c �
q (15.11)

Here Ô is the stiffness of the actuators and 
qi is the angles of rotations.
We use the principle of virtual displacements:

mRx•x C M1

@q1
@x
•x C M2

@q2
@x
•x C M3

@q3
@x
•x D 0

mRy•x C M1

@q1
@x
•y C M2

@q2
@y
•y C M3

@q3
@y
•y D 0

J R'•' C M1

@q1
@'
•' C M2

@q2
@'
•' C M3

@q3
@'
•' D 0 (15.12)

Here •x, •Ö, •® are the virtual displacements; ¯1, ¯2, ¯3 are the torques in the
actuators.

After transformations we have:

Rx D M1
@q1
@x C M2

@q2
@x C M3

@q3
@x

m
I

Ry D
M1

@q1
@y C M2

@q2
@y C M3

@q3
@y

m

Rz D
M1

@q1
@'

C M2
@q2
@'

C M3
@q3
@'

J
(15.13)

These equations contain the partial derivatives of the constraints:

@qi

@x
D � @Fi=@x

@Fi=@qi
I @qi

@y
D � @Fi=@y

@Fi=@qi
I @qi

@'
D � @Fi=@'

@Fi=@qi
(15.14)

Let us consider the configuration of the manipulator where q1 D 0.34 rad;
q2 D 2.43 rad; q3 D –1.75 rad; x D 0I y D 0I ' D 0.
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The partial derivatives are:

@q1
@x

D @F1=@x

@F1=@q1
D 1I @q1

@y
D @F1=@y

@F1=@q1
D �0:353I @q1

@'
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@F1=@q1
D 1
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@x
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D 1:042I @q2

@'
D @F2=@'

@F2=@q2
D 1

@q3
@x

D @F3=@x

@F3=@q3
D �0:806I @q3

@y
D @F3=@y

@F3=@q3
D �0:686I @q3

@'
D @F3=@'

@F3=@q3
D 1 :

In initial position ®D 0.1 rad. After numerical solution of the equations above we
have oscillations. We can see that the oscillations are nonlinear with three degree of
freedom (Fig. 15.11).

We use the approach based on the principle virtual displacements. This approach
is used not only for initial configuration but also for any consequent one. To our
opinion, there exists a goal to limit the magnitudes of the oscillations by means the
constraints without any damping.

15.3.3 Some Singular Positions of a Planar Manipulator

It is well known that singularities are very important from the point of view
controllability. That is why we consider some singularities existing in a prototype
of a planar manipulator. One of singularities corresponds to the case when three
wrenches acting to the output link from kinematic chains intersect in one point
(Fig. 15.12). The matrix of the Plücker coordinates of the constraint wrenches is:

.R/ D
0

@
7:8 6:3 0

�9:4 3:6 0

1:6 �9:9 0

1

A

Other singularity corresponds to the case when three wrenches acting to the output
link from kinematic chains are parallel (Fig. 15.13). The matrix of the Plücker
coordinates of the constraint wrenches is:

.R/ D
0

@
9:5 �3:1 �82

�9:5 3:1 �3
9:5 �3:1 �13:5

1

A

All the twists of one of the kinematic chains can be situated in one plane (Fig. 15.14).
In this case one degree of freedom is lost. The matrix of the Plücker coordinates of
the twists of one kinematic chain can be written as:

.E/2 D
0

@
1 �1:1 3:1

1 1:6 �6:5
1 4:3 �16:1

1

A

The third line is a linear combination of the first two lines.
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Fig. 15.11 The oscillations of the output link

Two of the constraint wrenches can coincide and the third kinematic chain can
be reason to lost one degree of freedom (Fig. 15.15). The matrices of the Plücker
coordinates of the wrenches and twists can be written as:

.E/2 D
0

@
1 �5:7 1:3

1 �0:7 �7:4
1 4:3 �16:1

1

A
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Fig. 15.12 The singular configuration corresponding to the intersection of the constraint wrenches

Fig. 15.13 The singular configuration corresponding to the parallelism of the constraint wrenches

.R/ D
0

@
4:3 9 66

�9:6 �3 45

�4:3 �9 �66

1

A

Both the matrices vanish.
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Fig. 15.14 One degree of freedom is lost

Fig. 15.15 One degree of freedom and controllability are lost
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15.4 Translational Parallel Manipulators

Translational parallel manipulators with three degrees of freedom have attracted
much attention from researchers. The most famous translational parallel manipula-
tor is the Clavel’s Delta robot [13]. This mechanism has three R-R-Pa-R legs and
provides pure translational motion to its moving platform in three dimensions. This
mechanism is widely used in packaging and pick-and-place operations because of
its phenomenal speed capability and low inertia. In this chapter 3-DOF translational
mechanism 3PPaPa is presented.

15.4.1 The Structure of the Manipulator

The proposed translational mechanism is shown in Fig. 15.16.
Each leg of the mechanism has two parallelograms. The first P-joint in each leg

is actuated.
The constraint equations represent a relationship between Cartesian coordinates

x0, y0, z0 and generalized coordinates q1, q2, q3 and can be represented by the
following system:

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

F1 D q1 � x0 � l3 � l2 cos

�
� arcsin

y0
l2

�
� l1 cos

�
arcsin

z0
l1

�
D 0I

F2 D q2 � y0 � l3 � l2 cos

�
� arcsin

z0
l2

�
� l1 cos

�
arcsin

x0
l1

�
D 0I

F3 D q3 � z0 � l3 � l2 cos

�
� arcsin

x0
l2

�
� l1 cos

�
arcsin

y0
l1

�
D 0:

(15.15)

These conditions are not static force balance equations.

15.4.2 Dynamical Analysis

Differentiating these expressions with respect to t, we obtain a system of equations
of velocities of the input and output links:

@Fi

@x
Px C @Fi

@y
Py C @Fi

@z
Pz C @Fi

@qi
Pqi D 0; i D 1; 2; 3 (15.16)
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Fig. 15.16 (a) Kinematic
scheme of translational
manipulator, (b) displacement
in kinematic chains
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Differentiating the equations again with respect to t, we obtain equations of
accelerations:

�
@2Fi

@x2
Px C @2Fi

@x@y
Py C @2Fi

@x@z
Pz C @2Fi

@x@qi
Pqi

�
Px C @Fi

@x
Rx

C
�
@2Fi

@x@y
Px C @2Fi

@y2
Py C @2Fi

@y@z
Pz C @Fi

@y@qi
Pqi

�
Py C @Fi

@y
Ry

C
�
@2Fi

@x@z
Px C @2Fi

@y@z
Py C @2Fi

@z2
Pz C @2Fi

@z@q1
Pqi

�
Pz C @Fi

@z
Rz

C
�
@2Fi

@x@qi
Px C @2Fi

@y@qi
Py C @2Fi

@z@qi
Pz C @2Fi

@q2i
Pqi

�
Pq C @Fi

@qi
Rqi (15.17)

Let us assume the equation of motion: x D 1 � cos.t/; y D 2 � 2 � cos.t/; z D
3 � 3 � cos.t/. Solution of the equation is represented graphically (Fig. 15.17).

15.4.3 Oscillations

The equations of motion of a translational mechanism with three degrees of
freedom are:

3.5

q2, M/c2

2.563

1.625

0.688

–0.25

–1.188

–2.125

–3.063

–4
0 0.628 1.256 1.884 2.512 3.14

t, c

2

3

1

Fig. 15.17 Acceleration graph of input links. 1—Rq1, 2—Rq2, 3—Rq3
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mRx•x C P1
@q1
@x
•x C P2

@q2
@x
•x C P3

@q3
@x
•x C m1 Rq1 @q1

@x
•x

C m2 Rq2 @q2
@x
•x C m3 Rq3 @q3

@x
•x D 0

mRy•y C P1
@q1
@y
•y C P2

@q2
@y
•y C P3

@q3
@y
•y C m1 Rq1 @q1

@y
•y

C m2 Rq2 @q2
@y
•y C m3 Rq3 @q3

@y
•y D 0

mRz•y C P1
@q1
@z
•z C P2

@q2
@z
•z C P3

@q3
@z
•z C m1 Rq1 @q1

@z
•z

C m2 Rq2 @q2
@z
•z C m3 Rq3 @q3

@z
ız C mg•z D 0 (15.18)

Here m is the mass of the output link, P1, P2, P3 are torques in the drives, @qi
@x , @qi

@y ,
@qi
@'

are variable factors.
The variable factors are situated by the generalized forces P:

@x

@qi
D �@Fi

@qi

�
@Fi

@x
;
@y

@qi
D �@Fi

@qi

�
@Fi

@y
;
@z

@qi
D �@Fi

@qi

�
@Fi

@z
:

Using numerical integration, we find coordinate change of output link for different
initial conditions: x D 0.25; y D 0.15; z D 0.01 m (Fig. 15.18).

This is the result of tracking the motion reference trajectory.

15.4.4 Control of the Manipulator

The desired laws of the coordinates of the mobile platform are described by
equations xT(t), yT(t), zT(t). The task is to minimize the errors
1.t/ D xT.t/� x.t/,

2.t/ D yT.t/ � y.t/, 
3.t/ D zT.t/ � z.t/. Here x(t), y(t), z(t) are the actual
coordinates of the mobile platform. Equations of errors are:

R
x C KD P
x C KP
x D 0I
R
y C KD P
y C KP
y D 0I
R
z C KD P
z C KP
z D 0: (15.19)

Here KD, KP are the feedback coefficients. The value feedback gains coefficients are
determined according the theory of robotic control [26].
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According to the constraint equations the actual accelerations become:

Rx D RxT C KD � .PxT � Px/C KP � .xT � x/

Ry D RyT C KD � .PyT � Py/C KP � .yT � y/

Rz D RzT C KD � .PzT � Pz/C KP � .zT � z/ I (15.20)

The laws of errors are described by oscillatory second-order systems, by which
control time is minimized. Let us consider an example: the desired laws of the
coordinates of the moving platform are xT.t/ D 0:1�sin .!t/ ; yT.t/ D 0:12�sin .!t/ ;
zT.t/ D 0:15 � sin .!t/.

The result of the simulation is presented in Figs. 15.19 and 15.20. The maximal
errors are about 5 � 10�3 mm.

Fig. 15.19 The result of
simulations

D x D y D z, M
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Fig. 15.20 The simulation
result of driving torques 200
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t, c
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Fig. 15.21 The lows of the faults. (Ã) !D 10 rad/s, (b) !D 20 rad/s, (c) !D 40 rad/s

Let us consider how the frequency influences on the faults. Let the feedback
coefficients be equal to �0 D 7; 200, �1 D 120, the own frequency is !0 Dq
�0 � �21

4
D 60 rad=s. By the frequencies !D 10 rad/s, !D 20 rad/s, !D 40 rad/s

the faults the faults are different values (Fig. 15.21).
Let us consider how the frequency influences on the faults. Let the feedback

coefficients be equal to �0 D 7; 200, �1 D 120, the own frequency is !0 Dq
�0 � �21

4
D 60 rad=s. By the frequencies!D 10 rad/s, !D 20 rad/s, !D 40 rad/s

the faults the faults are different values (Fig. 15.21).
Thus, the frequency influences on the fault.
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15.5 Kinematics, Dynamics, Control and Accuracy
of Spherical Parallel Robot

Here we consider kinematics, dynamics, control and accuracy of spherical parallel
mechanisms.

15.5.1 Mechanism Structure

In the considered spherical mechanism with five kinematic pairs in each chain
(Fig. 15.22), the input link is connected to the engine. The output link is a platform
that revolves around three axes intersecting at a point O. The output coordinates are
angles of rotation of the platform ˛, ˇ, � around the axes, whose relative positions
are described by a fiction kinematic chain (Fig. 15.23a) corresponding to the angles
between the coordinate axes (Fig. 15.23b). The generalized coordinates are angles
®11, ®21, ®31. Each of the three kinematic chains has three joints with intersecting
axes.

The spherical manipulator under consideration is built basing on the principle
of selecting the degree of freedom in the kinematic chain. Each input link in the

e14

e13

e12

e11

e31

YX

Z

0

e21

j11

j31

j21

e15

z

x
h

Fig. 15.22 Spherical mechanism with five kinematic pairs in each chain
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Fig. 15.23 The angles ˛, ˇ, � : (a) fiction kinematic chain, (b) coordinate systems

chain is connected to the engine. Output link is a platform that rotates around three
axes intersecting at one point O. Output coordinates are angles of the rotation ˛, ˇ,
� around the axes x, y, z respectively. Generalized coordinates are angles ®11, ®21,
®31—the rotation angles of input units of the first, second and third kinematic chains
(for the problem solution of accelerating the input angles are designated q1, q2,
q3). Each of three kinematic chains has two hinges with intersecting axes and three
hinges with parallel axes. Solution of the kinematic problem of such a manipulator
are well known.

Let us associate the output link of the mechanism with a moving coordinate
system �, �, �, whose axes are situated along the main inertia axes of this link.
Therefore, for the orientation angles (˛DˇD � D 0) the directions of the axes �, �,
and � coincide with directions of the axes x, y, and z, respectively. The constraint
equations are derived from geometry of mechanism, transfer matrixes absolute and
moving coordinate systems.

The constraint equations for a spherical mechanism with three kinematic chains
can be represented by the following system:

F1 D tg'11 C cos˛ � sin � � sinˇ � cos � � sin ˛

cos˛ � cosˇ
D 0

F2 D sinˇ

cos � � cosˇ
� tg'21 D 0

F3 D tg'31 C cos � � sin ˛ � sinˇ � cos˛ � sin �

cos˛ � cos � C sin ˛ � sinˇ � sin �
D 0 (15.21)

Three rotating pairs with parallel axes can be replaced by one rotating kinematic
pair (Fig. 15.24).
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j31

j21j11

Fig. 15.24 Spherical mechanism with three kinematic pairs in each chain

15.5.2 Dynamical Analysis

Differentiating the constraint equations with respect to t, we obtain a system of
equations of velocities of the input and output links:

@Fi

@˛
P̨ C @Fi

@̌
P̌ C @Fi

@�
P� C @Fi

@'i1
P'i1 D 0

@F2
@˛

P̨ C @F2
@̌

P̌ C @F2
@�

P� C @F2
@'21

P'21 D 0

@F3
@˛

P̨ C @F3
@̌

P̌ C @F3
@�

P� C @F3
@'31

P'31 D 0 (15.22)

Differentiating these equations again with respect to t, we obtain equations of
accelerations:

@F1
@'11

R'11 D @2F1
@˛2

P̨2 C 2
@2F1
@˛@̌

P̨ P̌ C 2
@2F1
@˛@�

P̨ P� C @2F1
@̌ 2

P̌2 C 2
@2F1
@̌ @�

P̌ P� C @2F1
@�2

P�2

C @2F1
@	211

P'11 C @F1
@˛

R̨ C @F1
@̌

Ř C @F1
@�

R� I
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Fig. 15.25 Acceleration graph of input links

@F2
@'21

R'21 D @2F2
@̌ 2

P̌2 C 2
@2F2
@̌ @�

P̌ P� C @2F2
@�2

P�2 C @2F2
@	221

P'21 C @F2
@̌

Ř C @F2
@�

R�

@F3
@'31

R'31 D @2F3
@˛2

P̨2 C 2
@2F3
@˛@̌

P̨ P̌ C 2
@2F3
@˛@�

P̨ P� C @2F3
@̌ 2

P̌2 C 2
@2F3
@̌ @�

P̌ P� C @2F3
@�2

P�2

C @2F3
@	231

P'31 C @F3
@˛

R̨ C @F3
@̌

Ř C @F3
@�

R�:
(15.23)

Let us assume the equation of motion as:
˛ D 0:706 � t2 � 0:15 � t3; ˇ D 0:706 � t2 � 0:15 � t3; � D 0:706 � t2 � 0:15 � t3

Solution of the equation is represented graphically in Fig. 15.25.
The equation of motion of a spherical mechanism with three degrees of freedom

has the following form (mass of the arc-shaped links is ignored).

15.5.3 Oscillations

Nonlinearity of mechanical system is conditional on its geometry and influence of
actuators. To solve the problem of motion of a spherical mechanism, we introduce
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a mobile system of coordinates �, �, �. Then the equation of motion of a spherical
mechanism with three degrees of freedom is:

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

J� � R'� D M1 � @'11
@'�

C M2 � @'21
@'�

C M3 � @'31
@'�

C P'� � P'� � �J� � J�
�

J� � R'� D M1 � @'11
@'�

C M2 � @'21
@'�

C M3 � @'31
@'�

C P'� � P'� � �J� � J�
�

J� � R'� D M1 � @'11
@'�

C M2 � @'21
@'�

C M3 � @'31
@'�

C P'� � P'� � �J� � J�
�

(15.24)

Here J� D J� D 1
12

�m �r2, J� D 1
2
�m �r2 are moments of inertia relative to the axes

�, �, �, m is the mass of the output link, r is the radius of the platform of output link,
M1, M2, M3 are torques in the drives, @'ij

@'�
—variable factors, R'i, P'i—respectively the

projections of acceleration and speed on the ith axis.
Variable factors are determined from the equation of direct problem of speeds

by method screw calculus. Since the wrench interacts the unit vectors of the non-
driving pairs, then the relative moments mom(Ri, �i2) D 0, mom(Ri, �i3) D 0. So
mom(Ri, �i) D mom(Ri, �i1). Substituting the coordinate values of the wrenches
and twists, we obtain the equations of relative moments:

mom .Ri;�i/ D !xr0ix C !yr0iy C !zr
0
iz

mom .R;�i1/ D !i1
�
xi1r

0
ix C yi1r

0
iy C zi1r

0
i1z

�
(15.25)

Here (xi1, yi1, zi1) are the Plücker coordinates of the unit vectors ei1, r0
i is the moment

part of the wrench with coordinates r0
1x, r0

1y, r0
1z.

The system of equations for three kinematic chains can be written as following
forms:

!xr01x C !yr01y C !zr
0
1z D !11

�
x11r

0
1x C y11r

0
1y C z11r

0
1z

� I
!xr02x C !yr02y C !zr

0
2z D !21

�
x21r

0
2x C y21r

0
2y C z21r

0
2z

� I
!xr03x C !yr03y C !zr

0
3z D !31

�
x31r

0
3x C y31r

0
3y C z31r

0
3z

�
(15.26)

Here !� ,!�,!� are the angular velocities of the output link around axes �, �, �,
r0

i� , r0
i�, r0

i� are the coordinates of moment part of the ith wrench.
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Then, the variable factors will be defined as following:

@'11

@'�
D !11

!�
D r01�

r01x

I @'11

@'�
D !11

!�
D r01�

r01x

I @'11

@'�
D !11

!�
D r01�

r01x

D 0

@'21

@'�
D !21

!�
D r02�

r02y

D 0I @'21

@'�
D !21

!�
D r02�

r02y

I @'21

@'�
D !21

!�
D r02�

r02y

@'31

@'�
D !31

!�
D r03�

r03z

I @'31

@'�
D !31

!�
D r03�

r03z

D 0I @'31

@'�
D !31

!�
D r03�

r03z

(15.27)

The relationship between velocities and velocity projections on the axes �, �, � can
be written as following form:

!� D P̨ � ˛� C P̌ � ˇ� C P� � ��
!� D P̨ � ˛� C P̌ � ˇ� C P� � ��
!� D P̨ � ˛� C P̌ � ˇ� C P� � �� (15.28)

Here

0

@
˛�
˛�

˛�

1

A are the projections of vector ˛ on axes �, �, �;

0

@
ˇ�
ˇ�

ˇ�

1

A are the

projections of vector ˇ on axes �, �, �, equal to the product of the rotation matrix by
an angle ˛ around the axis �

0

@
ˇ˛
ˇ�
ˇ�

1

A D
0

@
1 0 0

0 cos˛ sin˛
0 � sin˛ cos˛

1

A

0

@
0

1

0

1

A D
0

@
0

cos˛
� sin ˛

1

A

0

@
˛�

ˇ�
��

1

A are the projections of vector � on axes �, �, �, equal to the product of the

rotation matrix to the coordinates of the output link in the initial position.

0

@
��
��
��

1

A D
0

@
1 0 0

0 cos˛ sin ˛
0 � sin˛ cos˛

1

A �
0

@
cosˇ 0 � sinˇ
0 1 0

sinˇ 0 cosˇ

1

A �
0

@
cos � sin � 0

� sin � cos � 0
0 0 1

1

A

0

@
0

0

1

1

A

D
0

@
� sinˇ

cosˇ � sin˛
cosˇ � cos˛

1

A
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The coordinates of the unit vectors of the second (x12, y12, z12) and the third (x13,
y13, z13) pairs of the first chain are calculated:

0

@
x12
y12
z12

1

A D
0

@
1 0 0

0 cos'11 � sin '11
0 sin'11 cos'11

1

A �
0

@
0

1

0

1

A D
0

@
0

cos'11
sin'11

1

A

0

@
x13
y13
z13

1

A D .A/ �
0

@
0

0

1

1

A D
0

@
sin˛ � sin � C cos˛ � cos � � sinˇ
cos � � sin ˛ � sinˇ � cos˛ � sin �

cosˇ � cos �

1

A

Here £ is the matrix which has a form: A D A3A2A1, where A1 is the matrix of
rotation around the axis x; A2 is the matrix of rotation around the axis y; A3 is the
matrix of rotation around the axis z.

For the second chain, the coordinate of the unit vectors of the second and third
pairs are:

0

@
x22
y22
z22

1

A D
0

@
cos'21 0 sin '21
0 1 0

� sin '21 0 cos'21

1

A �
0

@
0

0

1

1

A D
0

@
sin'21
0

sin'21

1

A

0

@
x13
y13
z13

1

A D .A/ �
0

@
1

0

0

1

A D
0

@
cos˛ � cosˇ
cosˇ � sin ˛

� sinˇ

1

A

For the third chain, the coordinates of the unit vectors of the second and third
pairs are:

0

@
x32
y32
z32

1

A D
0

@
cos'31 � sin'31 0
sin '31 cos'31 0

0 0 1

1

A �
0

@
1

0

0

1

A D
0

@
cos'31
sin'31
0

1

A

0

@
x33
y33
z33

1

A D .A/ �
0

@
0

1

0

1

A D
0

@
cos˛ � sinˇ � sin � � cos � � sin ˛
cos˛ � cos � C sin ˛ � sinˇ � sin �

� cosˇ � sin �

1

A

The coordinates of the unit vectors of the first, second, and third chains in the
moving coordinate system is defined by the matrix A�1, which is the inverse of
matrix A.

0

@
e�12
e�12
e�12

1

A D .A/�1 �
0

@
x12
y12
z12

1

A ;

0

@
e�22
e�22
e�22

1

A D .A/�1 �
0

@
x2
y22
z22

1

A ;

0

@
e�32
e�32
e�32

1

A D .A/�1 �
0

@
x32
y32
z32

1

A
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The coordinates of the unit vectors of the third pairs of the first, second, and third
chains are:

0

@
e�13
e�13
e�13

1

A D
0

@
0

0

1

1

A ;

0

@
e�23
e�23
e�23

1

A D
0

@
1

0

0

1

A ;

0

@
e�33
e�33
e�33

1

A D
0

@
0

1

0

1

A

Let us express P̨ ; P̌; P� via !� , !�, !� :

P̨ D !� � cosˇ C !� � sin ˛ � sinˇ C !� � sinˇ � cos˛

cosˇ

P̌ D !� � cos˛ � !� � sin ˛

P� D !� � sin˛ C !� � cos˛

cosˇ
(15.29)

Moment part of the wrench in the mobile system of coordinates is equal:

0

@
r01x

r01y

r01z

1

A D
0

@
cos'12

� sin '11 � sin '12
cos'11 � sin '12

1

A ;

0

@
r02x

r02y

r02z

1

A D
0

@
� cos'21 � sin '22

cos'22
sin '21 � sin '22

1

A ;

0

@
r03x

r03y

r03z

1

A D
0

@
sin '31 � sin '32
cos'31 � sin'32

cos'32

1

A

The dependence of rotation angles of input ®i1 and intermediate pairs ®i2 are
determined by solving the problem of the position:

tg'11 D � sin � � cos˛ � sinˇ � cos � � sin˛

cosˇ � cos˛
I

tg'21 D sinˇ

cos � � cosˇ
I

tg'31 D � cos � � sinˇ � sin ˛ � cos˛ � sin �

cos˛ � cos � C sin ˛ � sinˇ � sin �
I

sin '12 D sin � � sin˛ C cos˛ � cos � � sinˇI
sin '22 D cosˇ � sin � I sin '32 D cosˇ � sin ˛ (15.30)
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The torques in the drives are equal:

8
<

:

M1 D �c1 � '11
M2 D �c2 � '21
M3 D �c3 � '31

(15.31)

Here Ôi is the drive rigidity.
Spherical mechanism gets in balance with the following angles: ®11 D 0, ®21 D 0,

®11 D 0, ®31 D 0, ˛DˇD � D 0. Using numerical integration, we will find coordi-
nate change of output link for different initial conditions: ˛D 0.1 rad; ˇD 0.05 rad;
� D 0.325 rad (Fig. 15.26).
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Fig. 15.26 The low of the coordinates ˛, ˇ, �
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15.5.4 Control of the Manipulator

Control of parallel manipulators is one of the most important problems. There exist
different approaches to solve this problem. The applied algorithm is based on the
inverse problems of dynamics [26].

The desired laws of the coordinates of the mobile platform are described by
equations ˛T(t), ˇT(t), �T(t). The task is to minimize the errors 
˛D˛T(t) �˛(t),

ˇDˇT(t) �ˇ(t), 
� D �T(t) � � (t), where ˛(t), ˇ(t), � (t) are the actual coordi-
nates of the mobile platform. Equations of errors are:

R
˛ C KD P
˛ C KP
˛ D 0I
R
ˇ C KD P
ˇ C KP
ˇ D 0I
R
� C KD P
� C KP
� D 0: (15.32)

Here KD, KP are the feedback coefficients. The value feedback gains coefficients are
determined according the theory robotic control [26].

According to the equations above the accelerations become:

R̨ D R̨T C �1 � . P̨T � P̨ /C �0 � .˛T � ˛/ I
Ř D Ř

T C �1 �

 P̌

T � P̌�C �0 � .ˇT � ˇ/ I
R� D R�T C �1 � . P�T � P�/C �0 � .�T � �/ : (15.33)

The laws of errors is described as oscillatory second-order systems, by which control
time is minimized.

Let us consider an example: the desired laws of the coordinates of the mov-
ing platform are ˛T(t) D 0.1�sin(!�t), ˇT(t) D 0.11�sin(!�t), �T(t) D 0.12�sin(!�t).
Moments of inertia are J� D J� D 0.0012 kg m2, J� D 0.002 kg m2, KD D 120,
KP D 7,200. Result of the simulation is presented in Figs. 15.27 and 15.28. The
maximal errors are about 6 � 10�3 rad.

15.5.5 Accuracy of the Manipulator

The full differential of input–output equation can be written:

@Fi

@˛
•˛ C @Fi

@̌
•ˇ C @Fi

@�
•� C @Fi

@�i1
•�i1 C @Fi

@�i2
•�i2 C @Fi

@'i1
•'i1 D 0 (15.34)

Here � i1, � i2 are the angels between the axes of kinematic pairs.
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Fig. 15.27 The simulation result of displacement

Fig. 15.28 The simulation result of driving torques
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According to the linear theory of accuracy, we assume increment in the actuators
are equal to zero: •®11 D •®21 D •®31 D 0. Therefore, the system of equations can
be represented as:

@F1
@˛

•˛ C @F1
@̌

•ˇ C @F1
@�

•� D �
�
@F1
@�12

•�12 C @F1
@�11

•�11

�
I

@F2
@˛

•˛ C @F2
@̌

•ˇ C @F2
@�

•� D �
�
@F2
@�22

•�22 C @F2
@�21

•�21

�

@F3
@˛

•˛ C @F3
@̌

•ˇ C @F3
@�

•� D �
�
@F3
@�32

•�32 C @F3
@�31

•�31

�
: (15.35)

Thus, knowing the deviations of angles between the axes of kinematic pairs we can
determine the deviations of the position of the output link.

For example, if errors are: �11 D 0.01 rad, �12 D 0.005 rad, �31 D 0.01 rad,
� i2 D 0.0075 rad, �12 D 0.005 rad, �22 D 0.005 rad, �23 D 0.005 rad, then the
deviations of the position of the output link are •˛D 0.012 rad, •ˇD 0.017 rad,
•� D 0.005 rad.

15.5.6 Prototyping of the Manipulator

We considered the mechanism where all the axes of the kinematic pairs intersect
at a single point. One of versions of spherical mechanisms with five kinematic
pairs in any chain is prototyped. One of the versions of spherical mechanism
with five kinematic pairs in two kinematic chains and three kinematic pairs in
one kinematic chain is prototyped (Fig. 15.29). This prototype is used to prove
the kinematic properties of the manipulator. In future we plan to investigate the
dynamical properties of the prototype.

15.6 Conclusion

Therefore, in this chapter the dynamical properties of planar, translational, and
spherical parallel manipulators are considered.
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Fig. 15.29 Prototype of spherical mechanism with three kinematic chains
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Chapter 16
Dynamic Modelling and Control of Balanced
Parallel Mechanisms

Renato Maia Matarazzo Orsino, André Garnier Coutinho,
and Tarcisio Antonio Hess Coelho

Abstract Balancing is an important issue related to the design of mechanical
systems in general, and also parallel mechanisms, in particular. In fact, the
performance of parallel mechanisms associated with specific applications depends
on the choice of the balancing method, namely, either static or dynamic, either
passive or active, whether it is valid for a given trajectory or even for any motion.
The main contribution of this work is to highlight the importance of the dynamic
modelling process in order to achieve the compensation conditions associated with
the chosen balancing technique. Due to the fact that parallel mechanisms have
highly complex structures, the use of dynamic formalisms that employ redundant
generalized coordinates, in association with the successive coupling of additional
balancing elements to the original system model, can bring remarkable benefits.
Additionally, this book chapter also discusses the impact of the dynamic model,
developed in accordance with the methodology shown here, for the control strategy
of parallel mechanisms. Finally, the simulation results demonstrate how effective is
the presented methodology for the planar 5-bar with revolute joints (5R).

Keywords Dynamic modelling • Balancing • Parallel mechanisms • Control

Nomenclature

a; b; : : : Scalars, components of column-matrices or indexes
A;B; : : : Scalars or components of matrices
a;b; : : : Column-matrices
A;B; : : : Matrices

R.M.M. Orsino
Department of Mechanical Engineering, Escola Politecnica, University of Sao Paulo, Brazil
e-mail: renato.orsino@gmail.com

A.G. Coutinho • T.A.H. Coelho (�)
Department of Mechatronics and Mechanical Systems Engineering, Escola Politecnica,
University of Sao Paulo, Brazil
e-mail: andre.garnier.coutinho@usp.br; tarchess@usp.br

© Springer International Publishing Switzerland 2016
D. Zhang, B. Wei (eds.), Dynamic Balancing of Mechanisms and Synthesizing
of Parallel Robots, DOI 10.1007/978-3-319-17683-3_16

403

mailto:renato.orsino@gmail.com
mailto:andre.garnier.coutinho@usp.br
mailto:tarchess@usp.br


404 R.M.M. Orsino et al.

a; b; : : : Vectors
A, B, : : : Tensors
a;b; : : : Points
A;B; : : : Coordinate systems
A;B; : : : Rigid bodies or reference frames
A ;B; : : : Sets or multibody mechanical systems1

an;l Arbitrary physical parameter
An Jacobian matrix of kinematic invariants (cn) with respect to quasi-

accelerations ( Ppn)
ap jE Acceleration of point p measured relatively to reference frame E
cn Kinematic invariants (constraints) column-matrix
C s Differentiability class
dn Dynamic invariants column-matrix
d Differential operator
fn;j Generalized force
fn Generalized forces column-matrix
fB Resultant force acting on body B (excluding constraint forces)
gn;j Generalized gyroscopic inertia force
gn Generalized gyroscopic inertia forces column-matrix
Is Arbitrary moment of inertia
IB jp Inertia tensor of rigid body B relative to point p
Ix.Sn/ Set of indexes of variables xn;r defined in the model of system Sn, i.e.,

Ix.Sn/ D fr j xn;r 2 Sng
ms Arbitrary mass
Mn Generalized inertia matrix
mB jp Resultant moment (torque) acting on body B measured relatively to

pole p (excluding constraint moments)
N Inertial reference frame
pn;j Quasi-velocity
Ppn;j Quasi-acceleration
pn Quasi-velocities column-matrix
Ppn Quasi-accelerations column-matrix
qn;i Generalized coordinate
qn Generalized coordinates column-matrix
rp2 jp1 Position of point p2 relative to point p1
t Time
un;k Control input
vp jE Velocity of point p measured relatively to reference frame E

1 A multibody mechanical system will be conceived as a set whose elements are material bodies,
joints, actuators, energy storage, dissipation and transformation elements and a mathematical
model (which includes physical parameters, model variables and constitutive, constraint and
dynamic equations).
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wn;j Arbitrary term of generalized force or generalized gyroscopic inertia
force linear or bilinear with respect to quasi-velocities

wn Column-matrix whose entries are wn;j

zn;j Arbitrary term of generalized force or generalized gyroscopic inertia
force independent of quasi-velocities

zn Column-matrix whose entries are zn;j

• Variation operator
�x.Sn/ Number of elements of the set Ix.Sn/

�#.Sn/ Number of degrees of freedom of the mechanical system Sn

ωB jE Angular velocity of rigid body or reference frame B measured rela-
tively to reference frame E

0 Null column-matrix or null matrix
0 Null vector or null tensor
1 Identity matrix
1 Identity tensor
Œ��T Matrix transposition
Œ���1 Matrix inversion
k � k1 Matrix infinity norm

16.1 Introduction and Literature Review

Balancing is an important issue related to the design of mechanical systems in
general, and also parallel mechanisms, in particular. In fact, the performance of
parallel mechanisms associated with specific applications depends on the choice
of the balancing method, namely, either static or dynamic, either passive or active,
whether it is valid for a given trajectory or even for any motion.

In a statically balanced mechanism, the potential energy is invariant. Hence,
the actuator torques/forces are null at any configuration [14]. On the other hand,
in a dynamically balanced mechanism, the shaking forces and shaking moments
at its frame are reduced or even eliminated. As a consequence, the mechanism
components are less susceptible to vibration, wear, and fatigue [13], improving its
life.

Passive balancing means that the original mechanism architecture is modified
by using some techniques. The most common techniques are the addition of
counterweights [4, 6, 9–15], the use of counter-rotating inertias [4, 6, 9, 13], and
the redistribution of masses [2, 3]. Alternatively, other works propose the addition of
extra links [1, 8, 10]. However, for high speed manipulators, these techniques might
cause the increase of the actuator torques and the size of links and joints. Hence, in
order to avoid such undesirable effects, some authors [1–3, 7, 14, 15] recommend
the use of elastic springs attached to the mechanism.

For the active balancing [4–6, 9, 11, 16], more complex modifications are needed
to implement it. For instance, the counterweights position in the moving links
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might be altered according to the end-effector load or the given trajectory. Hence,
additional actuators/sensors and control are usually employed to reach satisfactory
performance levels. Arakelian and Smith [4] employ a computer control of the
motion of an inertia flywheel connected to the mechanism.

Moreover, Coelho et al. [6] and Moradi et al. [9] use the adaptive balancing
to achieve the decoupling of dynamic equations for open loop kinematic chain
mechanisms. Consequently, this action simplifies the control of manipulators due
to the fact that the actuators can be controlled independently.

The main contribution of this work is to highlight the importance of the
dynamic modelling process (see Fig. 16.1) in order to achieve the compensation
conditions associated with the chosen balancing technique. Due to the fact that
parallel mechanisms have highly complex structures, the use of dynamic formalisms
that employ redundant generalized coordinates, in association with the successive
coupling of additional balancing elements to the original system model, can bring
remarkable benefits. Additionally, this book chapter also discusses the impact of the
dynamic model, developed in accordance with the methodology shown here, for the
control strategy of parallel mechanisms.

This chapter is organized as follows. Section 16.2 treats the theoretical back-
ground for the dynamic modelling and control, the adaptive balancing techniques
are described in Sects. 16.3, and 16.4 shows a case study for the planar 5-bar
mechanism with revolute joints. Finally, the conclusions are drawn in Sect. 16.5.

16.2 Theoretical Background for the Dynamic Modelling
and Control

16.2.1 Basic Structure of a Dynamic Model

Let Sn be a multibody mechanical system with a finite number �#.Sn/ of degrees
of freedom. Consider the definition of a set of �q.Sn/ generalized coordinates qn;i,
i 2 Iq.Sn/, for the description of every possible configuration of such system. A set
of coordinates is useful for such description if and only if an arbitrary assignment of
values for these coordinates correspond either to a finite number of non-neighboring
configurations or to no configuration. In the first case, the values assigned to the
coordinates are called compatible. It is important to notice that descriptions in which
compatible values of coordinates correspond to more than one configuration can be
avoided by adding new coordinates to the original set, so that compatible values
in this latter set of variables uniquely describe any possible configuration of the
system.

Consider a particular compatible set of values for the generalized coordinates and
suppose that some of these values are varied infinitesimally. The maximum number
of independent variations still leading to compatible values corresponds to the
local number of degrees of freedom associated with the respective configurations.
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Fig. 16.1 Dynamic modelling process

The maximum local number of degrees of freedom among all the possible con-
figurations of the system is the number of degrees of freedom of Sn (which, by
hypothesis, is finite). A particular set of generalized coordinates is called redundant
if the number of coordinates is greater than the number of degrees of freedom of Sn,
i.e., if �q.Sn/ > �

#.Sn/. In such cases there must be as much independent invariants
as the excess of generalized coordinates over the number of degrees of freedom
of the system, i.e., �q.Sn/ � �#.Sn/ independent invariants, imposing conditions
that limit the maximum number of independent variations (and, consequently, time
derivatives) of the generalized coordinates but still lead to compatible values for
these variables. Denoting by qn the column-matrix whose entries are the qn;i,
these invariants can be expressed by the so-called constraint equations, once they
represent the kinematic constraints of system Sn, which can be presented in the
following form:

 n;r.t; qn; Pqn/ D 0 for r 2 f1; 2; : : : ; �q.Sn/ � �#.Sn/g (16.1)
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If  n;r.t; qn;dqn/ is an exact differential, the corresponding constraint is classified
as holonomic. In these cases, there is a function hn;r.t; qn/ such that dhn;r D
 n;r.t; qn;dqn/ D 0, i.e., hn;r.t; qn/ is an invariant representing a constraint which
depends exclusively on the instantaneous configurations of the system, but not on
its instantaneous motion. When  n;r.t; qn;dqn/ is an inexact differential, the cor-
responding constraint is called nonholonomic. Actually, the class of nonholonomic
constraints include constraints that cannot even be expressed by equations. These
latter cases, however, are out of the scope of this book chapter.

Now, consider that, in order to replace time derivatives of generalized coordinates
in the description of instantaneous motions of system Sn, a set of �p.Sn/ quasi-
velocities pn;j, j 2 Ip.Sn/, is defined. The most common example of the use of
quasi-velocities occurs in Newton–Euler equations: angular velocity components
are typically used to describe instantaneous rotations of a rigid body instead of
time derivatives of the generalized coordinates associated with the instantaneous
orientations of this body (which can be Euler angles, quaternion components,
etc.). However, time integrals of the components of angular velocity, in general,
cannot be used to describe instantaneous configurations of a rigid body. That is,
although it may be convenient to use a particular quasi-velocity in the description of
instantaneous motions of a mechanical system, it is not required that its time integral
have any physical sense.

Once quasi-velocities replace time derivatives of generalized coordinates, the
following set of independent equations defining such transformation of variables
must be provided:

	n;s.t; qn; Pqn;pn/ D 0 for s 2 f1; 2; : : : ;max
�
�q.Sn/; �p.Sn/

�g (16.2)

Suppose that all the 	n;s.t; qn; Pqn;pn/ are class C 1 functions and that for all states
.t; qn; Pqn;pn/ satisfying both systems of Eqs. (16.1) and (16.2) the conditions of the
Theorem of Implicit Functions are satisfied, so that it is possible to use (some of
the) Eq. (16.2) to obtain the following solutions (valid in some neighborhood of
such states):

Pqn;i D Pq�n;i.t; qn;pn/ 8 i 2 Iq.Sn/ (16.3)

pn;j D p�n;j.t; qn; Pqn/ 8 j 2 Ip.Sn/ (16.4)

Now, consider the following system of equations:

�
 n;r.t; qn; Pq�n .t; qn;pn// D 0 for r 2 f1; 2; : : : ; �q.Sn/ � �#.Sn/g
	n;s.t; qn; Pq�n .t; qn;pn/;pn/ D 0 for s 2 f1; 2; : : : ;max

�
�q.Sn/; �p.Sn/

�g
(16.5)

Once the expressions of Pq�n;i.t; qn;pn/ are obtained from local solutions of (some
of the) Eq. (16.2), at least �q.Sn/ equations must be eliminated from the sys-
tem (16.5) in order to obtain a system of independent equations. Indeed, for any
possible state, system (16.5) will not have more than �c.Sn/ D �p.Sn/ � �#.Sn/
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independent equations, and when it has less than �c.Sn/ independent equations,
the corresponding state is called singular. It is clear that the time derivative of
the independent equations in system (16.5) can be expressed in the following form
(replacing Pqn;i D Pq�n;i.t; qn;pn/, when necessary):

cn;r.t; qn;pn; Ppn/ D
X

j

An;rj.t; qn;pn/ Ppn;j C bn;r.t; qn;pn/

D 0 for r 2 f1; 2; : : : ; �c.Sn/g (16.6)

It is also possible to express these equations in the following matrix form:

cn.t; qn;pn; Ppn/ D An.t; qn;pn/ Ppn C bn.t; qn;pn/ D 0 (16.7)

In order to determine completely all the quasi-accelerations Ppn;j associated with
a given state of the mechanical system, it is necessary to form a system of equations
in which (16.7) is taken along with the dynamic equations of the model.

Consider that Sn is a multiple rigid-body mechanical system, composed of a set
of constrained rigid bodies Bn;s, s 2 IB.Sn/ and a set of actuators providing control
inputs un;k, k 2 Iu.Sn/. The following notation is adopted:

• b?n;s represents the centre of mass of Bn;s;
• vb?n;s jN and ab?n;s jN are, respectively, the velocity and the acceleration of b?n;s

measured relatively to an inertial reference frame N ;
• ωBn;s jN and PωBn;s jN are respectively the angular velocity and the angular

acceleration of Bn;s measured relatively to an inertial reference frame N ;
• mBn;s and IBn;s jb?n;s are, respectively, the mass of Bn;s and its inertia tensor relative

to point b?n;s;
• fBn;s and mBn;s jb?n;s are, respectively, the resultant force and resultant moment

measured relatively to pole b?n;s, including control inputs and excluding constraint
effects, acting on body Bn;s.

Applying the Principle of Virtual Power to Sn, it can be stated that:

X

s



•vb?n;s jN �



fBn;s � mBn;s ab?n;s jN

�

C •ωBn;s jN �


mBn;s jb?n;s � IBn;s jb?n;s � PωBn;s jN

� ωBn;s jN � .IBn;s jb?n;s � ωBn;s jN /
��

D 0 (16.8)

Consider that at a given time t0, all the values of the generalized coordinates
qn;i.t0/ and of the quasi-velocities pn;j.t0/ are known, implying that •qn.t0/ D 0
and •pn.t0/ D 0. Thus, given the expressions of vb?n;s jN and ωBn;s jN in terms of
qn;i and pn;j, i.e., vb?n;s jN D v�b?n;s jN .t; qn;pn/ and ωBn;s jN D ω�Bn;s jN .t; qn;pn/,
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•vb?n;s jN .t
0/ D 0 and •ωBn;s jN .t

0/ D 0. Consider the expansion in Taylor series
of •vb?n;s jN .t

0 C �/ and •ωBn;s jN .t
0 C �/:

•vb?n;s jN .t
0 C �/ D •vb?n;s jN .t

0/C � •ab?n;s jN .t
0/C O.�2/

D �
X

j

@vb?n;s jN
@pn;j

.t0/ •Ppn;j.t
0/C O.�2/ (16.9)

•ωB\;∫ jN .t
0 C �/ D •ωB\;∫ jN .t

0/C � • PωB\;∫ jN .t
0/C O.�2/

D �
X

j

@ωB\;∫ jN
@pn;j

.t0/ •Ppn;j.t
0/C O.�2/ (16.10)

At time instant t0 C � , Eq. (16.8) can be rewritten in the following form, with all
the first member evaluated at t0:

X

j

•Ppn;j

�
fn;j.t; qn;pn; un/C gn;j.t; qn;pn/ �

X

r

Mn;jr.t; qn;pn/ Ppn;r

�
D O.�2/

�

(16.11)
In Eq. (16.11), fn;j is the j-th generalized force of system Sn, gn;j is the j-th
generalized gyroscopic inertia force of system Sn, and Mn;jr is the generalized inertia
associated with Ppn;j and Ppn;r. Their expressions satisfy the following identities:

fn;j.t; qn;pn; un/D
X

s

�
@vb?n;s jN
@pn;j

� fBn;sC
@ωBn;s jN
@pn;j

�mBn;s jb?n;s

�
(16.12)

gn;j.t; qn;pn/�
X

r

Mn;jr.t; qn;pn/ Ppn;r D �
X

s

�
@vb?n;s jN
@pn;j

�



mBn;s ab?n;s jN
�

C@ωBn;s jN
@pn;j

�



IBn;s jb?n;s � PωBn;s jNCωBn;s jN

� .IBn;s jb?n;s � ωBn;s jN /
��

(16.13)

Taking the limit � ! 0 in Eq. (16.11), using matrix notation, it can be stated that, at
time instant t0:

• PpT
n .fn C gn � Mn Ppn/ D 0 (16.14)

Also, at time instant t0, Eq. (16.7) implies that:

An • Ppn D 0 (16.15)
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Obviously, if it is possible to find a matrix Cn such that An Cn D 0, then • Ppn D
Cn πn will satisfy the condition imposed by Eq. (16.15) for any column-matrix πn

(with adequate dimensions). If, at time instant t0, Sn is in a non-singular state, then
Eq. (16.15) imposes �c.Sn/ D �p.Sn/��#.Sn/ conditions for �p.Sn/ variations •Ppn;j.
Thus, the most general solution for Eq. (16.15) is to express all the �p.Sn/ variations
•Ppn;j in terms of �#.Sn/ arbitrary parameters. This can be achieved by finding a
full rank, �p.Sn/ by �#.Sn/ matrix Cn such that An Cn D 0, i.e., matrix Cn must
be an orthogonal complement of matrix An. Therefore, replacing • Ppn D Cn πn in
Eq. (16.14):

πT
n CT

n .fn C gn � Mn Ppn/ D 0 (16.16)

Considering that Cn is full rank and that πn is column-matrix with �#.Sn/ entries,
the only possible way to ensure that this equation is satisfied is to state that:

dn D CT
n .fn C gn � Mn Ppn/ D 0 (16.17)

The system composed by Eqs. (16.7) and (16.17) completely determines, for a
given time t0 when all the state variables qn;i.t0/ and pn;j.t0/ are known, all the
associated quasi-accelerations Ppn;j.t0/, given the values of the control inputs un;k.t0/.
Thus, Eqs. (16.7) and (16.17) are a dynamic model of the multibody mechanical
system Sn. Finally, it is worth mentioning that, although the derivation of Eq. (16.17)
was performed for a multiple rigid-body mechanical system, every multibody
mechanical system with a finite number of degrees of freedom can be expressed
by a system of equations in the form of (16.7) and (16.17).

16.2.2 Dynamic Coupling of Subsystems

Let M be a multibody mechanical system which can be interpreted as an assemble
of constrained subsystems Sn, n 2 IS .M /. Consider that the dynamic model
of each of the subsystems Sn, when not constrained to the others, is given by the
following pair of matrix equations:

cn D An Ppn C bn D 0 (16.18)

dn D CT
n .fn C gn � Mn Ppn/ D 0 (16.19)

The system of Eq. (16.18), cn D 0, represents the (internal) kinematic constraints
of the subsystems Sn, while the system of Eq. (16.19), dn D 0, describes its
dynamics when no external kinematic constraints are present. Together, Eqs. (16.18)
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and (16.19) are called the free subsystem Sn model, which can be expressed in terms
of the following variables and parameters:

• Generalized coordinates qn;i and quasivelocities pn;j describing every admissible
state of Sn considering the absence of external kinematic constraints;

• Control inputs un;k describing the effect of external actuations on Sn;
• Fixed and adjustable physical parameters an;l of Sn.

When the subsystems are assembled to a single multibody mechanical system
M , additional kinematical constraints are imposed. Consider that these further
constraints can be expressed by the following matrix equation:

Oc D
X

n

OAn Ppn C Ob D 0 (16.20)

The satisfaction of all the kinematic constraints expressed by (16.18) and (16.20) in
a particular (admissible) state of the system M implies that:

An • Ppn D 0 8 n 2 IS.M / (16.21)
X

n

OAn • Ppn D 0 (16.22)

As shown in the previous section, a solution for each of Eq. (16.21) is already
known. Once AnCn D 0, 8 n 2 IS.M /, for every column-matrix πn with as much
elements as the number of degrees of freedom of the free subsystem Sn model,
Eq. (16.21) are identically satisfied for:

• Ppn D Cn πn 8 n 2 IS.M / (16.23)

Replacing (16.23) in (16.22):

X

n

OAn Cn πn D 0 (16.24)

Thus, suppose that it is possible to define matrices OCn, 8 n 2 IS.M /, such that for
every column-matrix π with as much elements as the number of degrees of freedom
of the whole system M , Eq. (16.24) is identically satisfied for:

πn D OCn π or • Ppn D Cn OCn π 8 n 2 IS.M / (16.25)
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For the sake of simplicity in notation, suppose that IS.M / D f1; 2; : : : ; �Sg. In
this case, Eqs. (16.21) and (16.22) can be put in the following matrix form:

2

666664

A1 0 : : : 0
0 A2 : : : 0
:::
:::
: : :

:::

0 0 : : : A�SOA1 OA2 : : : OA�S

3

777775

2
6664

• Pp1
• Pp2
:::

• Pp�S

3
7775 D 0 (16.26)

Using Eq. (16.25) and considering that the choice of π is arbitrary, it can be stated
that:

2
666664

A1 0 : : : 0
0 A2 : : : 0
:::
:::
: : :

:::

0 0 : : : A�SOA1 OA2 : : : OA�S

3
777775

2

6664

C1 0 : : : 0
0 C2 : : : 0
:::
:::
: : :

:::

0 0 : : : C�S

3

7775

2

6664

OC1
OC2
:::

OC�S

3

7775 D 0 (16.27)

Once AnCn D 0, 8 n 2 IS.M /, the satisfaction of Eq. (16.27) is ensured if and
only if:

� OA1C1 OA2C2 : : : OA�SC�S
�

2
6664

OC1
OC2
:::

OC�S

3
7775 D 0 (16.28)

Adopting the notation:

OA D � OA1C1 OA2C2 : : : OA�SC�S
�

and OC D

2

6664

OC1
OC2
:::

OC�S

3

7775

equation (16.28) can be rewritten in the following form:

OA OC D 0 (16.29)
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As each matrix Cn is an orthogonal complement of the respective An, so is matrix OC
an orthogonal complement of OA. Thus, Eq. (16.29) proves that the same algorithm
that is used to obtain matrices Cn can be used to obtain OC and, consequently, OC1,OC2; : : : ; OC�S .

Applying the Principle of Virtual Power for the system M , it can be stated that:
X

n

• PpT
n .fn C gn � Mn Ppn/ D 0 (16.30)

Using Eq. (16.25):

πT

 
X

n

OCT
n CT

n .fn C gn � Mn Ppn/

!
D πT

 
X

n

OCT
n dn

!
D 0 (16.31)

Again, once the choice of π is arbitrary, Eq. (16.31) implies that:

d D
X

n

OCT
n dn D 0 (16.32)

Adopting the notation:

c D

2
666664

c1
c2
:::

c�S
Oc

3
777775

and Od D

2
6664

d1
d2
:::

d�S

3
7775

the mathematical model of the system M is given by the following pair of matrix
equations:

c D 0 (16.33)

d D OCT Od D 0 (16.34)

This approach for obtaining mathematical models of multibody mechanical systems
based on already known free subsystem models is a basis for the development of a
methodology for adaptive balancing of mechanical systems.

16.2.3 Introduction to Sliding Modes Control

In this subsection, a brief introduction to the sliding modes control will be done.
The theme will be explored only to perform second order systems control, without
parametric uncertainties, to not escape the scope of the chapter.
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Consider a dynamical system given by the following differential equation:

Rx D u (16.35)

A curve in the error phase plan, called sliding surface, can be defined:

s.e; Pe/ D �.Pe C �e/ D 0; � > 0 (16.36)

Being e D x} � x the error signal and x} reference signal. Note that if the system is
on the sliding surface, then:

Pe C �e D 0 ) e.t/ D c e��t (16.37)

Thus, the error drops exponentially to zero, with time constant 1=�.
To find a control law that brings the system to the sliding surface, define:

s D �.Pe C �e/

Differentiating with respect to time:

Ps D �.Re C �Pe/ D Rx � Rx} � �Pe (16.38)

Substituting (16.35) into (16.38):

Ps D u � Rx} � �Pe (16.39)

Using the following control law:

u D Rx} C �Pe � k sign.s/; k > 0 (16.40)

it can be stated that:

Ps D �k sign.s/ (16.41)

Suppose that the system starts at s.0/ D s0 > 0. Solving the ODE for s > 0:

Ps D �k ) s D �kt C c

s.0/ D s0 ) c D s0

) s D s0 � kt; s > 0

According to the solution found, when t ! ts D js0j=k, s ! 0. Solving the ODE
for s.ts/ D 0:

Ps D 0 ) s D c

s.ts/ D 0 ) c D 0
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Therefore, the solution of the ODE for s.0/ D s0 > 0 is given by:

s.t/ D
(

s0 � kt; t < ts

0; t � ts
(16.42)

An analogous result is found solving the ODE for s.0/ D s0 < 0:

s.t/ D
(

s0 C kt; t < ts

0; t � ts
(16.43)

Thus, it can be concluded that the ODE (16.41) converges to s D 0, regardless
of the initial condition. Therefore, the control law (16.40) makes the system repre-
sented by (16.35) follow the reference signal, because the error signal converges to
zero.

16.2.4 Extended Sliding Modes Control Techniques

As seen in Sects. 16.2.1 and 16.2.2, it is very convenient to use redundant coordi-
nates to perform parallel mechanism dynamic modelling. The aim of this subsection
is to propose a control law for systems described by redundant coordinates.

Let M be a multibody mechanical system whose mathematical model is given
by Eqs. (16.7) and (16.17). For the sake of brevity, no system index n will be used
in this subsection. Suppose that each f is an affine function of the control inputs uk

in which the coefficients of the uk may depend on the instantaneous configuration of
the system. Suppose additionally that all the A (of each subsystem) are independent
of the quasi-velocities pj and all the M, g, A and b are independent of the uk.
Under these conditions, matrices C will not depend on any quasi-velocity, d can be
expressed as an affine function of the control inputs and c is independent of them.
Considering that the number of control inputs in M is exactly equal to the number
of degrees of freedom of M , there exists a particular matrix C.t; q/ such that:

u D CT.t; q/


M.t; q/ Pp C w.t; q;p/C z.t; q/

�
(16.44)

In Eq. (16.44), w is a column-vector representing terms of generalized force or
generalized gyroscopic inertia force which are linear or bilinear with respect to
quasi-velocities and z stems from terms that are independent of these variables.

From the control perspective, it is convenient to work with mathematical models
in which p D Pq, in order to have a position feedback control. Thus, based on
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Eqs. (16.44) and (16.18), consider that the mathematical model of M is given by
the following equations:

8
<

:
CT.t; q/



M.t; q/ Rq C w.t; q; Pq/C z.t; q/

�
D u

A.t; q/ Rq C b.t; q; Pq/ D 0
(16.45)

Rewriting in a compact matrix form:

�
CTM
A

	
Rq D

�
u � CT.w C z/

�b

	
(16.46)

The desired control law should satisfy, in closed loop, the condition Rq D v, with
v being a control input column-matrix. Thus, the following control law should be
used:

u D CT.M v C w C z/ (16.47)

Once Rq D v, and Rq has to satisfy constraint equations, v must respect the same
restrictions, i.e.:

A v C b D 0 (16.48)

Applying the control law (16.47) and the restrictions (16.48) in (16.46):

�
CT M

A

	
Rq D

�
CT.M v C w C z/� CT.w C z/

A v

	
D
�
CT M v

A v

	
D
�
CTM
A

	
v

Once the matrix

�
CT M

A

	
is non-singular:

Rq D v (16.49)

Let v0 be given by the sliding modes control law:

v0 D Rq} C �Pe C k sign.Pe C �e/ (16.50)

Being e D q} � q the error signal and q} the reference signal. If there were no
restrictions, it could be stated that v D v0, and:

Rq D v ) Re C �Pe C k sign.Pe C �e/ D 0 , Ps D �k sign.s/

This would ensure that e ! 0 when t ! 1 for any initial condition, as seen in the
last subsection.
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Once v cannot be freely set as v0, the following optimization problem is proposed:

min
v

.v � v0/T M .v � v0/ s:t: A v C b D 0 (16.51)

As M is positive-semidefinite, then .v � v0/T M .v � v0/ � 0 for any v.
Applying the method of Lagrange undetermined multipliers, it can be stated that

this optimization problem is equivalent to minimize with respect to v and λ the
following functional:

L D .v � v0/T M .v � v0/C .Av C b/T λ (16.52)

To solve the problem, the Lagrangian function must be stationary. Thus:

•L D 0 ) •vTM.v � v0/C .v � v0/TM•v C .A•v/Tλ C .Av C b/T•λ D 0

) •vT �.M C MT/.v � v0/C ATλ
�C •λT.Av C b/ D 0 (16.53)

Once M is symmetric and •v and •λ are arbitrary:

(
2M .v � v0/C ATλ D 0

A v C b D 0
(16.54)

Considering that C is an orthogonal complement of A, pre-multiplying the first
equation of (16.54) by CT leads to:

2CT M.v � v0/C CT ATλ D 0 ) CT M.v � v0/ D 0 ) CT M v D CT M v0
(16.55)

Thus, the control law that makes the closed loop system (Fig. 16.2) as close as
possible of Rq D v0, according to the optimization criterion adopted, is:

u D CT.M v0 C w C z/ (16.56)

16.3 Adaptive Balancing Techniques

16.3.1 Definitions

Let M be a multibody mechanical system whose mathematical model is given by
Eqs. (16.7) and (16.17). For the sake of brevity, no system index n will be used in
this subsection. Consider that the number of control inputs in M is exactly equal
to the number of degrees of freedom of M and that M, g, f, A, and b satisfy the
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Fig. 16.2 Extended sliding modes control loop

same hypotheses which led to Eq. (16.44). It can be stated that there are functions
M0kr.t; q/, w0k.t; q;p/ and z0k.t; q/ such that, for k 2 f1; : : : ; �#.M /g:

uk D
X

r

M0kr.t; q/ Ppr C w0k.t; q;p/C z0k.t; q/ (16.57)

Noting that each w0k.t; q;p/ can be expressed as a sum of a bilinear and a linear
function on the quasi-velocities, there are functions D0krs.t; q/ and B0kr.t; q/ such that:

w0k.t; q;p/ D
X

r

X

s

D0krs.t; q/ pr ps C
X

r

B0kr.t; q/ pr (16.58)

Adaptive balancing types are defined based on Eq. (16.57).

Definition 3.1. Let M be a �#.M / degrees of freedom multibody mechanical
system with �#.M / control inputs. Suppose that, except from singular states, it is
possible to express the dynamic equations of the model of M in the form (16.57).
The following types of adaptive balancing can be defined:

• Static adaptive balancing: when, by a particular choice of the values of the
adjustable physical parameters al, denoted by a0l, it is possible to make all the
z0k.t; q/ D 0 for every configuration .t; q/ corresponding to a nonsingular state; in
such cases, in every static equilibrium state of M , all the control inputs will be
null.
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• Gyroscopic adaptive balancing: when, by a particular choice of the values of
the adjustable physical parameters al, denoted by a0l, it is possible to make
all the z0k.t; q/ D 0, all the D0krs.t; q/ D 0, and all the B0kr.t; q/ D 0 for
every configuration .t; q/ corresponding to a nonsingular state; in such cases,
the control inputs will be proportional to the quasi-accelerations of the system,
independent of the values of the quasi-velocities.

• Decoupling adaptive balancing: when, by a particular choice of the values of
the adjustable physical parameters al, denoted by a0l, and by some reordering of
indices, it is possible to make all the z0k.t; q/ D 0, all the D0krs.t; q/ D 0, all the
B0kr.t; q/ D 0 and M0kr.t; q/ D 0 whenever k ¤ r, for every configuration .t; q/
corresponding to a nonsingular state; in such cases, each control input will be
proportional to a particular quasi-acceleration.

The adjective “fully” will be used whenever a particular choice of adjustable
parameters leads to the following equations, for k 2 f1; : : : ; �#.M /g:

uk D
X

r

M00kr Ppr C
X

r

X

s

D00krs pr ps C
X

r

X

s

B00kr pr (16.59)

with M00kr, D00krs, and B00kr independent of the configuration .t; q/ of the system. In
such cases, when some D00krs ¤ 0 or some B00kr ¤ 0, it corresponds to a fully static
adaptive balancing; when all the D00krs D 0 and all the B00kr D 0, it corresponds to a
fully gyroscopic adaptive balancing and when all the D00krs D 0, all the B00kr D 0 and
M00kr D 0 whenever k ¤ r, it corresponds to a fully decoupling adaptive balancing.

16.3.2 Adaptive Balancing of Serial and Parallel Mechanisms

Let U be an “unbalanced” serial or parallel mechanism. A serial mechanism can
be interpreted as an assemble of two subsystems: an open loop kinematic chain
(representing the actual mechanism) and a payload. On the other hand, a parallel
mechanism will be conceived as an assemble of the following subsystems: open
loop kinematic chains (representing the active and passive chains of the actual
mechanism) and an end-effector rigidly attached to a payload.

Let Sn denote mechanical systems with adjustable parameters that are assembled
to U , in order to obtain a multibody mechanical system M that can be balanced
according to some of the strategies shown in Definition 3.1.

Consider the results presented in the following propositions.

Proposition 3.2. The dynamic coupling of any static adaptive balanced subsystems
is a static adaptive balanced multibody mechanical system.
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Proof. Consider some static adaptive balanced subsystems Sn. For each of these
subsystems there is a particular matrix Cn such that:

dn D un � M0n.t; qn/ Ppn � w0n.t; qn;pn/ (16.60)

In this equation, w0n.t; qn;pn/ denotes the column-matrix whose entries are
w0n;k.t; qn;pn/.

Consider that these subsystems are assembled. The dynamic equations of the
multibody mechanical system M thus obtained is given by

d D
X

n

OCT
n

�
un � M0n.t; qn/ Ppn � w0n.t; qn;pn/

� D 0 (16.61)

Supposing that all but �#.M / of the un;k are identically zero in the system M ,
Eq. (16.61) can be manipulated to obtain explicit equations for the remaining
�#.M /. It is evident that such equations will have the same form as Eq. (16.57)
with all the z0k.t; q/ D 0. This concludes the proof.

Analogously, it can also be proved that:

Proposition 3.3. The dynamic coupling of any gyroscopic adaptive balanced
subsystems is a gyroscopic adaptive balanced multibody mechanical system.

Considering the results presented on Propositions 3.2 and 3.3 the following
strategy for balancing U can be stated:

• If U is a serial mechanism, attach to it a subsystem Sn with adjustable parameters
to each of its links (or to pairs of links) and verify which values of parameters
have to be chosen in order to achieve a desired balancing. If there are not enough
parameters, some of the subsystems Sn can be substituted or others can be added.

• If U is a parallel mechanism, consider it as an assemble of open loop kinematic
chains and an end-effector rigidly attached to a payload. Consider each open
loop kinematic chain as a serial mechanism and attach to its end-effector part of
the inertia of the end-effector and the payload of the original mechanism. (This
inertia redistribution has to be able to reproduce adequately the inertial effects of
the end-effector and payload on each chain of the mechanism.) The next step is
to balance each of these serial mechanisms according to the strategy previously
presented, and obtain the model of the balanced parallel mechanism by recou-
pling the models of the balanced versions of these subsystems (according to the
same constraints already existing in the original mechanism).
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16.4 Case Study: Adaptive Balancing of a 5-Bar Mechanism

16.4.1 Preliminaries

Consider a planar two degrees of freedom 5-bar mechanism with revolute joints,
also called 5R, which can be conceived as two RR mechanisms constrained by a
revolute joint. Thus, considering the strategy presented on Sect. 16.3.2, the first step
to balance a 5R mechanism is to balance a RR mechanism.

Consider the RR mechanism presented in Fig. 16.3. It is constituted by two
articulated rigid arms BRR;1 and BRR;2 (mRR;Bs denotes the mass of BRR;s, b?RR;s
denotes the centre of mass of BRR;s, and IRR;Bs denotes moments of inertia of BRR;s

relative to an axis passing through b?RR;s perpendicularly to its plane of motion,
s 2 f1; 2g). Points pRR;1 and pRR;2 are the geometric centres of the revolute joints
and pRR;3 represents the geometric centre of the end-effector of the mechanism
(which is rigidly attached to its second arm). The main geometric parameters of
this system are: the distance between points pRR;1 and pRR;2, denoted by aRR;1

and the distance between points pRR;2 and pRR;3, denoted by aRR;2. Two additional
adimensional parameters �RR;1 and �RR;2 are defined to express the ratio of the
distance between pRR;1 and b?RR;1 to aRR;1 and the ratio of the distance between
pRR;2 and b?RR;2 to aRR;2, respectively.

In order to model this mechanism, consider a coordinate system N fixed to an
inertial reference frame N : the origin of Nwill be denoted by n0 and its orthonormal
vector basis is given by the unit vectors On1 (horizontal direction in the plane of the
motions of the arms), On2 (vertical) and On3 D On1 � On2. The following generalized
coordinates are defined:

• qRR;R1 and qRR;R2 (see Fig. 16.3) describing the relative motions associated with
the revolute joints: qRR;R1 is the angle between the horizontal and the line joining
pRR;1, and pRR;2 and qRR;R2 is the angle between this latter line and the line
joining pRR;2 and pRR;3.

• qRR;pr ;1 and qRR;pr ;2, for r 2 f1; 2; 3g, such that rpRR;r jn0 D qRR;pr ;1 On1 C
qRR;pr ;2 On2.

Fig. 16.3 RR mechanism
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The following quasi-velocities are defined:

• pRR;R1 D PqRR;R1 and pRR;R2 D PqRR;R2 .
• pRR;Bs;1, pRR;Bs;2 and pRR;Bs;3, for s 2 f1; 2g, such that vb?RR;s jN D pRR;Bs;1 On1C

pRR;Bs;2 On2 and ωBRR;s jN D pRR;Bs;3 On3.
The following column-matrices can also be defined:

qRR D �
qRR;R1 qRR;R2 qRR;p2;1 qRR;p2;2 qRR;p3;1 qRR;p3;2

�T
(16.62)

pRR D �
pRR;R1 pRR;R2 pRR;B1;1 pRR;B1;2 pRR;B1;3 pRR;B2;1 pRR;B2;2 pRR;B2;3

�T

(16.63)

The transformation of variables relating the time derivatives of generalized
coordinates to the quasi-velocities of the model can be given by the following
identities:

8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

pRR;R1 D PqRR;R1

pRR;R2 D PqRR;R2

vb?RR;1
jN D .1 � �RR;1/ PrpRR;1 jn0 C �RR;1 PrpRR;2 jn0

vb?RR;2
jN D .1 � �RR;2/ PrpRR;2 jn0 C �RR;2 PrpRR;3 jn0

(16.64)

Solving these equations for the time derivatives of generalized coordinates, it can be
stated that:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

Pq�RR;R1
D pRR;R1

Pq�RR;R2
D pRR;R2

Pq�RR;p1;1
D 0

Pq�RR;p1;2
D 0

Pq�RR;p2;1
D pRR;B1;1

�RR;B1

Pq�RR;p2;2
D pRR;B1;2

�RR;B1

Pq�RR;p3;1
D pRR;B2;1

�RR;B2
� .1 � �RR;B2 / pRR;B1;1

�RR;B1�RR;B2

Pq�RR;p3;2
D pRR;B2;2

�RR;B2
� .1 � �RR;B2 / pRR;B1;2

�RR;B1�RR;B2

(16.65)
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The holonomic constraint equations for this model can be given by the following
identities:

8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

PrpRR;2 jpRR;1 D ωBRR;1 jN � rpRR;2 jpRR;1

PrpRR;3 jpRR;2 D ωBRR;2 jN � rpRR;3 jpRR;2

ωBRR;1 jN D pRR;R1
On3

ωBRR;2 jN D .pRR;R1 C pRR;R2 / On3

(16.66)

This leads to the following constraint equations:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

 RR;1D�RR;B1 pRR;B1;3 .qRR;p2;2 � qRR;p1;2/C pRR;B1;1 D 0

 RR;2D�RR;B1 pRR;B1;3 .qRR;p1;1 � qRR;p2;1/C pRR;B1;2 D 0

 RR;3D�RR;B1 .�RR;B2 pRR;B2;3 .qRR;p3;2 � qRR;p2;2/C pRR;B2;1/ � pRR;B1;1 D 0

 RR;4D�RR;B1 .�RR;B2 pRR;B2;3 .qRR;p2;1 � qRR;p3;1/C pRR;B2;2/ � pRR;B1;2 D 0

 RR;5DpRR;R1 � pRR;B1;3 D 0

 RR;6 D pRR;R1 C pRR;R2 � pRR;B2;3 D 0

(16.67)
Calculating the time derivatives of the invariants  RR;s, it can be stated that:

ARR D

2

66666664

0 0 1 0 �RR;B1
.qRR;p2;2 � qRR;p1 ;2/ 0 0 0

0 0 0 1 �RR;B1
.qRR;p1;1 � qRR;p2 ;1/ 0 0 0

0 0 �1 0 0 �RR;B1
0 �RR;B1

�RR;B2
.qRR;p3 ;2 � qRR;p2;2/

0 0 0 �1 0 0 �RR;B1
�RR;B1

�RR;B2
.qRR;p2 ;1 � qRR;p3;1/

1 0 0 0 �1 0 0 0

1 1 0 0 0 0 0 �1

3

77777775

(16.68)

A full rank matrix CRR satisfying the condition ARR CRR D 0 is the following:

CRR D

2

666666666664

1 0

0 1

�RR;B1

�
qRR;p1;2 � qRR;p2;2

�
0

�RR;B1

�
qRR;p2;1 � qRR;p1;1

�
0

1 0

qRR;p1;2 C
�
�RR;B2 � 1

�
qRR;p2;2 � �RR;B2qRR;p3;2 �RR;B2

�
qRR;p2;2 � qRR;p3;2

�

qRR;p1;1 C
�
�RR;B2 � 1

�
qRR;p2;1 � �RR;B2qRR;p3;1 �RR;B2

�
qRR;p2;1 � qRR;p3;1

�

1 1

3

777777777775

(16.69)
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Suppose that there are actuators in both revolute joints, providing control torques
uRR;1 and uRR;2 in the joints RRR;1 and RRR;2, respectively. Suppose also that the
gravitational acceleration is given by �g On2. Using Eqs. (16.12) and (16.13) it can
also be stated that:

MRR D

2

666666666664

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 mRR;B1 0 0 0 0 0

0 0 0 mRR;B1 0 0 0 0

0 0 0 0 IRR;B1 0 0 0

0 0 0 0 0 mRR;B2 0 0

0 0 0 0 0 0 mRR;B2 0

0 0 0 0 0 0 0 IRR;B2

3

777777777775

(16.70)

gRR D 0 (16.71)

fRR D

2

666666666664

uRR;1

uRR;2

0

�g mRR;B1
0

0

�g mRR;B2
0

3

777777777775

(16.72)

Now, consider the mathematical modelling of the balancing masses (BM). When
unconstrained to the RR mechanism, they can be conceived as punctual masses that
can freely execute a planar motion. Each balancing mass will be considered as a
particle BBM;1 whose mass is equal to mBM;B1 . The point in the plane representing
BBM;1 will be denoted by pBM;1. Suppose also that rpBM;1 jn0 D qBM;p1;1 On1 C
qBM;p1;2 On2 and vpBM;1 jN D PrpBM;1 jn0 D pBM;p1;1 On1 C pBM;p1;2 On2. The dynamical
model of system BM is defined by the following matrices:

CBM D 1 (16.73)

MBM D
�

mBM;B1 0

0 mBM;B1

	
(16.74)

gBM D 0 (16.75)

fBM D
�

0

�g mBM;B1

	
(16.76)

In this description, the system BM has no (internal) kinematic constraints.
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Fig. 16.4 Adaptively
balanced RR mechanism
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m4;B1
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p3;1
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Fig. 16.5 Dynamic modelling of the complete RR mechanism

16.4.2 Adaptive Balancing of a RR Mechanism

Consider a multibody mechanical system denoted by RR that is constituted by a
RR mechanism, two balancing masses (one attached to each of the arms of the RR
mechanism) and a payload, as represented in Fig. 16.4.

The modelling process leading to the dynamical equations of system RR
is synthesized in the diagram of Fig. 16.5. Four subsystems will be considered:
subsystem 1 will be a RR mechanism whose model is given by Eqs. (16.69)–
(16.72); subsystems 2 is a payload rigidly attached to the point p1;3 of subsystem
1 and will be modelled identically to a balancing mass (BM), whose model is
given by Eqs. (16.73)–(16.76); subsystems 3 and 4 are balancing masses (BM)
rigidly attached to the arms B1;1 and B2;1 of subsystem 1, satisfying the relations
rp3;1 jp1;1 D ��3;B1 rp1;2 jp1;1 and rp4;1 jp1;2 D ��4;B1 rp1;3 jp1;2 .
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The generalized coordinates and quasi-velocities of the model of system RR
are the following:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

qRR D �
qT
1 qT

2 qT
3 qT

4

�T

q1 D �
q1;R1 q1;R2 q1;p1;1 q1;p1;2 q1;p2;1 q1;p2;2 q1;p3;1 q1;p3;2

�T

q2 D �
q2;p1;1 q2;p1;2

�T

q3 D �
q3;p1;1 q3;p1;2

�T

q4 D �
q4;p1;1 q4;p1;2

�T

(16.77)

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

pRR D �
pT
1 pT

2 pT
3 pT

4

�T

p1 D �
p1;R1 p1;R2 p1;B1;1 p1;B1;2 p1;B1;3 p1;B2;1 p1;B2;2 p1;B2;3

�T

p2 D �
p2;B1;1 p2;B1;2

�T

p3 D �
p3;B1;1 p3;B1;2

�T

p4 D �
p4;B1;1 p4;B1;2

�T

(16.78)

Thus, the holonomic constraint equations describing how the payload and
balancing masses are constrained to the RR mechanism can be expressed in the
following form:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

O RR ;1 D .�1;B2 � 1/ p1;B1;1 C �1;B1 .p1;B2;1 � �1;B2 p2;B1;1/ D 0

O RR ;2 D .�1;B2 � 1/ p1;B1;2 C �1;B1 .p1;B2;2 � �1;B2 p2;B1;2/ D 0

O RR ;3 D �3;B1 p1;B1;1 C �1;B1 p3;B1;1 D 0

O RR ;4 D �3;B1 p1;B1;2 C �1;B1 p3;B1;2 D 0

O RR ;5 D �4;B1 .�1;B1 p1;B2;1 � p1;B1;1/C �1;B2 .�1;B1 p4;B1;1 � p1;B1;1/ D 0

O RR ;6 D �4;B1 .�1;B1 p1;B2;2 � p1;B1;2/C �1;B2 .�1;B1 p4;B1;2 � p1;B1;2/ D 0

(16.79)

The first time derivative of these equations corresponds to the external kinematic
constraint equations of system RR , OcRR D 0.

Following the procedure described in Sect. 16.2.2, a matrix OCRR satisfying the
condition OARR

OCRR D 0 is given by:
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OCRR D

2
6666666666666666664

1 0

0 1

q1;p1;2 � q1;p3;2 q1;p2;2 � q1;p3;2

q1;p3;1 � q1;p1;1 q1;p3;1 � q1;p2;1

1 1

�3;B1 .q1;p2;2 � q1;p1;2/ 0

�3;B1 .q1;p1;1 � q1;p2;1/ 0

q1;p1;2 � .�4;B1 C 1/ q1;p2;2 C �4;B1 q1;p3;2 �4;B1 .q1;p3;2 � q1;p2;2/

q1;p1;1 � .�4;B1 C 1/ q1;p2;1 C �4;B1 q1;p3;1 �4;B1 .q1;p3;1 � q1;p2;1/

3
7777777777777777775

(16.80)

Therefore, the dynamical model of system RR corresponds to the equation
dRR D OCT

RR
OdRR D 0.

It is remarkable, however, that such a mathematical model has a high number
of variables among generalized coordinates and quasi-velocities. Many of them
are useful only to simplify the modelling process, being unnecessary to keep then
in the model once the dynamical equations have already been obtained. In order
to eliminate some of the variables of the model, consider the following identities
obtained from mathematical manipulation of Eqs. (16.67) and (16.79):

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

p1;B1;1 D �1;B1 p1;R1

�
q1;p1;2 � q1;p2;2

�

p1;B1;2 D �1;B1 p1;R1

�
q1;p2;1 � q1;p1;1

�

p1;B1;3 D p1;R1

p1;B2;1 D q1;p1;2 p1;R1 C q1;p2;2
��
�1;B2 � 1

�
p1;R1C�1;B2 p1;R2

���1;B2
�
p1;R1Cp1;R2

�
q1;p3;2

p1;B2;2D� q1;p1;1 p1;R1 � q1;p2;1
��
�1;B2 � 1

�
p1;R1 C �1;B2 p1;R2

�C �1;B2
�
p1;R1 C p1;R2

�
q1;p3;1

p1;B2;3Dp1;R1 C p1;R2

p2;B1;1Dq1;p1;2 p1;R1Cp1;R2 q1;p2;2 �
�
p1;R1 C p1;R2

�
q1;p3;2

p2;B1;2D� q1;p1;1 p1;R1�p1;R2 q1;p2;1 C
�
p1;R1 C p1;R2

�
q1;p3;1

p3;B1;1D�3;B1 p1;R1

�
q1;p2;2 � q1;p1;2

�

p3;B1;2D�3;B1 p1;R1

�
q1;p1;1 � q1;p2;1

�

p4;B1;1Dq1;p1;2 p1;R1 � q1;p2;2
��
�4;B1 C 1

�
p1;R1 C �4;B1 p1;R2

�C �4;B1
�
p1;R1 C p1;R2

�
q1;p3;2

p4;B1;2D�q1;p1;1 p1;R1Cq1;p2;1
��
�4;B1 C 1

�
p1;R1C�4;B1 p1;R2

���4;B1
�
p1;R1Cp1;R2

�
q1;p3;1

(16.81)

Consider also the following identities that can be easily obtained from the geometry
of the RR mechanism:
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8
ˆ̂̂
<̂

ˆ̂̂
:̂

q1;p2;1 D q1;p1;1 C a1;1 cos .q1;R1 /

q1;p2;2 D q1;p1;2 C a1;1 sin .q1;R1 /

q1;p3;1 D q1;p1;1 C a1;1 cos .q1;R1 /C a1;2 cos .q1;R1 C q1;R2 /

q1;p3;2 D q1;p1;2 C a1;1 sin .q1;R1 /C a1;2 sin .q1;R1 C q1;R2 /

(16.82)

Making the following definitions:

qRR ;R1 D q1;R1 pRR ;R1 D p1;R1

qRR ;R2 D q1;R2 pRR ;R2 D p1;R2

qRR ;p1;1 D q1;p1;1 uRR ;1 D u1;1

qRR ;p1;2 D q1;p1;2 uRR ;2 D u1;2

qRR ;p3;1 D q1;p3;1

qRR ;p3;2 D q1;p3;2

the new variables of the RR model are given by:

qRR D �
qRR ;R1 qRR ;R2 qRR ;p1;1 qRR ;p1;2 qRR ;p3;1 qRR ;p3;2

�T

(16.83)

pRR D �
pRR ;R1 pRR ;R2

�T
(16.84)

Define the following parameters:

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

IRR U;1 D a21;2
�
m1;B2 �

2
1;B2 C m2;B1 C m4;B1 �

2
4;B1

�C I1;B2
IRR U;2 D a21;1

�
m1;B1 �

2
1;B1 C m3;B1 �

2
3;B1 C m1;B2 C m2;B1 C m4;B1

�C I1;B1
IRR U;3 D a1;1 a1;2

�
m1;B2 �1;B2 � m4;B1 �4;B1 C m2;B1

�

RR U;1 D g a1;1
�
m1;B1 �1;B1 � m3;B1 �3;B1 C m1;B2 C m2;B1 C m4;B1

�

RR U;2 D g a1;2
�
m1;B2 �1;B2 � m4;B1 �4;B1 C m2;B1

�

(16.85)

If the adjustable physical parameters m3;B1 , �3;B1 , m4;B1 , and �4;B1 are chosen
in such a way that at least one of the parameters among IRR U;3, RR U;1 and
RR U;2 are not null, model RR represents an unbalanced RR mechanism and
will be denoted as RR U. Its mathematical model is given by:

CRR UD1 (16.86)

MRR UD
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2

4
IRR U;1CIRR U;2C2 cos

�
qRR U;R2

�
IRR U;3 IRR U;1C cos

�
qRR U;R2

�
IRR U;3

IRR U;1 C cos
�
qRR U;R2

�
IRR U;3 IRR U;1

3

5

(16.87)

gRR U D
2

4
IRR U;3 p2RR U;R2

sin
�
qRR U;R2

�C2 IRR U;3 pRR U;R1 pRR U;R2 sin
�
qRR U;R2

�

�IRR U;3 p2RR U;R1
sin
�
qRR U;R2

�

3

5

(16.88)

fRR UD
2

4
uRR U;1� �RR U;1 cos

�
qRR U;R1

�CRR U;2 cos
�
qRR U;R1CqRR U;R2

��

uRR U;2�RR U;2 cos
�
qRR U;R1CqRR U;R2

�

3

5

(16.89)

On the other hand, if parameters m3;B1 , �3;B1 , m4;B1 , and �4;B1 are chosen to
satisfy the following relations:

(
m1;B2 �1;B2 � m4;B1 �4;B1 C m2;B1 D 0

m1;B1 �1;B1 � m3;B1 �3;B1 C m1;B2 C m2;B1 C m4;B1 D 0
(16.90)

model RR represents a fully gyroscopic adaptive balanced RR mechanism and
will be denoted as RR G. Defining the following parameters:

(
IRR G;1 D a21;2

�
m1;B2 �

2
1;B2 C m4;B1 �

2
4;B1 C m2;B1

�C I1;B2
IRR G;2 D a21;1

�
m1;B1 �

2
1;B1 C m3;B1 �

2
3;B1 C m1;B2 C m2;B1 C m4;B1

�C I1;B1
(16.91)

it can be stated that RR G model is given by:

CRR G D 1 (16.92)

MRR G D
�

IRR G;1 C IRR G;2 IRR G;1

IRR G;1 IRR G;1

	
(16.93)

gRR G D 0 (16.94)

fRR G D
"

uRR G;1

uRR G;2

#
(16.95)
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16.4.3 Adaptive Balancing of a 5R Mechanism

Consider a mechanical system denoted by 5R that represents a 5-bar mechanism
with revolute joints, transporting a payload (punctual mass) and with balancing
masses attached to each of its movable links as shown in Fig. 16.6.

The strategy to model this mechanical system, synthesized in the diagram of
Fig. 16.7, is to consider that it can be conceived as two RR subsystems, denoted by
the indexes 1 and 2, constrained by a revolute joint in their end effectors. These RR
subsystems, however, do not have actuators in their second joints. This fact does not
represent a limitation on the strategy, once these active joints can be modelled as
passive by imposing an identically null torque input. Basically, it will be considered
that u1;2 D 0 and u2;2 D 0. Also, consider the notation u5R ;1 D u1;1 and u5R ;2 D
u2;1, such that u5R D Œu5R ;1 u5R ;2 �

T.
In addition to the generalized coordinates from each RR subsystem, define a

third set of coordinates, represented by a column-matrix q3, with a single angular
coordinate q3;R3 that represents the angle between the longitudinal axes of bodies
B1;2 and B2;2 (see Fig. 16.6). Thus, the generalized coordinates of the model 5R
are given by:

Fig. 16.6 5R mechanism

p1,1
p2,1

p1,3 ≡ p2,3

q3,R3

q2,R2

q2,R1q1,R1

q1,R2

Fig. 16.7 Dynamic modelling of the complete 5R mechanism
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8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

q5R D �
qT
1 qT

2 qT
3

�T

q1 D �
q1;R1 q1;R2 q1;p1;1 q1;p1;2 q1;p3;1 q1;p3;2

�T

q2 D �
q2;R1 q2;R2 q2;p1;1 q2;p1;2 q2;p3;1 q2;p3;2

�T

q3 D �
q3;R3

�T

(16.96)

The (internal) holonomic constraints of subsystems 1 and 2 and the external
holonomic constraints between them can be described by the following invariants:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

h1;1 D q1;p3;1 � cos .q1;R1 / a1;1 � cos .q1;R1 C q1;R2 / a1;2 � q1;p1;1 D 0

h1;2 D q1;p3;2 � sin .q1;R1 / a1;1 � sin .q1;R1 C q1;R2 / a1;2 � q1;p1;2 D 0

h2;1 D q2;p3;1 � cos .q2;R1 / a2;1 � cos .q2;R1 C q2;R2 / a2;2 � q2;p1;1 D 0

h2;2 D q2;p3;2 � sin .q2;R1 / a2;1 � sin .q2;R1 C q2;R2 / a2;2 � q2;p1;2 D 0

Oh5R ;1 D q1;p3;1 � q2;p3;1 D 0

Oh5R ;2 D q1;p3;2 � q2;p3;2 D 0

Oh5R ;3 D q1;R1 C q1;R2 � q2;R1 � q2;R2 C q3;R3 � 2 � D 0

(16.97)
Also, the quasi-velocities of the model 5R are given by:

8
ˆ̂̂
<̂

ˆ̂̂
:̂

p5R D �
pT
1 pT

2

�T

p1 D �
p1;R1 p1;R2

�T

p2 D �
p2;R1 p2;R2

�T
(16.98)

Due to the constraints between subsystems 1 and 2 the following conditions must
be satisfied:

8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

O 5R ;1 D sin .q1;R1 / a1;1 p1;R1 C sin .q1;R1 C q1;R2 / a1;2 .p1;R1 C p1;R2 /

� sin .q2;R1 / a2;1 p2;R1 � sin .q2;R1 C q2;R2 / a2;2 .p2;R1 C p2;R2 /

O 5R ;2 D cos .q1;R1 / a1;1 p1;R1 C cos .q1;R1 C q1;R2 / a1;2 .p1;R1 C p1;R2 /

� cos .q2;R1 / a2;1 p2;R1 � cos .q2;R1 C q2;R2 / a2;2 .p2;R1 C p2;R2 /

(16.99)
Again following the procedure described in Sect. 16.2.2, a matrix OC5R satisfy-

ing the condition OA5R
OC5R D 0 is given by:
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OC5R D

2
666666664

1 0

� sin .q1;R2 C q3;R3 / a1;1
sin .q3;R3 / a1;2

� 1 sin .q2;R2 / a2;1
sin .q3;R3 / a1;2

0 1

� sin .q1;R2 / a1;1
sin .q3;R3 / a2;2

sin .q2;R2 � q3;R3 / a2;1
sin .q3;R3 / a2;2

� 1

3
777777775

(16.100)

When subsystems 1 and 2 are fully gyroscopic adaptive balanced RR mech-
anisms (model RR G), the 5R model obtained corresponds to a gyroscopic
adaptive balanced 5R mechanism, and will be denoted by 5R G. The dynamical
equations of model 5R G can be written in the following matrix form:

u5R G D M05R G Pp5R G (16.101)

with matrix M05R G given by:

M05R GD

2

6666666666664

I1;2� sin .q1;R2 C q3;R3 / a1;1 I1;1
sin .q3;R3 / a1;2

sin .q2;R2 / a2;1 I1;1
sin .q3;R3 / a1;2

� sin .q1;R2 C q3;R3 / a1;1 I1;1
sin .q3;R3 / a1;2

sin .q2;R2 / a2;1 I1;1
sin .q3;R3 / a1;2

� sin .q1;R2 / a1;1 I2;1
sin .q3;R3 / a2;2

sin .q2;R2 � q3;R3 / a2;1 I2;1
sin .q3;R3 / a2;2

C I2;2

� sin .q1;R2 / a1;1 I2;1
sin .q3;R3 / a2;2

sin .q2;R2 � q3;R3 / a2;1 I2;1
sin .q3;R3 / a2;2

3

7777777777775

T

(16.102)

On the other hand, when subsystems 1 and 2 are unbalanced RR mechanisms
(model RR U), so will be the corresponding 5R mechanism, whose model will
be denoted by 5R U. In this case, the dynamical equations can be written in the
following form:

u5R U;1

D
�

a1;2
�
I1;2C cos

�
q1;R2

�
I1;3
�� csc

�
q3;R3

�
sin
�
q1;R2Cq3;R3

�
a1;1

�
I1;1C cos

�
q1;R2

�
I1;3
�

a1;2

�
Pp1;R1

C
�

cos
�
q1;R2

�
I1;3 � csc

�
q3;R3

�
sin
�
q1;R2 C q3;R3

�
a1;1I1;1

a1;2

�
Pp1;R2

C
�
� csc

�
q3;R3

�
sin
�
q1;R2

�
a1;1

�
I2;1 C cos

�
q2;R2

�
I2;3
�

a2;2

�
Pp2;R1

C
�
� csc

�
q3;R3

�
sin
�
q1;R2

�
a1;1I2;1

a2;2

�
Pp2;R2
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C 1

a1;2 a2;2



a1;2

�
a2;2

�
1;1 cos

�
q1;R1

�� I1;3
�
p1;R1 C p1;R2

�2
sin
�
q1;R2

��

� a1;1 sin
�
q1;R2

�
csc

�
q3;R3

��
I2;3p

2
2;R1

sin
�
q2;R2

�C 2;2 cos
�
q2;R1 C q2;R2

���

� a1;1a2;2 sin
�
q3;R3 C q1;R2

�
csc

�
q3;R3

��
I1;3p

2
1;R1

sin
�
q1;R2

�

C1;2 cos
�
q1;R1 C q1;R2

���
(16.103)

u5R U;2

D
�

csc
�
q3;R3

�
sin
�
q2;R2

�
a2;1

�
I1;1 C cos

�
q1;R2

�
I1;3
�

a1;2

�
Pp1;R1

C
�

csc
�
q3;R3

�
sin
�
q2;R2

�
a2;1I1;1

a1;2

�
Pp1;R2

C
�

csc
�
q3;R3

�
sin
�
q2;R2�q3;R3

�
a2;1

�
I2;1C cos

�
q2;R2

�
I2;3
�Ca2;2

�
I2;2C cos

�
q2;R2

�
I2;3
�

a2;2

�
Pp2;R1

C
�

csc
�
q3;R3

�
sin
�
q2;R2 � q3;R3

�
a2;1I2;1

a2;2
C cos

�
q2;R2

�
I2;3

�
Pp2;R2

C 1

a1;2a2;2



a2;1 csc

�
q3;R3

��
a1;2 sin

�
q2;R2 � q3;R3

��
I2;3p

2
2;R1

sin
�
q2;R2

�

C2;2 cos
�
q2;R1 C q2;R2

��C a2;2 sin
�
q2;R2

��
I1;3p

2
1;R1

sin
�
q1;R2

�

C a1;2a2;2
�
2;1 cos

�
q2;R1

�� I2;3
�
p2;R1 C p2;R2

�2
sin
�
q2;R2

��

C1;2 cos
�
q1;R1 C q1;R2

����
(16.104)

Comparing the equations of models 5R G and 5R U it is remarkable the
simplicity of the first one for calculating the control torques based on the cur-
rent generalized coordinates, quasi-velocities, and quasi-accelerations. Indeed, the
following subsections will present a discussion, based on simulations, on the
advantages of controlling a gyroscopic adaptive balanced 5R mechanism (over its
unbalanced counterpart).

16.4.4 Inverse Dynamics and Control Simulations

In this subsection, given the control law presented in Sect. 16.2.4 and the dynamic
model presented in Sect. 16.4.3, the inverse dynamics simulation and the closed loop
control system simulation of the RR G and RR U models will be performed.
Thus, it is necessary to define values for the parameters of the models, initial
conditions of the systems, reference trajectories, and the controller parameters.
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Thus, define:

• Physical fixed parameters of the RR models used to obtain the 5R model:

— a1;1 D 0:1m
— a1;2 D 0:2m
— m1;B1 D 0:2 kg
— m1;B2 D 0:4 kg

— m2;B1 D 1:5 kg
— I1;B1 D 67 � 10�5 kg m2

— I1;B2 D 134 � 10�5 kg m2

— �1;B1 D �1;B2 D 0:5

• Physical adjustable parameters of the RR G model:

— �3;B1 D 3:0

— �4;B1 D 1:7

— m3;B1 D m4;B1 D 1:0 kg

• Physical adjustable parameters of the RR U model:

— m3;B1 D m4;B1 D 0

• Positioning of the bases of the RR models to obtain the 5R model:

— q1;p1;1 D �0:1m
— q1;p1;2 D 0

— q2;p1;1 D 0:1m
— q2;p1;2 D 0

• Controller parameters:

— � D 40 — k D 10

• Position initial conditions of the 5R model:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

q1;p3;1.0/ D q2;p3;1.0/ D 0

q1;p3;2.0/ D q2;p3;2.0/ D 0:02m

q3;R3 .0/ D 173:282ı

q1;R1 .0/ D 175:249ı

q1;R2 .0/ D 188:11ı

q2;R1 .0/ D 4:75078ı

q2;R2 .0/ D 171:89ı

• Reference trajectory 1:

8
<

:
q}

1;p3;1
.t/ D q}

2;p3;1
.t/ D 0

q}

1;p3;2
.t/ D q}

2;p3;2
.t/ D 0:02C 0:22



t
5

� 1
2�
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�
2� t
5

��
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Fig. 16.8 Saturation function

• Reference trajectory 2:

(
q}

1;p3;1
.t/ D q}

2;p3;1
.t/ D 0:005 sin.7t/

q}

1;p3;2
.t/ D q}

2;p3;2
.t/ D 0:14 � 0:12 cos.7t/

Only some coordinates of the reference trajectory were made explicit, because,
defining these, the other can be found numerically or analytically by the position
constraints presented in Eq. (16.97),

For the closed loop system simulation, the function y.x/ D sign.x/ has been
replaced by the function ysat.x/ D 2

�
arctan.159:1x/, which presents the following

properties (Fig. 16.8): ysat.0:2/ D �ysat.�0:2/ D 0:98 and ysat.1/ D �ysat.�1/ D
1. Its use makes the numerical simulation much more efficient, avoids control inputs
chattering, and ensures a negligible error in steady state for this application.

In the inverse dynamics simulations, the actuator efforts necessary for the
mechanism to follow the reference trajectory are calculated, ignoring the velocity
initial conditions that will be defined.

(A) Trajectory 1 simulations:
In the closed loop system simulation, the following velocity initial conditions
are used:

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

Pq1;p3;1.0/ D Pq2;p3;1.0/ D 0

Pq1;p3;2.0/ D Pq2;p3;2.0/ D 1m=s

Pq3;R3 .0/ D �5:871 rad=s

Pq1;R1 .0/ D �4:153 rad=s

Pq1;R2 .0/ D 7:089 rad=s

Pq2;R1 .0/ D 4:153 rad=s

Pq2;R2 .0/ D �7:089 rad=s
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Fig. 16.9 Reference trajectory 1

Fig. 16.10 Inverse dynamics simulation

This means that there is a non-zero velocity error for t D 0 and makes the error
dynamics analysis more interesting.
Here are the graphs of the reference trajectory 1 (Fig. 16.9) for some coordi-
nates:

(A.1) Balanced mechanism
Simulation of the efforts applied by the actuators (Figs. 16.10–16.12):
Error signal dynamics (Fig. 16.13):

(A.2) Unbalanced mechanism
Simulation of the efforts applied by the actuators (Figs. 16.14–16.15):
Error dynamics (Fig. 16.16):

[(B)] It is possible to observe that, most of the time, the efforts made by the
actuators are significantly higher in the unbalanced mechanism than in the bal-
anced one. This result is expected, because the reference trajectory 1 is a slow
movement, in which the gravitational effects prevail over the inertial effects.
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Fig. 16.11 Control inputs

Fig. 16.12 Control inputs (zoom)

(B) Trajectory 2 simulation:
In the closed loop system simulation, the velocity initial conditions are null.
Here are the graphs of the reference trajectory 2 (Fig. 16.17) for some
coordinates:

(B.1) Balanced mechanism
Simulation of the efforts applied by the actuators (Figs. 16.18–16.19):
Error signal dynamics (Fig.16.20):

(B.2) Unbalanced mechanism
Simulation of the efforts applied by the actuators (Figs. 16.21–16.22):
Error signal dynamics (Fig.16.23):

It is possible to observe that, most of the time, the efforts made by the actuators
are significantly higher in the balanced mechanism than in the unbalanced one.
This result is expected, because the reference trajectory is a reasonably fast
movement, in which the inertial effects prevail over the gravitational effects.
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a b

c

Fig. 16.13 Error dynamics. (a) Position error norm; (b) velocity error norm; (c) k s k
1
D

k PeC �e k
1

Fig. 16.14 Inverse dynamics simulation
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Fig. 16.15 Control inputs

a b

c

Fig. 16.16 Error dynamics. (a) Position error norm; (b) velocity error norm; (c) k s k
1
D

k PeC �e k
1
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Fig. 16.17 Reference trajectory 2

Fig. 16.18 Inverse dynamics simulation

16.5 Conclusions

This work dealt with the dynamic modelling and control of balanced parallel
mechanisms. The dynamic modelling process constitutes an important issue con-
sidering the structural complexity of parallel mechanisms. Therefore, this book
chapter described a dynamic formalism capable to deal with redundant generalized
coordinates in association with the successive coupling of additional balancing
elements to the original system model. This represents a posterior procedure
because the analyst can successively include compensation inertias during the
modelling without the need of rewriting the dynamic equations. Then, not only the
compensation conditions can be derived but also the desired input torques for the
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Fig. 16.19 Control inputs

a b

c

Fig. 16.20 Error dynamics. (a) Position error norm. (b) Velocity error norm. (c) k s k
1
D

k PeC �e k
1
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Fig. 16.21 Inverse dynamics simulation

Fig. 16.22 Control inputs

motion control of the parallel mechanism. This work discussed the advantages of
the dynamic model, developed in accordance with the methodology shown here,
for the sliding modes control. Finally, the simulation results have demonstrated how
effective is the presented methodology for the planar 5-bar mechanism with revolute
joints.
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a b

c

Fig. 16.23 Error dynamics. (a) Position error norm; (b) velocity error norm; (c) k s k
1
D

k PeC �e k
1
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Chapter 17
Controlled Biped Balanced Locomotion
and Climbing

Benjamin Kenwright

Abstract This chapter describes the control principles necessary for an articulated
biped model to accomplish balanced locomotion during walking and climbing. We
explain the synthesizes mechanism for coordinated control of lower-body joints
(i.e., ankle, hip, and knee). A humanoid biped can have a large number of degrees of
freedom (DOF) that make it challenging to create physically correct, plausible and
efficient motions. While we are able to define the physical principles of unintelligent
models (e.g., multi-rigid body systems), the area of actively controlling a virtual
character to mimic real-world creatures is an ongoing area of research. We focus
on the control strategy and stability factors during continuous motion for the
performing of essential rudimentary tasks (i.e., walking and climbing). We use a
multi-level feedback mechanism to generated motion trajectories for the different
actions, such as, stepping and walking. For example, the support leg is controlled
through active forces (i.e., actuated joint feedback) based upon the control strategy
to create a targeted set of parabolic trajectories for the action (e.g., stepping or
climbing). The parabolic trajectories control the articulated skeleton while taking
into account environmental influences (e.g., terrain height and balance information);
with control parameters, such as leg-length, centre-of-mass (COM) location, and
step-length being fed-back into the control mechanism.
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17.1 Introduction

17.1.1 Preface

Synthesizing controlled walking and climbing biped motions is challenging and
important. We study and analyse real-world human motion for popular actions,
such as, walking, so that we can better understand certain principles (e.g., balance
logic, stability, control reasoning, and navigation). This chapter focuses on the
physical simulation of articulated character motions using a virtual environment,
i.e., an interconnected set of rigid body limbs represent the biped skeleton, which
are controlled through joint actuator torques. Determining what torques and when
to apply them to accomplish specific motions is the challenging control tasks.
We use real-world masses and dimensions (e.g., size and weight of an average
human) for our model. The joint actuator torques are kept within reasonable limits
during controlled motions, such as leg stepping transitions, to emulate real-world
constraints. We try and make the control strategies as straightforward and graceful
as possible. We demonstrate the biomechanical simulation and investigation into the
creation of controlled humanoid locomotion and climbing (e.g., navigating complex
terrain and posture control). We present the fundamental concepts to inspire the
development of better biomechanical animation systems that are controllable and
self-driven.

17.1.2 Inspiration

Humans are an inspiration to us all. Humans are capable of an infinite array
of motions. Even the simplest tasks, such as stepping and jumping, are difficult
to synthesize. Capturing the life-like qualities while remaining physically correct
is challenging and important. Over the past few decades, robotics research has
introduced ever interesting and novel approaches [1–3] which have fed into other
fields (e.g., graphics [4, 5] and biomechanics [6]). For example, Raibert et al. [1],
developed numerous walking models (i.e., skipping and running) based on energy
preserving considerations, while Kazerooni et al. [7] exploited a weight-force ration
to influence the control of lower body using pneumatic actuators. While we focus on
the active joint control for steering and navigating the lower body of an articulated
skeleton to accomplished coordinated balanced stepping motions, there are other
interesting sub-fields that explore related areas, such as the inverted pendulum
model and its numerous flavours (e.g., spring loaded inverted pendulum) for creating
responsive stepping data (i.e., location of the centre-of-mass (COM) and pin-point
foot location) [8, 9]. We must be reminded, as Ryave and Schenkein explains [10],
that we take walking for granted, forgetting the navigational challenges involved in
traversing complex terrain, such as steps, whilst avoiding collisions with objects and
keeping a controlled pace.



17 Controlled Biped Balanced Locomotion and Climbing 449

17.2 Overview

17.2.1 Lower Body

Each leg is represented by four limbs (i.e., pelvis, foot, lower-leg, and upper-leg)
and is controlled by local actuators as shown in Fig. 17.1. We model the degrees
of freedom (DOF) based upon human anatomy (e.g., the knee has one degree of
freedom) giving five DOF in total for each leg (i.e., ankles and hips have 2-DOF
while the knees have 1-DOF). The low-dimensional skeleton has a reduced number
of DOF to simplify the problem ambiguity while allowing enough flexibility to
navigate complex terrain (e.g., see Fig. 17.2).

17.2.2 Joint Torques

The joint torque actuation is derived based on a Jacobian transpose methodology
(i.e., virtual work displacement [11, 12]). Whereby, we analyse the current model’s
parameters (e.g., foot position, COM, momentum, and desired target) to create
specific motion trajectories to feed into the joint controller to produce the necessary

Fig. 17.1 Lower body structure—(a) general interconnected rigid body model for an articulated
biped stepping controller; (b) hip and the centre-of-pressure form a low-dimensional model
composed of the ground contact point and pelvis. The hip and ground contact point form a spring-
damper analogy (i.e., force between the hip and ground can be converted to a torque for the knee
joint)
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Fig. 17.2 Statically balanced stepping—(a) climbing a set of steps, and (b) walking on flat terrain.
The mass of the individual limbs sum up to provide the overall centre-of-mass, which is essential
for statically balanced stepping transitions

control torques. For example, the ankle and hip joints have the ability to steer,
while the knee joint is limited to a single DOF (i.e., height control). We are able
to produce both roll and pitch motions with the hip and ankle joint. In particular,
the combined joints are highly coupled and need to work in unison to actuate the
articulated model to perform directed effortless motions. This will be explained in
detail in later sections as we expand upon the kinematic details of the model.

17.2.3 Balance

For models with telescopic-legs and pin-point feet (i.e., feet with no support area),
the model must constantly keep stepping to remain upright and balanced. However,
we focus on a model with feet, which provide a support area to create controlled
statically balanced motions. Whereby, as long as the overall COM remains above
the support region the biped does not need to worry about falling over. We maintain
balance by manipulating the ground reaction forces (GRFs) (i.e., manipulating the
centre-of-pressure COP) of the stance foot (or feet) during stepping transitions
to achieve stable, controlled locomotion. While we focus on statically balanced
motions (i.e., movements with low momentum where the overall COM remains
above the support region), it should be noted that if we shift the centre-of-pressure
around the support area (i.e., foot or feet), we can alter the body’s momentum
(e.g., moving the centre-of-pressure towards the toes will reduce forward body
momentum while shifting it towards the back of the foot helps accelerate the body).

Clarification: keeping the overall mechanism’s COM above the support region
does not guarantee the stability for dynamic situations—e.g., acceleration and
deceleration of the overall mass causes momentum, which would cause instability
issues, such as unbalancing the mechanism. Hence, we must stress low momentum
situations (i.e., motions with minimum amount of energy, such as, walking and
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stepping). The principle gives a fundamental grounding that can be embellished
with other techniques, such as the inverted pendulum, to form a computationally
efficient and algorithmically uncomplicated concept.

17.2.4 Dynamic Balance

Dynamic balancing is not required to return to a statically balanced state at any point
during motion. Where “dynamic balancing” is sometimes referred to as “actively
balancing”, since during “dynamic” movement the control system must constantly
take actions to keep the body from falling over. In effect, dynamic balancing is
achieved by shifting the body into a state of a continuous controlled fall.

17.2.5 Quasi-dynamic Balance

Quasi-dynamic control solutions, as we propose in this chapter, attempt to solve
dynamic problems using static system approximations. They provide extra flex-
ibility over basic static balancing solution with the ability to break the rule of
always being continuously statically balanced. However, they can require long static
periods of time to recover from balance disturbances. The solutions are not “truly”
physically correct.

17.3 Static and Dynamic Walking

If the walking motion is done at slow speeds it is referred to as “static walking”,
while at the speed of a typical human walk or faster it is referred to as “dynamic
walking” [13] as shown in Fig. 17.3.

17.3.1 Static Walking

Static walking is known as slow walking. During foot support transitions the COM
is always within the foot support area. That is, while the next foot is being placed at
a new location the COM remains with the support foot region. Only once the new
foot has been placed does the COM move towards the newly placed foot (staying
within the foot support region of both feet). The dynamics of the body does not help
the stability since the COM remains within the foot support area.
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Fig. 17.3 Static and dynamic walking—during slow walking, the body’s centre-of-mass (COM)
always remains within the foot support area, while when the body walks at a smooth fast rate the
COM is not always within the foot support area

17.3.2 Dynamics Walking

Dynamic walking is known as “fast walking”. During step transitions the COM is
not inside the foot support; however, the zero moment point (ZMP) must be inside
the foot support region [14, 15].

17.4 Motion Kinematics

Environmental sensors (e.g., foot position, COM, and target direction), are used
to generate joint trajectories that control the articulated model. At any moment,
we can extract the character model’s status, such as the current and desired joint
angles. We feedback into the algorithm to derive control articulations for the desired
action. A number of interesting approaches based upon this principle have already
been proposed, such as Kajita et al. [16] and Muscato et al. [17]. The geometrical
structure is fixed and enables us to formulate a Jacobian matrix. The Jacobian
control matrix is inverted to derive control parameters.

Px D J Pq (17.1)

where J is the Jacobian matrix based on the link transforms, Pq are the joint rate of
change, and Px are the Cartesian links rate of change. Once the Jacobian matrix is
formulated it can be inverted to feedback kinematic information [18]. Similarly, a
Jacobian matrix is formulated for the knee structure.

Pq D J�1 Px (17.2)
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Fig. 17.4 Parameters—simplified articulated geometric lower body structure (i.e., hip and ankle)
joint for deriving a set of control equations

with q representing the knee position with reference to the ankle joint shown in
Fig. 17.4. The kinematic analysis leads to the derivation of the relationship between
forces and joint torques that are fed to the control actuators. The virtual work
principle is applied to the Jacobian transpose [11] to give the relationship between
Cartesian forces and joint torques:

� D JT F (17.3)

where F are the Cartesian forces in the link coordinate frame, � are the static
joint torques, and J defines the Jacobian matrix. The Jacobian matrix is calculated
iteratively each frame using the current skeleton’s configuration [19] (i.e., the linked
manipulator formation).

17.5 Control Architecture

We explain an interconnected framework to manage the control of the biped
movements at various stages (e.g., stepping transitions). We use a state machine
logic to decide on the current and next state of action. A feedback loop continuously
monitors the status of the model and controls the generated trajectories (e.g.,
interpolating end-effectors, such as the feet, between the current and target location
over a specified duration). The foot transitions are defined using a set of parabolic
trajectories to create arc-like swinging-leg motion and can be formulated using a
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Fig. 17.5 Control framework—the interconnected framework demonstrate how the model func-
tions to create the final motions. The trajectory information (e.g., step-height and size) are fed
into the trajectory synthesizer in conjunction with feedback from the current articulated model
to formulate the desired skeleton pose. The desired pose is used to calculate the necessary joint
torques to feed the articulated skeleton and create the final motion

set of geometric equations [20, 21]. As shown below in Fig. 17.5, the framework
is decomposed into manageable components (e.g., inverse kinematics and joint
dynamics).

The low-dimensional model of the hip and ground contact point forms a
fundamental underpinning of the biped stepping mechanism. The Jacobian matrix is
calculated according to the posture of the biped and the centre-of-pressure position
of the foot. The external virtual forces, i.e., Fext, provide a feedback vector for the
support leg during step transitions. The external forces are integrated into the model
so that we can compensate through posture and foot reaction forces to accomplish
the desired motion.

17.6 Simulation Considerations

There are a variety of open source and commercial physics-based simulation
packages available for constructing articulated rigid body skeletons (e.g., collisions,
revolute joints, and rigid body mechanics). A popular and well-known dynamic
simulator is the Open Dynamics Engine [22, 23]. For the low-dimensional model
presented in this chapter, the computational cost and memory overhead should be
minimal enabling simulations to be run in virtually real-time. However, the concept
is scalable and can be applied to more complex avatars with a greater number of
DOF, but introduces more ambiguity, singularities, and the possibility of producing
unnatural looking motions (e.g., Monty Python’s famous ‘ministry of silly walks’
sketch).
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17.7 Conclusion

This chapter explained an uncomplicated approach for creating active joint torques
to synthesize autonomous lower-body motions that remain stable during continu-
ous locomotion (e.g., compared to penalty-based methods, such as angular joint
springs). The algorithm is derived and implemented without artistic intervention
(e.g., emotion or style), hence the walking patterns lacked human personality. Future
work would be the extrapolation of behavioural walking parameters from real-world
motion capture data for injection and control into the algorithm (e.g., mixing pre-
recorded trajectory motion patterns).
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Chapter 18
Dynamic Balancing of Mobile Robots
in Simulation and Real Environments

Adrian Boeing and Thomas Bräunl

Abstract Transferring an evolved control system from a simulated environment
to the physical world poses a number of challenges. One of the most challenging
control tasks is to generate a stable walking gait for a bipedal robot. We describe a
method using a combination of repetitive splines and genetic algorithms to evolve a
simulated control system for a humanoid robot, which is subsequently transferred to
a real robot hardware. Multiple dynamic simulation systems can be simultaneously
employed to provide a valid range of simulation variance. This will result in a much
smaller reality gap and ultimately in a more robust control algorithm for the real
robot.

Keywords Mobile robot • Biped walking • Dynamic balance • Robot
simulation • Genetic algorithms • Spline encoding

18.1 Introduction

Historically robots have been limited by simple control and mechanical designs.
Increasingly complex problems are being solved by increasingly complex robotic
systems interacting with varied environments. Automated design techniques can
assist robot designers providing an optimized solution to a problem, thereby
alleviating some of the difficulties in understanding the ever-increasing robotic
system complexity [1].

Computer simulations provide a number of advantages during system design
and experimentation including decreased cost, rapid prototyping, increased ability
to observe and alter the experiment, and ability to enable more sophisticated
automated design process [2]. The key disadvantage of simulation-based approaches
to physical experimentation is in creating an adequate mathematical model that
accurately describes the physical reality of the system [3].
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Transferring a control system designed in a simulated environment to the
physical world poses a number of challenges. The difficulty in accomplishing such a
task increases as the complexity of the system that is being simulated and controlled
increases. It is generally accepted that the cause of the failures in the transfer of
control systems from a simulation to the real world lies in the imperfections of the
simulated representation of the real world [4].

Despite imperfect simulations, several evolutionary simulation experiments for a
restricted class of robot and environments have been successfully validated on real
robots. However, Nolfi and Folreano [2] state:

It is not clear if current simulation methods can scale up to significantly more complex
cases.

Thus, there is a need for an approach that will allow the simulation of complex
robots and environments that produces a control system that is capable of success-
fully transferring from a simulated environment to the real world.

18.2 The Reality Gap

Brooks [5] states that one of the fundamental reasons for avoiding robot simulations
is that there is a great danger that the simulations will not match the real world.
This difference between the simulated and real world is sometimes referred to as
the reality gap. Despite this, there are a number of examples of successful evolution
of controllers using simulations.

A number of approaches have been proposed for “crossing the reality gap” [6].
Nolfi and Folreano [2] outlined the problems associated with crossing the reality
gap for traditional simulation systems and identified the modeling of the sensor and
actuator behavior as well as the robot body and environment characteristics as the
key difficulties.

An early approach to solving the difficulty in modeling the robot behavior
was recording extensive data sets for each sensor [7]. There have been claims
that the empirical measurements, whilst quite extensive, were still too coarse [4].
Nevertheless, individuals evolved in simulations based on this technique continue
to perform satisfactorily when transferred to the real environment [2].

Despite this, the approach is not very applicable to complex robots due to the
exponentially increased number of situations that must be sampled for complex
interactions. To alleviate this problem mathematical models of the sensor and
actuator behavior based on known engineering concepts can be constructed instead.
To reduce the problems associated with the uncertainty in sensor readings and
actuator commands, noise can be introduced into the simulation at all levels.

Jakobi [6] proposed an alternative method named “minimal simulation.” Jakobi
et al. [4] demonstrated that if the noise model is significantly different from the
real system then the controller is less likely to work when transferred to the real
world. Furthermore it was noted that controllers evolved in simulations would come
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to depend on particular aspects only available in the simulation and hence fail in
reality.

The minimal simulation approach attempted to reduce the differences
between simulation and reality by only simulating the aspects of the robot and
its environment that were critical to the success of the control system. These critical
aspects (also known as “base-set” aspects) are reliably simulated and the aspects
deemed to be non-critical (or “implementation-related” aspects) are varied for each
trial to be unreliable. As a result, controllers only evolve to depend on the reliable
aspects of the system.

Jakobi successfully applied the minimal simulation method to a number of
robots, including an octopod robot. This approach was also successfully applied
to a quadruped robot by Hornby et al. [8].

Whilst the minimal simulation approach allowed for a range of robot controllers
to cross the reality gap, it does require the designer to assess the problem task
to precisely and accurately identify the reliable, valid behavior of the system and
build a custom simulation system that will only allow those behaviors. Nolfi and
Folreano [2] illustrate cases where problems that are decomposed by Jakobi into
base-set and implementation-related aspects eliminate the opportunity for some
evolvable solutions. This indicates the difficulty of correctly identifying valid base-
set features for any robotics problem, including relatively simple robots and robot
tasks, such as two-wheeled mobile robot maze navigation. Furthermore, in the
case of complex robot-environment interactions such as an underwater vehicle or
developing a dynamic gait for a bipedal robot the base-set features may be difficult
to identify. As a result, there may be very few implementation-related aspects
removing the advantages of minimal simulation over a more traditional high-fidelity
simulation-based approach.

Zagal et al. [9] proposed a hybrid simulation and real-world architecture named
“back to reality” (BTR). The key feature of the approach that minimizes the effect of
the reality gap is the coevolution of the simulation model with reality. BTR consists
of three learning algorithms: one for evolving the simulated controller, another for
evolving the physical robot controller, and finally a learning algorithm for modifying
the simulation model to better fit the real-world data [10]. For the evolution of the
robot (in both simulation and reality) the experimenter provides a fitness function
indicating the ability of the controller to achieve the desired task. The simulation
model is evolved based on the average fitness from both simulation and reality,
relative to just the real robot fitness value. In this way, the discrepancies between the
simulator and the real world are slowly minimized until a controller can successfully
cross the reality gap.

The BTR method was successfully applied for evolving a ball kicking behavior
for a quadruped robot. The evolved control system was successfully transferred to
the real robot hardware, making this one of the few approaches to successfully cross
the reality gap for a complex robotic system.

Another hybrid approach is the estimation-exploration algorithm (EEA) [11].
The EEA defines operators for the input space as well as a similarity metric for the
output space. Given an approximate model of the target system, the EEA enters an
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exploration phase, in which the tests are evolved to determine the best test for the
system. The next phase is the estimation phase, in which the models are evolved that
best explain the correlation between the inputs and outputs of the system. These two
phases are repeated until it converges to a solution. This approach was applied to a
four-legged robot, and the EEA was able to evolve a simulation model representing
the real robot.

Hybrid simulation and hardware evolution approaches have been demonstrated to
successfully cross the reality gap for complex robotic systems and tasks. However,
this approach requires the fully constructed robot hardware. This may not be
available when evaluating a robot design or it may not be practical or too expensive
to construct the appropriate physical test harness.

18.3 Evolution with Multiple Simulators

The process for the traditional simulation approach begins with the construction
of an accurate model of the robot dynamics, the environment, and empirically
based sensor and actuator models. For an evolutionary controller design, the process
then is:

1. Initialize a set of potential controller designs.
2. Evaluate each design in the simulator.
3. Assign a fitness value indicating how well the design solves the desired task.
4. Use an evolutionary algorithm to generate a new set of controller designs.
5. Return to Step 2, unless the task is solved.

Our approach extends this process by evaluating the design not just for a
single simulator, but rather on multiple simulators. Typically this would require
reconstructing the robot and environment model each time for each simulation
system. In order to remove this demand a simulation abstraction system is required
that can transform a single system representation to a valid representation for various
simulators and provide a single programming interface [28, 29].

Having multiple simulators alters the evolutionary design process:

1. Initialize a set of potential controller designs.
2. Evaluate each design in a set of each of the simulators.
3. Use statistical methods to assign a fitness value indicating how well the design

solves the desired task across all simulators.
4. Use an evolutionary algorithm to generate a new set of controller designs.
5. Return to Step 2, unless the task is solved within a confidence interval, for all of

the simulators.

In this way, it is hypothesized that the evaluation of each controller by multiple
simulators will provide a valid source of noise to the robot dynamics, similar to that
provided by adding a source of noise to the sensor and actuator models. A second
hypothesis is that the transfer of an evolved control system from one simulator to a
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different simulator will simulate the process of transferring a control system from
one simulator to the real world. This should cause the evolved controller to be robust
enough to provide acceptable behavior when transferred to the real world.

There are a number of factors that influence the characteristics of a dynamics
simulation. These range from the simulation paradigm, collision detection, and
response to the type of numerical integrator, to whether air resistance is considered.
As a result each dynamic simulation package will provide quite different results
despite stimulating the exact same system.

Boeing and Bräunl [12] published an extensive comparison of various simple test
cases and found significant discrepancies between the performance of each simula-
tor, primarily due to the design choices implemented in the dynamic simulation
packages.

18.4 Biped Locomotion

Evolving control systems for robot locomotion and balancing is becoming a stan-
dard approach for the generation of improved or newer control systems for robots [6,
7, 13–15]. There have been a number of successful demonstrations of legged robot
control being transferred from a simulated environment to a physical environment.
Satisfactory results for quadruped, hexapod, and octopod robots have been obtained
[6, 8, 14]; however results for bipedal robots have not been generally satisfactory
[16], often resulting in shuffling movements rather than walking motions. This
chapter presents a simple control system and describes a method to overcome some
of the difficulties encountered when making the transition from a simulated world
into the real world.

If a physically accurate simulation model can be constructed for a robot,
then a number of advantages for robot development present themselves. Physical
simulation of the robot allows a robot designer to prototype and visualize a robot’s
design without requiring physical construction. The simulation also simplifies the
task of evolving a control system for the robot. Thus, the workload on the designer
is reduced and robot walking motions can be tested and optimized at an early design
stage allowing the designer to modify the design, if necessary.

The target hardware for the controller is a small humanoid robot called Andy
Droid (see Fig. 18.1) [17]. Cost and weight were important design considerations
in Andy’s development. As a result, Andy stands approximately 350 mm tall, and
weighs around 1,400 g. Andy has 10 degrees of freedom in his legs, and each joint
is powered by a Hi-Tec 945 MG servo with links made from 3 mm thick aluminum
plate. These connections result in a substantial amount of inherent flexibility.

Andy can be equipped with a number of sensors, including a color camera,
PSDs, inclinometers, gyroscopes, and pressure sensors. The pressure sensors are
permanently mounted as Andy’s feet, which are constructed from three metal
“toes.” Each toe has two strain gauges that are used to produce a voltage in
proportion to the applied force.
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EyeBot controller
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Fig. 18.1 Andy Droid humanoid robot

The biped’s processing requirements are provided by an EyeBot MK3 controller
with an LCD display, user input buttons, parallel and serial ports, as well as digital
and analog inputs as well as digital outputs [17].

18.5 Simulation

18.5.1 Physics Simulation

There are a number of advantages in using a simulated environment to evolve
robot controllers. Simulations eliminate the risk of damaging robot hardware and
other hardware-related concerns, such as battery power and temperature effects.
Simulation also provides the added convenience and freedom to manipulate any
force or environment variable to suit the situation. This aids greatly in general
experimentation, and in resetting the robot to an identical initial position for each
evolution trial. Simulations typically execute faster than control programs executed
on robot hardware, and information from the motions is easier to extract. These
factors make simulations an attractive option.

The simulation tool used to simulate the robot was the freely available
DynaMechs library [18]. DynaMechs is an efficient rigid-body dynamic simulation
library that is based on the Articulated Body Algorithm (ABA) developed by
Featherstone [19]. The robot’s structure is defined using multiple chains, starting
with a mobile base with each link described in terms of the previous link using
modified Denavit-Hartenberg parameters [20].
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The ABA is based on the observation that the accelerations of bodies in a rigid-
body system are always linear functions of the applied forces. Initially the velocities
of each joint are calculated by working from the base link to the terminal links. The
Articulated Body Inertia (ABI) matrix can then be calculated by traversing back
from the terminal links to the base link.

Extensions to the simulation package were made to include the fitness evaluation
functions required to operate the genetic algorithm, as well as the simulated servo
and sensor models. The simulated control system was also added to the model.

18.5.2 Robot Model

A schematic of the robot legs is illustrated in Fig. 18.2. The robot model required
by DynaMechs was constructed using the RobotBuilder [21] package. For each
link, DynaMechs requires information including its relative position and orientation,
mass, center of gravity, and inertia matrix.

RobotModeler (part of the RobotBuilder package) allows the use of primitive
shapes such as cubes and spheres to approximate the physical shape of each link
and subsequently allows calculation of the inertia matrix of each link. The center of
gravity was estimated using a similar method.

To model the inherent flexibility in Andy’s toes, an extra joint was added to each
toe. The flexibility in Andy’s toes is a result of the steel springs that are used for
pressure sensing. The flexibility was replicated using a rotational joint with very

Fig. 18.2 Leg schematics and simulator model
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small joint limits and a large friction value. Once the joint moves outside its limits,
a spring restoring force is applied, mimicking the memory effect of the steel spring.

An accurate model of the torque produced by the servomotors is critical if the
walking gaits produced by the mechanical simulator are to provide a reasonable
approximation to the gaits produced in the real world. A servomotor comprises
essentially two components, a control system, and a DC motor. The DC motor
torque can be mathematically modeled using the standard armature-controlled DC
motor model [22], represented by (Eq. 18.1). The control system for a servo is
generally a proportional-integral-derivative (PID) controller. The controller can
be mathematically simplified by ignoring the integral and derivative terms, since
the proportional term dominates its behavior. Incorporating the DC motor model
into the servo P-controller and using �" D �output � � input for the error signal give
(Eq. 18.2).

Considering the case where the armature is stationary (!n D 0) and the maximum
supply voltage is applied to the armature (Va D 4.8 V) allows us to determine:

Equation 1: Armature-Controlled DC Motor Torque Equation [22]:

TA .t/ D KT
Va .t/ � Kb!n .t/

Ra
(18.1)

Equation 2: Torque Equation for Servo Control System [23]:

TA D N � KT

Ra
.KaK"�" .t/ � Kb!n .t// (18.2)

where:

N—gear reduction
Ra—armature resistance (�)
KT—motor torque constant (Nm/A)
Ka—power amplifier gain
Kb—proportional gain for error signal
K"—proportional gain for error signal
!n—angular velocity of motor (rad/s)
Va—applied armature voltage (V)
�"—angular error signal (�output � � input)

Equation 3: Stall Torque Test:

N � KT

RA
D TA;stall

Va;max
D 0:180 N:m=V (18.3)

When the motor is at top speed the applied armature voltage equals the back EMF,
i.e., Va(t) D Ke � wn,max(t). From the servo specifications we know the maximum
angular velocity, allowing us to solve the motor back EMF constant:
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Equation 4: Maximum Speed Test:

Ke D Va;max

!n;max
D 0:733 V s=rad (18.4)

Equation 5: Servo Torque Equation:

TA D 0:180 .Va .t/ � 0:733 � !n .t// (18.5)

The proportional component of the controller was modeled with (Eq. 18.6). The
model assumes that the maximum supply voltage is applied to the motor until it
gets within a tolerance of the desired angle. The voltage applied to the motor is then
linearly decreased until the servo reaches its final destination.

Equation 6: Armature Voltage, P-Controller Model:

Va D
�

K"�" .t/ ; K"�" .t/ < Va;max

Va;max; otherwise
(18.6)

This model performed adequately for large movements; however, it was found that
for small angle movements, where the maximum armature voltage was not achieved,
the servo model was not accurate since the full stall torque is not applied. To
overcome this, it is assumed that the maximum supply voltage is always applied to
the armature. This is a reasonable assumption since the slowing down of the servo
has only a minor effect on its time response.

The deadband specification of the servo was used to decide when the servo
model had reached its target angle. Once the servo is decreed to have reached its
destination, a torque is no longer applied to the joint. This is shown in (Eq. 18.7).

Equation 7: Servo Deadband Model:

T D
�
0;
ˇ̌
�current � �target

ˇ̌
< �deadband

2

TA; otherwise
(18.7)

18.6 Control System

A large variety of different control strategies have been devised for balancing and
locomotion of biped walking robots. One of the most popular methods is the zero-
moment-point (ZMP) method as introduced by [24] and described in [25], [26], or
[27]. ZMP is a method of maintaining dynamic balance, so in some sense it can be
seen as the dynamic equivalent of the static center of mass (CM). For static balance
the CM has to stay within the robot’s support area, which is the convex hull of all
its contact points (feet) with the ground. The ZMP method uses pressure sensors
or strain gauges in a legged robot’s feet, whose data feed into the kinematic model
of the robot, considering its current body attitude and weight distribution, in order
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to calculate the ZMP. If the ZMP falls outside a robot’s support area, the robot is
dynamically unstable and will fall over.

We are not following any of these methods. Instead we will be using genetic
algorithms (GA) to evolve suitable control parameters for a spline-based set of
motion trajectories for each of the robot’s joints. This can be done with or without
(simulated and real) sensors for the robot. A gait generated without sensors will be
much simpler to evolve; however, it will not be as stable as a gait with sensors, as
this will not allow the robot to react to any changes in the walking terrain, such as
slopes or obstacles, or any other small disturbances.

In the following we represent any robot movement through a set of spline curves,
one for each of the robot’s joints. A spline-based control system is then responsible
for manipulating all of the robot’s servo inputs [13]. The spline controller comprises
a set of connected Hermite splines. Each spline can be defined by a variable
number of control points allowing variable degrees of freedom. The function used
to interpolate the control points, given starting point p1, ending point p2, tangent
values t1 and t2, and interpolation point s, is shown below:

Equation 8: Hermite Splines:

f .s/ D h1 � p1 C h2 � p2 C h3 � t1 C h4 � t2 (18.8)

where:

h1 D 2s3 � 2s2C 1

h2 D �2s3C 3s2

h3 D s3 � 2s2C s

h4 D s3 � s2

Three connected splines are combined to form the overall control structure for one
servo. The three splines are responsible for three different phases of the robot’s
walk. The initial phase of the walk is considered to be responsible for moving the
robot from a stationary position into the walking motion. The servo inputs for this
phase are represented by the start spline. The repeated motions that sustain the walk
correspond to the cyclic spline. And finally, the end spline is used to move the robot
safely back to a stationary position.

The advantages of a Hermite spline controller are the following:

• It can be represented by a compact chromosome which aids the genetic algorithm
convergence speed.

• Relatively computationally inexpensive and hence can execute comfortably on
the EyeBot platform.

• Joint positions and velocities are always continuous.
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The spline controller used to control Andy’s movements contains eight control
points for each cycle and has a cycle time of 3 s. The end section of the spline
controller is discarded, and the start spline contains only two control points. Each
spline has an associated hardcoded offset value and an amplitude modifier. This
allows the masking of the effects of motor wear and enables some compensation
between the small differences between the individual servos mounted on the biped
robot.

18.7 Genetic Algorithms

18.7.1 Encoding

Success of evolved spline control systems has already been demonstrated for various
legged robot configurations for a wide range of activities from walking to jumping
[13]. The spline controller can be directly encoded with each joint’s control point
parameters encoded using 8-bit fixed-point values.

Typically, all of the control point’s parameters are encoded (position in time and
output value, and tangent) to enable the complete description of the spline. However,
to enforce the approximate solution required to overcome the reality gap, the control
point locations are limited. Each control point is forced to be an equal distance from
all other control points, and the tangents are forced to be zero (see Figs. 18.3 and
18.4). Thus only the servo input value at any specific time position is evolved.

Limiting the controller’s output in this way stops the GA from overoptimizing the
controller so as to take advantage of specific features only present in the simulation.
Essentially it is this aspect that enables the robot to cross the reality gap. This
approach also requires less evolution time as the resultant controller chromosome is
more compact.

Fig. 18.3 Spline controller
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Fig. 18.4 Limited spline controller

Table 18.1 GA parameters Operator name Selection chance (%)

Bitwise mutate 10
Bitwise crossover 30
Byte-wise mutate 25
Byte-wise average 30
Byte-wise creep 5

18.7.2 Genetic Algorithm Configuration

The genetic algorithm employed a simple fitness proportionate selection scheme.
The operators implemented were a bitwise mutate, a bitwise crossover, a byte-wise
mutate, average, and creep. The byte-wise mutate replaced a randomly selected byte
with a randomly generated byte value. The byte-wise creep randomly incremented
or decremented a byte by 1, and the average operator generated a new chromosome
from the byte-wise average of each byte in the two parent chromosomes. The
parameter configurations are given in Table 18.1.

In order to evaluate the appropriateness of each gait a fitness function is
employed, which returns information to the genetic algorithm about the perfor-
mance of each gait. To evaluate the fitness of each robot, the function takes into
consideration the forward distance of the walk, and the average velocity at which
the robot’s center is lowering [16].

Equation 9: Fitness Function:

fitness D 5 � forwards_distance � 50 � ave_vel_lowering (18.9)

Noise and robustness for fitness functions are discussed in [30] to improve
convergence. (Ref. to [30]) In order to decrease the evolution time, a terminating
condition was included to the fitness function. Termination would occur if the torso
(main reference point of the robot) touched the ground, i.e., the robot fell over.
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18.8 Results

18.8.1 Servo Model

The simulated servo model was verified against the physical servo responses by
attaching an inclinometer to the servos and recording the data generated during
movement. Figures 18.5 and 18.6 show the outputs of both the simulated servos
and the actual servos.

Figure 18.5 shows a close approximation between the software simulation and
Andy for the ankle joint. The ankle joint has only a small amount of mass, mainly
the feet, as a load. However, in Fig. 18.6, a larger discrepancy can be seen between
the simulated model and the physical response. This is due to the extra load on these
joints. The hip joint, in particular, has the entire leg as load. The observed overshoot
in these cases is due to several factors. The first factor is due to the overshoot of
the PID controller in the servo motor. The second factor is due to the flexibility of
the plastic shafts of the servos. Another factor is the reaction torque of the servo
inducing vibrations in the robot that tend to affect the inclinometer readings.

18.8.2 Simulation Results

The parameters of the control system can be extracted from the gene pool in a
device-independent format. This allows the parameters to be either transparently
imported into the simulated program via a file or downloaded to Andy’s control
program over a serial connection. Figures 18.7 and 18.8 illustrate the same evolved
control program executing on the real and simulated Andy Droid robot.

Figure 18.7 depicts the simulated robot movements. The robot achieves locomo-
tion by initially pressing downward with its left toes, causing the robot to tilt to its
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Hip Joint Position versus Time
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Fig. 18.6 Hip joint response

right (Fig. 7.2). The robot then drags its left foot along the ground in front of it. The
robot then presses downwards with its right toes and lifts its right foot off the ground
and places it in front of it. This cycle repeats itself to produce a slow forward walk.

18.8.3 Real Robot Results

The figures show a close mapping between the simulated robot and the physical
robot. One significant discrepancy between the simulated and physical walks is
illustrated in Figs. 7.4 and 8.4. This difference between the simulator and Andy
is most likely due to worn motors, whose behavior has changed over time.

Whilst the method did result in transferable walking patterns between the sim-
ulated robot and the physical robot, the resulting locomotion still performed worse
than a good manually designed gait. Furthermore, whilst almost all transferred
walks allowed Andy to sustain balance and motion for continuous walking cycles, a
number of factors. A number of factors hampered the performance of Andy’s gait,
including battery power, servo jitter, flexibility in the plastic joints, and motor wear.

18.9 Conclusions

Most problems observed in this system are believed to arise from the incomplete
servo model and the shortcomings of the robot hardware. The evolved walking
patterns can potentially be improved by relaxing the restrictions on the evolved
controller. The servo model could be improved if the internal parameters of the
servo PID controller were fully known. This can be achieved by additional in-depth
testing of the servomotor. Alternatively, the real robot hardware could be redesigned
to operate with DC motors with separately designed and modeled PID controllers.

http://dx.doi.org/10.1007/978-3-319-17683-3_7#Fig1_7
http://dx.doi.org/10.1007/978-3-319-17683-3_7#Fig4_7
http://dx.doi.org/10.1007/978-3-319-17683-3_8#Fig4_8
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Fig. 18.7 Simulated walk

Further investigations into the encoding of the spline controller could reveal
an optimal configuration enabling further optimizations of the controller, yet still
limiting its complexity such as to avoid the problems related with the reality gap.
Incorporating sensor feedback into the controller could also increase the robustness
of the generated gait. This can then assist the controller in bridging the reality gap.
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Fig. 18.8 Andy Droid robot walking

Our system has successfully managed to evolve controllers in a simulated
environment that were then able to be transferred to and successfully drive to the
physical biped robot. However, more research is required to generate more general
solutions and to further increase robustness of the generated robot controllers.
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Chapter 19
Balancing Conditions of Planar and Spatial
Mechanisms in the Algebraic Form

Nguyen Van Khang and Nguyen Phong Dien

Abstract This chapter deals with an approach to formulate balancing conditions
for the shaking force and shaking moment of planar mechanisms and spatial
mechanisms. In the Mechanism Theory, every Mechanism has p moving members
and a non-moving frame. According to tradition, a planar 8R-eightbar mechanism
is a multibody system with 7 moving bodies.

Keywords Mechanism • Balancing condition • Shaking force • Shaking
moment

19.1 Introduction

Dynamic balancing of mechanisms is a classical problem of machine dynam-
ics [1–9]. Dynamic balancing of the moving links brings about a reduction of
the variable dynamic loads on the mechanism frame. In effect, this minimizes the
noise and wear, and improves the dynamic performance of the mechanism [3, 4].
The main objective of mass balancing is to completely eliminate or partially
reduce the resultant inertia force (shaking force) and the resultant inertia moment
with respect to the ground link (shaking moment) caused by all moving links
of a mechanism. Although different methods and solutions have been proposed
and reported, the balancing theory continues to develop and new approaches are
regularly being published. Summaries of much of the past work are given in refs.
[2–4]. Recently, the terminology “reactionless mechanism” has usually been used
in design and dynamic synthesis of mechanisms, e.g., [19, 20]. A mechanism is said
to be reactionless or dynamically balanced if the shaking force and the shaking
moment are completely eliminated for any arbitrary motion of the mechanism.
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In other words, no dynamic reaction forces and no dynamic reaction moments are
transmitted to the base during the motion.

In our opinion, the problem of shaking force and shaking moment balancing
consists of two aspects. The first is to find all feasible design solutions (mass
redistribution, using counterweights or adding supplementary members as cams,
gears, parallelogram chains, planetary gears, etc.) in order to compensate the
shaking force and shaking moment. For this purpose different approaches and
solutions have been developed and reported. Berkof [11] presented a review of the
methods based on the different movements of the counterweights for the shaking
force balancing. Feng [30] used the concept of inertia counterweight proposed
by Berkof [13] to carry out the dynamic balancing of a number of single degree
freedom mechanisms. The publications by Lowen et al. [7] and Kochev [16]
provide a critical review of the methods employing additional members for complete
shaking moment balancing. Arakelian and Smith [9] investigated the dynamic
balancing of single degree of freedom mechanisms by using the pantograph copying
properties. A number of other solutions for the complete shaking force and shaking
moment balancing can be found in the studies presented by Kochev [17], Wu and
Gosselin [21], Dresig et al. [14, 15], Arakelian [26–28], and Moore [32].

The second aspect is related to the formulation of balancing conditions which
are usually expressed in terms of the design variables (such as masses, moments
of inertia, and geometrical parameters of the links) of the mechanism. There are
several convenient ways to formulate balancing conditions of the shaking force.
For instance, the method of linearly independent vectors was proposed by Berkof
and Lowen [11] and later successfully employed by Kaufman and Sandor [12],
Feng [31] to obtain full force balancing conditions for linkages, the equivalence
method was proposed by Ye and Smith [18]. The method of principal vectors
was used by Shchepetilnikov [10] to investigate the static balancing conditions of
mechanisms. Because the shaking force is related to the first derivative of the total
linear momentum with respect to time, the linear momentum method can also be
used to establish balancing conditions of the shaking force [16, 31]. Conversely,
research on efficient methods for deriving balancing conditions of the shaking
moment has been less productive due to the complexity of the problem. It is well
known that the shaking moment of a mechanism is related to the first derivative
of the total angular momentum with respect to time. This relationship leads to
an approach for the formulation of balancing conditions of the shaking moment,
known as the angular momentum method. This method was used by several authors
such as Kochev [9, 10], Feng [31], and Nguyen [22–25]. Arakelian and Dahan [27]
formulated the moment balancing conditions of a multi-link planar mechanism by
minimizing the root-mean-square value of the resultant inertia moment. Another
recent approach to derive balancing conditions of planar multi-loop mechanisms
using the equivalent method is investigated by Chaudhary and Saha [6, 29].

In contrast to the rapid progress in balancing theory of planar mechanisms, the
development on the balancing theory of spatial mechanisms is still limited. Balanc-
ing methods of planar mechanisms cannot be directly applicable to spatial mecha-
nisms since kinematic and dynamic properties of spatial mechanisms are much more
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complicated. The literature on this respect therefore is little [22, 24, 33–41]. One of
the problems of the complete shaking force and shaking moment balancing of the
mechanism consist of the deriving the so-called balancing conditions. These bal-
ancing conditions will be used to determine the size and location of counterweights
or supplementary links which must be added to the initial mechanism, in order to
eliminate the shaking force and the shaking moment.

Using the methods of multibody dynamics, this chapter deals with an approach to
derive balancing conditions in the algebraic form for the shaking force and shaking
moment of planar and spatial multi-loop mechanisms. The developed methods are
suitable for the application of the widely accessible computer algebra systems such
as MAPLE

®
. In the examples, the conditions for complete shaking force and shaking

moment balancing of a planar multi-loop, multi-DOF mechanism and a spatial one-
DOF mechanism are given.

19.2 Balancing Theory of Constrained Multibody Systems

We consider a multibody system with holonomic and rheonomic constraints as a set
of p linked rigid bodies in a closed loop structure shown in Fig. 19.1.

The shaking force
�!
F
�

and the shaking moment
�!
M
�
O referred to a fixed point O

of the considered system, which are caused by all moving bodies, can be expressed
in the form [1, 2, 22, 24]

�!
F
� D �

ROd

dt

pX

iD1
mi

�!v Si; (19.1)
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Fig. 19.1 Coordinate frames and the center of mass of body i
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�!
M
�
O D �

ROd

dt

pX

iD1

 �!�!
I Si � �!! i C �!r Si � mi

�!v Si

!
: (19.2)

In Eqs. (19.1) and (19.2) the following symbols are used:

mi mass of body i.
p number of bodies.�!r Si position vector of center of mass Si of body i in the fixed coordinate frame

R0fx, y, zg.�!v Si velocity vector of center of mass Si in the coordinate frame R0.�!�!
I Si mass inertia tensor of body i referred to Si.�!! i angular velocity of body i with respect to the coordinate frame R0.

The multibody system is completely balanced if the shaking force and the
shaking moment vanish at every position [1, 2]

�!
F
� D 0;

�!
M
�
O D 0: (19.3)

It follows that

ROd

dt

pX

iD1
mi

�!v Si D 0; (19.4)

ROd

dt

pX

iD1

 �!�!
I Si � �!! i C �!r Si � m�!v Si

!
D 0: (19.5)

Equations (19.4) and (19.5) can be rewritten in the matrix form as follows:

d

dt

pX

iD1
mivSi D 0; (19.6)

d

dt

"
pX

iD1
.ISi¨i C mi QrSivSi/

#
D 0; (19.7)

where

rSi D
2

4
xSi

ySi

zSi

3

5 ; QrSi D
2

4
0 �zSi ySi

zSi 0 �xSi

�ySi xSi 0

3

5 : (19.8)

For a f -DOF stationary multibody system described by n generalized coordinates q1,
q2, : : : , qn and n � f , position vector rSi can be expressed in form of generalized
coordinates
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rSi D rSi .q1; q2; : : : ; qn/ ; .i D 1; 2; : : : ; p/ : (19.9)

Differentiating Eq. (19.9) with respect to time in the coordinate frame R0 yields

vSi D drSi

dt
D @rSi

@q
Pq D JTi .q/ Pq; (19.10)

where JTi(q) is the translation Jacobi matrix

JTi .q/ D @rSi

@q
D

2
666664

@xSi

@q1

@xSi

@q2
::::

@xSi

@qn
@ySi

@q1

@ySi

@q2
::::

@ySi

@qn
@zSi

@q1

@zSi

@q2
::::

@zSi

@qn

3
777775
; (19.11)

and q D Œq1; q2; : : : ; qn�
T . By introducing ®i as the rotation vector of body i, the

angular velocity ¨i is defined by

¨i D d®i

dt
D @®i

@q
Pq D JRi .q/ Pq; (19.12)

where JRi(q) denotes the rotation Jacobi matrix

JRi D @®i

@q
D @¨i

@ Pq D

2

666664

@!ix

@Pq1
@!ix

@Pq2 ::::
@!ix

@Pqn
@!iy

@Pq1
@!iy

@Pq2 ::::
@!iy

@Pqn
@!iz

@Pq1
@!iz

@Pq2 ::::
@!iz

@Pqn

3

777775
: (19.13)

Substitution of Eq. (19.10) into Eq. (19.6) yields

d

dt

("
pX

iD1
miJTi .q/

#
Pq
)

D 0: (19.14)

Substituting Eqs. (19.10) and (19.12) into Eq. (19.7), one obtains

d

dt

("
pX

iD1



ISiJRi .q/C mi QrSiJTi



q
�#

Pq
)

D 0: (19.15)

Note that the inertia matrix ISi with respect to the fixed frame R0 can be written
in term of the matrix I(i)

Si using the formula
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ISi D AiI
.i/
Si AT

i ; (19.16)

where Ai denotes the direction cosine matrix of body i referred to the fixed frame
R0, I(i)

Si is the matrix of the mass inertia tensor relative to the axes of the body-fixed
coordinate system Rif� i, �i, � ig (see Fig. 19.1).

It follows that

ISiJRi .q/ D AiI
.i/
Si AT

i JRi .q/ : (19.17)

Since Ai D Ai .q/ and @Ai
@Pq D 0, it follows

JRi .q/ D @¨i

@ Pq D
@



Ai¨
.i/
i

�

@ Pq D Ai .q/
@¨

.i/
i

@ Pq D AiJ
.i/
Ri ; (19.18)

where matrix J(i)
Ri(q) is defined by

J.i/Ri .q/ D @¨
.i/
i

@ Pq : (19.19)

Substitution of Eqs. (19.18) and (19.19) into Eq. (19.15) yields

d

dt

("
pX

iD1
AiI

.i/
Si J.i/Ri .q/C mi QrSiJTi .q/

#
Pq
)

D 0: (19.20)

It follows from Eqs. (19.14) and (19.20) the general balancing conditions of a
multibody system

pX

iD1
miJTi .q/ D 0; (19.21)

pX

iD1

h
AiI

.i/
Si J.i/Ri .q/C mi QrSiJTi .q/

i
D 0: (19.22)
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19.3 Balancing Conditions of Planar Mechanisms

19.3.1 Theory and Procedure for Deriving Dynamic
Balancing Conditions

19.3.1.1 General Balancing Conditions

We consider an arbitrary link of a multi DOF planar mechanism as depicted in
Fig. 19.2. The mechanism consists of a set of p moving links in a closed loop
structure with revolute joints. Parameters xSi, ySi are the coordinates of the center
of mass Si of link i in the ground-fixed coordinate frame fOxyg, ®i is the rotation
angle, �Si, �Si are coordinates of Si in the link-fixed coordinate frame fOi� i�ig.

From Eqs. (19.1) and (19.2) the shaking force and the shaking moment transmit-
ted to the base from all moving links can be expressed in the form [15]

F�x D � d

dt

 
pX

iD1
mi PxSi

!
; F�y D � d

dt

 
pX

iD1
mi PySi

!
(19.23)

M�O D d

dt

(
pX

iD1
Œmi .xSi PySi � ySi PxSi/C JSi P'i�

)
(19.24)

where mi denotes the mass and ISi the moment of inertia of the link about the axis
passing through Si and perpendicular to the plane of motion.

The planar mechanism can then be completely balanced if the shaking force and
the shaking moment vanish. This yields the following sufficient conditions

pX

iD1
miPri D 0; (19.25)

pX

iD1
Œmi .xSi PySi � ySi PxSi/C ISi P'i� D 0; (19.26)

Fig. 19.2 Definition of
parameters and coordinates

x

y hi

Si

hSi xSi

xi

ji

Oi

O

link i

link i+1

link i-1

ySi

xSi
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where ri D ŒxSi; ySi�
T and Pri D ŒPxSi; PySi�

T . Based on the general condition (19.25)
for the shaking force balancing, there are some ways to derive the balancing
conditions in form of algebraic expressions of parameters mi, ISi, �Si and �Si as
mentioned in the previous section. Conversely, it is more difficult to formulate the
dynamic balancing conditions of the shaking moment due to the presence of the
term ISi P'i in Eq. (19.26).

19.3.1.2 Generalized Coordinates of the Second Type

Since the considered mechanism has only revolute joints, rotation angles
'i .i D 1; 2; : : : p/ can be chosen as generalized coordinates which describe the
motion of particular links. Angle ®i is known as “the generalized coordinates of the
first type.” Now we introduce vector u

u D �
cos'1; sin '1; : : : ; cos'p; sin 'p

�T
; (19.27)

where elements uk .k D 1; 2; : : : ; 2p/ are trigonometric functions of ®i. Logically,
elements uk are called “the generalized coordinates of the second type.” As can be
seen later, vector u can be used as the basis for developing a systematic procedure
for deriving balancing conditions of the shaking force and moment.

19.3.1.3 Procedure to Derive Balancing Conditions of the Shaking Force

Generally, the position vector of the center of mass Si can always be expressed in
term of vector u as

ri D eu
i C Ciu; (19.28)

where i D 1, 2, : : : , p and eu
i is a vector of constants. The elements of matrix Ci (2�

2p) are geometrical parameters and independent of u. Similarly, the loop equations
of the mechanism can be expressed in the compact matrix form

f .u/ D d: (19.29)

In the cases of planar mechanisms articulated by revolute joints, Eq. (19.7) can be
rewritten in linear form with vector u

D u D d; (19.30)

where the elements of matrix D are geometrical parameters of the mechanism and
independent of u, vector d is constant. It follows that Eq. (19.28) can then be
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rewritten in term of a minimal set of elements uk of u. The following partitioning of
u from Eq. (19.30)

u D
�

v
w

	
; (19.31)

leads to the following relationship

Dvv C Dww D d: (19.32)

where vector v consists of elements from this set, and the dimension of vector w is
equal to the number of the loop equations. Matrix Dw is chosen so that it is a square
and nonsingular matrix. When vectors v and w are assigned, an easily way to obtain
matrices Dv and Dw is by taking the partial derivatives

Dv D @f
@v
; Dw D @f

@w
: (19.33)

From Eq. (19.32) we find

w D .Dw/�1 .d � Dvv/ D b � Gv; (19.34)

where

G D .Dw/�1Dv; b D .Dw/�1d: (19.35)

Differentiating Eq. (19.34) with respect to time yields

Pw D �GPv: (19.36)

Using Eq. (19.31) one can rewrite Eq. (19.28) in the following form

ri D eu
i C Cv

i v C Cw
i w; (19.37)

where matrices Cv
i , Cw

i are given by

Cv
i D @ri

@v
; Cw

i D @ri

@w
; (19.38)

and the vector of constant parameters eu
i is the remaining term from Eq. (19.15).

Substitution of Eq. (19.34) into Eq. (19.37) yields

ri D eu
i C Cw

i b C �
Cv

i � Cw
i G
�

v: (19.39)

This can be written as
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ri D ei C Biv; (19.40)

where

ei D eu
i C Cw

i b; (19.41)

Bi D Cv
i � Cw

i G: (19.42)

Note that the elements of vector ei and matrix Bi are geometrical parameters of the
mechanism and independent of v. Differentiating Eq. (19.40) with respect to time
yields

Pri D Bi Pv: (19.43)

Substituting Eq. (19.43) into Eq. (19.25) leads to

pX

iD1
miBi Pv D 0: (19.44)

As a result, the balancing conditions for the shaking force reduce to the algebraic
form

pX

iD1
miBi D 0: (19.45)

If the mechanism has p moving links and r loop equations, then vector w contains
r elements whereas matrix Bi has the dimension of 2 � .2p � r/. From Eq. (19.45)
we obtain 2 .2p � r/ balancing conditions in form of algebraic expressions of inertia
and geometrical parameters.

19.3.1.4 Procedure to Derive Balancing Conditions
of the Shaking Moment

The general balancing condition of the shaking moment according to Eq. (19.4)
contains two terms. The first term is

h1 D
pX

iD1
mi .xSi PySi � ySi PxSi/: (19.46)

We note that

xSiPySi � ySi PxSi D rT
i I� Pri; (19.47)
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where I� D
�
0 1

�1 0
	

. With the use of this relationship, Eq. (19.46) leads to

h1 D
pX

iD1
mirT

i I� Pri: (19.48)

Substitution of Eqs. (19.40) and (19.43) into Eq. (19.48) yields

h1 D
pX

iD1
mi.ei C Biv/

TI� Bi Pv

D vT

 
pX

iD1
miBT

i I� Bi

!
Pv C

 
pX

iD1
mieT

i I� Bi

!
Pv

D vTS1 Pv C kT
1 Pv; (19.49)

where

S1 D
pX

iD1
miBT

i I� Bi; kT
1 D

pX

iD1
mieT

i I� Bi: (19.50)

Now we consider the second term of Eq. (19.26)

h2 D
pX

iD1
ISi P'i: (19.51)

One can verify that

P'i D u.i/1 Pu.i/2 � u.i/2 Pu.i/1 ; (19.52)

where u.i/1 D cos'i and u.i/2 D sin 'i. Equation (19.52) can also rewritten in the
matrix form as

P'i D
"

u.i/1
u.i/2

#T �
0 1

�1 0
	" Pu.i/1

Pu.i/2

#
: (19.53)

Substitution of Eq. (19.53) into Eq. (19.51) yields

h2 D
pX

iD1

"
u.i/1
u.i/2

#T �
0 ISi

�ISi 0

	" Pu.i/1
Pu.i/2

#
D uT H Pu; (19.54)

where H is a 2p � 2p matrix defined by
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H D

2

66666666664

0 IS1 0 0 : : : 0 0

�IS1 0 0 0 : : : 0 0

0 0 0 IS2 : : : 0 0

0 0 �IS2 0 : : : 0 0
:::

:::
:::

:::
: : :

:::
:::

0 0 0 0 : : : 0 ISp

0 0 0 0 : : : �ISp 0

3

77777777775

(19.55)

Matrix H can be partitioned in four sub-matrices corresponding to vectors v und w
as follows:

H D
�

H1

H3

H2

H4

;

	
(19.56)

where H1 is a .2p � r/� .2p � r/matrix, H2 is a .2p � r/� r matrix of zero, H3 is a
r � .2p � r/ matrix of zeros and H4 a r � r matrix. Then Eq. (19.54) takes the form

h2 D �
VT WT

� �H1

0
0

H4

	" PV
PW

#
D VTH1

PV C WTH4
PW: (19.57)

Substitution of Eqs. (19.34) and (19.35) into Eq. (19.57) yields

h2 D vTH1 Pv C .b � Gv/TH4 .�GPv/
D vT

�
H1 C GTH4G

� Pv � �
bTH4G

� Pv
D vTS2 Pv C kT

2 Pv: (19.58)

where matrix S2 and vector k2 are defined by

S2 D H1 C GTH4G; (19.59)

kT
2 D �bTH4G: (19.60)

Using Eqs. (19.49) and (19.58), the general balancing condition of the shaking
moment can be written in the matrix form as

vT .S1 C S2/ Pv C �
kT
1 C kT

2

� Pv D 0: (19.61)

Finally, the balancing conditions for the shaking moment reduce to the algebraic
form

S1 C S2 D 0; k1 C k2 D 0: (19.62)
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where matrices S1 and S2 have the dimension of .2p � r/ � .2p � r/ and k1, k2 are
vectors of 2p � r elements. With the use of Eq. (19.40) we obtain a set of balancing
conditions for the shaking moment in term of inertia and geometrical parameters
of the mechanism, such as mi, �Si, �Si and ISi. In summary, the following steps are
required to realize the proposed procedure:

– Formulating r loop equations and p position vectors of the mass centers of
moving links according to Eqs. (19.28) and (19.30).

– Selecting the elements of vector w from elements of vector u based on the
following rule: The number of elements in w is equal to r, and matrix Dw must
be a square and nonsingular matrix.

– Calculating matrices Dv and Dw using Eq. (19.33), Cv
i , Cw

i using Eq. (19.38),
Matrix G and vector b using Eq. (19.35), matrices Bi and vectors ei (i D 1, 2,
: : : , p) using Eqs. (19.41) and (19.42).

– Substituting the expressions of matrices Bi into Eq. (19.45) to obtain the
balancing conditions for the shaking force.

– Determining the elements of matrices H1 and H4 according to Eqs. (19.55) and
(19.56).

– Calculating matrix S1 and vector k1 using Eq. (19.50), matrix S2 using Eq.
(19.59) and vector k2 using Eq. (19.60).

– Substituting the expressions of S1,S2, k1 and k2 into Eq. (19.62) to get the
balancing conditions for the shaking moment.

19.3.2 Application Example

A planar 8R-eightbar mechanism depicted in Fig. 19.3 is a multi degrees-of-freedom
and multi-loop planar mechanism with seven moving links, where links 1, 4, and 6
are the driving links.

x

y

S1

S3

S4 S6

S2
S5

S7

O ≡ O1
O4 ≡ A O6 ≡ B

l31

O2

h3

j3

j6

j5

j4

j2

j1

j7

x3

O3

O5
O7

Fig. 19.3 Kinematic diagram of a planar 8R-eightbar mechanism
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19.3.2.1 Formulation of Loop Equations

As shown in Fig. 19.2, the origin of the ground-fixed coordinate frame coincides
with joint O of pivot link 1, and Oi denotes the origin of the link-fixed coordinate
frame of link i. The loop equations of the mechanism can be written in the form

l1 cos'1 C l2 cos'2 C l31 cos'3 � l4 cos'4 � l5 cos'5 D xA

l1 sin '1 C l2 sin '2 C l31 sin'3 � l4 sin '4 � l5 sin '5 D yA

l1 cos'1 C l2 cos'2 C l3 cos'3 � l6 cos'6 � l7 cos'7 D xB

l1 sin '1 C l2 sin '2 C l3 sin '3 � l6 sin '6 � l7 sin '7 D yB

(19.63)

where li denotes the length of link i, xA, yA and xB, yB are coordinates of the fixed
points A and B in the fixed coordinate frame fOxyg respectively. According to Eq.
(19.27), vector u is given by

u D Œcos'1; sin '1; cos'2; sin '2; : : : ; cos'7; sin '7�
T (19.64)

According to Eq. (19.30), vector d are then determined from Eq. (19.63)

d D ŒxA; yA; xB; yB�
T (19.65)

Vector w and v is selected from the original vector u as follows:

w D Œcos'4; sin '4; cos'6; sin'6�
T (19.66)

v D Œcos'1; : : : ; sin'3; cos'5; sin'5; cos'7; sin'7�
T (19.67)

Note that there are other possibilities to choose the elements of w in order to obtain
a nonsingular matrix Dw. With vectors v and w given by Eqs. (19.66) and (19.67),
matrices Dv and Dw are calculated from Eq. (19.63) by using Eq. (19.33)

Dv D

2

664

l1 0 l2 0 l31 0 �l5 0 0 0

0 l1 0 l2 0 l31 0 �l5 0 0

l1 0 l2 0 l3 0 0 0 �l7 0

0 l1 0 l2 0 l3 0 0 0 �l7

3

775 (19.68)

Dw D

2

664

�l4 0 0 0

0 �l4 0 0

0 0 �l6 0

0 0 0 �l6

3

775 : (19.69)

From Eq. (19.69) we get
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.Dw/�1 D

2

664

�1=l4 0 0 0

0 �1=l4 0 0

0 0 �1=l6 0

0 0 0 �1=l6

3

775 (19.70)

19.3.2.2 Balancing Conditions of the Shaking Force

Matrix G and vector b are calculated using the obtained matrices Dv, Dw and vector
d as follows:

G D

2

6664

� l1
l4

0 � l2
l4

0 � l31
l4

0 l5
l4
0 0 0

0 � l1
l4

0 � l2
l4

0 � l31
l4
0 l5

l4
0 0

� l1
l6

0 � l2
l6

0 � l3
l6

0 0 0 l7
l6
0

0 � l1
l6

0 � l2
l6

0 � l3
l6
0 0 0 l7

l6

3

7775 ; b D
h

� xA
l4

� yA
l4

� xB
l6

� yB
l6

iT
:

(19.71)

Now we can determine matrices Cv
i , Cw

i and vector eu
i related to vector ri using

Eq. (19.28). For example, for i D 1:

r1 D
�
�S1 cos'1 � �S1 sin '1
�S1 sin '1 C �S1 cos'1

	
;Cv

1 D
�
�S1 ��S1 0 0 0 0 0 0 0 0

�S1 �S1 0 0 0 0 0 0 0 0

	
;

Cw
1 D

�
0 0 0 0

0 0 0 0

	
eu
1 D

�
0

0

	
:

For i D 7 we get

r7 D
�

xB C l6 cos'6 C �S7 cos'7 � �S7 sin'7
yB C l6 sin '6 C �S7 sin '7 C �S7 cos'7

	
;

Cv
7 D

�
0 0 0 0 0 0 0 0 �S7 ��S7

0 0 0 0 0 0 0 0 �S7 �S7

	
; Cw

7 D
�
0 0 l6 0
0 0 0 l6

	
; eu

7 D
�

xB

yB

	
:

Then, matrices Bi (i D 1, 2, : : : , 7) are calculated using Eq. (19.42). Finally, by
substituting matrices Bi into Eq. (19.45), we find balancing conditions of the shaking
force as follows:

m1

�S1

l1
C m2 C m3 C m4

�S4

l4
C m5 C m6

�S6

l6
C m7 D 0 (19.72)

m2

�S2

l2
C m3 C m4

�S4

l4
C m5 C m6

�S6

l6
C m7 D 0 (19.73)
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m3

�S3

l3
C m4

l31
l3

�S4

l4
C m5

l31
l3

C m6

�S6

l6
C m7 D 0 (19.74)

m4

�S4

l4
C m5

�
1 � �S5

l5

�
D 0 (19.75)

m6

�S6

l6
C m7

�
1 � �S7

l7

�
D 0 (19.76)

m1

�S1

l1
C m4

�S4

l4
C m6

�S6

l6
D 0 (19.77)

m2

�S2

l2
C m4

�S4

l4
C m6

�S6

l6
D 0 (19.78)

m3

�S3

l3
C m4

l31
l3

�S4

l4
C m6

�S6

l6
D 0 (19.79)

m4

�S4

l4
� m5

�S5

l5
D 0 (19.80)

m6

�S6

l6
� m7

�S7

l7
D 0: (19.81)

19.3.2.3 Balancing Conditions of the Shaking Moment

Since matrices Bi (i D 1, 2, : : : , 7) are known and vectors of constants ei are given
by Eq. (19.41), matrix S1 and vector k1 can be easily calculated using Eq. (19.50).
Matrix H takes the same form as Eq. (19.55) for p D 7. By partitioning of matrix
H related to Eq. (19.56), we obtain sub-matrices H1 and H4. Then, matrix S2 and
vector k2 are calculated using Eqs. (19.59) and (19.60). By substituting the obtained
expressions of S1,S2, k1,k2 into Eq. (19.62), the balancing conditions of the shaking
moment are then derived in the following form

m1�
2
1 C IS1

l21
C m2 C m3 C m4�

2
4 C IS4

l24
C m5 C m6�

2
6 C IS6

l26
C m7 D 0 (19.82)

m2�2 C m3 C m4�
2
4 C IS4

l24
C m5 C m6�

2
6 C IS6

l26
C m7 D 0 (19.83)

m3�3 C l31
l3

�
m4�

2
4 C IS4

l24
C m5

�
C m6�

2
6 C IS6

l26
C m7 D 0 (19.84)

m4�
2
4 C IS4

l24
C m5 .1 � �5/ D 0 (19.85)
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m6�
2
6 C IS6

l26
C m7 .1 � �7/ D 0 (19.86)

m2�
2
2 C IS2

l22
C m3 C m4�

2
4 C IS4

l24
C m5 C m6�

2
6 C IS6

l26
C m7 D 0 (19.87)

m3�
2
3 C IS3

l23
C l231

l23

�
m4�

2
4 C IS4

l24
C m5

�
C m6�

2
6 C IS6

l26
C m7 D 0 (19.88)

m4�
2
4 C IS4

l24
C m5�

2
5 C IS5

l25
C m5 .1 � 2�5/ D 0 (19.89)

m6�
2
6 C IS6

l26
C m7�

2
7 C IS7

l27
C m7 .1 � 2�7/ D 0 (19.90)

m4�
2
4 C IS4

l24
� m4�4 D 0 (19.91)

m6�
2
6 C IS6

l26
� m6�6 D 0 (19.92)

�S1 D �S2 D �S3 D �S4 D �S5 D �S6 D �S7 D 0 (19.93)

where �i D �Si
li

for i D 1; 2; : : : ; 7.
In the case that Si is positioned along the link line, that is, �Si D 0 for i D

1; 2; : : : ; 7, the balancing conditions for the shaking force and shaking moment of
the 8R-eightbar mechanism, Eqs. (19.72)–(19.93), are reduced into the following
set of equations

m1�1 C m2 .1� �2/ D 0; (19.94)

m2�2 C m3 C m5�5 C m7�7 D 0; (19.95)

m3�3 C m5�5
l31
l3

C m7�7 D 0; (19.96)

m4�4 C m5 .1� �5/ D 0; (19.97)

m6�6 C m7 .1� �7/ D 0; (19.98)

mi�
2
i C ISi

l2i
� mi�i D 0 for i D 1; 2; 4; 5; 6; 7; (19.99)
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Table 19.1 Initial
parameters of the 8R-eightbar
mechanism

Link i li (m) �0
Si (m) �0

Si (m) m0
i (kg) �0

i

1 0.08 0.04 0.01 2.4 0.5
2 0.20 0.07 0.025 3.5 0.35
3 0.35 0.15 0.035 3.6 0.428
4 0.12 0.05 0.015 2.2 0.4167
5 0.15 0.08 0.01 2.4 0.5333
6 0.12 0.06 0.02 2.0 0.5
7 0.15 0.1 0.02 2.7 0.6667

m3�
2
3 C IS3

l23
� m3�3 � l31

l3
m5�5

�
1 � l31

l3

�
D 0; (19.100)

where Eqs. (19.94)–(19.98) are the balancing conditions of the shaking force and
Eqs. (19.99)–(19.100) are the balancing conditions of the shaking moment of the
fully force balanced mechanism.

19.3.2.4 Numerical Study

A numerical calculation is implemented to verify the correctness of the obtained
balancing conditions. The geometry and mass distribution parameters of the links
are given in Table 19.1, where m0

i , �0
Si, �

0
Si and �0i D �0Si=li denote the initial

parameters. The other geometry parameters are: xA D 0:17 .m/, xB D 0:3 .m/,
yA D yB D 0:03 .m/and l31 D 0:07 (m).

Upon assuming that parameter �Si D 0 for i D 1; 2; : : : ; 7, the remaining five
conditions (19.94)–(19.98) contain a set of 14 variables mi and �i. We can establish
a balancing scheme with counterweights by keeping the parameters of links 3 and
5, i.e., m3�3 D m0

3�
0
3, m5�5 D m0

5�
0
5, and solving parameters of the other links from

these conditions as follows:

m1�1 D �m0
3

�
1 � �03

� � m0
5�

0
5

�
1 � l31

l3

�
� m2;

m2�2 D �m0
3

�
1 � �03

� � m0
5�

0
5

�
1 � l31

l3

�
;

m4�4 D �m0
5

�
1 � �05

�
; m6�6 D �

�
m0
3�

0
3 C m0

5�
0
5

l31
l3

�
� m7;

m7�7 D �
�

m0
3�

0
3 C m0

5�
0
5

l31
l3

�
:

It follows that parameters �1, �2, �4, �6 and �7 will take negative values since
0 < �03 < 1 and 0 < �05 < 1. As a result, the centers of mass S1, S2, S4, S6 and S7

must be positioned at the other side of joints O1, O2, O4, O6 and O7 respectively.
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x 0
s3

x 0
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Fig. 19.4 A balancing scheme using five counterweights for the full force balancing

Table 19.2 Parameters of the force balanced the 8R-eightbar mechanism with
counterweights

Counterweights
Link i �Si (m) �Si (m) mi (kg) (with counterweight) e*

i (m) m*
i (kg)

1 �0.0891 0.0 10.4 0.128 8.0
2 �0.0725 0.0 8.5 0.172 5.0
3 0.15 0.0 3.6 0.0 0.0
4 �0.0187 0.0 7.2 0.049 5.0
5 0.080 0.0 2.4 0.0 0.0
6 �0.1425 0.0 8.0 0.210 6.0
7 �0.0350 0.0 7.7 0.108 5.0

For this purpose, a balancing scheme with five counterweights attached to the
corresponding links as shown in Fig. 19.4 is suggested. Using the same way, we can
establish other force balancing schema by assigning the parameters of two arbitrary
links and calculating parameters of the other links from Eqs. (19.94)–(19.98).

The mass m*
i and the distance e*

i of the counterweight Ci attached to link i

can then be easily calculated by applying the relationship mi�i D m0
i �

0
i � m�i

e�

i
li

.
The mass distribution parameters of the links and counterweights of the fully force
balanced mechanism are given in Table 19.2.

Figure 19.5 shows two components of the shaking force produced by the initial
mechanism and the force balanced mechanism. The numerical results verified that
the shaking force is completely eliminated during the motion of the force balanced
mechanism.

In the next step, the moment balancing conditions, Eqs. (19.99) and (19.100),
will be taken into account for canceling the shaking moment of the fully force
balanced mechanism. The moments of inertia of links of the full force balanced
mechanism are as follows: I0S1 D 0:2, I0S2 D 0:35, I0S3 D 0:11, I0S4 D 0:09,
I0S5 D 0:08, I0S6 D 0:41, I0S7 D 0:15

�
kg m2

�
. A number of balancing schema using

additional members were applied to balance the shaking moment at any rotating
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balanced

unbalanced

balanced

unbalanced

Fig. 19.5 Shaking forces of the unbalanced mechanism and the fully force balanced mechanism.
(Rotating speeds of the cranks 1, 4 and 6 are assumed to be the same value of 300 rpm)

2
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15

17

19

3

Fig. 19.6 A balancing scheme of the shaking moment of the fully force balanced mechanism

speed of the driving links, e.g., [12, 14, 15]. A well-known balancing scheme
with counter-rotating balancers in Fig. 19.6 is used to verify the correctness of
the conditions of moment balancing. The required moment of inertia of link 3 is
calculated using Eq. (19.100) with the parameters given in Table 19.2, that yields
IS3 D 0:133

�
kg m2

�
. This value can be attained by mass redistribution for link 3.

As shown in Fig. 19.6, gears 11, 15, and 19 are mounted on the rotation axis
of the input cranks 1, 4, and 6, respectively. They mesh with planetary gears 10,
14, and 18 mounted on links 2, 5 and 7 respectively. Using this balancing scheme,
the additional balancing moments will be produced to balance correspondingly the
inertia moments of all links. In other words, the shaking moment can be balanced,
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while the shaking force is still fully balanced. For brevity, the transmission ratios of
the gear-pairs of the considered balancing scheme are chosen as follows:

r8
r9

D r12
r13

D r16
r17

D 1;
r10
r11

D r14
r15

D r18
r19

D 1

2
:

According to Fig. 19.6, the kinematic relationship of gear-pair 10–11 is

r10 P'10 C r11 P'11 � .r10 C r11/ P'1 D 0; P'10 D P'2; (19.101)

where ri is the rolling circle radius of ith gear. Using Eq. (19.101) we obtain

IS11'11 D IS11

�
r10
r11

C 1

�
'1 � IS11

r10
r11
'2; (19.102)

IS10 P'10 D IS10 P'2; (19.103)

where ISi is the moment of inertia of ith gear. Using Eqs. (19.102), (19.103) and the
balancing condition (19.99) we obtain the following balancing condition for link 2
with the additional planetary gear

m2�
2
2 C 1

l22

�
IS2 C IS10 � r10

r11
JS11

�
� m2�2 D 0: (19.104)

By the same way, the balancing conditions with the additional gears for links 5 and
7 can be formulated as follows:

m5�
2
5 C 1

l25

�
IS5 C JS14 � r14

r15
JS15

�
� m5�5 D 0; (19.105)

m7�
2
7 C 1

l27

�
IS7 C JS18 � r18

r19
JS19

�
� m7�7 D 0: (19.106)

The moment of inertia of gear-pairs 10–11, 14–15, and 18–19 can then be chosen in
order to satisfy Eqs. (19.104)–(19.106). Using Eq. (19.99), the moment of inertia of
the gear-pairs 8–9, 12–13, and 16–17 can be determined by the similar way. Their
values are given in Table 19.3.

Figure 19.7 shows the numerical results for the shaking moment of the fully
moment balanced mechanism, where the input speeds of cranks 1, 4 and 6 are P'1 D

Table 19.3 Moments of inertia of the gears

Gear i 8 9 10 11 12 13 14 15 16 17 18 19
ISi (kg m2) 0.02 1.0 0.05 0.42 0.05 0.51 0.05 0.23 0.1 1.56 0.05 0.5
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3
2

1

Fig. 19.7 The shaking moment (curve 1) of the fully moment balanced mechanism as a sum of
the first term (curve 2) and the second term (curve 3)

unbalanced

balanced

Fig. 19.8 Shaking moments of the unbalanced and the fully moment balanced mechanism

P'4 D P'6 D 31:4 .rad=s/. The results shown in Fig. 19.8 demonstrated that the
shaking moment of the 8R-eightbar mechanism is eliminated after balancing.

19.4 Balancing Conditions of Spatial One-DOF Mechanisms

19.4.1 Theory and Procedure for Deriving Balancing
Conditions

19.4.1.1 The General Balancing Conditions of Spatial One-DOF
Mechanisms

This section presents a method to algebraically derive the balancing conditions for
shaking force and shaking moment of spatial one-degree-of freedom mechanisms.
Let q be the independent generalized coordinate which describes the position of the
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mechanism. According to Eqs. (19.10) and (19.12), the velocity vSi and the angular
velocity ¨i are given by

vSi D JTi.q/Pq.t/; (19.107)

¨i D JRi.q/Pq.t/; (19.108)

where JTi(q) and JRi(q) are 3 � 1 Jacobian matrices and can be written in the form

JTi D �
x0Si y0Si z0Si

�T
; JRi D

h
s0ix s0iy s0iz

iT
; (19.109)

where the prime represents the derivative with respect to the generalized coordinate
q and six, siy, siz are three components of rotational vector ®i for link i (see
Sect. 19.2).

We recall that the inertia matrix ISi is defined with respect to the fixed coordinate
frame fOxyzg as shown in Fig. 19.9. The elements of matrix ISi are time dependent

ISi D
2

4
Iixx Iixy Iixz

Iiyx Iiyy Iiyz

Iizx Iizy Iizz

3

5 : (19.110)

Using Eqs. (19.107) and (19.108), Eqs. (19.6) and (19.7) take the following form

d

dt

("
pX

iD1
mi JTi.q/

#
Pq
)

D 0; (19.111)

link i+1

y

z

Si
Oi

O

link i

link i-1

zSi zSi

zi

hSi

hi

xSi

xi

xSi

x

ySi

Fig. 19.9 Definition of coordinates
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d

dt

("
pX

iD1
ISiJRi.q/C mi QrSi JTi.q/

#
Pq
)

D 0: (19.112)

The use of Eqs. (19.109)–(19.112) yields

�
Rq C Pq2 d

dq

� nX

iD1
mix
0
Si D 0; (19.113)

�
Rq C Pq2 d

dq

� nX

iD1
miy
0
Si D 0; (19.114)

�
Rq C Pq2 d

dq

� nX

iD1
miz
0
Si D 0 (19.115)

�
Rq C Pq2 d

dq

� nX

iD1

�
mi
�
ySiz
0
Si � zSiy

0
Si

�C Iixxs0ix C Iixys
0
iy C Iixzs

0
iz

� D 0; (19.116)

�
Rq C Pq2 d

dq

� nX

iD1

�
mi
�
zSix
0
Si � xSiz

0
Si

�C Iiyxs0ix C Iiyys
0
iy C Iiyzs

0
iz

� D 0; (19.117)

�
Rq C Pq2 d

dq

� nX

iD1

�
mi
�
xSiy
0
Si � ySix

0
Si

�C Iizxs
0
ix C Iizys

0
iy C Iizzs

0
iz

� D 0: (19.118)

This yields the general conditions for complete balancing of spatial mechanisms

nX

iD1
mix
0
Si D 0;

nX

iD1
miy
0
Si D 0;

nX

iD1
miz
0
Si D 0; (19.119)

nX

iD1

�
mi
�
ySiz
0
Si � zSiy

0
Si

�C Iixxs0ix C Iixys0iy C Iixzs
0
iz

� D 0 (19.120)

nX

iD1

�
mi
�
zSix
0
Si � xSiz

0
Si

�C Iiyxs0ix C Iiyys0iy C Iiyzs
0
iz

� D 0 (19.121)

nX

iD1

�
mi
�
xSiy
0
Si � ySix

0
Si

�C Iizxs0ix C Iizys
0
iy C Iizzs

0
iz

� D 0 (19.122)

19.4.1.2 Algebraic Balancing Conditions of the Shaking Force

The position vector rSi with respect to the fixed coordinate frame is given by

rSi D rOi C Air
.i/
Si ; (19.123)
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where rOi is position vector of origin Oi in the fixed coordinate frame fOxyzg and r(i)
i

is position vector of Si in the moving coordinate frame fOi� i�i� ig shown in Fig. 19.9.

r.i/Si D �
�Si �Si �Si

�T
: (19.124)

The coordinates of the center of mass Si, rSi D �
xSi ySi zSi

�T
, can be rewritten as

[14, 15]

xSi D e�xi C aT
i z; ySi D e�yi C bT

i z; zSi D e�zi C cT
i z; i D 1; 2; ::; n (19.125)

where the vectors ai, bi and ci consist of components which are independent of q,
the elements of vector z are functions of the generalized coordinates which describe
the motion of particular links, e*

xi, e*
yi and e*

zi are constant values.
Analog to Eq. (19.125), the loop equations of the mechanism may be written in

the matrix form

D z D f; D D ŒDI; DII� : (19.126)

Here the matrix D and the vector f include the components which are geometrical
parameters and independent of q. A partitioning of vector z from Eq. (19.126)

z D
�

v
w

	
; (19.127)

leads to the following relation

DIv C DIIw D f: (19.128)

The matrix DII is chosen so that it must be a square matrix and nonsingular. The
dimension of vector w and the number of the loop equations are equal. By solving
Eq. (19.128) with the vector of variables w, we get

w D D�1II . f�DIv/ : (19.129)

Using Eqs. (19.127) and (19.129), the coordinates of the center of mass Si and their
derivatives can be expressed in terms of the reduced vector of variables v as

xSi D exi C gT
i v; ySi D eyi C hT

i v; zSi D eyi C kT
i v (19.130)

x0Si D gT
i

dv
dq
; y0Si D hT

i

dv
dq
; z0Si D kT

i

dv
dq
; (19.131)
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where

gT
i D aT

i I � aT
i II D�1II DI; hT

i D bT
i I � bT

i II D�1II DI; kT
i D cT

i I � cT
i II D�1II DI

exi D e�xi C aT
i II D�1II f; eyi D e�yi C bT

i II D�1II f; ezi D e�zi C cT
i II D�1II f;

(19.132)

where vectors aiI, aiII, biI, biII, ciI, ciII include elements which are independent of q.
Substituting Eq. (19.131) into balancing conditions (19.119), we obtain

 
nX

iD1
migT

i

!
dv
dq

D 0 ;

 
nX

iD1
mihT

i

!
dv
dq

D 0;

 
nX

iD1
mikT

i

!
dv
dq

D 0 : (19.133)

Finally, the algebraic balancing conditions for shaking force take the compact matrix
form

nX

iD1
migT

i D 0;
nX

iD1
mihT

i D 0;
nX

iD1
mikT

i D 0: (19.134)

19.4.1.3 Algebraic Balancing Conditions of the Shaking Moment

To extract the conditions for the shaking moment balancing, some additional
transformations are required. The substitution of Eqs. (19.130) and (19.131) into
Eqs. (19.120)–(19.122) yields

uT
1

dv
dq

C vTS1
dv
dq

C
nX

iD1

�
Iixxs0ix C Iixys

0
iy C Iixzs

0
iz

� D 0; (19.135)

uT
2

dv
dq

C vTS2
dv
dq

C
nX

iD1

�
Iiyxs0ix C Iiyys

0
iy C Iiyzs

0
iz

� D 0; (19.136)

uT
3

dv
dq

C vTS3
dv
dq

C
nX

iD1

�
Iizxs
0
ix C Iizys

0
iy C Iizzs

0
iz

� D 0; (19.137)

where

uT
1 D

nX

iD1
mi
�
eyikT

i � ezihT
i

�
; uT

2 D
nX

iD1
mi
�
ezigT

i � exikT
i

�
;

uT
3 D

nX

iD1
mi
�
exihT

i � eyigT
i

�
; (19.138)

and skew-symmetric matrices
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S1 D
nX

iD1
mi
�
hikT

i � kihT
i

�
; S2 D

nX

iD1
mi
�
kigT

i � gikT
i

�
;

S3 D
nX

iD1
mi
�
gihT

i � higT
i

�
: (19.139)

Analog to Eq. (19.125), the elements of the rotational vector ®i can be rewritten as
[14, 15]

six D s�ix C rT
1iz; siy D s�iy C rT

2iz; siz D s�iz C rT
3iz; (19.140)

where the vectors r1i, r2i and r3iinclude components which are independent of q, the
values s*

ix, s*
iy and s*

iz are constant. The corresponding derivatives are given by

s0ix D rT
1i

dz
dq
; s0iy D rT

2i

dz
dq
; s0iz D rT

3i

dz
dq
: (19.141)

With the vector of variables z, the elements of the inertia matrix Ii may be rewritten
in the matrix form as

Iixx D zTdixx; Iixy D zTdixy; Iixz D zTdixz;

Iiyx D zTdiyx; Iiyy D zTdiyy; Iiyz D zTdiyz;

Iizx D zTdizx; Iizy D zTdizy; Iizz D zTdizz;

(19.142)

where all elements in the vectors dixx, dixy, dixz, diyx, diyy, diyz, dizx, dizy, dizz are inde-
pendent of the generalized coordinate q. By using Eqs. (19.141), (19.142) and
introducing the new matrices

H1 D dixxrT
1i C dixyrT

2i C dixzrT
3i;

H2 D diyxrT
1i C diyyrT

2i C diyzrT
3i;

H3 D dizxrT
1i C dizyrT

2i C dizzrT
3i;

(19.143)

the third term in Eqs. (19.135)–(19.137) may be expressed in the matrix form as

nX

iD1

�
Iixxs0ix C Iixys

0
iy C Iixzs

0
iz

� DzTH1

dz
dq
; (19.144)

nX

iD1

�
Iiyxs0ix C Iiyys0iy C Iiyzs

0
iz

� D zTH2

dz
dq
; (19.145)

nX

iD1

�
Iizxs
0
ix C Iizys

0
iy C Iizzs

0
iz

� D zTH3

dz
dq
: (19.146)
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The matrix Hj can be partitioned in four sub-matrices corresponding to the vector
of variables v und w in Eq. (19.128) as follows:

Hj D
�

Hj1 Hj2

Hj3 Hj4

	
; j D 1; 2; 3: (19.147)

By using Eqs. (19.129) and (19.147), the following relation is found from Eqs.
(19.144)–(19.146)

zTHj
dz
dq D

�
v
w

	T �
Hj1 Hj2

Hj3 Hj4

	" dv
dq
dw
dq

#

D vT
h
Hj1 C �

D�1II DI
�T �

Hj4D�1II DI � Hj3
� � Hj2D�1II DI

i
dv
dq

C�D�1II f
�T �

Hj3 � Hj4D�1II DI
�

dv
dq :

(19.148)

By introducing the vector u�j
�
u�j
�T D �

D�1II f
�T �

Hj3 � Hj4D�1II DI
�
; j D 1; 2; 3 (19.149)

and the matrices S�j (j D 1, 2, 3)

S�j D Hj1 C �
D�1II DI

�T �
Hj4D�1II DI � Hj3

� � Hj2D�1II DI; (19.150)

Equations (19.135)–(19.137) take the compact form

�
uj C u�j

�T dv
dq

C vT
�
Sj C S�j

� dv
dq

D 0; j D 1; 2; 3: (19.151)

Finally, the following algebraic balancing conditions for shaking moment are found
from Eq. (19.151)

uj C u�j D 0; Sj C S�j D 0; j D 1; 2; 3: (19.152)

Equations (19.134) and (19.152) can be used to derive the dynamic balancing
conditions in form of algebraic expressions for spatial one-DOF mechanisms.

19.4.2 Application Example

In the following example we introduce the application of the balancing theory
described above to a spatial slider crank mechanism shown in Fig. 19.10. The
configuration of the mechanism is also prescribed by rotation angles 	, ˇ and � .
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Fig. 19.10 A spatial slider crank mechanism

The angle ® is chosen as the independent generalized coordinates q D®. The loop
equations of the mechanism can be expressed in the form

h C l1 cos	 � l2 cos � D 0;

�l1 sin 	 cos˛ C l2 sin � sinˇ � d D 0;
(19.153)

where li denotes the length of link i.
The direction cosine matrix Ai of link i referred to the fixed coordinate frame

fOxyzg are given by

A1 D
2

4
sin ' sin ˛ � cos' sin ˛ � cos˛
sin ' cos˛ cos' cos˛ � sin ˛

cos' sin' 0

3

5 (19.154)

A2 D
2

4
sin � cosˇ cos � cosˇ sinˇ
sin � sinˇ cos � sinˇ � cosˇ
� cos � sin � 0

3

5 (19.155)

According to the elements of matrices A1,A2, we choose the vector z with the
following form

z D
h

cos'; cosˇ; cos �; sin '; sinˇ; sin �; sin � cosˇ;

sin � sinˇ; cos � cosˇ; cos � sinˇ; 1
i

T

D Œz1; z2; z3; z4; z5; z6; z7; z8; z9; z10; z11�
T

(19.156)



504 N. Van Khang and N.P. Dien

For brevity, we assume that the center of mass S2 of link 2 is positioned along the
link line, the center of mass S1 is positioned in the plane of axes �2 and �2. Then,
�S2 D 0; �S1 D �S2 D 0. The coordinates of the center of mass Si (i D 1, 2, 3) are
expressed in term of the vector z as

xS1 D ���S1 sin˛ 0 0 �S1 sin˛ 0 0 0 0 0 0 0
�

z
yS1 D �

�S1 cos˛ 0 0 ��S1 cos˛ 0 0 0 0 0 0 0
�

z
zS1 D h C �

�S1 0 0 �S1 0 0 0 0 0 0 0
�

z
xS2 D �

0 0 0 l1 sin ˛ 0 0 �S2 0 0 0 0
�

z
yS2 D �

0 0 0 �l1 cos˛ 0 0 0 �S2 0 0 0
�

z
zS2 D h C �

l1 0 ��S2 0 0 0 0 0 0 0 0
�

z
xS3 D �

0 0 0 l1 sin ˛ 0 0 l2 0 0 0 0
�

z
yS3 D �

0 0 0 �l1 cos˛ 0 0 0 l2 0 0 0
�

z
zS3 D h C �

l1 0 �l2 0 0 0 0 0 0 0 0
�

z

(19.157)

It can be shown that the loop equations in Eq. (19.153) have the form

�
l1 0 �l2 0 0 0 0 0 0 0 0

0 0 0 l1 cos˛ 0 0 0 �l2 0 0 0

	
z D �

�
d
h

	
(19.158)

The reduced vector of variables v and the vector of eliminated variables w are
selected from the original vector z as follows:

v D Œcos	; cosˇ; sin	; sinˇ; sin �; sin � cosˇ; cos � cosˇ; cos � sinˇ; 1�T

(19.159)

w D Œcos �; sin � sinˇ�T (19.160)

The matrices DI, DII and D�1II in Eq. (19.128) are given by

DI D
�

l1
0

0

0

0

l1 cos˛
0

0

0

0

0

0

0

0

0

0

0

0

	
;DII D

��l2 0

0 �l2

	
;D�1II D � 1

l2

�
1 0

0 1

	

(19.161)

19.4.2.1 Conditions of the Shaking Force Balancing

With the known coordinates of the center of masses from Eq. (19.157) and matrices
DI, D�1II from Eq. (19.161), vectors gi, hi, and ki can be determined according to
Eq. (19.132) without any difficulty. Then, by substituting all these results into Eq.
(19.134), we get the following conditions for the complete shaking force balancing
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�m1�S1 sin˛ D 0

.m1�S1 C m2l1 C m3l1/ sin ˛ D 0

m2�S2 C m3l2 D 0

m1�S1 cos ˛ D 0

m1�S1 C m2l1


1 � �S2

l2

�
D 0

m1�S1 cos ˛ C m2l1


1 � �S2

l2

�
cos ˛ D 0

(19.162)

By simplifying the expressions in Eq. (19.162), the balancing conditions for shaking
force of the mechanism are reduced into three equations f1 D 0, f2 D 0, f3 D 0, in
which

f1 D �S1; f2 D m1�S1 C m2l1 C m3l1; f3 D m2�S2 C m3l2: (19.163)

These conditions may be satisfied by internal mass redistribution or adding counter-
weights mounted on the links as shown in Fig. 19.11.

A simple numerical simulation is implemented in order to verify the correctness
of these conditions for the static balancing. Parameters of the initial mechanism
are given as follows: m1 D 7.0 (kg), m2 D 12.5 (kg), m3 D 10.5 (kg), l1 D 0.1 (m),
l2 D 0.3 (m), h D 0.1 (m), d D 0.15 (m), �S1 D 0.01 (m), �S1 D 0.02 (m), �S2 D 0.05
(m), �S2 D 0 (m). Using the conditions according to Eq. (19.163) we can determine
the size and the location of the counterweights (see also Fig. 19.11): m�1 ��S1 D 4:77

(kg m), m�2 ��S2 D 3:78 (kg m). Figure 19.12 simultaneously shows three components
of the shaking force produced by the unbalanced mechanism and the full force
balanced mechanism. The results verified that the shaking force of the force
balanced mechanism is completely eliminated and there is no forces transmitted
to the base during the motion of the mechanism.

Fig. 19.11 Full force
balanced mechanism with
counterweights

z

x

y

O

x *
S2

x *
S1

m*
2

m*
1
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j [rad.] j [rad.]

unbalanced mechanism

balanced 

unbalanced 

balanced 

Fig. 19.12 Comparing shaking forces between the unbalanced mechanism and the full force
balanced mechanism

19.4.2.2 Conditions of the Shaking Moment Balancing

To derive the conditions for the shaking moment balancing, the angular velocities
of the links with respect to the fixed coordinate frame must be determined. Based
on theory of multibody kinematics, these angular velocities can be calculated from
the known matrices of the direction cosines Ai as follows:

Q̈ i D PAiAT
i ; i D 1; 2; 3: (19.164)

Using Eq. (19.164), we get

¨1 D
2

4
w1x

w1y

w1z

3

5 D
2

4
cos ˛
sin ˛

0

3

5 P'; ¨2 D
2

4
!2x

!2y

!2z

3

5 D
2

4
� 0 sinˇ
� 0 cosˇ
ˇ0

3

5 P';

¨2 D
2

4
!3x

!3y

!3z

3

5 D
2

4
0

0

0

3

5 P' (19.165)

where � 0 D d�
d' ; ˇ

0 D dˇ
d' :
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Upon assuming that axes � i, �i, � i of the link-fixed coordinate frame are principal
axes. The inertia matrix I(i)

Si of link i about the center of mass Si, referred to these
principal axes, can be written in the simplified form

I.i/Si D
2

4
Ii�� 0 0

0 Ii�� 0

0 0 Ii��

3

5 ; i D 1; 2; 3 (19.166)

By comparing elements of ¨i in Eq. (19.165) with elements of JRi in Eq. (19.109),
we obtain

s01x D cos˛;
s01y D sin ˛;
s01z D 0;

s02x D � 0 sinˇ;
s02y D �� 0 cosˇ;
s02z D ˇ0:

s03x D 0;

s03y D 0;

s03z D 0:

(19.167)

So, the expressions in the left-hand side of Eqs. (19.144)–(19.146) can be estab-
lished. With vector z according to Eq. (19.156) we find that

z1z04 � z4z01 D 1; z2z05 � z5z02 D ˇ0;
z11z01 D � sin	; z11z04 D cos	;

(19.168)

Now we can determine matrices H1 D
h
h.1/i;j

i
, H2 D

h
h.2/i;j

i
, and H3 D

h
h.3/i;j

i
as

follows:

h.1/1;1 D �h.1/4;1 D I1�� cos˛; h.1/3;8 D �h.1/8;3 D 1
2

�
I2�� C I2�� � I2��

�
;

h.1/6;10 D �h.1/10;6 D 1
2

�
I2�� � I2�� � I2��

�
; every other h.1/i;j D 0 :

h.2/1;1 D �h.2/4;1 D I1�� sin ˛; h.2/3;7 D �h.2/7;3 D 1
2

�
I2�� � I2�� � I2��

�
;

h.2/6;9 D �h.2/9;6 D 1
2

�
I2�� � I2�� C I2��

�
; every other h.2/i;j D 0

h.3/2;5 D �h.3/5;2 D I2��; h.3/7;8 D �h.2/8;7 D I2�� � I2��; every other h.3/i;j D 0 :

By partitioning of matrix Hj related to Eq. (19.147), we obtain sub-matrices Hj1,
Hj2, Hj3, Hj4. Then, vectors uj and u�j , the matrices Sj and S�j can be formulated by
using Eqs. (19.138), (19.139), (19.149), and (19.150), for example

u2 D
�
�m1h�S1 sin ˛; 0;m1h�S1 sin ˛ C m2hl1

�
1 � �S2

l2

�

sin˛; 0; 0; m2h�2

�
1 � �S2

l2

�
; 0; 0; 0

	T
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u�2 D
�
0; 0; 0; 0; 0;

h

2l2

�
I2�� � I2�� � I2��

�
; 0; 0; 0

	T

:

Finally, according to Eq. (19.152) we obtain the non-zero elements of vectors ujCu�j
and matrices Sj C S�j in the form

k1 D m1h�S1 cos˛ � m2dl1
�S2
l2



1 � �S2

l2

�
� dl1

2l22

�
I2�� � I2�� � I2��

�

k2 D
�

m1h�S1 C m2hl1


1 � �S2

l2

�2 � hl1
2l22

�
I2�� � I2�� � I2��

�	
cos˛

k3 D
h
m1h�S1 C m2hl1



1 � �S2

l2

�i
sin ˛

k4 D m2h�S2



1 � �S2

l2

�
C h

2l2

�
I2�� � I2�� � I2&&

�

k5 D m2dl1
�S2
l2

sin ˛ C m3dl sin˛; k6 D m2d
�2S2
l2

C m3dl2 � d
l2

�
I2�� � I2��

�

k7 D
h
m1

�
�2S1 C �2S1

�C m2l21



1� �S2

l2

�
� l21

2l22

�
I2�� � I2�� � I2&&

�C I1&&
i

cos ˛

k8 D
h
m1

�
�2S1 C �2S1

�C m2l21



1� �S2

l2

�
C I1&&

i
sin ˛

k9 D m2l1�S2



1 � �S2

l2

�
C l1

2l2

�
I2�� � I2�� � I2&&

�

k10 D
h
m2l1�S2



1 � �S2

l2

�
l1
l2

�
I2�� � I2��

�i
cos ˛

k11 D I2�� � I2�� C I2&& ; k12 D m1h�S1 sin ˛; k13 D I2��
(19.169)

Note that the above obtained expressions are original and can be further simplified.
Now we choose ˛ D �=2; �S1 D 0 and let I2�� D I2&& , the expressions ki in Eq.
(19.169) are reduced as follows:

f4 D m2l2�S2 � m2�
2
S2 � I2&& ; f5 D m1�S1 C m2l1



1� �S2

l2

�

f6 D m2�S2l1
l2

C m3l1; f7 D m1�
2
S1 C m2l21



1 � �S2

l2

�
C I1&& ; f8 D I2��:

(19.170)

The shaking moment is completely balanced if the values of fi . i D 4; 5; : : : ; 8/ in
Eq. (19.170) vanish simultaneously. It is clearly shown that these conditions cannot
be completely satisfied by adding counterweights, since the values of f8 are not equal
to zero in any case. These conditions are mainly of theoretical interest. However, Eq.
(19.170) provide the necessary tool for the minimization of the shaking moment.
Another way for solving the problem is the simultaneous minimization of the
shaking force and shaking moment based on Eqs. (19.163) and (19.170). From the
conditions

fi ! min . i D 1; 2; : : : ; 8/

one can choose a set of optimizing values for geometrical and inertia parameters of
the links: m1, m2, m3, �S1, �S2, I1−−, I2�� , I2��, I2−−. This problem will be considered
in the future investigation.
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19.5 Conclusions

This chapter provided an approach to derive the dynamic balancing conditions of
planar and spatial mechanisms. The following conclusions have been reached:

– Based on theory of multibody dynamics, the algebraic balancing conditions for
the shaking force and shaking moment of planar and spatial mechanisms have
been established.

– A specialized code has been developed on the MAPLE
®

environment for this
study. It can be concluded that the proposed method is suitable for the application
of the widely accessible computer algebra systems such as MAPLE

®
.

– The proposed method is illustrated for a planar 8R-eightbar mechanism having
multi degrees-of-freedom and multi-links is an appropriate object to demonstrate
the suggested procedure. Based on the obtained balancing conditions of the
shaking force, a number of balancing schema with counterweights can be
established by assigning the parameters of two arbitrary links and determining
parameters of the other links.

– The proposed method is illustrated by using a spatial slider crank mechanism. In
the application of balancing techniques using counterweights and supplementary
links [35–37] for spatial mechanisms, the proposed method may provide a helpful
tool to obtain exactly the balancing conditions and therefore we can get better
balancing results. This will be the subject of future work.

Acknowledgment The work discussed in this chapter was completed with the financial support
given by the National Foundation for Science and Technology Development of Vietnam.
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Chapter 20
Static Balancing of Articulated Wheeled
Vehicles by Parallelogram- and Spring-Based
Compensation

Aliakbar Alamdari and Venkat Krovi

Abstract Articulated wheeled vehicles (AWVs) offer superior uneven terrain
traversal capabilities by virtue of the superior reconfigurability within their articu-
lated structure. However, this capability can be realized only at the price of increased
actuation-based equilibration, oftentimes solely to support the gravitational loading.
Hence, the simultaneous reduction of the overall actuation remains one of the critical
challenges in such AWVs.

In this chapter, we address the static balancing of six degree-of-freedom AWVs
with multiple leg-wheel subsystem. Static balancing is defined as a set of conditions
on dimensional and inertial parameters of articulated vehicle components which
ensure that the weight of the links and platform does not produce any torque/force
at the actuators for any configuration of vehicle. In this study, elastic elements such
as springs are employed in conjunction with parallelogram linkages to achieve the
static balancing. The underlying principle is to realize an overall articulated system
whose total potential energy including the elastic potential energy stored in springs
and gravitational potential energy becomes constant.

Keywords Static balancing • Articulated wheeled vehicles • Parallelograms
Reconfigurable vehicle

20.1 Introduction

Articulated wheeled vehicles (AWVs) are a class of wheeled vehicles where the
terrain-contact wheels are attached to the chassis via an articulated-multibody chain.
The resulting articulations allow the wheel-relocation with respect to chassis during
locomotion, and provide the vehicle with significant reconfigurability and redun-
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dancy [1]. Viewed from a traditional perspective, the intermediate-articulations
are nothing more than the traditional suspension-mechanisms, commonly used
in vehicle-designs. However, the use of alternate architectures (such as serial-,
parallel-, or hybrid-blends) can unlock significant potential performance benefits.
For instance, the articulated-suspensions (with adequate workspace) can permit the
vehicle to change the location of center of mass by adjusting the linkages joints, so
as to avoid the rollover when passing the uneven terrain [2].

Traditionally, the articulated linkages require the role of both the kinematic
constraints and the support distribution of the load to the ground. Load support can
be achieved by a combination of actuation equilibration and structural equilibration.
Here, our focus is on a new class of the AWVs that allow a significant range
of motion of the axle with respect to the chassis. In such cases, actuation-
based equilibration becomes necessary but compensation for weight of the chassis
and links requires very powerful actuators at the joints. However, a significant
component of this load due to gravity is configuration dependent. We can choose
semi-active actuation such as springs and dampers to modulate the actuation
requirements. Maintaining the platform of articulated vehicle with multiple legs
in static equilibrium requires considerable power because of their weights. Hence,
reducing or eliminating these static forces needs careful consideration and can be
achieved by kinetostatic design of parallel-articulated mechanism [3]. Undeniably,
other than reducing the number of actuators which leads to reduction in calibration
efforts and costs [4], using smaller size and less powerful actuators improves the
efficiency. A balanced articulated mechanism is easier to move its platform and can
be brought to static equilibrium in any of its configurations without exerting external
forces.

To the knowledge of authors, static balancing of mobile articulated mechanism
with variable ground-contact point has not been explicitly addressed in the literature.
In the proposed mobile parallel structure with articulated legs, in addition to
having high performance, torque minimization also is one of the biggest challenges.
Therefore, the elimination of static torques due to gravity through static balancing
reduces the torque requirements and provides much more efficient design (reduction
of the actuator size).

Many gravity-compensated mechanisms have been designed using zero free-
length springs [5, 6], counterweights [7], torsion springs [8], cam and pulleys [9]
in literature. A general approach for gravity balancing of planar parallel mechanism
using elastic elements such as springs is presented in [5]. Static balancing using
counterweights [7] eliminates the static torques but may also degrade the dynamic
properties due to an increase of the inertia. In [8], a new approach for static
balancing optimization of a parallel medical robot is proposed to satisfy two
objective functions, safety as well as static balancing. In this approach, torsion
springs are added on the actuated and passive revolute joints to eliminate gravity
effects.

In this study, the static balancing of six degree-of-freedom (6-DOF) spatial
parallel mechanism with four articulated legs is addressed. First static balancing
definition is defined, and then the formulation of balanced mechanism with elastic



20 Static Balancing of Articulated Wheeled Vehicles by Parallelogram. . . 515

elements is presented. Next, the conditions for static balancing of three-dimensional
articulated mechanism with springs and parallelograms are introduced.

Definition Parallel mechanisms are said to be statically balanced when the center
of mass of the whole mechanism remains fixed for any arbitrary motion of the
mechanism. In other words, in the gravity-compensated parallel mechanism, no
torque will be produced by weight of the links at the actuators for any configuration
of mechanism under static conditions. On the other hand, in mechanism with
elastic elements (linear or torsion springs), static balancing can be defined as the
set of conditions which the total potential energy of the mechanism including
gravitational potential energy and potential energy stored in the springs constant
for any configuration of mechanism. Without using springs, static balancing can be
defined as the set of conditions, which the total gravitational potential energy of the
mechanism constant for any arbitrary motion of the mechanism. It means that the
center of mass of mechanism does not move in the direction of gravity vector. A
popular approach to static balancing is the use of tension springs attached to each
link to compensate the effect of gravity on any configuration within the workspace.
Herder [10] proposed different spring configurations for the static balancing of
the planar mechanism. Shin and Streit [11] provided a mathematical basis for
comparing the complexity of equilibrators methodologies using spring. Fattah and
Agrawal [12] proposed a passive gravity-balanced leg orthosis using pantograph
to assist persons with hemiparesis to walk by eliminating the effects of gravity.
A 6-DOF platform was statically balanced by Ebert-Uphoff et al. [13] using three
parallelogram legs. Jean and Gosselin [14] placed a counterweight on each revolute
joint to move the center of gravity on the rotation axis to statically balance the
mechanisms. Simionescu and Ciupitu [15] used counterweights in combination
with springs. Static balancing of a 6-DOF table was compared using springs and
counterweights by Gosselin and Wang [7]. In another study, a hexapod was statically
balanced with a counterweight attached to a pantograph by Russo et al. [16]. In these
studies, the added counterweight (mass) or pantograph (links) increased the robot’s
complexity and manufacturing cost. The resulting balanced mechanism becomes
too large, and thus less movable.

In a recent study [17], a design methodology from energy perspective for
determining the spring configuration on statically balanced planar articulated
manipulator is presented. Lin et al. [18] studied the theory of weight-balanced
mechanism for the design of a class of spatial mobile arm support to facilitate the
arm movement in space by the complete weight compensation of the upper limb at
any possible posture.

As mentioned earlier, in this study, the static balancing of spatial 6-DOF paral-
lel mechanism with articulated legs using springs and parallelograms (structural
equilibration) is studied. The balanced mechanism has constant total potential
energy (including elastic potential energy stored in springs as well as the potential
energy due to gravitational potential energy). Therefore, in the gravity-eliminated
mechanism the actuators do not have to support the weight of links and platform;
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hence, they will support only the added payload. Consequently, in statically
balanced mechanism, actuators will be reduced in size and energy consumption will
be minimized.

20.2 Background

20.2.1 Static Balancing with Spring Assist

As mentioned earlier, the use of springs for static balancing is preferred as it adds
very little mass and inertia to the system. The resulting mechanism is balanced for
any orientation of its platform with respect to the polygon formed by wheel-ground
contact points.

The position vector of the center of mass of the vehicle with respect to the fixed
frame can be expressed as:

FŒrCG� D 1

M

nmX

iD1
miri (20.1)

where mi and ri are defined as mass and position vector of ith moving part,
respectively. nm represents total number of moving parts and M is the total mass
of moving parts, defined as:

M D
nmX

iD1
mi (20.2)

Generally, the position vector of the center of mass is configuration dependent.
Therefore, it is presented as a function of configuration vector of the mechanism
� , as:

FŒrCG� D FŒrCG�.�/ (20.3)

According to the condition for static balancing, the position vector of center of
mass has to be independent from the configuration vector � , the position vector
FŒrCG� can be written as

FŒrCG� D constant (20.4)

In this study, the weight of the vehicle is one of the main concerns, for which
the elastic elements (springs) are used instead of counterweights. The total potential
energy of the vehicle is defined as the sum of the gravitational and elastic potential
energy and can be written as:
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V D MgT FŒrCG�C 1

2

nsX

jD1
Kj.Sj � S0j /

2 (20.5)

where g is the gravitational acceleration vector and ns is the number of springs in
the vehicle, Kj is the stiffness of the jth elastic element, and Sj and S0j are the length
and free-length of jth elastic element, respectively.

The condition for static balancing when springs are used is that the total potential
energy of the vehicle be constant for any configuration of the system which is
written as:

V D constant (20.6)

The gravity compensation by elastic elements usually requires the undeformed
length of springs to be equal to zero. Zero free-length springs can physically satisfy
this requirement.

20.3 6-DOF AWV

An AWV with 6-DOF platform is illustrated in Fig. 20.1. This vehicle consists
of four identical legs connecting platform to wheels. Each of these articulated
leg-wheels consists of 2-Link manipulator attached to the wheel-axle. The fixed
coordinate frame {F}-{XF;YF;ZF} is attached to the ground with ZF pointing
vertically upward.

X
F

{F}

ZF

Y
F

x
B

{B}

zB

y
B

Fig. 20.1 Kinematic architecture of the wheeled vehicle with revolute actuators
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Similarly, the body coordinate frame {B}-{xB; yB; zB} is attached to the platform.
The Cartesian coordinate of platform is given by position vector of frame {B} with
respect to the fixed frame {F}, noted FŒrB� D ŒXB YB ZB�

T and the orientation
of platform with respect to fixed frame can be expressed as function of Euler
angles by comparing with conventional Yaw–Pitch–Roll (ZYX) representation
(ˆBZ; ˆBY ; ˆBX). The rotation matrix FRB from inertial frame {F} to the body frame
{B} can be written as:

FRB D Rotz.ˆBZ/Roty.ˆBY/Rotx.ˆBX/ (20.7)

D
2

4
cˆBZ cˆBY r12 r13
sˆBZ cˆBY r22 r23
�sˆBY cˆBY sˆBX cˆBY cˆBX

3

5

where

r12 D cˆBZ sˆBY sˆBX � sˆBZ cˆBX ; r13 D cˆBZ sˆBY cˆBX C sˆBZ sˆBX

r22 D sˆBZ sˆBY sˆBX C cˆBZ cˆBX ; r23 D sˆBZ sˆBY cˆBX � cˆBZ sˆBX

where ‘c’ and ‘s’ stand for trigonometric functions ‘cosine’ and ‘sine’, respectively.
The Cartesian coordinate of first revolute joint, i.e. J1i, in each leg-wheel

subsystem relative to platform frame {B} is noted by BŒrJ1i � D Œai bi ci�
T with

i D f1; 2; 3; 4g.

20.4 Static Balancing of 6-DOF AWV

20.4.1 Derivation of Center of Mass of the Wheeled Vehicle
Without Springs

The notations and vectors for two-link of the ith leg-wheel subsystem vehicle are
illustrated schematically in Fig. 20.2. A reference frame {Wi}-{xWi ; yWi

; zWi } is
attached to the end of the second link at the wheel axle. The coordinates of origin
fWig expressed in fixed frame {F} are ŒXWi YWi ZWi �

T with i D f1; 2; 3; 4g. The unit
vector zWi is defined along the second link, i.e., from the origin of fWig toward joint
J2i and yWi is defined along the wheel axle. Also, points CG1i and CG2i denote the
center of mass of first and second link, respectively.

Let �i be the angle of second link relative to the positive direction of the unit
vector XF and �i be the angle between the positive direction of xWi of the wheel
axle frame and the unit vector XF in fixed frame from the top view. Therefore, the
homogeneous transformation starting from the fixed frame to the wheel axle frame
fWig can be written as:

FAWi D Trans.XWi ;YWi ;ZWi /Rotz.�i/Roty

�
3�

2
� �i

�
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Therefore, the center of mass of the second link of the ith leg-wheel subsystem
can be expressed as

FŒrCG2i � D FAWi
Wi ŒrCG2i � (20.9)

where FŒrCG2i � and Wi ŒrCG2i � are the position vectors of the center of mass of the
second link with respect to the fixed {F} and wheel-axle frame{Wi}, respectively.
As presented in Fig. 20.4 lCG2i is the location of center of mass respect to the local
coordinate frame {Wi}; thus

Wi ŒrCG2i � D �
0 0 lCG2i 1

�T
(20.10)

Similarly, Eq. (20.9) can be written to find the position vector of joint J2i with
respect to fixed frame {F} as:

FŒrJ2i � D FAWi

�
0 0 l2i 1

�T
(20.11)

where l2i is the length of second link. Moreover, position vector FŒrJ1i � can be
expressed as a function of the position and orientation of platform, i.e.,

FŒrJ1i � D FŒrB�C FRB
BŒrJ1i � (20.12)



520 A. Alamdari and V. Krovi

One can compute the position vector of center of mass of first link of ith leg-
wheel subsystem from the position vectors FŒrJ1i � and FŒrJ2i � as:

FŒrCG1i � D FŒrJ2i �C
lCG1i

l1i

�
FŒrJ1i � � FŒrJ2i �

�
(20.13)

The position vector of center of mass of the platform in frame B is expressed as
BŒrP� = ŒxP yP zP�

T , then the position of mass center of the platform in fixed frame
can be written as:

�
FŒrP�

1

	
D FAB

�
BŒrP�

1

	
(20.14)

The global center of mass of the vehicle, noted FŒrCG�, can then be written as:

FŒrCG� D 1

M

 
mp

FŒrP�C
4X

iD1

�
m1i

FŒrCG1i �C m2i
FŒrCG2i �

�
!

(20.15)

Substituting Eqs. (20.9), (20.13), and (20.14) into Eq. (20.15), one then obtains

FŒrCG� D 1

M

2

4
rCGx

rCGy

rCGz

3

5 (20.16)

where rCGx, rCGy, and rCGz are the x, y, and z components of center of mass of
the vehicle. Here, the main attention is on the z component of FŒrCG� which the
gravitational potential energy is emerged from this component.

rCGz D mpA C
4X

iD1

�
m1i

�
sin .�i/ l2i C ZWi C B

l1i

�
C m2i .sin .�i/ lCG2i C ZWi/

�

where

A D �
r31xp C r32yp C r33zp C r34

�

B D lCG1i .r31ai C r32bi C r33ci C r34 � sin .�i/ l2i � ZWi/

where m1i and m2i are the first and second link’s mass, respectively. Parameters r31,
r32, and r33 are the components of third row of rotation matrix in Eq. (20.7) and r34
is equal to ZB.

In order to show the variation of potential energy due to gravity, a dynamic
simulation of the vehicle has been implemented in MapleSim software (see
Fig. 20.3a). MapleSim is an advanced physical modeling and simulation tool that
applies modern techniques to dramatically reduce model development time, provide
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a b

Fig. 20.3 (a) MapleSim model (b) total potential energy of the vehicle while the elevation of the
platform is changing sinuously

greater insight into system behavior, and produce fast, high-fidelity simulations.
Figure 20.3b shows the variation of potential energy while the platform elevation
is changing sinuously.

20.4.2 Derivation of Static Balancing Conditions of Vehicle
with Spring and Parallelogram Assist

For static balancing of AWV, a special architecture is proposed for the legs.
A parallelogram linkage is employed instead of using single link with a revolute
joint, and a spring is attached inside the parallelogram (see Fig. 20.4).

One can easily find the position vector of mass center of the added links in the
parallelogram. The position vector of mass center of link 4 with length l4i, and
the position vector of joint 3 .J3i/ of the leg-wheel subsystem can be computed,
respectively, as

FŒrCG4i � D FAWi

�
0 0 l2i C l4i

2
1
�T

(20.17)

FŒrJ3i � D FAWi

�
0 0 l2i C l4i 1

�T
(20.18)

The center of mass of the link 3 with length l3i can be computed from the position
vector of J0i and J3i

FŒrJ0i � D FAB
�
x0i y0i z0i 1

�T
(20.19)
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where
�
x0i y0i z0i

�T
is the position vector of joint J0i with respect to frame B; then

FŒrCG3i � D FŒrJ3i �C
lCG3i

l3i

�
FŒrJ0i � � FŒrJ3i �

�
(20.20)

Therefore, the new global center of mass of vehicle, noted FŒrCG�, can then be
written as:

FŒrCG�

D 1

M

 
mp

FŒrP�C
4X

iD1

�
m1i

FŒrCG1i �C m2i
FŒrCG2i �C m3i

FŒrCG3i �C m4i
FŒrCG3i �

�
!

(20.21)

The total potential energy of the articulated vehicle including springs and links’
weights can be written as

V D Vw C Vs (20.22)
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where Vw and Vs are gravitational potential energy and elastic potential energy
stored in the springs, respectively.

Vw D rCGzg (20.23)

Vs D 1

2

4X

iD1
KiS

2
i (20.24)

where Si is the length of springs, and it is assumed that springs are zero free-length
to obtain complete balancing. One can then obtain the length of springs as:

S2i D e21i C e22i � 2e1ie2icos

�
2

� ˇi

�
(20.25)

where e1i and e2i are distances from joint J0i to both ends of spring with length Si,
and ˇi is the angle of link 3 with respect to horizon.

sin .ˇi/ D zJ0i � zJ3i

l3i
D r31x0i C r32y0i C r33z0i C r34 C sin .�i/ .l2i C l4i/ � ZWi

l3i
(20.26)

where zJ0 and zJ3 are z component of joints J0 and J3 as shown in Fig. 20.4.
Substituting Eqs. (20.23), (20.24), and (20.25) into Eq. (20.22), one can obtain

the total potential energy of the articulated vehicle.

VT D mpg
�
r31xp C r32yp C r33zp C r34

�C
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(20.27)
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where l5i D l2i C l4i.
The total potential energy of the vehicle VT remains constant when the coef-

ficients of r31; r32; r33; r34, ZWi, and sin.�i/ be equal to zero. Thus, we rewrite
Eq. (20.27) as follows:

VT D H1r31CH2r32CH3r33CH4r34CHiC4ZWi CHiC8sin .�i/C
4X

iD1

Ki

2

�
e21i C e22i

�

(20.28)
where i D f1; 2; 3; 4g and,

H1 D mpxpg C
4X
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�
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2

�
g

C m3i

�
�l2i � l4i C lCG3il5i
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�
g � Kie1ie2il5i

l3i

From Eq. (20.28) one can obtain sufficient conditions for static balancing of the
articulated vehicle to maintain total potential energy constant.

Hi D 0; fi D 1; 2; : : :; 12g (20.29)

The balanced mechanism is illustrated schematically in Fig. 20.5a with param-
eters given in Table 20.1. For verification of statically balanced vehicle a physical
model of balanced system is implemented in MapleSim (see Fig. 20.5b) to show
the roughly constant potential energy of the system while the platform elevation is
changing sinuously. The result of simulation is presented in Fig. 20.6; the significant
portion of the load is due to gravity which is configuration dependent. With proper
selection of spring constants, spring attachment points, and mass center of the



20 Static Balancing of Articulated Wheeled Vehicles by Parallelogram. . . 525

Fig. 20.5 (a) Balanced articulated vehicle with springs and parallelograms assist (b) MapleSim
model with parallelogram and spring assist
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Table 20.1 Statically balancing condition for six degrees of freedom vehicle

Spring constants (N/m) Link parameters

K1 D 43:2 J0i D Œ˙0:2;˙0:2; 0�T .m/, J1i D Œ˙0:2;˙0:2;�0:15�T
K2 D 43:2 l1i D 0:4; l2i D 0:4; l3i D 0:4; l4i D 0:15.m/

K3 D 43:2 e1i D 0:15; e2i D 0:2.m/; xp D yp D 0; zp D �0:12.m/
K4 D 43:2 mp D 0:5;m1i D m2i D m3i D 0:2;m4i D 0:1.kg/
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platform, the total potential energy of the vehicle maintains constant even during
vehicle elevation changes. In other words, in the gravity-compensated parallel
mechanism, no torque will be produced by weight of the links at the actuators for
any configuration of mechanism under static conditions. As we mentioned before,
in parallel structures with articulated legs, in addition to having high performance,
torque minimization also is one of the biggest challenges. Here, elimination of static
torques due to gravity through static balancing reduces the torque requirements
and provides much more efficient design (reduction of the actuator size). Now, a
balanced articulated mechanism is easier to move its platform and can be brought to
static equilibrium in any of its configurations without exerting external forces.

20.5 Conclusion

In AWVs, the terrain-contact wheels are attached to the chassis via an articulated-
multibody chain. They offer superior uneven terrain traversal capabilities by virtue
of the reconfigurability within their articulated structure. Changing the vehicle
platform elevation with multiple legs requires considerable power because of
their weights. Hence, reducing or eliminating these static forces needs careful
consideration which is the main focus of this chapter. Undeniably, having balanced
condition leads to smaller size and less powerful actuators and also it improves the
efficiency. Finally, it is easier for vehicle to move its platform and can be brought to
static equilibrium in any of its configurations without exerting external forces. In this
chapter, the static balancing of articulated vehicles with leg-wheel subsystems has
been addressed. Two methods of balancing, springs and parallelograms, are merged
together to derive the total potential energy of the vehicle. The sets of conditions for
static balancing of the vehicle have finally been obtained from these expressions.
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