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Preface

Enterprise Systems are large-scale, real-time, integrated application-software packages that
use the computational, data storage, and data transmission power of modern information
technology to support processes, information flows, reporting, and business analytics within
and between complex organizations (Seddon, Calvert, and Young 2010). Enterprise Sys-
tems seem to impound deep knowledge of new ways of designing and executing organi-
zational processes, and that they can cause considerable assimilation difficulties for client
organizations (Robey et al. 2002). There are several terms used in academia, enterprise
system and ERP being the most commonly used refer to all large organization-wide
packaged applications including enterprise resource planning (ERP), customer relationship
management (CRM), supply chain management (SCM), data warehousing, and any
application components of the software platforms on which these applications are built (e.g.,
SAP’s NetWeaver and Oracle’s Fusion) (Seddon, Calvert, and Young 2010). Further, there
is a new frontier of applications being developed in the Enterprise Systems domain, with the
enablement of cloud and mobile computing. Such technologies will provide greater inno-
vation potential, as well as computerization to small- and medium-sized organizations
(Elragal and Kommos 2012). A survey by the Gartner group on the future of corporate-wide
systems adoption has found that 47% of the firms planned to move cloud-based systems
within the next 5 years and the majority of those were from SMEs (Rayner 2014).

In 2006, the Special Interest Group for Enterprise Systems (SIG-ES) held their first
Pre-ICIS workshop at Milwaukee, Wisconsin, USA, with Prof. Peter Seddon as the
keynote speaker and Chaired by Dr. Darshana Sedera. Since then, the Enterprise
Systems Pre-ICIS workshop has attracted much attention from senior and early-career
academic colleagues. The papers included in this edited book represent a peer-
reviewed, small sample of contemporary research that attempts to document and
advance the research on diverse topics related to Enterprise Systems.

The contributory papers in this edited book are multidisciplinary in scope and cover
strategic, organizational, and technological dimensions. They range from purely concep-
tual to literature reviews to papers on teaching-related aspects. Taken together, these papers
provide a snapshot of the critical concerns and developments in the Enterprise Systems
research domain. The 17 papers in this edited book were predominantly selected from
workshops held in the years of 2010, 2011, and 2012. The papers are arranged in such a
way that they provide a holistic value to the reader, commencing by introducing the key
characteristics, next discussing the implementation, followed by the nuances of Enterprise
System Use. The last few chapters discuss specific solutions like CRM and SCM appli-
cation, while the concluding chapter provides the future direction of Enterprise Systems.

January 2015 Darshana Sedera
Norbert Gronau
Mary Sumner
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Characteristics of Enterprise Software

Alexandra Kees(✉)

Department of Computer Science, Hochschule Bonn-Rhein-Sieg,
Grantham-Allee 20, 53757 Sankt Augustin, Germany

alexandra.kees@h-brs.de

Abstract. Enterprise software is very complex and has an enormous impact on
the competitiveness of enterprises. Many stakeholder groups are affected by
enterprise software. To standardise and improve the communication within and
among these stakeholder groups, a ‘morphological box for enterprise software’
was designed. Several iterations have been tried, the current version 5.0 is being
released in this work. It comprises 5 feature groups with 19 features and 103
characteristics which were all derived from related work and/or feasibility, pilot
and case studies conducted for this purpose. The morphological box is then
applied to two ERP-software systems. This paper demonstrates that this approach
is easy to apply, flexible to adapt to different needs and helpful to visualise the
nature of enterprise software. The approach therefore enhances the description,
classification and pre-selection of enterprise software. Future work should focus
on deriving an improved range of characteristics for specific features.

Keywords: Enterprise software · Enterprise system · Business software ·
Business system · ERP-software · ERP-system · Taxonomy · Morphological
scheme · Morphological box

1 Introduction

Enterprise software systems provide interdivisional support for the business processes
of an enterprise and use master data to improve the cooperation between the different
departments [1–3]. There are different types of enterprise software [4, 5], e.g.:

• Customer relationship management software (CRM-software),
• Enterprise resource planning software (ERP-software),
• Supply chain management software (SCM-software),
• Business intelligence software (BI-software),
• Business process modeling software (BPM-software),
• Enterprise content management software (ECM-software),
• Document/knowledge management software,
• Workflow management software etc.

These software systems are used by software developers, software vendors, software
users, consultants, researchers and in training. In all these fields, people need to be able
to describe or classify enterprise software systems. Unfortunately, there is hardly any

© Springer International Publishing Switzerland 2015
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standardisation of how enterprise software should be described or classified. Further‐
more, existing market guides would benefit from using a method to visualise the char‐
acteristics of enterprise software systems [6–11]. This would make it easier to compare
the different enterprise software systems in the pre-selection phase of a software selec‐
tion project.

This work aims to bridge this gap. The following section provides an overview of
the morphological method based upon which a morphological scheme is derived to
describe, classify and pre-select the most important features and characteristics of enter‐
prise software. The underlying logic has been confirmed by related work and/or feasi‐
bility, pilot and case studies which have been conducted for this purpose. This leads to
a morphological box for enterprise software. The morphologic box is then applied to
two enterprise software systems. Finally, the findings and the contribution of this work
are discussed.

2 Approach

The morphological method based upon Zwicky is an established method to describe and
classify objects. The term morphology comes from the Greek words morphé (shape,
form) und lógos (word, teaching, reason) and stands for the science of form and shape.
Johann Wolfgang von Goethe originally developed the morphological method as a
purely descriptive logic to describe natural phenomena [13] while today it is also being
used for describing the features of research objects [14, 15]. Zwicky established the
morphological method as a creative way of problem-solving [16, 17] while it has also
been utilised for standardisation and classification purposes [18].

The morphological method is based on the identification of the particular features
of objects and the definition of all the possible characteristics which each feature could
take on. Its application requires consideration of the following aspects:

• identification of the relevant features applicable to the specific inquiry;
• suitable definition of the characteristics of the features in generic terms with defined

ranges of values because
– many features can have a significant number of characteristics (e.g. the feature

‘number of users’ can have characteristics 0, 1, 2, … 100.000, 100.001, etc.) and
– the number of characteristics varies according to each feature;

• independence to the greatest possible extent (mindful of the fact that complete inde‐
pendence is only rarely possible)
– between the characteristics of each distinguishing feature and
– between the characteristics of different distinguishing features.

The logic of the morphological classification of features will be referred to as a
morphological scheme and illustrated in the form of a morphological box. The lines
of connection between the characteristics of the features of an object are termed path‐
ways [16].

The aim of this approach is to provide a clear description of the enterprise software
through its features and characteristics. The possibility of using the morphological

2 A. Kees



scheme for classifying and pre-selecting enterprise software is thereby provided (e.g.
by comparing the pathways of different objects). The features and their characteristics
are

• derived from existing taxonomies and/or
• feasibility and pilot studies conducted for this purpose [19, 20], and/or
• case studies conducted in cooperation with a consultancy specialising in enterprise

software selection (IT-Matchmaker database) [21].

Zwicky implies the definition of the characteristics of a feature, so that when
describing an object only one characteristic of each feature applies. This is in order to
avoid any horizontal sections in the pathways between characteristics [16, 17]. Later
works withdrew this position [6, 14], and it will not be applied in in this work either, to
make some features more user-friendly.

3 Morphological Scheme for Enterprise Software

As confirmed in a number of feasibility, pilot and case studies conducted in the course
of this research, the following five groups of features need to be considered when
describing, classifying and pre-selecting enterprise software [19–23]:

(1) maturity, as defined by
• version
• edition
• year of origin

(The combination of the name of the software, its version number and its edition
designation make it possible to clearly identify the software and assign a
complete software name (thus complete software name = name of the soft‐
ware + version number + edition designation)).

(2) target group, as defined by
• scope
• target industry sector
• target enterprise size
• target economy

(3) technology, as defined by
• delivery mode
• server operating system
• client operating system
• database
• programming language

(4) dissemination, as defined by
• number of customers
• number of reference customers
• number of installations
• number of users
• number of partnering enterprises

Characteristics of Enterprise Software 3



(5) contracting, as defined by
• license
• contracting partner.

The individual features will be described below. For each feature, a suitable number
of characteristics will be derived.

3.1 Version

The version number indicates the development stage that a software has reached. It often
consists of a sequence of numbers divided by full stops (numerical version number, e.g.
webERP 4.07.8). In some cases the enterprise software possesses a version number
based on the year in which the version was released (date based version number, e.g.
AvERP 2012.02). The numbers of pre-versions and/or unreleased versions are normally
extended by the suffix

• ‘α’: pre-version of a software that requires testing,
• ‘β’: pre-version of a software that has already gone through the α-stage but is still

not fully approved and requires further testing or
• RC (Release Candidate): pre-version of a software that has gone through the α-and

β-stages and is deemed to be bug-free and stable – it is therefore considered to be
ready for release for the software’s users but still should undergo final testing.

This results in alphanumerical version numbers. Version numbers beginning with
‘0’ are usually α-, β- or RC-versions of a software to which no version has ever been
released before.

When considering the nature of the feature ‘version’, the following clusters have
been identified in the feasibility, pilot and case studies [19–21]:

• non-released pre-version: unreleased version of a software to which no version has
ever been released before (version number usually follows the pattern 0.*)

• non-released version: unreleased version of a software that still requires testing
(version number is usually extended by ‘α’, ‘β’ or ‘RC’)

• first released version: the first version of a software that has been released (version
number is usually 1.0)

• lower version: comparably ‘young’ version of a software (usually with a version
number between 1.0 and 3.0)

• improved version: software version which has already been revised numerous times
(version number usually between 3.0 and 5.0)

• often revised version: software version which has been frequently revised (version
number usually between 5.0 and 10.0)

• very often revised version: software version which has been very frequently revised
(version number usually above 10.0).

In the morphological box for enterprise software, the feature ‘version’ is thus repre‐
sented as shown in Fig. 1.

4 A. Kees



Fig. 1. Characteristics of the feature ‘version’

3.2 Edition

An edition is a pre-configuration of software modules for a specific application of the
software. The pre-configuration is usually associated with the performance capacity of
the software (e.g. differentiating between ‘basic edition’, ‘standard edition’ and ‘profes‐
sional edition’) or refers to a particular target group (e.g. various lines such as ‘auto‐
motive edition’, ‘chemical edition’).

It is important to know how many and which editions of the software are available.
Within the feasibility, pilot and case studies, it is noted that the majority of enterprise
software systems are available in a maximum of three different editions, but in some
cases four (or even more) editions are available [19]. In relation to the definition of the
characteristics of the features, the following distinctions should be noted:

• There is one edition of the software.
• There are two editions of the software.
• There are three editions of the software.
• There are four editions of the software.
• There are five or more editions of the software.

This leads to the following representation of the feature ‘edition’ (Fig. 2):

Fig. 2. Characteristics of the feature ‘edition’

3.3 Year of Origin

The year of origin refers to the year that the source code for the software was developed
(or the development started). Depending upon the complexity of an enterprise software,
sometimes the time span for the programming process is used rather than a specific year
(e.g. ‘the beginning of the 1990s’ or ‘2002–2004’).

When describing, classifying or pre-selecting enterprise software it is sufficient to
specify the decade in which it was programmed because this can often suggest the
programming mode used (procedural, object-oriented, etc.). As enterprise software was
first introduced on the business arena in the 1970s, a grouping of the possible features
starting with the 1970s suffices [21].

This leads to the following extension of the morphological box (Fig. 3):

Characteristics of Enterprise Software 5



Fig. 3. Characteristics of the feature ‘year of origin’

3.4 Scope

The scope of a software describes which departments of an enterprise are supported and
what range of functionality can be expected. The granularity of the characteristics of
this feature aligns to the functionality of the software modules supplied. Since there is
no established standardisation either in content or terminology the description of the
scope of enterprise software is derived from the IT-Matchmaker database [21]:

• Production planning and control (PPC)/supply chain management (SCM).
• Finance/accounting/controlling/business intelligence (BI).
• Human resources.
• Purchase/inventory/logistics/customer relationship management (CRM).
• Product development/manufacturing/production.
• Service/maintenance/information technology (IT).
• Other: none of the characteristics listed above applies.

Figure 4 shows the characteristics of the feature ‘scope’.

Fig. 4. Characteristics of the feature ‘scope’

3.5 Target Industry Sector

An industry sector is defined as a branch of the economy and represents a variety of
businesses with similar activities and fields of output, both real and intangible. There
are a number of enterprise software systems that are designed to serve the requirements
of particular ‘target industry sectors’ (e.g. automobile industry, pharmaceutical industry,
insurance, etc.).

A standardisation of the description of industry sectors has advanced so much in
the past years that the European definition of industrial sectors NACE (nomenclature
statistique des activités économiques dans la communauté européenne) is largely in
agreement with the international standard ISIC (International Standard Industrial Clas‐
sification of all Economic Activities) [24, 25] Both standards name 21 sectors at the
highest descriptive level. For the purposes of the morphological scheme, this level of
description has been compressed to the following [19, 20]:

• none: the enterprise software is not designed for any specific industry sector
• craft: the enterprise software is designed for craftsmen

6 A. Kees



• trade: the enterprise software is designed for trade
• banking and insurance: the enterprise software is designed for banking and insur‐

ances
• manufacturing: the enterprise software is designed for manufacturing enterprises
• other: none of the characteristics listed above applies.

The respective representation in the morphological box is shown in Fig. 5:

Fig. 5. Characteristics of the feature ‘target industry sector’

3.6 Target Enterprise Size

Many enterprise software systems are designed to serve enterprises of a certain size
(‘target enterprise size’). The enterprise’s size is defined according to the annual average
number of full time equivalent employees and either the annual turnover or the total
equity as detailed in the balance sheet [26] (Fig.  6).

Fig. 6. Classification of enterprise sizes of the European Commission [26]

It should be noted that the description of an enterprise’s size is primarily determined
by the number of full time equivalent employees. If either the annual turnover or the
balance sheet total is within the range specified for the number of employees then the
other variable is not significant for the selection.

This leads directly to the characteristics of the feature ‘target enterprise size’ (Fig. 7).

3.7 Target Economy

Some enterprise software systems focus on particular countries or regions. These
systems apply the respective legal requirements (e.g. in relation to tax law) or interface
in the language spoken in the region. The feature ‘target economy’ addresses these cases.

Fig. 7. Characteristics of the feature ‘target enterprise size’

Characteristics of Enterprise Software 7



Because the definition of characteristics based upon countries would exceed the frame‐
work of a morphological scheme, the following classification as defined in the feasibility,
pilot and case studies was found to be workable [19–21]:

• national: only one target economy (e.g. a country)
• regional: the software focusses upon a region (e.g. D/A/CH = Germany, Austria,

Switzerland)
• international: the software is applied internationally
• mixed: the software is applied in several countries and/or regions but not interna‐

tionally
• other: none of the characteristics listed above applies.

The morphological box is therefore to be extended as follows (Fig. 8).

Fig. 8. Characteristics of the feature ‘target economy’

3.8 Delivery Mode

The description of the varying ways of delivering enterprise software can be summarized
as follows [19–21]:

• on-premises: The software is installed on-site and is operated with access supplied
via the enterprise‘s own network.

• cloud computing: The software is provided by an external IT service-provider and
used via the internet.
– application service providing (ASP): The enterprise software provided is used by

one enterprise (1 : 1).
– software-as-a-service (SaaS): The enterprise software provided can be used by

many enterprises (1 : M).
• other: none of the characteristics listed above applies.

The representation of the feature ‘delivery mode’ is shown in Fig. 9.

Fig. 9. Characteristics of the feature ‘delivery mode’

3.9 Server Operating System

Because there is a large number of operating systems which would add unwanted
complexity to the morphological box, the characteristics of the feature ‘server operating

8 A. Kees



system’ were grouped on the basis of case studies and the IT-Matchmaker database [21]
as follows:

• Windows
• Mac OS
• Unix
• Linux
• other: none of the characteristics listed above applies.

The morphological scheme can therefore be extended as shown in Fig. 10.

Fig. 10. Characteristics of the feature ‘server operating system’

3.10 Client Operating System

The characteristics expected of the server operating system are basically also expected
of the client operating system, albeit with one difference: Many enterprise software
systems are installed so that the client’s access is through a web-based platform – either
by inter- or intranet – and therefore the software runs independently of the client’s oper‐
ating system. Because of this the data of the case studies [21] incorporates the following
characteristics:

• Windows
• Mac OS
• Unix
• Linux
• platform-independent (local)
• platform-independent (web-based)
• other: none of the characteristics listed above applies.

Figure 11 shows the characteristics of the feature ‘client operating system’.

Fig. 11. Characteristics of the feature ‘client operating system’

3.11 Database

The characteristics of the feature ‘database’ are also derived from the IT-Matchmaker
references data collection for enterprise software [21] as:

• Oracle
• PostgreSQL
• mySQL

Characteristics of Enterprise Software 9



• SQL-Server
• database-independent
• other: none of the characteristics listed above applies.

The resulting characteristics are represented in Fig. 12.

Fig. 12. Characteristics of the feature ‘database’

3.12 Programming Language

The feature ‘programming language‘ is also described according to the data provided
by the IT-Matchmaker in relation to enterprise software systems. The listing of the most
current programming languages [21] is:

• Java
• Delphi
• PHP
• Python
• Perl
• C/C ++
• other: none of the characteristics listed above applies.

The respective extension of the morphological box is comprised in Fig. 13.

Fig. 13. Characteristics of the feature ‘programming language’

3.13 Number of Customers

A customer is defined here either as a human being or a legal entity (in the form of a
firm or organisation) who undertakes a contract with a software developer or a part‐
nering enterprise to use the software. For enterprise software the customer is usually
an enterprise. The customer in this context should not be confused with the user referred
to in the feature ‘number of users’.

According to the results of the feasibility, pilot and case studies for the purposes of
this research project, the following definitions for the characteristic ‘number of
customers‘ has proven its worth [19–21]:

• no customers
• very few customers: less than five customers
• a few customers: between five and ten customers
• some customers: between ten and 50 customers

10 A. Kees



• many customers: between 50 and 100 customers
• very many customers: more than 100 customers.

In the morphological box, this leads to the following representation (Fig. 14):

Fig. 14. Characteristics of the feature ‘number of customers’

3.14 Number of Reference Customers

A reference customer is a customer that uses the software and has agreed to be listed as
a referee for the software so that other potential customer enterprises can contact them
to obtain information on their experiences with the software in question. The number of
reference customers officially published in the form of a reference list can give an indi‐
cation of the dissemination rate of the software.

The following classification is drawn from the findings of the feasibility, pilot and
case studies within the framework of this research, drawing on the experience gained in
the classification of the feature ‘number of customers’ to classify the feature ‘number
of reference customers’ by using the same parameters [19–21]:

• no reference customers
• very few reference customers: less than five reference customers
• few reference customers: between five and ten reference customers
• some reference customers: between ten and 50 reference customers
• many reference customers: between 50 and 100 reference customers
• very many reference customers: more than 100 reference customers

This leads to the characteristics in Fig. 15:

Fig. 15. Characteristics of the feature ‘number of reference customers’

3.15 Number of Installations

Depending on the number of locations from which an enterprise operates it may be
necessary to install the same software on several sites. The number of installations of
the enterprise software is therefore different to the number of customers. One customer
could install the software at several sites. This is described under the feature ‘number
of installations’.

The following classifications are drawn from the findings of the feasibility, pilot and
case studies within the framework of this research, drawing on the experience gained in
the classification of the feature ‘number of customers’ to classify ‘number of installa‐
tions’ using the same parameters [19–21]:
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• no installations
• very few installations: less than five installations
• a few installations: between five and ten installations
• some installations: between ten and 50 installations
• many installations: between 50 and 100 installations
• very many installations: more than 100 installations.

Therefore, the morphological box can be extended as follows (Fig. 16):

Fig. 16. Characteristics of the feature ‘number of installations’

3.16 Number of Users

A user is a human being using the software. The number of users of the enterprise
software is the number of people (normally staff members of the customer enterprises)
working with the software. This usually denotes the number of named users (i.e. the
number of users administered by the software), which is different to the number of
concurrent users (i.e. the number of users who can use the software at the same time).

The following classification is drawn from the findings of the feasibility, pilot and
case studies within the framework of this line of research [19–21]:

• no users
• very few users: less than 10 users
• few users: between 10 and 50 users
• some users: between 50 and 250 users
• many users: between 250 and 5 000 users
• very many users: more than 5 000 users.

Figure 17 shows the respective feature and its characteristics in the morphological
box for enterprise software.

Fig. 17. Characteristics of the feature ‘number of users’

3.17 Number of Partnering Enterprises

A partnering enterprise is an enterprise which offers services related to the software and/
or actively (using their own staff) or passively (through means such as advertisements
or sponsorships) promotes the software. The names and contact data of the partnering
enterprises are normally published in the internet in the form of a list can therefore easily
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be counted. The number of partnering enterprises can give an indication of the dissem‐
ination of the software. In this context the following clustering was derived [19–21]:

• no partnering enterprise
• one partnering enterprise
• few partnering enterprises: between 2 and 5 partnering enterprises
• some partnering enterprises: between 5 and 10 partnering enterprises
• many partnering enterprises: between 10 and 20 partnering enterprises
• very many partnering enterprises: more than 20 partnering enterprises.

Figure 18 visualises the characteristics of ‘number of partnering enterprises’.

Fig. 18. Characteristics of the feature ‘number of partnering enterprises’

3.18 License

Commercial software is usually distributed under a closed source license which does
not give any permission to modify, (re-)distribute or sell the software without the explicit
consent of the originator (copyright). Open source licenses allow access to the software
source code, and permit the modification and (re-)distribution of the original and/or
modified code.

A software is defined as open source software if the license under which it is being
distributed has been approved by the Open Source Initiative (OSI) [27]. There are
different types of open source licenses (e.g. no copyleft, weak copyleft, strong copyleft).
For the purpose of describing, classifying and pre-selecting enterprise software, the mere
distinction between open and closed source enterprise software has proved to be
adequate [19–21]:

• open source: The license under which the sofware is being (re-)distributed has been
approved by the OSI.

• closed source: The license under which the sofware is being (re-)distributed has not
been approved by the OSI.

This leads to the following extension of the morphological box (Fig. 19):

Fig. 19. Characteristics of the feature ‘license’

3.19 Contracting Partner

An enterprise which intends to use a software product usually enters into a contract for
the use of the license and/or the maintenance of the software with a so called ‘contracting
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partner’. The contracting partner can either be the enterprise developing the respective
software or a partnering enterprise (see above). The feature ‘contracting partner’ thus
has the following characteristics [19–21]:

• software developer: enterprise which actively develops a software
• partnering enterprise: enterprise which offers services related to the software and/or

actively (using their own staff) or passively (through means such as advertisements
or sponsorships) promotes the software

• other: none of the characteristics listed above applies.

This results in the following representation of the feature ‘contracting partner‘in the
morphological box (Fig. 20):

Fig. 20. Characteristics of the feature ‘contracting partner’

3.20 Morphological Box for Enterprise Software

Using the above logic the morphological scheme is formed with five feature groups, 19
features and 103 characteristics. The respective morphological box is described in
Fig. 21. The morphological box for enterprise software has been revised and expanded
numerous times in the course of the underpinning research and currently stands at
version 5.0.

Fig. 21. Morphological box for enterprise software 5.0
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4 Application of the Morphological Box

ERP software is held to be of the highest significance to an enterprise because these
software systems are used throughout the entire enterprise. While conducting the feasi‐
bility, pilot and case studies referred to above, the current morphological scheme was
applied to all the different practice-oriented open source ERP-software systems that were
available on the market [28].

Below, the morphological box is applied to the following ERP-software systems:

• SAP ERP – most popular enterprise software by the market leader SAP AG [29]
(Fig. 22) and

• Odoo (former OpenERP) – most popular among all practice-oriented open source
ERP-software systems [28, 30] (Fig. 23).

Fig. 22. Morphological box 5.0 for SAP ERP

5 Evaluation and Contribution

The following weaknesses have been identified when applying the morphological
scheme to existing enterprise software:

• The characteristics of the features ‘scope’ and ‘industry sector’ still show potential
for improvement.

• The dissemination of a software system is a very important issue when describing
and classifying enterprise software. Unfortunately, it is very difficult to obtain reliable
information on the features of the feature group ‘dissemination’. This problem is
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present for both open and closed source enterprise software. The reason for this with
closed source software is because the software developers/partnering enterprises do
not communicate this data to outside bodies (sometimes even the limited communi‐
cated data may be of doubtful reliability). With open source software the number of
operative installations cannot be tracked because the software is normally provided
cost-free via internet download and the software dissemination is not monitored. In
both cases the lack of dissemination data does not lie in the concept of the morpho‐
logical scheme.

Despite these limitations the developed morphological scheme provides a list of the
most important characteristics that describe enterprise software and can therefore be
regarded as a basis for standardising the description of enterprise software. This
approach leads to a quicker and more systematic communication amongst the different
interest groups.

The representation of the evaluation in form of a morphological box assists visual‐
ising the characteristics much easier than merely listing the values. The morphological
box enhances the comparison of enterprise software systems. This is particularly bene‐
ficial in the pre-selection phase of a new enterprise software system. Furthermore, the
grouped values that comprise the characteristics of the different features already form a
basis for a classification. The classification could even be extended by applying pattern
recognition methods in order to determine at which point in the software lifecycle the
respective enterprise software system is lies (e.g. based upon the maturity characteristics
and/or the technology characteristics).

Due to the high degree of modularity in both the vertical (features) and horizontal
(characteristics) dimension, the morphological scheme for enterprise software can easily

Fig. 23. Morphological box 5.0 for Odoo (former OpenERP)
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be extended and/or adapted to other developing fields of interest (e.g. to the specifics of
open source enterprise software [28]).

6 Summary and Outlook

The different types of enterprise software systems are very complex and have an enor‐
mous impact on the competitiveness of enterprises. A number stakeholder groups such
as software developers, software vendors, software users, researchers and staff in
training are affected by enterprise software and need to be able to communicate about
them. To standardise and improve the communication within and among these stake‐
holder groups, a ‘morphological box for enterprise software’ was designed.

Several iterations of the morphological box have been tried, the current version 5.0
of the ‘morphological box for enterprise software’ is being released in this work. It
comprises 5 feature groups with 19 features and 103 characteristics which were all
derived from related work and/or feasibility, pilot and case studies conducted for this
purpose. In this paper, this morphological box is applied to two well-known ERP-soft‐
ware systems. It is shown that it provides an approach which is easy to apply by staff
members with different backgrounds, flexible to adapt to different needs and helpful to
visualise the nature of the different enterprise software systems. It therefore enhances
the description, classification and pre-selection of enterprise software. Nevertheless,
there is still potential for improvement of the ‘scope’ and ‘industry sector’ features and
it is recommended that future work focus on deriving an improved range of character‐
istics for these features. Apart from this, future work should also provide a pattern-based
method for classifying the pathways of objects described by a morphological box.
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Abstract. The adoption of electronic medical records is a strategy for
improving health care in the United States, and there are national efforts to
provide funding for the initial purchase of EMR systems. The use of IT in
making clinical health care more efficient and effective is well known. But recent
articles in the healthcare domain indicate that 20 to 30 % of electronic medical
record (EMR) systems fail within a year of implementation [11]. This study
examines the implementation of EMR systems and compares these practices,
issues, lessons learned, and critical success factors with what we have learned
from implementing ERP systems. The findings identify the similarities between
ERP and EMR systems projects and offer insights into applying the lessons
learned in the past to the current challenges in EMR implementation.

Keywords: Electronic medical record implementation � Project management

1 Motivation and Importance of the Research

“Those who do not learn from history are doomed to repeat it,” is a well-known quote
by George Santayana. The current wave of electronic medical records system projects
is similar in many respects to the enterprise systems implementation projects of the past
10–15 years. Electronic medical records systems are enterprise systems in that they are
implemented to enable data integration, efficiency, and cross-functional process inte-
gration [3, 14]. The integration of data and processes requires that the enterprise system
be aligned with the best practices that the system is designed to support.

When enterprise systems are introduced into an organization, there is often a “mis-
fit” between the best practices supported by the software and the existing processes of
the organization. In order for enterprise systems to be successful, the organization can
re-engineer its processes to “fit” the best practices supported by the ERP or EMR
software. In general, re-engineering or “tight coupling” is needed to achieve the ben-
efits of integration and control that is associated with ERP/EMR implementation
[12, 36, 37].

However, the “gaps” between the best practices of the ERP/EMR software and
existing organizational practices can be quite great [35]. To address these gaps, one
alternative is to customize the software to support existing organizational processes.
Another alternative is for end-users to do “work-around’s” or improvisations which
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lead to “drift.” That is, providers continue to conduct their practices outside the system
[6, 35, 43].

A number of researchers have examined settings where enterprise systems have
been implemented with “work-arounds.” This is known as “loose coupling.” “Loose
coupling” involves the timing and performance of activities different from the expec-
tations of the system [31, 35, 43]. In a university setting, administrative staff enabled
faculty to work-around procurement processes supported by a new enterprise system
[31, 43]. In a healthcare organization, nurses handled patient scheduling processes
outside the system, only to reconcile them later [35]. Researchers in a pharmaceutical
company captured data on paper during working hours rather than entering it into the
enterprise system. The problem with “loose coupling” is that the benefits of process and
data integration that should result from ERP/EMR implementation are compromised.

2 Research Objectives

1. To conduct an in-depth case study of EMR implementations to develop a grounded
theory of why, when, and how IT innovation occurs and the impact of change.

2. To compare the best practices and critical success factors for EMR implementation
with the best practices and critical success factors for ERP implementation.

3. To identify the similarities in best practices and critical success factors between
EMR and ERP implementation.

4. To identify unique challenges in implementing EMR systems.

3 Related Literature: ERP Implementation Studies

ERP systems are adopted by organizations to provide an integrated, packaged solution
to their information needs. In most cases, ERP packages replace aging legacy systems
which no longer meet business needs or have become too difficult and expensive to
maintain. Despite ERPs promise, these software solutions have proven “expensive and
difficult to implement, often imposing their own logic on a company’s strategy and
existing culture” [23, 32] cite ERP failure rates to be as high as 50 %. Brown
and Vessey [10] observe, “Although failures to deliver projects on time and within
budgets were an old IT story, enterprise systems held even higher risks – they could be
a ‘bet-our-company’ type of failure.”

A number of research studies have addressed the best practices and critical success
factors for successful ERP projects. As in all large-scale IT projects, top management
support, presence of a champion, good communication with stakeholders, and effective
project management, are critical success factors in ERP projects. Factors which are
unique to ERP implementation include re-engineering business processes, under-
standing corporate cultural change, and using business analysts on the project team
[39]. Management support of the project team, a project team with the appropriate
balance of technical/business skills, and commitment to change by all the stakeholders
are all of paramount importance [29].
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CSF 1. Business Justification for ERP. It is important to make the business case and to
establish measurable benefits at the outset of an ERP project, so that these results can
be assessed [33].

CSF 2. Vanilla ERP Implementation. Re-engineering business processes to support the
best practices supported by the ERP software is linked with on-time, on-budget ERP
implementation [19]. Vanilla ERP implementation and business process re-engineering
affords the organization the greatest possible return on investment through streamlined
operations [9]. Minimal customization is a key factor in successful ERP projects [29].

CSF 3. ERP Project Team has Business Experts. Business experts should be assigned
to the project on a full-time basis [9, 10, 21]. The project team should include members
representing the business functions to be affected by the ERP implementation [21].

CSF 4. ERP Project Leadership. Project leadership is a very important issue, and
project leaders need to have a proven track record [10]. One of the lessons learned in
case studies of ERP projects is that a strong project leader needs to keep the project on
track, even when changes require following contingency plans [34]. A disciplined
approach to project management which includes project scope, time, and cost man-
agement is important [42]. A project manager must prevent scope creep and must
monitor project activities through tracking milestones, dates, and costs [26].

CSF 5. Effective Training. User training is critical to ERP success, because people’s
jobs will change. User training should focus on business processes, not just technical
training on how to use the software [45]. Umble et al. [42] cite education/training as the
most widely recognized critical success factor. Researchers have found a relationship
between user satisfaction with training and user satisfaction with the ERP system.
Training should enable managers to use query and reporting tools to generate needed
reports [33].

CSF 6. Use of External Consultants. Effective management of external consultants is
important for the success of an ERP project, because they can offer valuable expertise
in analyzing cross-functional business processes and in configuring application specific
modules [10]. Organizations should use consultants, but take advantage of opportu-
nities to develop internal knowledge [45].

CSF 7. CEO Involvement. The involvement of senior executives is a common char-
acteristic of ERP projects that finish on-time and on-budget [19, 25, 29]. Top man-
agement needs to promote ERP as a top priority [10, 22]. Bradford and Florin [8] found
in a survey of SAP users that top management support is related to perceived orga-
nizational performance and user satisfaction.

CSF 8. Project Champion. A project champion is essential to project success [25, 29,
45]. Bowen et al. [7] found both statistical and qualitative support to the proposition
that higher levels of involvement of project champions are associated with IT project
implementation success. Beyond this, project team members need to have the authority
to make decisions on behalf of their functional area [10].
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CSF 9. Reducing Resistance to Change. In implementing ERP, companies often fail to
address resistance to change, especially resistance to changes in job design. Since ERP
implementation entails changes in business processes, change management is essential
[10, 22, 25]. A review of 43 articles published in 20 IT and IT-related journals over the
last 25 years found that user resistance is treated as a key implementation issue. An
organizational culture which fosters open communications is important to avoid resis-
tance to change [34].

CSF 10. Steering Committee Meets on a Regular Basis. A steering committee with
executive leadership is one of the strategies used in successful ERP projects, as
measured by on-time and on-budget implementation [10].

4 Related Literature: EMR Implementation Studies

As background, the gap between actual EMR adoption and target goals is still great. In
a survey of 1,000 hospitals in 2002, 80.7 % of the hospitals surveyed were not using
EMR/Computerized Physician Order Entry (CPOE) systems. The gap existed because
of environmental factors (information safety, cost), organizational factors (significant
investment in time and cost, resistance to change), personal factors (perspective that
new technologies detract from patient care), and technical factors (systems integration
challenges between hospital records and office-based records). Physicians are more
likely to adopt EMR systems in a hospital based setting because of organizational
support [1].

A number of studies have addressed the issue of how the use of EMR affects the
quality, timeliness and effectiveness of patient care. A meta-analysis and synthesis of
63 papers relevant to EMR implementation reported that EMR systems increased the
time it took to enter initial patient information, but that the use of standardized forms
enabled nurses to be more efficient. One trade-off is that the increased time it takes to
enter documentation takes time away from patient care, but information in the record is
more complete. The outcome is increased quality of patient care [30].

Getting physicians on-board to using EMR systems is a challenge, so it is important
to understand factors associated with adoption. The research on adoption of EMR
systems includes studies of office-based use of EMR and hospital-based use of EMR.
When physicians were interviewed as part of the National Ambulatory Care Survey
(NAMCS, 2006), conducted by the Center for Disease Control, 29.2 percent of the
office-based physicians surveyed claimed to use EMR systems. The survey used a
representative sample of 3350 office-based physicians. While this represented a 22
percent increase in EMR use over 2005, the full functionality of EMR systems were not
being used. Among physicians with full EMR systems, 63.7 % said that their systems
had reminders for guideline-based interventions, or screening tests, but only one-half of
those physicians send prescriptions electronically. Even though EMR systems are
becoming more widespread in physicians’ practices, continued efforts are needed to
increase adoption [16].
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In terms of office-based use of EMR, several studies have used interviews,
observations, and archival data to study office-based use of EMR systems. While the
goal of EMR implementation was to streamline front-desk operations such as patient
check-in and appointment scheduling, one study indicated that the EMR system
increased the time it took to conduct these procedures—largely because system
functions forced employees to collect specific information before moving forward [46].
This study raises the issue of re-engineering processes to align with the best practices of
the EMR software system.

EMR use by physicians in a hospital setting has also been studied. One of the most
high-profile cases in EMR implementation occurred at Cedars-Sinai Medical Center—
where physicians forced the system implementation to be cancelled. Physicians did not
see CPOE as beneficial to patient care and therefore didn’t view it as positive change
for the patient [5]. Physicians were ambivalent about whether tools would help them do
their job and even thought that the system might negatively affect their job perfor-
mance. Since they viewed CPOE as being “forced upon them,” most of them viewed its
implementation negatively.

Successful adoption of CPOE requires adoption by the hospital system and by
physicians themselves. Physicians dislike the extra time it takes to use a CPOE, but
they value their ability to enter orders (e.g. tests, medication) from any location and the
ability to use pre-set orders for common conditions [13]. Successful CPOE imple-
mentation requires top management leadership, extensive training, involvement of key
stakeholders, and commitment to resources.

Some attention has been paid to the impact of social influence factors on EMR use.
By promoting an EMR system, senior physicians can influence junior physicians to use
a system. Champions can also influence physician adoption of EMR systems [41].
Other factors influencing physician use of EMR systems are learning costs and eco-
nomic costs. The researchers considered factors influencing indirect system use (having
an assistant enter data for them) vs. direct system use (personally using the system).
Higher learning costs increased the likelihood that physicians would choose indirect
system use, whereas higher economic cost increased the likelihood that physicians
would choose direct system use [41]. In either case, it is important for physicians to be
convinced of the value of using the EMR system.

In another study of influence tactics, Ilie found that using hard tactics (direct
pressure, demands, reminders) created resistance to change while simply using soft
tactics (encouragement) created compliance but not commitment. Since the goal is to
gain commitment, strategies such as needs assessment, implementation support, and
end-user involvement are more effective in facilitating adoption [17].

Clearly, change management is critical to successful EMR implementation. In the
high-pressure, high-stress healthcare environment, managing change is difficult
because changing work methods and processes is threatening. One of the most effective
ways of overcoming resistance to change is to enable those affected by the change to
take ownership over the change. Finding out what the needs are, and providing
healthcare workers with tools and processes to do their job(s) more effectively is
important to information systems success [18].
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5 Research Design and Methodology

The research uses the grounded theory approach [15] to understand the success factors
in EMR implementation. In the grounded theory approach, qualitative data is gathered
and used to guide the theory-building process. The data collection phase involves
interviews and observations in the context of EMR implementation. The first round of
interviews was designed to identify EMR implementation practices and to develop core
categories for organizing the data. The results of the first round of interviews were
reported in a working paper [38]. The second round of interviews applied the concepts
gathered from the first round of interviews to depict best practices and success factors
for EMR implementation from the vantage point of the clinicians themselves.

6 The Case Studies

The study used a case study design. The case studies are based on EMR implemen-
tation at a major hospital system between 2007 and 2010. The project justification for
EMR implementation included: improved workflow, systems integration, and opera-
tional cost reduction. The implementation of common processes and an integrated
common database assured quality patient care by reducing the number of repeat pro-
cedures, reducing errors, and providing better information for clinical decision-making.
The systems benefits included access to a common medical record, use of on-line tools
to place orders for medications and tests, and availability of decision support tools,
including best practice alerts and medication reconciliation alerts.

7 The Sample

The respondents were clinicians at a major hospital system in the St. Louis area.
Seventy-five clinicians were invited to participate in the survey via an email message
explaining the objectives of the survey. Of these 75, 15 clinicians accepted the invi-
tation to participate in an interview. Of these 15 possible respondents, 10 participated in
the actual interview process. The other five could not be reached on a timely basis
because of other commitments.

8 Interviews

The data were collected using structured interviews. The preliminary interviews used
the project retrospective instrument (Nelson, 2005) as a basis for obtaining data on
project characteristics, project management organization, project timeline, impact of
the system, and project success factors. Additional questions relevant to the impacts of
EMR systems and EMR system use were added to the structured interview form. The
data were collected using phone interviews. Respondents completed the structured
interview form as well.
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The focus of the interviews included:

1. Motivations for the project, including project justification and management
expectations.

2. Project team leadership and composition, including the role of clinicians, IT pro-
fessionals, external consultants, project managers, and super-users.

3. Project characteristics, including project timeline and costs.
4. The impact of the system on health care quality, patient safety, communication

among clinicians, interactions with patients, efficiency, and documentation.
5. EMR system use, including the impact of the system on work processes, how

workflow issues were resolved, and the extent of customization.
6. Problems arising in system implementation and factors important to project success.
7. Critical success factors for project success, including project manager expertise, the

role of super-users, the effectiveness of training, the involvement of top manage-
ment support, the role of the project champion, the effectiveness of change man-
agement, and steering committee leadership.

8. Issues of acceptance, from the perspective of the end-users (providers, medical
staff).

See Appendix A for the structured interview form.

9 Case Studies of EMR Implementation

The interviewees participating in the project were healthcare professionals with roles in the
design and implementation of EMR and CPOE systems. With clinical backgrounds, they
transitioned into roles as “super-users,” with responsibility for process re-design, testing,
training, and support. Their job title, role in EMR project implementation, and the systems
being implemented are summarized in Table 1. Most of the projects were EMR systems
implementation projects supported by commercial off-the-shelf software, including
Metavision, Sunrise Clinical Manager, Horizon, McKesson, and Cerner. The hospital
system used a “best-of-breed” approach, whereby different systems are acquired and
implemented based upon the extent to which they met requirements.

10 Project Need

Project justification included upgrading from legacy systems, better documentation,
standardization, error-reduction, integration with billing systems, and improved safety.
These findings are summarized in Table 2.

11 Project Characteristics: Project Teams and Project
Schedule

The project teams consisted of information technology (IT) professionals, clinicians,
consultants, project managers, and specialized health information technology coordina-
tors. Table 3 summarizes these roles across the projects, along with the project schedules,
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including start dates, expected completion dates, and actual completion dates. As you can
see, most of the projects were on-schedule.

12 System Impacts

The assessment of system impacts is central to the effectiveness of EMR systems. These
impacts included improving the quality of patient care, patient safety, improving the
communications among clinicians, improving interaction with patients, improving
overall efficiency, and improving documentation. These effects were assessed on a scale
of 1 to 5, with 5 = met to a great extent, 3 = met to a moderate extent, and 1 = not met.
The comments relevant to these impacts are equally relevant to the quantified measures.
Tables 4, 5, and 6 provide the data on these system impacts.

Table 1. Case studies of EMR implementation

Job title of interviewee Role in project System

Health information
coordinator

Information management Metavision/Surgical information
system/compass

Lab technical
coordinator

Testing, validation Horizon lab

Nurse practice
specialist

Workload assessment Sunrise clinical manager-CPOE
Advocate (for nursing
professionals)

Consultant—best practices
Clinical director—
informatics

Clinical (physician) “lead” MetaVision

Process consultant Process consultant—IT Horizon clinicals
Testing coordinator Test planning and testing Clinical manager (Eclipsis)
Coordinator Project manager McKesson med admin

Cerner eclipsis
Senior analyst—RN Team lead Surgical information system (SIS)
Operating room IS
team

Metavision

Senior analyst–IT Configuration, process re-
design

Cerner

Education McKesson
Troubleshooting, help
desk

System maintenance
Data mining

Periop IS resource
nurse

Teaching, support Surgical information system (SIS)
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Table 2. Project need

System System type Reason for implementation

Metavision/SIS CPOE Operating room documentation
Nursing
documentation

Decreased medical errors
Improved patient safety
Upgrade outdated system

Horizon lab Lab system Upgrade system
Sunrise clinical manager Medical

barcoding
Upgrade outdated system

CPOE Provide single place for documentation
Provide audit for safety and compliance
Standardize orders
Provide timely access to orders from
multiple locations

Decrease transcription errors
Improve patient safety
Track medications for billing

MetaVision EMR anesthesia Improved billing throughput
Improved quality of documentation
Improved patient safety
Robust research database

Horizon clinicals EMR Standardize EMR across hospitals
Clinical manager (eclipsis) EMR Common system

CPOE
McKesson medical admin EMR Improved processes
Cerner eclipsis CPOE Enhanced technology

Competitive advantage
Surgical information
system (SIS)

EMR Upgrade old system

Metavision CPOE Ability to track patient orders (lab,
radiology)

McKesson EMR Improve patient safety
Cerner CPOE Reduce errors

Improve reporting
Improve interdepartmental
communications

Upgrade outdated system
Prepare for government stimulus
package

Surgical information
system (SIS)

EMR Upgrade outdated system
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13 System Impacts: Quality and Safety

In terms of system impacts on quality (Table 4), the respondents noted that tran-
scription errors were reduced and that accountability was increased. Error-reduction
and system-generated warnings led to greater safety.

14 System Impacts: Communication and Patient Interactions

In terms of the impact of the systems on communications among clinicians (Table 5),
the theme of better documentation was re-iterated. Shared documentation meant that
the medical record was accessible to everyone on the multi-disciplinary team, which
enhanced coordination and communication. The increased focus on documentation did
impact patient interactions, and some respondents noted that the technology-focus
actually reduced time for interaction with patients (see Table 5).

15 System Impact: Efficiency and Documentation

EMR systems also have an impact on efficiency and documentation. One clinician noted,
“efficiency will grow along with the learning curve in using the system,” but that initially
it took more time to enter the documentation into the medical record (See Table 6).

Table 3. Project characteristics

Project Project rolesa Project schedule
Clin IT Con PM Start Exp Actual

Metavision/SIS x x x x Multiple
phases

Multiple
phases

Multiple
phases

Horizon lab x x x x 2002 2004 2004
Sunrise clinical
manager

x x x x Late 2007 2009

MetaVision x x x X Jan 2008 July
2009

Oct 2009

Horizon clinicals x x x Nov 2009 Dec 2010 Oct 2010
Clinical manager
(eclipsis)

x x x x Sept 2008 Dec 2009 Dec 2009

McKesson medical x x x x Not
reported

Surgical information
system (SIS)

x x x x Various
dates

McKesson x x x x Ongoing Ongoing Ongoing
Cerner
Surgical information
system (SIS)

x x x x Jan 2009 Apr 2009 Apr 2009

a Clin: Clinician. IT: Information Technology. Con: Consultant. PM: Project Manager.
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The availability of more accurate, more legible, and more complete documentation
would facilitate better information retrieval and reporting (Table 6). Yet, at the initial
stages, entering all of this information was cumbersome. One clinician noted that the
patient data consisted largely of “checkboxes,” rather than clinical opinion—a short-
coming that would need to be addressed by better design of the system itself.

16 System Impacts

The assessment of system impacts reflect the trade-off’s between systems objectives
and the implementation learning curve. Respondents rated the impact of the system on
quality, safety, and documentation relatively higher than the impact of the system on

Table 4. System impact (quality and safety)

System Quality Safety

Metavision/SIS 5 5
Horizon lab Great improvement 5 Reduction in errors 5
Sunrise clinical
manager

Reduced transcription
errors

4 Better access to medical
information

3

Better documentation Fewer transcription errors
Multi-disciplinary
care

Orders distributed to correct
department

MetaVision Improved
communication

5 Probably, but no data to
support

Better decision
support

Improved legibility
Horizon clinicals Benefits not achieved

yet
3 Expectation 5

Clinical manager
(eclipsis)

4 4

McKesson
medical admin

3 Better warnings (e.g.
dosage)

3

Cerner eclipsis
Surgical
information
system (SIS)

Will monitor 3 Will monitor 3

Metavision
McKesson Better accountability 5 Reduced medication errors

through bar code scanning
5

Cerner
Surgical
information
system (SIS)

4 4

Average 4.10 4.11

Scale: 5 = met to great extent; 3 = met to moderate extent; 1 = not met

EMR Implementation: Lessons Learned from ERP 29



communications, patient interaction, and overall efficiency. The learning curve and
time associated with inputting documentation evidently has a perceived impact upon
communications and patient interaction. Several respondents reported that computer-
time took away from time with patients and family. This may be a learning curve
phenomenon and could be diminished as system use becomes more familiar and
widespread (Table 7).

17 Impact of EMR on Work Processes

One of the most important issues addressed in this study is the impact of the EMR
system on work processes, the resulting changes in workflow, and the resolution of these
issues—by adapting to new processes, by creating workaround’s, or by customizing the

Table 5. System impact (communications among clinicians, patient interactions)

System Communication among
clinicians

Patient interactions

Metavision/SIS 5 5
Horizon lab Real-time posting of lab

results
5 Patients feel better 5

Sunrise clinical
manager

Multiple access to
medical records

4 Better access to
information, but takes
time away from
bedside

3

MetaVision More legible
documentation

5 Using a computer and
talking to patient
difficult

3

Horizon clinicals To be expected 5 To be expected 5
Clinical manager
(eclipsis)

5

McKesson
medical cerner
eclipsis

Encourages
communications; fixes
broken processes

4 Changes focus to the
technology, not the
patient and family

2

Surgical
information
system (SIS)

Will monitor 3 Will monitor 3

Metavision
McKesson Provides better

documentation;
difficulty retrieving
information

3 Easily printed patient
instructions

5
Cerner

Surgical
information
system (SIS)

3 4

Average 3.90 3.89

Scale: 5 = met to great extent; 3 = met to moderate extent; 1 = not met
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software to “fit” existing processes. These issues are core to the implementation of off-
the-shelf enterprise systems, including EMR systems.

This study confirmed what earlier research on the impact of enterprise systems
implementation on work processes says. The benefits of EMR implementation are the
ability to improve processes, re-engineer processes to “fit” the best practices supported
by the software, and derive a better audit trail. However, the issues of “fit” did occur. In
one case, the anesthesiology physicians on the design team tailored the new system to
“fit” their existing, preferred processes. The use of dual systems—a byproduct of the
“best-of-breed” approach, required users to re-key information from a physician doc-
umentation system to a clinical management system. Both of these issues illustrate the

Table 6. System impact (efficiency, documentation)

System Efficiency Documentation

Metavision/SIS 5 5
Horizon lab Reduction in errors 5 Provides audit trail 5
Sunrise clinical
manager

Efficient documentation
(but time-consuming)

3 Better organized
information (but
cumbersome workflow)

4

MetaVision Supports existing
anesthesia clinical
workflow

5 More legible, complete
documentation

5

Improved backoffice
billing

Improved research data
Horizon
clinicals

Expected 5 Expected 5

Clinical
manager
(eclipsis)

3 Ability to read
documentation

4

McKesson
medical
cerner eclipsis

Better efficiency (wish
to go back to old
methods)

3 More legible documentation 4
Improved completeness

Surgical
information
system (SIS)

Faster 4 Needs to be clearer 4

Metavision
McKesson Efficiency will grow 3 Better documentation, 3
Cerner Paradigm shift But checkboxes, not

narrative with thoughts/
opinions

Surgical
information
system (SIS)

3 4

Average 3.90 4.40

Scale: 5 = met to great extent; 3 = met to moderate extent; 1 = not met
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Table 7. System impacts

Response Quality Safety Comm Patient Efficiency Document Resistance

1 5 5 5 5 5 5
2 5 5 5 5 5 5 4

3 4 3 4 3 3 4 6
4 5 5 3 5 5 6
5 3 5 5 5 5 5 6

6 4 4 2 3 5 6
7 3 3 4 2 3 4 10

8 3 3 3 3 4 4 8
9 5 5 3 5 3 3 7
10 4 4 3 4 3 4 4

Average 4.10 4.11 3.90 3.89 3.90 4.40 6.33

Table 8. Impact of EMR on work processes

System Work processes—Plus’s Work processes—Minus’s

Metavision/SIS Improved work
processes

Creates interaction issues with pharmacy
and the hospital

Consistency
Meets regulatory
requirements

Easier to customize
physician orders

Improved testing results
Faster to change
electronic forms than
paper

Horizon lab New processes safer for
the patient

New processes difficult for the nurses
Time-consuming to access patient data
Complaints from the beginning

Sunrise clinical
manager

Orders go directly to
appropriate department

Lengthens patient discharge time

Improved order tracking Resulted in dual systems for
documentation (nurses must re-key
documentation from physician system to
clinical management system)

MetaVision Increased use of data
repository

Physicians didn’t like system processes for
charting

Improved access to
information to
physicians for pre-op

Improved workflow
Tailored “build” to
match preferred
processes

(Continued)
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challenge of trying to make the new system accommodate the processes of the legacy
environment—with negative productivity impacts. There are constant trade-off’s
between re-engineering work processes to “fit” the software vs. trying to customize the
software to “fit” existing practices. See Table 8 for details.

Workflow issues (the difference between the workflow supported by the systems
and the workflow preferred by the clinicians and physicians) were addressed in
numerous ways. Strategies included adapting to the new processes, configuring the
software to “fit” current practices, and deploying workarounds (Table 9). To gain
support for new processes, the respondents recommended training, support, the
involvement of super-users, and leadership. One clinician pointed out that continuously
trying to customize the software to “fit” current practices would create upgrade issues
because customizations could not be migrated to the next versions. Better participation
in the design process was key to resolving these issues and gaining the buy-in of the

Table 8. (Continued)

System Work processes—Plus’s Work processes—Minus’s

Horizon clinicals Impact on clinical
workflow

Impact on medication
administration

Clinical manager
(eclipsis)

Physicians do order-
entry

Creates issues:
Physicians enter incorrect information
“System is a tool”—it doesn’t practice
medicine

Difficult to get physicians’ buy-in
Too much reliance on the system rather
than talking to each other

McKesson
medical admin

Impacts all processes Users create workarounds

Cerner eclipsis Users “re-pave” the cow
paths

Workarounds not always negative

Surgical
information
system (SIS)

Configured system to
mimic current
processes

Change upsets routines

Metavision Difficult to customize because it affects
regulatory compliance

Concerns about information security
McKesson Real-time charting a big

change for clinicians
Lack of readiness—end-users with little
computer experience

Cerner Looking to see how
EMR impacts health
care

Resistance to change
Software not meeting expectations
End-users are skeptical

Surgical
information
system (SIS)

Big change in
documenting
healthcare plans

Customizing system processes and reports
a problem
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end-users, particularly the physicians. End-user involvement in requirements definition
in advance of systems acquisition would also help bridge the gap between user pref-
erences and the processes supported by the system.

18 Systems Implementation: Problems and Success Factors

Many of the challenges of EMR systems implementation were highlighted when
respondents were asked to describe major problems. Some of these problems were the
tendency for users to do workarounds, the time it took to learn the new system,
excessive workload from having to learn the new system while doing normal duties,
poor end-user support, and physician resistance (Table 10). The success factors rec-
ommended by the respondents addressed these issues and included: obtaining top
management buy-in, obtaining end-user involvement, supporting new workflow and
standardized processes, and using clinicians as champions. Education, training, testing,
and communications were all key to successful implementation. In the section dealing
with Critical Success Factors in system implementation, we will go into each of these
factors in greater detail.

Table 9. How workflow issues were addressed

System How Workflow Issues were Addressed

Metavision/SIS Staff and physician buy-in, participation on teams
Time-off work to participate on teams
Effective training

Horizon lab Some workarounds
Adapted to new processes for the most part

Sunrise clinical manager Discharge process evaluated for “fixes”
Trying to link to systems to prevent re-keying

MetaVision Application very customizable
Very few user workarounds
Some processes cannot be modified
Less computer-savvy users write

Horizon clinicals Not known yet
Clinical manager (eclipsis) Peer leadership resolves issues

Super-users assist older physicians
McKesson medical admin Education, individualized training
Cerner eclipsis Strong leadership

Best not to customize
Surgical information system
(Metavision

Education

McKesson Education
Cerner
Surgical information system (SIS) Involve key players in planning, testing, teaching,

implementation
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Table 10. Systems implementation: problems and success factors

System Problems implementing How to make an EMR
project a success

Metavision/SIS Contractors making changes at the users
request—not going through process
(through committees)

Stick to the plan

Turnover of project design staff Written policies and
procedures

Difficulty recruiting staff Buy-in of top
managementSuper-users enabling un-intended uses of

system
Hardware issues, printing issues
Reporting issues
Changes in super-users

Horizon lab Excessive workload (trained 150 users in
6 weeks)

End-user involvement

Learning curve (learning other systems) End-user help in
overcoming resistanceExcessive support calls

Sunrise clinical
manager

All-at-once implementation Achieve goals without
negative impact to
patient safety

Providing 24-hour support a challenge Achieve goals without
increasing nursing
workload

Physicians did not attend training
Champions had to provide users’ training
Learning process increased workload
Increased time to enter orders
System more complex
System time-consuming to learn
System use takes time away from
bedside–may negatively affect patient
care

MetaVision Some great ideas not implemented Need clinician champions
Post “go-live” support poor “Go-live” needs to go

smoothly
Hospital help desk had no application
expertise

Workflow needs to be
well-understood

Hospital helpdesk had to page vendor Need to stay true to new
workflow

Use vendor-supported
help desk

Horizon clinicals Understand that process
workflow will change

(Continued)
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19 Critical Success Factors in Systems Implementation

The final section of this study deals with the critical success factors in systems
implementation. First, we will look at the critical role of the super-users. The super-
users were clinicians who were responsible for application design, training, imple-
mentation support, and testing. Many of the super-users participated in these interviews
and were on the “front lines” of systems implementation.

Two other critical success factors were effective training and top management
commitment. Training was at best “adequate,” and at worst “weak,” according to the
respondents. Many “learned on the fly,” and relied on vendor training. One respondent
noted that “cheat sheets” were far more beneficial than a 500-page reference manual. In
most cases, vendor training was the primary source of training and was adequate.

Table 10. (Continued)

System Problems implementing How to make an EMR
project a success

Standardize processes

Provide training early
Provide refresher training
Skilled project
management

Clinical manager
(eclipsis)

Problems with user adoption of system Communications

McKesson
medical admin

Technology issues—connectivity, lack of
hardware

Top management backing
Planning with input from
all disciplines

Cerner eclipsis User resistance—system avoidance Education and training
Cost more than planned Communications of

changes
Sufficient hardware and
on-site support

Surgical
information
system (SIS)

Staff resistance Buy-in of staff

Metavision End-user involvement
Keep administration
aware of issues

Maintain momentum
McKesson Staff have little computer experience Education
Cerner
Surgical
information
system (SIS)

Vendors promising too much Take time to practice
Distrust of system Scenarios are helpful
Distrust of IT and vendor Need to practice before

using system in patient
care
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Top management commitment was essential. Top management provided vision,
leadership, budget, and support. They were responsible for major approvals—scope,
time, and budget—as well as scope changes. At times, they were responsible for
expediting the project by anticipating issues and providing problem resolution.

Each project was governed by a steering committee which was composed of
clinical leaders, including physicians, management, and nursing professionals. The
responsibilities of the steering committee were making design decisions, supporting
standardized processes, and making systems implementation decisions. Steering
committee members were responsible for managing upgrades, including mandating
testing before an upgrade went into production.

Finally, the role of the champion was critical to the success of the projects studied.
The champions were physicians, clinicians, nursing professionals, and super-users
representing the end-user constituencies. In most projects, there were multiple cham-
pions, including physicians, nursing professionals, and super-users representing various
functional units. Table 11 summarizes the critical success factors mentioned by the
respondents in each of the EMR implementation projects:

20 Resistance to Change

Resistance to change was a factor. On a scale of 1 to 10, with 10 being the highest level
of resistance, the overall average resistance reported by the respondents was 6.3.
Strategies for managing resistance to change were: communications, top management
commitment, end-user involvement, education, and implementation support. As noted
by one super-user, many of the older physicians were resistant to the new system and
training/hand-holding/support were key to success (Table 12).

Table 11. Critical success factors in EMR systems implementation

Project Super-
users

Training Top
Mgmt

Steering
Comm

Champion

Metavision/SIS x x x x x
Horizon lab x x x x x
Sunrise vlinical x x x x x
MetaVision x x x x x
Horizon clinical x x x x x
Clinical (Eclipsis) x x x x x
McKesson Med x x x x x
Metavision/SIS x x x x x
Cerner,
McKesson

x x x x x

Surgical I/S x x x x x
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21 Systems Implementation: Open-Ended Comments

Open-ended comments by the respondents confirmed many of the issues mentioned
earlier. First, many of the respondents believed that the new systems being imple-
mented provided benefits, including data integration across areas, more timely
reporting, improved efficiency, reduced medical transcription errors, order tracking,
and improve patient safety. Overall, they welcomed the benefits of the new systems.

Yet, the learning curve and the time it took to enter data, particularly on the part of the
physicians themselves, detracted from patient interaction. Double-entry of data into mul-
tiple systems also created time-consuming bottlenecks, largely because the hospital system
pursued a “best-of-breed” approach, compared with a fully integrated “common” system.

The open ended-comments also confirmed several of the critical success factors
which were mentioned previously. These included “pushing” for more end-user par-
ticipation and following standard processes, as opposed to making workarounds and
changes.

22 ERP and ERP: Similarities

The issue raised by the title of this paper is: EMR implementation: What lessons have
been learned from ERP implementation? From these case studies in EMR imple-
mentation, several preliminary observations can be made. First, the critical success
factors for EMR implementation are remarkably similar to the critical success factors in
ERP implementation. These CSF’s include the participation of super-users (e.g.
functional area healthcare professionals) on project teams, the importance of training,
the importance of top management support, the role of the steering committee, and the
role of the champion.

Second, the issue of re-engineering vs. customization was continuously addressed.
While clinicians and other healthcare professionals wanted to implement workarounds
and customizations, project team members were vividly aware of the importance of

Table 12. Managing resistance to change

Project Level resist Strategies to manage resistance

Metavision/SIS n/a Address technical problems
Horizon lab 4 Keep staff in the loop
Sunrise llinical 6 Early communications (goals, system justification)
MetaVision 6 Top management commitment, end-user buy-in
Horizon clinical 6 Communications, training, practice, collaboration
Clinical (eclipsis) 6 Super-users working one-on-one with end-users
McKesson Med 10 Administration backing, education
Metavision/SIS 8 Discussions with staff
Cerner, McKesson 7 Give end-users ownership, provide support
Surgical I/S 4 Little resistance (replacing a system)
Overall 6.3
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re-engineering existing processes and workflow to conform with the best practices
supported by the enterprise-wide software.

23 Summary and Conclusions

A telling comment by one of the clinicians was that EMR systems implementation was
a continuous process requiring continuous process improvement, ongoing application
upgrades, ongoing fixes, and continuous testing. Continuous systems implementation
was largely being justified in terms of improving patient care through better infor-
mation, better reporting, better documentation, error-reduction, and an audit trail.

However, systems implementation was dependent upon the emerging, important
role of the clinicians themselves who participated in this survey. These clinicians are
the super-users who are responsible on an ongoing basis for providing training, sup-
port, and design. Their knowledge of clinical processes, and their ability to understand
and support the new systems and their processes, is critical to realizing systems out-
comes—in terms of safety, quality, and patient care.

Without a doubt, the greatest take-away from this research was their commitment to
leadership and their invaluable role in project success. If there is any lesson to be learned
from these data, it is that the people (the super-users, top management, team members,
steering committee members) are critical to systems success. All of these people are
healthcare professionals who are transitioning to individuals responsible for the design,
implementation, testing, deployment, and maintenance of information systems. Their
role is unique because it combines a clinical background with responsibility for infor-
mation systems design and implementation.

Appendix A: Project Interview Form
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Abstract. The aim of our study was to gain insight into the research field of
critical success factors (CSF) of enterprise resource planning (ERP) system
implementation projects. Therefore, we conducted two literature reviews, more
specifically systematic reviews of relevant articles in five different databases and
among several international conference proceedings. Ultimately, we identified
320 relevant papers (144 single or multiple case studies, 118 surveys, and 58
literature reviews or articles from which CSFs can be derived). From these
existing studies, we discovered 31 different CSFs for ERP system implemen-
tation projects. The top three factors identified are Top management support and
involvement, Project management, and User training. However, most of the
relevant papers focus on large enterprises. Only 37 papers explicitly focus on
smaller and medium-sized enterprises (SMEs), which is clearly a research gap in
this field.

Keywords: ERP systems � Critical success factors � CSF � Literature review �
Small and medium-sized companies � SME

1 Motivation

Today’s enterprises are faced with the globalization of markets and fast changes in the
economy. In order to be able to cope with these conditions, the use of information and
communication systems as well as technology is almost mandatory. Specifically, the
adoption of enterprise resource planning (ERP) systems as standardized systems that
encompass the activities of whole enterprises has become an important factor in today’s
business [1]. Therefore, during the last decades, the segment of ERP systems was one
of the fastest growing segments in the software market, and these systems are one of
the most important developments in information technology. The demand for ERP
applications arises from several sources, for example, competitive pressures to become
a low-cost producer, expectations of revenue growth, and the desire to re-engineer the
business to respond to market challenges. There are several benefits of a properly
selected and implemented ERP system such as considerable reductions in inventory
costs, raw material costs, lead time for customers, production time, and production
costs [2].
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Due to the saturation of ERP markets targeting large-scaled enterprises, ERP
system manufacturers today are also concentrating on the growing market of small and
medium-sized enterprises (SMEs) [3, 4]. This has resulted in a highly fragmented ERP
market and a great diffusion of ERP systems throughout enterprises of nearly every
industry and every size [5–7].

Due to the strong demand and the high fragmentation of the market, there are many
ERP systems with different technologies and philosophies available on the market. This
multitude of software manufacturers, vendors, and systems implies that enterprises that
use or want to use ERP systems must strive to find the “right” software as well as to be
aware of the factors that influence the success of the implementation project. The
implementation of an information system (e.g., an ERP system) is a complex and time-
consuming project during which companies face great opportunities, but at the same
time face enormous risks. To take advantage of the potential, rather than getting caught
by the risks of these implementation projects, it is essential to the study / to focus on
those factors that support a successful implementation of an information system [8, 9].
If aware of these factors, a company can positively influence the success of the
implementation project and effectively minimize the project`s risks [8]. Recalling these
so-called critical success factors (CSFs) is of high importance whenever a new system
is to be adopted and implemented or whenever a running system needs to be upgraded
or replaced. Errors during the selection, implementation, or maintenance of ERP sys-
tems; wrong implementation approaches; or ERP systems that do not fit the require-
ments of the enterprise can all cause financial disadvantages or disasters, perhaps even
leading to insolvency. Several examples of such negative scenarios can be found in the
literature (e.g., [10, 11]). SMEs especially must be aware of the CSFs since they lack
the financial, material, and personnel resources of larger companies [12]. Thus, they are
under greater pressure to implement and run ERP systems without failure and as
smoothly as possible.

In order to identify the factors that affect the success or failure of ERP system
implementation projects, several case studies, surveys, and literature reviews have
already been conducted by different researchers (e.g., [13–15]). Most of these literature
reviews cannot be reproduced, because descriptions of the review methods and pro-
cedures are lacking. Thus, some researchers clearly point out the drawbacks of the
current literature review articles. Specifically, critics note the lack of methodological
rigor [16]. Therefore, in order to update the existing reviews by including current ERP
literature, we conducted two literature reviews (the first one in 2010, the second one in
2013). More specifically, these were two systematic reviews of articles from five
different databases and from several international conference proceedings. The CSFs
reported in this paper were derived from 320 papers identified as relevant, and the
frequency of the occurrence of each CSF was counted. The aggregated results of these
reviews will be presented in this paper. Additionally, we will focus on CSFs specifi-
cally for SMEs within the identified papers.

Therefore, the paper is structured as follows. The next section presents a short
overview of our data collection methodology in order to make our review reproducible.
Afterwards, in section 3 the critical success factors that were focused on during the
review will be explained in detail. The fourth section deals with the results of the
literature review. We will point out which factors are the most important and which
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factors seem to have little influence on ERP project success. Finally, the paper con-
cludes with a summary of the results as well as a critical acclaim of the conducted
literature review.

2 Data Collection Methodology – Literature Review

The literature review to identify the CSFs was performed in several steps similar to the
approach suggested by Webster & Watson [17]. In general, it was a database-driven
review with an additional search in the proceedings of several IS conferences. To make
our review reproducible, we listed tables with the databases and search terms in the
Appendix (see Tables 4 and 5).

Here, we conducted two separate literature reviews according to the same search
procedure and steps. The first one was done in the mid-2010 (see also [5, 18]). Since
we identified 20 papers or more published each year it is essential for us to update this
review every two or three years. Therefore, we conducted the second review in the
mid-2013.

The steps of our review procedure are presented in the following paragraphs. An
overview is given in Fig. 1 and Fig. 2 with regard to the numbers of papers identified or
remaining during/after each step. With each step, the number of papers was reduced
according to the assembly of different criteria.

Step 1: The first step was to define the sources for the literature review. Therefore,
several databases and conference proceedings were identified (see Appendix - Table 4).

Fig. 1. Progress of the literature review from 2010

Fig. 2. Progress of the literature review from 2013
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Step 2: Within this step, we had to define the search terms for the database-driven
review. Keywords selected for this search were mostly derived from the keywords
supplied and used by the authors of some of the relevant articles identified in a pre-
liminary literature review. The search terms that we used are listed in Table 5. Since the
WISO database also provides German papers, we additionally used the German
translation of most of the search terms. For the conference papers, only inappropriate
search fields were provided. Hence, we decided to review the abstracts and titles of the
papers in this step manually.

Step 3: During step 3 we performed the initial search according to step 1 and step 2
and then eliminated duplicates.

• Review 1: The initial search provided 5,429 papers from the databases. After
eliminating the duplicates, 3,419 articles remained. From the conference search, 79
papers remained. Altogether, 3,498 papers were identified during the initial search
step.

• Review 2: During the initial search step, 4,529 articles were found. After deleting
the duplicates (step 3a) and deleting double entries resulting from papers from
review 1 (step 3b), 2,797 papers remained. From the conferences, 48 papers
remained. Therefore, altogether a total of 2,845 papers were found during these
steps.

Step 4: Step 4 included the identification of irrelevant papers. During the initial
search, we did not apply any restrictions. The search was not limited to the research
field of IS; therefore, papers from other research fields were included in the results, too.
Thus, these papers had to be excluded. This was done by reviewing the abstracts of the
papers and if necessary by examining the paper content.

• Review 1: Of the papers, 427 stemming from the database search and all 79 con-
ference papers remained. Altogether, this review yielded 506 papers potentially
relevant to the field of CSFs for ERP system implementations (see Fig. 1).

• Review 2: Here, 403 papers resulting from the databases and all conference papers
remained as potentially relevant. Altogether, 451 had to be read in depth according
to step 5 (see Fig. 2).

Step 5: The fifth and final step consisted of a detailed analysis of the remaining 506
and 451 papers and the identification of the CSFs. Therefore, the content of all papers
was reviewed in depth for the purpose of categorization of the identified success
factors. Emphasis was placed not only on the wording of these factors but on their
meaning. Following this step, 185 relevant papers that suggested, discussed or men-
tioned CSFs remained from review 1 and 146 articles remained from review 2.

Step 6: Additionally, while conducting review 2, we added a sixth step. Within this
step, we cross-checked papers from the same authors or with similar author compo-
sition from review 1 and review 2 regarding their content (despite the duplicates check
of steps 3a and 3b). Since often papers which are published at conferences are sub-
sequently published as extended versions in journals, these papers should not be
counted twice within the reviews. We identified eleven papers which were such
extended journal versions. So these relevant papers were deleted, too. This led to a final
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sum of 320 relevant papers. The results of the analysis of these papers that mentioned
CSFs are described in the following sections.

3 Critical Success Factors of ERP Implementation Success

A critical success factor for ERP projects is defined according to Finney and Corbett
[14] as reference to any condition or element that was seen necessary in order for the
ERP implementation to be successful. The goal of the performed literature review is to
gain an in-depth understanding of the different CSFs already identified by other
researchers. The identified papers consist of papers that present single or multiple case
studies, conducted surveys, literature reviews or articles where CSFs are derived from
chosen literature. Within these papers, the following 31 CSFs were identified:

∙ Available resources (e.g., budget and
employees)

∙ Knowledge management

∙ Balanced project team ∙ Monitoring and performance
measurement

∙ Business process reengineering ∙ Organizational culture
∙ Change management ∙ Organizational fit of the ERP system
∙ Clear goals and objectives (e.g., vision and
business plan)

∙ Organizational structure

∙ Communication ∙ Project champion
∙ Company’s strategy/strategy fit ∙ Project team leadership/empowered

decision makers
∙ Data accuracy (e.g., data analysis and
conversion)

∙ Project management

∙ Environment (e.g., national culture and
language)

∙ Skills, knowledge, and expertise

∙ ERP system acceptance/resistance ∙ Top management support and
involvement

∙ ERP system configuration ∙ Troubleshooting
∙ ERP system tests ∙ Use of a steering committee
∙ External consultants ∙ User training
∙ Interdepartmental cooperation ∙ Vendor relationship and support
∙ Involvement of end-users and stakeholders ∙ Vendor’s tools and implementation

methods
∙ IT structure and legacy systems

Available Resources (e.g., budget, employees, etc.): ERP implementation projects
require a lot of resources such as money, time and employees. These requirements need
to be determined early in the project or even before the project starts [19]. It is very
difficult to secure resource commitment in advance [20] to ensure the success of the
implementation project. An appropriate budget is the basis for a solid execution of
projects. If the budget allocated is too small other success factors can be affected
negatively [21].
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Balanced Project Team: In general, a project team consists of at least two persons
working together for a common goal whereby each team member has defined
responsibilities and functions [22]. The characteristics of the team members should
complement each other, on their experience, their knowledge as well as their soft skills
[23]. For an ERP implementation it is important to have a solid, core implementation
team that is comprised of the organization’s best and brightest individuals [14]. These
team members should be assigned to the project on a fulltime basis. Only then they can
fully concentrate on the project and are not disturbed or distracted with their daily
business [24].

Business Process Reengineering: Business process reengineering (BPR) is a crucial
project phase in ERP projects although it often leads to delays in ERP implementations
[25]. During ERP projects companies have to review their business processes and
explore new ways of doing things relatively to the best practices embedded in the ERP
system. The deeper and more detailed this review is, the better the outcome of the BPR
will be [26, 27]. Changing activities and workflows in business processes before,
during or after the ERP implementation may lead to a different and maybe minimized
level of ERP system configuration [19]. It is advisable to minimize the extent of the
ERP system modification. This reduces errors and the company can more easily take
advantage of newer versions and releases. Therefore, the project team or the top
management should decide to what extent the company has to change their business
processes to fit the ERP system [28].

Change Management: Change management involves early participation of all persons
affected by a change process in order to reduce resistance against these changes. An
important component is adequate training especially of the IT-department as well as an
early communication of the changes to provide employees with an opportunity to react
[29]. Change management strategies are responsible for handling the enterprise-wide
cultural and structural changes. Therefore, it is necessary to train and educate the
employees in various ways. Thereby, change management not only aims towards
preventing rejection and supporting acceptance. Moreover, its goal is making
employees understand and want the changes. Integrating the employees early in the
planning and implementation process is important to achieve this understanding. Also,
during the user training sessions a support team should be available in order to clarify
and answer questions regarding the new processes and function. Furthermore, an
additional evaluation with the end users should be accomplished after the “go live” to
uncover problems and to avoid discords [30].

Clear Goals and Objectives (e.g., vision, business plan, etc.): Clear goals and
objectives are seen as CSF by many researchers (e.g., [2, 13, 31]). This requires for-
mulating a business vision, calculating a business case, identifying and communicating
clear goals and objectives regarding the ERP implementation, and providing a clear link
between business goals and the company’s IS strategy [14, 32]. This is needed to steer the
direction of the project throughout the whole ERP implementation. Therefore, a good
business plan that outlines proposed strategic and tangible benefits includes resources,
calculates costs and risks as well as specifies a clear timeline that is critical to an ERP
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project. These instruments can be very helpful to maintain the focus on project benefits
and outcomes [30].

Communication: The CSF communication is one of the most difficult and most
challenging tasks during the implementation of an ERP system. The existence of a clear
concept addressing communication, which contains a communication strategy as well
as the respective communication channels and methods, is very important. This
strategy should match with the goals and requirements of the ERP project and should
enable open and free communication by providing an adequate communication plat-
form [32]. Expectations at every level need to be communicated [30]. The commu-
nication between the management, the project team and the employees should be clear
on a regular basis. Detailed information about the project status, achieved results or
decisions made by the management is as essential as the direct discussion, for example,
of fears and conflicts.

Company’s Strategy / Strategy Fit: To ensure the success of an ERP implementation,
the changes caused by the ERP system have to be linked with the company’s longtime
strategic goals. The ERP system should support this strategy or even be one of the
important factors for the strategy´s success. The implementation project as part of the
enterprise-wide strategy (e.g., the implementation as a method of strategic goal
achievement) is mandatory [33].

Data Accuracy (e.g., data analysis and conversion): A fundamental requirement for
the effectiveness and the success of ERP systems is the availability of accurate data.
Problems concerning data can cause heavy implementation delays. Therefore, the
management of data migration represents a critical factor throughout the whole
implementation [2, 34]. Identifying which data has to be loaded into the system and
which is extraneous as well as converting all disparate data structures into a single,
consistent format is an important challenge. The conversion process is often under-
estimated. In addition, interfaces with other internal and external systems (between
departments such as accounting and production, data warehouses, etc.) have to be
considered, too [2].

Environment (e.g., national culture, language, etc.): The effects and the relevance of
national cultures to the ERP implementation are pointed out in several studies (e.g.,
[35, 36]). Basic values, beliefs and norms in different countries are factors that influ-
ence the organizational culture, and in turn, affect the practices of professional activities
including ERP implementation [35]. Cultural differences can cause problems during an
ERP project such as different beliefs in providing access to information, miscommu-
nication due to language difficulties or problems in reengineering organizational pro-
cesses [37].

ERP System Acceptance / Resistance: Every person and department should be
responsible and accountable for the whole ERP system and the key users from different
departments have to be committed to the implementation project on a fulltime basis
[38]. Therefore, a lack of user and stakeholder inputs and acceptance may reduce the
chance of a successful implementation [39]. In case employees are not psychologically
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ready for change and do not accept the new ERP system, their attitudes and behaviors
will hinder them from working and resolving conflicts with consultants, as well as from
acquiring the necessary ERP knowledge [40]. Accordingly, a higher user and stake-
holder support should positively affect the communication and conflict resolution in the
ERP consulting process [41].

ERP System Configuration: Since the initial ERP system version is based on best
practices, a configuration or adaption of the system according to business processes is
necessary in every ERP implementation project. Hence, as far as possible, the company
should try to adopt the processes and options built into the ERP, rather than seek to
modify the ERP [13]. Following Hong & Kim [42], the more strongly the original ERP
software is modified (e.g., even beyond the “normal” configuration) the smaller the
chance is for a successful implementation project. Hence, a good business vision is
helpful because it reduces the effort of capturing the functionality of the ERP business
model and therefore minimizes the effort needed for the configuration [13]. Again,
extensive system modifications will not only cause implementation problems, but also
harm system maintenance. Therefore, fewer adjustments reduce the effort of integrating
new versions, releases or updates [30].

ERP System Tests: In ERP implementation, “go live” on the system without adequate
and planned system testing may lead to an organizational disaster. Tests and validation
of an ERP system is necessary to ensure that the system works technically correct and
that the business process configurations were done in the right way [43]. Therefore
testing and simulation exercises for both, the whole system and separate parts / func-
tions, have to be performed during and in the final stages of the implementation process
[14, 32].

External Consultants: The use of external consultants depends on the internal know-
how and experience at the moment of the project initiation [13]. Many organizations
use consultants to facilitate the implementation process. Consultants are experienced in
specific industries, have comprehensive knowledge about certain modules and may be
better able to determine what will work best for a given company [44]. Consultants are
often involved in all stages of the implementation: performing requirements analysis,
recommending a suitable solution and managing the implementation [2]. Therefore, it
is necessary to determine the number of consultants, how and when to use them as well
as their responsibilities within the implementation project [13].

Interdepartmental Cooperation: To successfully implement an ERP system it is
necessary that all departments cooperate at the same level of intensity and engagement
since an ERP system affects all business units and business processes across functional
and departmental boundaries. This requires the sharing of common goals instead of
emphasizing individual pursuits. Also, to share information within a company and
between different companies requires cooperation between partners, employees, man-
agers and corporations based on trust and the willingness to cooperate. Issues such as
prestige, job security and control feelings or departmental politics are also involved and
have to be considered and managed [2, 45].
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Involvement of End-Users and Stakeholders: This factor is one of the most
frequently cited CSFs [46]. Users and stakeholders must perceive the system as being
important and necessary to their work [47]. Therefore, end-user involvement and
participation during the ERP project and the involvement of all stakeholders that are
affected by the ERP implementation is mandatory and will result in a better fit of user
requirements achieving better system quality, use and acceptance [13]. It is important
to get users and stakeholders involved during the system implementation and to make
use of their knowledge in areas where the project team lacks expertise and knowledge
[26]. According to Ghosh [48], this involvement in the project, from start to finish, is
just as crucial as the involvement of top management.

IT Structure and Legacy Systems: It is critical to assess the IT readiness of the
company including the IT architecture and skills of the employees [2, 14]. If necessary,
infrastructure might need to be upgraded or changed considering the requirements of
the ERP system [49, 50]. Also, the current legacy systems need attention. It is
important that an organization approaches the transition of a legacy system carefully
and develops a comprehensive plan. Within ERP projects, the existing legacy systems
have to be exactly reviewed, defined and evaluated to encounter possible problems and
hindrances during the ERP implementation [31, 32, 51].

Knowledge Management: Knowledge management during ERP implementation
projects is an important factor. Sharing knowledge is somewhat unique since ERP
projects redefine jobs and blur traditional intra-organizational boundaries [52]. It is
crucial to exchange knowledge and problems within the organization. Employees
possess a base of knowledge that is indispensable to the company [26]. During ERP
implementation knowledge must be shared among departments and functional and
divisional boundaries [53]. Thus, a knowledge management process has to be estab-
lished to ensure that information will be correctly exchanged within the project team
and with all other involved people of the ERP project (e.g., external consultants or
employees of the ERP vendor). In addition, the organization must ensure the transfer of
as much knowledge as possible from consultants or ERP vendors in order to be able to
use the new ERP system autonomously [26].

Monitoring and Performance Measurement: In the context of project management
mechanisms for performance measurement have to be established. Measuring and
evaluating performance is a critical factor for ensuring the success of any business
organization [32]. Constant measurement and monitoring of the progress enables early
discovery of errors and gaps as well as their removal or correction [29].

Organizational Culture: Organizational culture is embedded within the national
culture and therefore it is a critical factor affecting ERP system implementation. Every
company has its own, unique organizational culture, which may or may not be strong
and enduring, and which may be reflected in either openness for changes or the
opposite [38]. An organization that implements an ERP system has to change its
business processes to achieve a better fit with the ERP best-practice processes. These
changes both impact the organization´s culture and are constrained by it [35, 38]. Some
researchers argue that a successful technological innovation requires that either the
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technology be designed to fit the organization’s current structure and culture or that the
organization’s structure and culture has to be redesigned and changed to fit the new
technology [54, 55].

Organizational Fit of the ERP System: The fact that the organizational fit of an ERP
system should be examined and considered comprehensively before its implementation
sounds logical. Nevertheless, ERP vendors tend to set up blind confidence in their ERP
package even if it is obvious that the organizational fit is low. Hong & Kim [42]
empirically examined to what extent the implementation success of an ERP system
depends on the fit between company and ERP system and found out that the adaptation
and configuration effort negatively correlates with the implementation success.
Therefore, it is essential to select an ERP system carefully by considering its specific
organizational fit such as company size or industry sector. Thus, the right ERP system
selection is an important factor to ensure the fit between the company and the ERP
system.

Organizational Structure: Organizational structure is a determining factor concerning
ERP system implementations. Since ERP systems are designed according to the
principle of “best practice,” they aim towards a fit for the greatest possible number of
companies. Therefore, the configuration becomes essential to map the functions of the
systems with the structure of the company [56]. So, the company´s structure should
enable the implementation and use of ERP systems as well as other IT systems.
Nevertheless, BPR can also become mandatory, since not all of the company’s
structure can be mapped with the ERP system and so the structure has to be adapted.
Many organizations underestimate the lack of alignment between the ERP system and
their organizational structure, and thus the effort required for system configuration or
BPR during the implementation [26].

Project Champion: A project champion can be seen as an imperturbable advocate of
the respective ERP implementation project – necessary in order to enable better and
faster agreements within the project and to oversee the entire processes and the whole
project life cycle. The main tasks of the project champion are to be the first contact
person for any issues concerning the ERP project and to ensure the project progress
within the enterprise. Therefore with having a project champion resistances and con-
flicts can be solved promptly and in a slighter manner as he also serves as a mediator
[30]. In many ERP implementations the leader of the ERP project takes the position of
project champion, but this is not the only solution. Also some other member of the
senior management, who is not a direct project team member, can act as project
champion, too.

Project Leadership / Empowered Decision Makers: The project leader should be a
strong and charismatic person with experience in project management and expertise in
directing employees. He has to manage the project according to the project plan and
react on problems that can arise during an ERP implementation. Therefore, the pro-
ject leader can take the role as project champion as well. In general, project team
leaders have to be empowered to make quick decisions, which reduce delays during
implementation. This is important since even small delays can heavily impact such a
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long-term project like ERP implementations [13]. With empowered decision makers
and a strong project leadership, effective timing with respect to the implementation is
enhanced [14, 24, 57].

Project Management: Project management refers to the ongoing management of the
implementation plan [14]. The implementation of an ERP system is a unique procedure
that requires an enterprise-wide project management. Therefore, it involves the plan-
ning stages, the allocating of responsibilities, the definition of milestones and critical
paths, training and human resource planning, and the determination of measures of
success [29, 31]. This enables a better organized approach to decision making and it
guarantees that these are made by the most suitable company members. Furthermore, a
continuous project management makes it possible to focus on the important aspects of
the ERP implementation and ensures timeliness and that schedules are met [29]. Within
project management, a comprehensive documentation of the tasks, responsibilities and
goals is indispensable for the success of ERP implementations [58].

Skills, Knowledge and Expertise: The existing knowledge and the experiences of the
companies’ employees play a central role while implementing an ERP system. Better
knowledge, experience and education as well as personal skills can improve the ERP
project’s accomplishment and enable an easier handling of the implementation. This
factor is often influenced and affected by the companies’ strategy as well as by the
financial budget. The acceptance of and the readiness for changes is substantially
higher in enterprises, where a philosophy of constant improvement and knowledge
enhancement prevails [21].

Top Management Support and Involvement: Top management support and
involvement is one of the most important success factors for an ERP implementation
[21]. A committed leadership at the top management level is the basis for the con-
tinuous accomplishment of every project [14]. Thus, innovations, in particular new
technologies, are better accepted by employees if they are promoted by top manage-
ment. Before the project starts, top management has to identify the peculiarities and
challenges of the planned ERP implementation. Since many decisions that have to be
made during the project affect the whole enterprise, they will need the acceptance and
the commitment of the senior managers and often can only be made by them [59].
Commitment of top management is important in order to allocate necessary resources,
to make quick and effective decisions, solve conflicts that need enterprise-wide
acceptance and to reach and support a co-operation of all different departments [32].

Troubleshooting: Troubleshooting is essential and starts at the shakedown phase. This
factor is related to the problem and risk areas of ERP projects [13, 30]. Quick
responses, patience, perseverance and problem solving capabilities are important dur-
ing an ERP system implementation [28]. There should be an implementation plan that
includes various troubleshooting mechanisms. Two important critical “moments” are
the migration of old data as well as the “go live” [13].

Use of a Steering Committee: To make ERP projects succeed, it is necessary to form a
steering committee. A steering committee enables the senior management to directly
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monitor the project team’s decision making, thereby ensuring adequate control
mechanisms. Therefore, this committee should consist of members of the senior
management (from different departments or corporate functions), representatives from
the project management and end users (as well as from different departments). Such a
composition will guarantee appropriate involvement across the whole company [2, 60].

User Training: Often, missing or lacking end user training is a reason for the failure
during the implementation of new software. The main goal of end user training is to
provide an effective understanding of the new business processes and applications as
well as the new workflows that result from the ERP implementation. Therefore, it is
important to set up a suitable plan for the training and education of the employees [32].
Furthermore, during such an extensive project it has to be determined which employee
fits best for which position or for which application of the new software. This depends
strongly on his/her knowledge already acquired and/or for which employee additional
training courses are necessary [61].

Vendor Relationship and Support: ERP systems may be a lifelong commitment for
many companies. There will always be new modules and versions to install, bug fixes
to be rolled out and changes to achieve a better fit between business and system.
Therefore, good vendor support (technical assistance, emergency maintenance and
updates) is an important factor. Accordingly, the relationship/partnership with the
vendor is vitally important to successful ERP projects. This relationship should be
strategic in nature with the ERP provider enhancing an organization’s competitiveness
and efficiency [2, 62].

Vendor’s Tools and Implementation Methods: Implementation technologies, pro-
grams and methods provided by the vendors can significantly reduce the cost and time
of deploying ERP systems [2]. Depending on the chosen implementation and roll-out
method (e.g., big bang strategy, satellite strategy, etc.) there are advantages and risks
that have to be considered. Also, not every strategy is applicable in every ERP project
or company. Hence, the choice has to be made carefully. An additional goal of
implementation tools is the knowledge transfer of using the software, understanding the
business processes within the organization and recognizing industry best practices [2].

4 Literature Review – Results

As stated above, 320 papers (single- or multiple-case studies, surveys, literature
reviews, etc.) were identified that referred to critical success factors of ERP imple-
mentation projects. These papers were reviewed again in-depth in order to determine
the different concepts of CSFs. Overall, 31 factors (as described above) were identified.
In most previous literature reviews, the CSFs were grouped more coarsely so that a
lower number of CSFs was used (e.g., [2, 14, 30]). The grouping was not done within
our review. With 31 factors, we used a larger number than earlier researchers had
because we expected the resulting distribution to be more insightful. If wider defini-
tions of some CSFs might be needed later on, a further aggregation is still possible.
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After identifying the relevant papers as well as the factors stated within them, we
developed a table to match the factors with the papers for the analysis. Figure 3 shows a
snapshot of this CSF table. As it is shown for each paper the CSFs were captured as
well as the year, the type of data collection used within, and additionally the number
and size of companies from which the CSFs were derived.

All 320 papers were published between the years 1998 and 2013. Table 1 shows the
distribution of the articles per year. Most of the papers were published between 2013
and 2006. Since 2004, around 20 papers were published each year. Since 2009 around
30 papers were published each year or even more papers were published about CSFs.
Therefore, it can be argued that a review every two or three years is reasonable in order
to update the results of previous literature reviews, especially considering evolving
technology and the changing system availability like the “Software-as-a-Service”
concept and ERP systems provided in the cloud.

Fig. 3. Snapshot of the CSF results

Table 1. Paper distribution

Year Papers Year Papers

2013 30 2005 15
2012 31 2004 20
2011 39 2003 11
2010 37 2002 11
2009 42 2001 5
2008 22 2000 5
2007 24 1999 3
2006 24 1998 1
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It has to be emphasized that we conducted review 2 in mid-2013. Therefore, not all
papers published in 2013 were part of this review. Additionally, some databases pro-
vide access to some journal articles only if they are older than 12 months. Thus, such
articles were not included in our review nor those presented at ICIS 2013, since that
conference had not taken place until the date of our review.

Figure 4 shows the results of our review: the identified CSFs and their total
numbers. The figure shows that Top management support and involvement, Project
management and User training are the three most named factors, numbering around
and above 160. The factor Top management support and involvement ranked number
one, having been referred to in more than 200 papers.

Comparing these results with other literature reviews, such as Finney and Corbett’s
[14], it became obvious that the top five factors were similar while only the ranks
differed. Due to our large literature base, our total numbers are much higher (see
Table 2).

Regarding the form of data collection, it has to be stated that the papers consisted of
144 single- or multiple-case studies, 118 surveys and 58 literature reviews or articles
where CSFs were derived from chosen literature.

To categorize critical success factors, Esteves-Sousa & Pastor-Collado [13] sug-
gested a matrix scheme. Here, they consider the tactical or strategic direction of the
CSFs and divide them into organizational and technological factors. Thus, tactical CSFs
tend to relate to short-term aspects and goals of the system implementation whereby
strategic factors aim for long-term impacts of activities with strong connections to the

Fig. 4 CSFs Ordered by Frequency
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development of the organization in relation to mission, vision and core competencies of
the business activity. Considering the technological and organizational character of the
CSFs – the specificity and significance of technological factors strongly depend on the
ERP systems themselves, whereas organizational factors focus on corporate culture and
its environment with its specific processes and structures [13, 19, 63].

Table 3 gives an overview of the categorization of the CSFs identified in our literature
review with a focus on their ranking and the incidence in the literature. It is shown that
only a few CSFs (6 out of 31) are technological factors whereas more than 50% of the
factors (17 out of 31) are organizational factors with a strategic characteristic. Also, most
of the top 10 factors belong to the organizational category. Only one of the top 10 factors
(Organizational fit of the ERP system) is part of the technological category. Therefore,
enterprises and ERP manufacturers should especially consider organizational aspects
when implementing an ERP system.

Considering the different years in which the identified papers were published, we
have analyzed four different time spans (1998–2003, 2004–2007, 2008–2010 and
2011–2013) to identify changes in the CSF ranking. The results of this analysis with
the respective top five factors of each time span are shown in Fig. 5.

As shown, Top management support and involvement is again the most frequently
named factor, ranking number one in each time span. Additionally, Project manage-
ment and User training are always in the top five positions throughout the different
time spans. However, the CSF Business process reengineering has gained more
importance whereas others have lost some importance throughout the years (e.g., Clear
goals and objectives andMonitoring and performance measurement). Business process
reengineering has even gained a rank in the top five in time span 2011–2013. Reasons
for this can be seen in the highly fragmented ERP system market as well as in the
increasing multitude of software manufacturers and ERP systems. Enterprises are
facing more and more difficulties to identify the best fitting ERP system. Therefore,
more emphasis is laid on the reengineering of business structures to use the whole
functionality of the ERP systems in efficient and effective way.

Table 2. Literature review comparison

Finney & Corbett [14] Our review
Factor Number of

instances
Factor Number of

instances

Rank #1 Top management
commitment and
support

25 Top management
support and
involvement

202

Rank #2 Change management 25 Project management 172
Rank #3 BPR and software

configuration
23 User training 167

Rank #4 Training and job
redesign

23 Change management 143

Rank #5 Project team: the best
and brightest

21 Balanced project team 141
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Table 3. Categorization of CSFs (Model Adapted from [13, 19, 63])

Perspectives Critical Success Factors Rank Number of
instances in
literature

Organizational Strategic Top management support
and involvement

1 202

Change management 4 143
Balanced project team 5 141
Clear goals and objectives 7 130
Business process
reengineering

8 128

Involvement of end-users
and stakeholders

10 114

Vendor relationship and
support

13 88

Project champion 15 77
Project team leadership /
Empowered decision
makers

17 67

Available resources 18 66
ERP system acceptance /
resistance

20 64

Organizational culture 23 53
Environment 25 35
Organizational structure 27 29
Knowledge management 29 23
Company’s strategy /
Strategy fit

30 21

Use of a steering
committee

31 19

Tactical Project management 2 172
User training 3 167
Communication 6 133
External consultants 11 101
Skills, knowledge and
expertise

16 74

Monitoring / Measurement
of performance

19 65

Troubleshooting 26 33
Interdepartmental
co-operation

28 28

Technological Strategic Organizational fit of the
ERP system

9 124

ERP system configuration 12 96

(Continued)
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Concerning the company size during review 1, only 12 papers explicitly focus on
small and medium-sized enterprises (SMEs), and there mostly within single- or mul-
tiple-case studies. Within review 2, 25 articles deal with SMEs explicitly.

In some surveys SMEs are included and analyzed as well, but they are a minority in
these surveys. Therefore, deriving CSFs which are important for SMEs is difficult. As
is shown by Fig. 6, Top management support and involvement, Project management as
well as User training are again the most frequently named factors for ERP projects in
smaller enterprises.

However, the differences in the CSF frequencies are only minimal and may be
related to the small number of identified papers. Therefore, deriving CSFs that are
important for SMEs is difficult due to the small number of studies focusing solely on
them. This clearly is a research gap in the ERP CSF research area.

Table 3. (Continued)

Perspectives Critical Success Factors Rank Number of
instances in
literature

Tactical IT structure and legacy
systems

14 77

Vendor´s tools and
implementation methods

21 59

Data accuracy 22 55
ERP system tests 24 42

Fig. 5. Time span analysis of the CSFs
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5 Conclusion

The aim of our study was to gain an insight into the research field of critical success
factors in ERP implementation projects. Research on ERP implementation and critical
success factors can be seen as a valuable step toward enhancing chances of imple-
mentation success [14]. Our study reveals that there are several papers – case studies,
surveys as well as literature reviews – that are focusing on CSFs. All in all, we
identified 320 relevant papers. From these existing studies, we derived 31 different
CSFs. We identified the following top three CSFs: Top management support and
involvement, Project management and User training.

This ranking is similar to the ranking of other literature reviews (e.g., [2, 14]).
Compared to these other reviews, the number of papers included in our study exceeds
their numbers. One reason that these reviews included fewer papers is simply that they
were conducted earlier than ours. As shown in Table 1, every year since 2004 at least
20 CSF papers have been published. This is not surprising considering the fast evolving
technologies and the changes throughout the ERP market. Thus, one conclusion is that
it is advisable to renew literature reviews on ERP system CSFs every two or three years
in order to update the results as we did by conducting review 2 as an update for our first
review. Another conclusion is related to the size of the companies. Most of the iden-
tified papers and studies focus on large companies. Small and medium-sized enterprises
are – if included at all – usually underrepresented in quantitative studies. Studies
exclusively focusing on SMEs are rare. We identified 37 out of the 320 articles with an
explicit SME focus. These are just less than 12% of all published papers with CSF

Fig. 6. CSFs of SMEs
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focus. Even if research focusing on CSFs in smaller companies is recommended in the
research community for several years (e.g., [58, 64]), our reviews reveal that SMEs are
still not the primarily focus of CSF research. Therefore, SMEs still can be seen as in
need of further research.

Regarding our literature review procedure, there are limitations that have to be
mentioned, too. We are aware that we cannot be certain to have identified all relevant
papers published in journals and conferences, since we made a selection of five
databases and five international conferences. Therefore, journals not included in our
databases and proceedings of other conferences might also comprise relevant articles.
Another limitation is the coding of the CSFs. We tried to reduce this subjectivity by
formulating coding rules and by discussing the coding of the CSFs among three
independent researchers. Hence, other researchers may code the CSFs in another way.

Appendix

Table 4. Sources for the literature review

Databases Conferences

Academic Search Complete AMCIS
Business Source Complete ECIS
Science Direct HICCS
SpringerLink ICIS
WISO Wirtschaftsinformatik

Table 5. Search fields and search terms

Database + Search fields Search terms / Keywords

Academics
Search Complete: “TI Title”
or “AB Abstract or Author
Supplied Abstract”

ERP + success*
ERP + failure
ERP + crit*
ERP + CSF
ERP + CFF
ERP + fact*
“Enterprise system*” + success*
“Enterprise system*” + failure
“Enterprise system*” + crit*
“Enterprise system*” + CSF
“Enterprise system*” + CFF
“Enterprise system*” + fact*

Business Source Complete: “TI
Title” or “AB Abstract or
Author Supplied Abstract”

Science Direct: “Abstract, Title,
Keywords”

SpringerLink: “Title” or
“Abstract”

WISO: “General Search Field”
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Abstract. This chapter’s goal is to investigate impediments to successful enter‐
prise system (ES) implementation across the system lifecycle. Drawing from the
opinions of 82 ES practitioners and building on the authors’ previous work on
source problems in ES adoption, this study performs the further data analysis
incorporating the ES lifecycle. The analysis employs the Cooper and Zmud’s six-
stage model of IT diffusion and investigates how the difficulties change along the
ES lifecycle. Our findings suggest that Adaptation phase, which is the main
implementation stage, is the most challenging period of the ES adoption project.
The results also indicate that problems with employees are the most significant
impediments to ES adoption success. The findings imply that difficulties during
later stages of the ES adoption can be minimized by an appropriate system choice,
a good training schedule, and the preparation of a suitable IT infrastructure and
database needed by the new system. The comparison of findings with prior liter‐
ature suggests that ES adoption considerations change from system- to business-
related issues along the level of country’s economic development.

Keywords: Enterprise system · ERP · Adoption · Implementation · Lifecycle ·
Problem · Poland

1 Introduction

Enterprise systems (ES) are complex application software packages that contain mech‐
anisms supporting the management of the whole enterprise and integrate all areas of its
functioning (Davenport 1998, p. 121). ES adoption is a multistage and usually lengthy
process during which the company may experience many problems and impediments to
project success (e.g. Kim, Lee and Gosain 2005, Kremers and van Dissel 2000, Markus
et al. 2000, Themistocleous and Irani 2001, Themistocleous et al. 2001, Wright and
Wright 2002).

The multistage nature of the ES adoption results in the situation where considera‐
tions experienced by implementation projects depend on the actual phase of the project
(Markus et al. 2000, Soja 2007). Further, prior literature reports various problems
which represent diverse levels of generality and some of them, such as lack of benefits
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(O’Leary 2000), generally seem to be the consequence of other difficulties that appear
during the implementation process. Other reported problems, in turn, appear to cause
further problems, such as system drawbacks or lack of business problem reengineering
(Kim et al. 2005, Kremers and van Dissel 2000, Wright and Wright 2002).

Prior research suggests that ES adoption considerations might differ depending on the
level of national economy development (Bingi et al. 2000; Huang and Palvia 2001). This
also applies to transition economies, i.e. countries in transition from a communist style
central planning system to a free market system (Roztocki and Weistroffer 2008b). In
particular, as suggested by prior research, ES adoption projects in transition economies
are strongly affected by financial and people-related problems and may go through a
different system lifecycle (Soja 2008, 2011a; Themistocleous et al. 2011). Taking into
consideration the scarcity of ES-related research in transition economies (Roztocki and
Weistroffer 2011b) it seems worthy to investigate how impediments to ES adoption occur
over the system lifecycle in transition economies and compare the findings with the
experience of developed countries.

This chapter seeks to address the above mentioned issues and tries to investigate
source problems in ES adoption projects across the ES lifecycle phases on the basis of
research conducted among ES practitioners in Poland, a transition economy from Central
and Eastern Europe. The particular research questions involved in this study can be
formulated as follows:

• What are the source problems in ES adoption over the system lifecycle?
• How do the occurrences of problems across the system lifecycle differ depending on

the level of national economy development?

The chapter is organized as follows. Next section gives an overview of previous research
that concern impediments to an enterprise system implementation. Then, the method‐
ology of research conducted among Polish practitioners is described and results of this
research are presented, discussed, and compared with similar research conducted in
developed economies. Finally, the implications for researchers and practitioners are
discussed and directions for future research are outlined.

2 Literature Review

Prior literature includes several studies that are dealing with difficulties in ES imple‐
mentation and are based on empirical research conducted among ES practitioners. The
enquired respondents include adopters (e.g. Kim et al. 2005, Kremers and van Dissel
2000, Themistocleous et al. 2001), experts representing system suppliers or consulting
companies (e.g. Soja 2008, Wright and Wright 2002), and representatives of both system
providers and adopters (Markus et al. 2000). The prior studies report issues having
various meaning and use varied categorizations which makes comparing their findings
difficult.

Different categorizations of problems used by prior studies illustrate the complexity
and pervasiveness of ES adoption projects. In particular, Kim et al. (2005) use the
categorization into so called areas that include: human resources and capabilities
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management, cross-functional coordination, ERP software configuration and features,
systems development and project management, change management, and organiza‐
tional leadership. Themistocleous et al. (2001) employs the categorization into mana‐
gerial and technical problems. Finally, Soja (2008) uses the classification of problems
into economic, technical, organizational, and social difficulties.

Table 1 summarizes the most important difficulties reported by prior research in
developed countries. The prior studies recognize mainly organizational problems
connected with time overruns and the alignment of organizational structure with ES.
They also acknowledge system deficiencies and lack of users’ involvement as the most
important impediments during ES implementation. Other important difficulties cover
mostly organizational issues connected with inter-departmental conflicts, change
management, and trainings. The extant research also indicates technical problems with
integration and system customization, point to impediments connected with costs, and
highlight problems related to user resistance.

Table 1. The most important difficulties to ES adoption reported by prior studies in developed
economies

Difficulties Study

Time over-run Kremers & van Dissel (2000), Themistocleous
et al. (2001)

Business processes not redesigned Kim et al. (2005), Wright & Wright (2002)

System drawbacks Kremers & van Dissel (2000), Wright & Wright
(2002)

Users not involved Kim et al. (2005), Wright & Wright (2002)

Inter-departmental conflicts Kim et al. (2005)

Organizational change expertise Kim et al. (2005)

Inadequate training Wright & Wright (2002)

Integration Themistocleous et al. (2001)

Problems with customization Themistocleous et al. (2001)

Cost over-run Themistocleous et al. (2001)

User resistance Kim et al. (2005)

Different research approach was applied in the study by Soja and Paliwoda-Pękosz
(2009) that investigates the causal relationships between problems and seeks to discover
the source problems in ES adoption, i.e. those impediments whose occurrences cause
other problems. It reveals the following source problems of ES implementation: knowl‐
edge of employees holding various positions in the adopter organizations’ hierarchy,
changes in the enterprise occurring during ES adoption, finance, enterprise structure, IT
infrastructure, data import and legacy systems, and training schedule.
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Among the above mentioned prior research works dealing with difficulties in ES
adoption, only the study by Markus et al. (2000) incorporated the system lifecycle into
the research approach. Their categorization includes the following four ES implemen‐
tation stages (Markus and Tanis 2000):

• Project chartering – making a key business decisions concerning the scope of the
project, budgeting, choosing system vendor, etc.

• The project – the main implementation phase with the purpose of getting system and
users “up and running”,

• Shakedown – stabilizing and incorporating ES in everyday operations,
• Onward and upward – deriving benefits from ES implementation.

It should be noted that the ES lifecycle has also other definitions in prior research works
(Soja 2011b, Themistocleous et al. 2011). In particular, Parr and Shanks (2000) divide
implementation process into 3 general phases: Planning, Project, and Enhancement.
Within the Project phase, they distinguish 5 sub-phases: Set up, Reengineering, Design,
Configuration and testing, and Installation. Ross and Vitale (2000) suggest 5 adoption
stages: design, implementation, stabilization, continuous improvement, and transfor‐
mation. The most comprehensive understanding of the ES lifecycle is defined by Somers
and Nelson (2004) who distinguish 6 implementation phases grounding their approach
in the six-stage model of IT diffusion (Cooper and Zmud 1990). The proposed stages of
ES implementation are as follows (e.g. Themistocleous et al. 2011):

• Initiation – a company justifies the need for adopting an ES system, chooses the actual
enterprise system, and defines business needs and goals,

• Adoption – during which the definition of the project takes place, the solution design
is created and project participants are selected,

• Adaptation – the main implementation stage where the project team translates the
solution design into reality,

• Acceptance – with the main purpose to deliver and run the system,
• Routinization – part of the post-implementation stage during which usage of ES is

encouraged as a normal activity,
• Infusion – part of the post-implementation period where the company experiences

the full potential of the ES operation.

The Somers and Nelson model’s strength consists in two last stages representing post-
adoption behavior. The presence of clearly articulated post-implementation stages helps
in capturing the whole complexity of ES adoption and prevents overlooking important
considerations of events happening after the system roll-out. Due to these advantages
the Somers and Nelson’s lifecycle model has been employed by this study.

Much of the literature dealing with ES implementations originates from and
describes application contexts in North America and Western Europe where most ES
developers are located and most implementations have occurred (Davison 2002; Soh
et al. 2000). In consequence, the existing literature mostly builds on the experience of
developed countries. However, prior research suggest that ES adoptions in transition
economies experience specific considerations which might be connected with various
environmental factors such as fast changing laws and regulations, strong governmental
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control, low and rising salaries, high demand for highly qualified workers, and contin‐
uous and fast economic growth (Roztocki and Weistroffer 2011b). ES adoptions in
transition economies, as compared to developed countries, seem to be affected to a
greater extent by financial and people-related problems (Soja 2008; 2011a). Also, ES
adopters in transition economies appeared to place greater emphasis on phased ES
deployments and expected higher levels of external support (Bernroider et al. 2011).
In addition, ES adoption projects may go through a different system lifecycle and might
require different roles of the project participants, as compared to developed countries
(Themistocleous et al. 2011). Hence, it would be interesting to compare the difficulties
experienced by Polish practitioners over the ES lifecycle with experiences of compa‐
nies from developed economies.

3 Methodology

In general, the authors’ intention was to work out the comprehensive list of impediments
to ES adoption success on the basis of information gathered from people located at the
source of issues investigated. To this end, the authors turned to practitioners who partici‐
pated in ES adoptions and hence experienced various difficulties during their adoption
projects. In order to meet the research goals and assumptions, a qualitative research
approach based on grounded theory proposed by Glaser and Strauss (1967) was adopted
with interviews employed as a data-gathering method.

The researchers decided to use open-ended questions, rather than employing a
predefined list of possible benefits developed from the prior literature. This was done in
order not to suggest the answers and to allow the respondents to express their opinions
in an unconstrained way. The respondents were asked to specify the most important
problems that occur during their ES adoption projects and express their opinions
regarding the causes of each problem enumerated. For each discussed issue, the respond‐
ents were asked to point the phase of the ES lifecycle during which the problem occurred.

Data have been gathered from 82 ES practitioners from Poland who represented
companies of various sizes, operating in a variety of industries, and implementing a wide
range of ES systems. The data was interpreted and classified by the authors who
performed their own open and axial coding (Corbin and Strauss 1990). The researchers
adopted a ‘bottom-up’ approach to coding data and developed coding schemes induc‐
tively, grounding the examination of emerging issues in the data. In particular, in the
process of open coding, statements given by the respondents were compared and
analyzed in the search of similarities and differences, and were assigned labels. During
this process the basic categorization of impediments emerged and tentative categories
and subcategories were created. Next, in the process of axial coding, categories and
subcategories were inspected and verified, categories were related to their subcategories,
and the relationships were tested against data.
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In order to discover the source problems, in the first step, a causal map of interrela‐
tions among problem categories has been worked out on the basis of the respondents’
declarations as regards problems and their possible causes. In the next step, potential
source problems have been selected following the rule that a potential problem (repre‐
sented by a problem subcategory) was not reported as the consequence of other problems
outside the category. In the last step, building on the two abovementioned rules, the list
of source problems has been proposed. For more details regarding the applied analytical
procedure see (Soja and Paliwoda-Pękosz 2009).

The distribution of problems cross the system lifecycle in Polish companies was
compared with the study of Markus et al. (2000) who analyzed this issue in companies
that operate in developed economies. On the basis of this comparison some conclusions
were drawn concerning the influence of the level of a country economic development
on the nature of problems and their distribution across the ES lifecycle.

4 Data Analysis and Discussion

4.1 Problem Categories

As a result of data analysis, 45 problems have been identified. These problems are
represented by subcategories and have been categorized into 9 problem categories. The
discovered problem categories are as follows:

• Employees – problems connected with employees’ skills and negative attitudes such
as fear, reluctance, lack of system acceptance, habits, and not sufficient knowledge,

• Enterprise – difficulties related to changes in the adopting company, its financial
condition, organizational structure, experience, preparation for the project, and coop‐
eration with a vendor,

• System – problems connected with the enterprise system solution, its errors, effi‐
ciency, level of complexity, and communications across modules,

• IT infrastructure – difficulties related to network and hardware infrastructure needed
by the enterprise system, and incompatibility of IT infrastructure with the imple‐
mented system,

• System misfit – problems with lack of fit between the company and the enterprise
system, its customization and functional deficiency,

• System replacement – difficulties related to existing legacy systems and data import,
• Training – problems connected with trainings’ scope and schedule and cooperation

with the vendor,
• Implementation process – difficulties related to the project definition, duration time,

and involved participants,
• System vendor – problems with the vendor’s lack of sufficient resources and prob‐

lems with implementation consultants.
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4.2 Problems Across the ES Lifecycle

The distribution of problems across the enterprise system lifecycle is presented in
Table 2. The bars in the table depict problem occurrences in appropriate phases as
declared by the respondents.

Table 2. Problem categories across the enterprise system lifecycle

Group\Phase
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Employees 20 11 30 12 15 15

Enterprise 13 6 9 10 12 3

System 5 1 14 9 6 14

IT Infrastructure 15 5 15 16 5 7

System Misfit 6 4 14 5 8 13

System Replacement 7 14 4 2

Training 5 3 13 5 6 7

Implementation Process 8 5 9 1 3

System Vendor 2 1 5 3 2

All 81 36 123 62 60 61  

The largest number of problems was reported during Adaptation phase and during
Initiation. Overall, in all phases, the most recognizable problems seem to be connected
with employees, either directly or indirectly, such as through the category Training.
Problems connected with the general enterprise condition were especially visible
during Initiation and Routinization. Issues connected with the system were the most
recognizable during Adoption and Infusion. Problems connected with IT infrastructure
were noticeable in all phases with the stronger visibility during phases: Acceptance,
Initiation, and Adaptation. System misfit revealed itself mostly during Adaptation and
Infusion. Finally, issues connected with the system replacement, trainings, and imple‐
mentation process were mostly visible during Adaptation phase. The distribution of
problems and problem categories across the ES lifecycle is presented in Table 3. The
subcategory [general], which appears in categories System Misfit and Training, encom‐
passes problems that were formulated by the respondents in a general way, not referring
to any individual items but only addressing the broader category of impediments.
Examples of such opinions include “Bad system fit to the company needs” and “Prob‐
lems with trainings”.
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Table 3. Problems and problem categories across the enterprise system lifecycle

Group\Phase
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Employees 2 0 1 1 3 0 1 2 1 5 1 5

fear

reluctance

computer skills

habits

knowledge

skills

lack of system acceptance

Enterprise 1 3 6 9 1 0 1 2 3

changes

project

finance

preparation

structure

cooperation with vendor

System 5 1 1 4 9 6 1 4

errors
communications across 
modules

IT infrastructure 1 5 5 1 5 1 6 5 7

network infrastructure

inadequate hardware

incompatibility

System Misfit 6 4 1 4 5 8 1 3

[general]

functional deficiency

customization

System Replacement 7 1 4 4 2

data import

smooth replacement

legacy systems

Training 5 3 1 3 5 6 7

schedule

[general]

cooperation with vendor

scope

Implementation Process 8 5 9 1 3

duration time

employees

project definition

project manager

System Vendor 2 1 5 3 2

lack of time

consultants

Note: Bullets represent the level of problem occurrence reported by the respondents:  – high,  - medium low 
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In the problem category connected with employees, the most frequently listed are
those connected with fear and reluctance towards a new system and towards changes
caused by the new system. These problems were visible mostly in Initiation and Adap‐
tation phases. Problems with skills manifested themselves mainly in Acceptance phase.

In the problem category related to the enterprise, difficulties connected with
conducting necessary changes in the company were the most visible with a special
emphasis on Adaptation and Acceptance phases. During Initiation phase, the imple‐
mentation design played the most significant role. Financial problems appeared in all
phases with the exception of Infusion phase. The problems connected with the adjust‐
ment of the company structure to the new system requirements revealed themselves
during Adoption and Routinization phases.

Problems connected directly with the new system errors were visible at all stages
except for Adoption phase. Further, problems with communication between system
modules revealed themselves mostly during Acceptance phase.

Network infrastructure seemed to be the most identifiable problem in the IT infra‐
structure problem group. Interestingly, network-related problems were assigned to all
phases, whereas hardware incompatibility was mostly noticeable during Initiation and
Adaptation phases.

Among problems with the system misfit, the most evident were general problems
connected with the lack of system fit to the enterprise needs and these difficulties were
mostly recognizable during Adaptation phase. Lack of system functionality was visible
mostly during Infusion, while problems with customization ran though all phases; none‐
theless, they seemed to be noticeable to a lesser extent.

4.3 Source Problems Across the ES Lifecycle

As a result of data analysis, from among 45 problems discovered, 20 difficulties have
been elicited as candidates for source problems, i.e. those being the causes of other
impediments. Table 4 presents the distribution of these source problems across the
enterprise system lifecycle phases.

Among the source problems, the most significant category of difficulties is connected
with the system and denotes system errors and too high level of system complexity.
These impediments revealed themselves during all phases of the system lifecycle except
for Adoption phase and are the most strongly noticeable during Adaptation and Infusion.
The problems connected with the system are followed by the difficulties connected with
employees (fear, habits, knowledge) that appeared in all phases with the special
emphasis on Initiation and Adaptation. Network infrastructure and inadequate hardware
manifested themselves in all phases and were the most visible during Acceptance. Diffi‐
culties with data import, other problems connected with legacy systems, inadequate
training schedule, and limited finance revealed themselves mainly during Adaptation
phase.
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Table 4. Source problems across the enterprise system lifecycle

Group\Phase
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System
errors
too complicated
Employees
fear
habits
knowledge
IT infrastructure
network infrastructure
inadequate hardware
Enterprise
changes
finance
structure
cooperation with vendor
lack of experience
needs
System Replacement
data import
legacy systems
Training
schedule
System Misfit
customization
System Vendor
lack of sufficient resources
Implementation Process
project definition

Note: Bullets represent the level of problem occurrence reported by the respondents:  – high,  - medium low
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4.4 Comparison with Prior Research in Developed Economies

In order to perform the comparison of the current study’s results with prior research
conducted in developed economies the study by Markus et al. (2000) was chosen.
However, since the Markus et al. study was based on a different classification of ES
lifecycle stages, the mapping of the two employed lifecycle models was needed. The
mapping is presented in Table 5.

Table 5. Mapping of ES lifecycle phases

Lifecycle stages proposed by
Cooper and Zmud (1990)

ES lifecycle stages proposed by
Markus et al. (2000)

Initiation
Adoption

Project chartering

Adaptation
Acceptance

The project

Routinization Shakedown

Infusion Onward and upward

In Table 6 the results of comparison are summarized. The bullets denote different
levels of problem occurrences across the ES lifecycle, while the examined phases of the
lifecycle are listed in columns. Additionally, sub columns marked with PL concern
Polish respondents and sub columns marked with Dev relate to respondents from devel‐
oped economies.

The findings illustrate the similarity of problem perception in the chartering phase
as regards factors: culture resistant to change, lack of result orientation in the business,
and lack of top management support. In the project phase, the similarly perceived prob‐
lems are mainly connected with system integration, cutting end-user training, data
quality, consultants, reports, and business process reengineering (BRP). Problems with
fragile human capital were perceived by both Polish and developed economies-based
practitioners in project and onward phases; however, their intensity varied. It is also
noticeable that in Polish companies the human capital-related problems were spread
throughout the whole lifecycle.

The majority of problems which were significant for practitioners from developed
economies but were not perceived in Polish companies accumulated in the project stage.
This group of problems included inadequate testing, personnel turnover, cutting scope
of the project, and problems connected with software modifications. Problems specific
to industrialized countries that occurred in shakedown phase concern decreased
performance of business processes. For the last onward phase, the developed economies-
specific problems include disappointing business results, migration problems and
unknown business results.
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Table 6. Mapping problems reported by polish ES practitioners onto difficulties in developed
economies (based on Soja and Paliwoda-Pękosz (2013b))

  

Problem \ Phase 
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nw
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 PL Dev PL Dev PL Dev PL Dev 

lack of results orientation in the business ◑ ●       
culture resistant to change ● ● ●  ◑  ◑  
lack of top management support ○ ●       
system integration ◑  ● ● ○  ○  
implementation consultants ○  ○ ● ○  ○  
cutting end-user training ◑  ● ● ○  ○  
inadequate testing    ●     
BPR (not first improving business 
processes where this needs doing) ○  ○ ● ○    
data quality ◑  ◑ ● ○    
reports   ○ ●   ○  
software modification    ●     
personnel turnover    ●     
emphasis on functional perspective    ●     
inappropriately project scope cutting    ●     
system performance ○  ●  ○ ● ◑  
decreased performance of business 
processes    ●   
disappointing business results        ● 
fragile human capital ●  ● ○ ◑  ◑ ● 
migration problems    ○    ● 
unknown business results        ● 
IT infrastructure ◑  ●  ○  ○  
system-misfit ◑  ●  ◑  ◑  
company financial and organizational 
condition ○  ◑  ○  ○  
legacy systems replacement ○  ◑      
problems with implementation process 
(duration time, participants, project 
definition) 

◑  ◑  ○    

trainings scope and schedule ○  ○  ○  ○  
legal regulation and situation in industry ○  ○      

Note: Bullets represent the level of problem occurrence reported by the respondents: ● – high, ◑ - medium ○-low 
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It should be noticed that some problems reported in developed economies only in
one phase were spread across the whole lifecycle in Polish companies. This group of
problems mainly includes culture resistant to change, problems with system integration,
consultants, and cutting end-user training.

It is noticeable that Polish respondents tended to focus on the system-related issues,
which was manifested in unique reporting of problems with IT infrastructure, system-
misfit, and legacy systems replacement. They were also concerned about financial and
organizational condition of their companies and adequate training throughout the whole
ES implementation lifecycle. The group of difficulties uniquely reported by the Polish
respondents is complemented by problems having their roots in the company’s envi‐
ronment and connected with changing legal regulations and situation in industry.

To sum up, practitioners from developed economies seem to focus on business-
related issues as opposed to Polish companies that were influenced mostly by system-
related problems. Problems in companies based in Poland tended to spread over the
whole lifecycle and affect companies to a greater extent than in developed economies.
Specifically, the results illustrate that constant care is required as regards to cooperation
with the system vendor. This finding supports the results of Themistocleous et al. (2011)
suggesting that in transition economies different rules of collaboration between ES
adopters and providers may exist.

The current study results suggest that special attention should be paid to group of
problems connected with system migration, such as migration problems and legacy
system replacement. These problems are most visible in project phase. Both analyzed
groups of respondents reported these problems but they seem to have different back‐
ground depending on country-related context. Polish companies migrate mainly from
legacy systems to enterprise systems whereas companies in developed economies
update an enterprise system to the newest version or migrate to another brand of the
system. This corroborates the prior research findings suggesting that companies in
transition economies were in the first wave of ES adoption whereas companies from
developed economies experienced second or even third wave of ES adoption
(Lukman et al. 2011; Shanks et al. 2003; Stein and Hawking 2003).

5 Implications

The results of this study have several implications for practitioners dealing with ES
implementations. The particular beneficiaries of this study’s outcome are managers
running the ES adoption projects or planning to implement an enterprise system. The
implications for practitioners are formulated in the following.

• Practitioners should pay special attention to Adaptation as this phase appears to be
the most difficult stage of the project. Nonetheless, the results suggest that practi‐
tioners should be watchful during the whole system lifecycle, even during the very
last phases of the project when they might have expected less difficulties as the new
system exploitation should reach its full potential at this stage.

• Managers should be aware that the right system choice is crucial for the whole
implementation process. Although the system errors reveal themselves most
frequently only in Infusion phase, the system should be thoroughly tested before the
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final decision about the particular system choice is made. By following this rule the
managers would have possibility to opt for another system solution in case of serious
system-related problems.

• Special attention should be paid to employees’ training, starting from the very begin‐
ning of the implementation project in order to minimize the employees’ fear of the
new system and to change systematically their habits. The trainings should involve
appropriate participants and training schedule should be prepared carefully.

• The necessity of adjusting IT infrastructure to the new system needs may cause
problems not only during Initiation but also during other phases, with a special
emphasis on Acceptance phase. This illustrates the necessity to carefully consider
the technical details of ES implementation during Initiation phase.

• Managers should be prepared for problems connected with data import from legacy
systems in Adaptation phase. In order to minimize these problems, the process of
transferring data from legacy system should be carefully prepared in advance,
presumably in Initiation phase.

• It might be anticipated that the nature of problems and their distribution over the ES
lifecycle may change in Polish companies as the economic environment in Poland is
shifting towards the more developed market. The predicted change refers first and
foremost to an expected greater emphasize placed on business-related issues instead
of system-related considerations.

On the basis of conducted research we may also formulate some implications for
researchers conducting studies in enterprise systems domain. The main implications for
ES researchers are formulated in the following.

• There is a necessity to incorporate the system lifecycle into ES research in order to
gain a full insight into ES adoption considerations. As illustrated by the current study,
such an approach might be beneficial to a comprehensive analysis of enterprise
system adoption problems.

• It is important to adopt a research framework which fits the research context. The
current study illustrates that by the application of an adequate research approach the
investigators might avoid the risk of overlooking important considerations of ES
adoptions.

6 Limitations and Future Research

The main limitation of this study’s findings refers to their transferability, which is
connected with the fact that the research data concerned only Polish enterprises. There‐
fore, the generalization of findings should be done with caution. Poland is a transition
economy, i.e. an economy which is experiencing fast changes from centrally planned
economic system to a market driven system (Roztocki and Weistroffer 2008a, 2011a).
In consequence, this study’s findings might possibly be applied to the countries that are
undergoing economic transformation and belong to the same geographical region, i.e.
Central and Eastern Europe. This limitation indicates a promising avenue for future
research which might be connected with expanding the research sample and performing
a cross-country analysis.
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In the recent years a change in approach to enterprise system modeling and enterprise
system design has been noticed and is particularly connected with Service Oriented
Architecture (SOA), Software as a Service (SaaS) model, and cloud computing
(Demirkan et al. 2010, Linthicum 2009). Researchers have started to explore potential
benefits of these new paradigms (e.g., Spillner et al. 2013, Wang and Xu 2013) and
companies have begun to apply them (Miranda 2013). Nonetheless, these innovative
models bring new challenges to enterprise system adoption and it would be interesting
to explore which considerations of enterprise system adoption will remain important
and which will lose significance. However, enterprise system solutions that follow SaaS
and SOA are still in the early stages of development, especially in Poland where new
information technologies are usually adopted later than in developed countries (Soja
2011a, Soja and Paliwoda-Pękosz 2013b). For this reason, investigating SaaS- and SOA-
based enterprise system adoptions in less developed economies seems an interesting
path for future research.

7 Conclusions

The chapter analyzed the impediments across the system lifecycle in Polish companies
and compares them with distribution of problems in companies that operate in developed
economies. To this end, the Cooper and Zmud’s six-stage model of IT diffusion has been
employed and classification of problems developed previously by the authors. The main
findings suggest that Adaptation phase seems to be the most difficult with the highest
number of impediments perceived by the respondents. Among these difficulties, prob‐
lems connected with employees appeared the most significant. The analysis of source
problems occurrence over the lifecycle yielded valuable implications for managers who,
firstly, should be aware of the crucial role of choosing the right, error-free system solu‐
tion which should have been thoroughly tested during the initial phase of the project.
Second, managers should be aware of the need for preparing appropriate training
schedule in order to minimize future problems connected with employees. The third
important issue resulting from this study relates to the necessity of careful preparation
of the IT infrastructure adjustment and data import from legacy systems during Initiation
phase in order to minimize potential problems in subsequent stages.

The comparison of problems reported by Polish practitioners with difficulties expe‐
rienced in developed economies revealed some similarities in problem perception,
mainly during the first organizational stage of ES implementation, concerning lack of
result orientation in the business and lack of top management support. Nonetheless, the
achieved results suggest that differences are more significant. Firstly, in companies that
operate in developed economies, a shift from system-related problems to business-
related problems was noticeable over time, whereas companies in a transition economy
tended to struggle mainly with system-related issues throughout the whole system life‐
cycle. Secondly, people-related problems were visible mostly during the chartering
phase in both studies; however, they were also recognized during other phases of ES
implementation by Polish practitioners. Similarly, training problems recognized mostly
in the project phase were also noticeable in other phases in Poland. Finally, there
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appeared problems specific for Polish companies, e.g. difficulties connected with finan‐
cial and organizational condition, mostly visible during the project phase, and problems
with the implementation project management emphasized greatly in the chartering
phase.
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Abstract. Information Technology (IT) offshoring is changing the way IT
departments are run and organized by organizations. Enterprise Resource Plan‐
ning (ERP) applications are changing the way organizations run their businesses.
Both are seminal trends which bring along with their associated benefits to organ‐
izations. However, both IT offshoring and ERP implementations are loaded with
risks. When IT offshoring and ERP implementations happen together, the risks
get compounded. This paper presents the critical success factors of offshoring
ERP implementations. The study is an exploratory and qualitative study that starts
with in depth interviews and concludes with a focus group discussion. The find‐
ings reveal that six factors are critical in offshoring of ERP implementations,
namely communication & culture, offshoring partner, organization change
management, project management, team skills and work & team distribution. The
scope of the study was restricted to offshoring happening from Europe to India
and the focus was on large offshoring engagements.

Keywords: Enterprise resource planning · Implementations · Offshoring ·
Europe · Critical success factors

1 Introduction

Information Technology (IT) offshoring and Enterprise Resource Planning (ERP) appli‐
cations are two technology related trends that started around the same time during the
1980’s. Both these trends hold potential for tremendous benefits. With IT offshoring the
value chain that delivered IT services got transformed and became global. IT offshoring
has tremendous benefits and has become an industry changer. However, offshoring has
its share of risks and uncertainties. ERP systems integrate the various business processes
across the organization. ERP holds a lot of allure as they bring efficiencies in businesses
processes, better decision making and also provide a platform for business innovation.
However, even after decades of existence, ERP implementations are still fraught with
risks and failures. Against this background, there are organizations that are trying to
combine IT offshoring and ERP implementations by offshoring parts of ERP imple‐
mentations. This opens up immense possibilities of gains but at the same time risks get
pronounced as both ERP implementations and offshoring are fraught with uncertainties.
In the past, various studies were carried out on critical success factors of IT offshoring
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and likewise multiple studies were conducted on critical success factors of ERP imple‐
mentations, separately. This paper focuses specifically on the cusp of IT offshoring and
ERP implementations, It is in this context that this study has been conducted on critical
success factors for offshoring of ERP implementations from Europe to India.

2 Foundation and Related Research

Offshoring is defined as provision of organizational products and services from locations
in other countries, whether they are actually overseas or not [11]. Offshoring is not
something new. It has its roots in the outsourcing waves triggered by industrial revolu‐
tion [10]. Offshoring started in manufacturing but soon spread to services. With the
advent of digitization, there were certain services that could be digitized and electroni‐
cally sent over distances, and this led to offshoring of services in the area of IT.

Advantages of IT offshoring range from cost benefits, to accessibility to a larger
talent pool, to focus on core competency etc. However, advantages apart, IT offshoring
is risky [39], and hence studies have been undertaken to understand IT offshoring
better. Studies have been undertaken that have helped develop frameworks and models
around offshoring [36, 40, 48], viewpoints on the role of trust in outsourcing [1], the
mindset changes needed [2] and very detailed studies that help understand offshoring
better [5, 15, 21, 38]. Offshoring brings along with issues & impediments [23], risks
and co-ordination problems [28]. Offshoring is a decision that will be taken by the
senior management, but the middle management that has to make it happen, will not
share the same vision and enthusiasm for offshoring [25]. Offshoring is fraught with
uncertainty [8]. To reduce uncertainties, some organizations try taking the middle path
where offshoring is done but not outsourcing [27, 31]. In offshoring, there could be
factors like culture, time zone, knowledge, language, infrastructure, offshoring back‐
lash etc. that could jeopardize offshoring [16, 26]. There are studies focused on
studying the critical success factors of offshoring like customer interaction skills,
business process skills, ERP package skills etc. [32]. And as IT offshoring matured,
organizations are going in for offshoring of more and more complex IT services. What
started as offshoring of low end coding work has come a long way and today, in spite
of the inherent risks of offshoring, we see parts of ERP implementations also getting
offshored.

Like IT offshoring, ERP also has generated a lot of interest as ERP too bring both
benefits and risks. ERP is defined as a technology strategy that integrates a set of business
functions like finance, human resources, purchasing and operational aspects, such as
manufacturing or distribution, through tight linkages from operational business trans‐
actions to financial records. An ERP can also provide analytic applications based on the
transactional data set that is generated by the functionality contained within the suite.
Most ERP solutions enable the flow of information across the organization, in end-to-
end business processes, through a comprehensive set of interconnected modules [18].

ERP applications have advantages and bring to the organization not only the benefits
of integration, operational efficiencies, better decisions but also gives organizations an
opportunity to relook, and transform their business process [32]. ERP systems are
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expected to reduce costs by improving efficiencies through computerization and enhance
decision-making by providing accurate and timely enterprise-wide information [30].
They reflect an innovative business strategy, as ERP adoption involves business process
improvement, best practices implementation, intra enterprise integration and inter-
enterprise coupling [20]. The lure of these benefits is such that more and more organi‐
zations are leaving custom built applications and going for readymade and configurable
ERP applications. However, ERP packages are complex to implement. The failure rates
are high and not many organizations are able to deploy them successfully. Various
studies have been conducted and though the exact percentage might differ but almost
fifty per cent of ERP implementations do not deliver the results expected from them. In
the Gioia [14] survey, 51 per cent viewed their ERP implementations as unsuccessful.
The Conference Board Survey interviewed executives in 117 companies that attempted
ERP implementations and 40 per cent of the projects failed to achieve their business
case within one year of going live [9]. Given the challenges and failures in ERP imple‐
mentations, critical success factors for ERP implementations have been an object of
research over the decades. Early research on ERP implementations looked upon the
critical success factors from the perspective of their being strategic or tactical [19]. Study
has also been done to find out the success factors that are more relevant to ERP projects
as compared to a regular IT projects or general projects. In this study it was found that
for ERP projects, critical success factors are cultural changes, business changes,
managing consultants, managing conflicts and staff retention [35]. Some of the studies
have specifically focused on singular dimensions of critical success factors like impor‐
tance of change management in ERP implementation [47] and expound on how change
management is the key. Geography centric researches have been done to capture the
impact of local factors. For ERP implementations in China, critical success factors were
identified explicitly [17, 50]. Likewise, there have been similar studies done for ERP
implementations in Mexico [13] and India [45]. Further studies of critical success factors
have been done against a backdrop of classical management theory as well [4]. Over the
years for ERP IMPLEMENTATIONS various dimensions like the barriers [29], organ‐
ization structures [12], quality issues [24], communication effects [49], consultant selec‐
tion [43], software selection [41], leadership [34], planning and control [42] etc. have
been the object of research. In all these studies there is a bevy of critical success factors
that come into play starting from top management support, goal, objective, vision, user
knowledge & training, project management to inter departmental conflicts etc. [3, 6, 7,
22, 32, 37, 44, 46, 50].

So it can be aptly concluded that both ERP and offshoring are two seminal, business
relevant trends and their importance cannot be underestimated. Against this backdrop,
there are organizations that are trying to marry ERP implementations and offshoring.
This opens up immense possibilities of gains but at the same time risks get compounded
as both ERP implementations and offshoring are fraught with uncertainties. It is in this
context that this study has been conducted on critical success factors for offshoring of
ERP implementations.
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3 Research Approach

This study takes a qualitative and exploratory approach that entails in-depth, semi struc‐
tured interviews with “ERP and offshoring experts” to elicit the success factors in
offshoring of ERP implementations. These “ERP and offshoring experts” were ERP
program managers who had played a key leadership role in ERP implementations
involving offshoring. Thirty such ERP and offshoring experts were interviewed as a part
of this study. Since the scope of study is Europe, and India being a prominent offshoring
location, hence the scope has been restricted to ERP implementations in Europe, with
the offshoring location being India. Further given the prominence of “offshored
outsourced” scenarios vis-a vis “offshored insourced” scenarios, scope has been
restricted to “offshored outsourced” scenarios and not “offshored insourced” scenarios.
Also, ERP is a generic name that sometimes gets loosely defined to include small busi‐
ness packages as well. Hence the scope of study has been restricted to include the tradi‐
tional ERP offerings from the stable of SAP and Oracle. These two companies are the
major ERP product players and between them control more than 50 per cent of the
market. Lastly, the focus has been on large ERP offshoring engagements that have an
offshoring team of at least 100 personnel.

The questions were open-ended and followed a flow which started with “introductory
questions” to introduce the objective of study, and also to bring to the fore, background
of the interviewee. This was followed by the “transition questions” which moved the
interview into the broad scope of study. Next were the “key questions” that drove deep
into details and elicited insights and perspectives. Finally it was the “ending questions”
which were used to summarize and bring closure to the discussion.

Semi structured interviews were recorded. Subsequently the recordings were
analyzed and researcher coded the data. Further the coded data was analyzed and
summarized to elicit the themes/critical success factors from each interview. Lastly the
themes/critical success factors of the individual interviews were tabulated, and each
theme/factor was weighed by counting the number of respondents who expressed the
same or similar themes/factors.

To ensure reliability and validity of the findings from interviews, the interviewees
were encouraged to compare the interview findings with documents from the project
(monthly status reports, quality gate reports, steering committee minutes etc.). Likewise
member checking was done where results from qualitative study were returned to the
participants for verification. Also in the entire process of research, an independent ERP
expert was involved to review the process and output of the study. The duration of each
interview was to the tune of an hour. There was an additional follow up round of inter‐
view which used to typically last half an hour where interviewees were presented the
outcome of the interview.

To refine the findings of the interviews further, a focus group discussion was organ‐
ized where the critical success factors elicited from interview were tabled, discussed and
finalized.
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4 Research Findings

Critical success factors are defined as the limited number of areas in which results, if
they are satisfactory, will ensure success [33]. In the context of offshoring of ERP
implementations, they can be defined as the factors needed to ensure successful ERP
offshoring. The critical success factors have come out well and capture a broad spectrum.
Some factors were macro factors like the choice of offshoring partner itself and some
factors were micro factors like work & team distribution. The full list of critical success
factors that came out prominently as a consequence of in depth interviews and the focus
group discussion, are given below.

• Communication & Culture
• Offshoring Partner
• Organization Change Management
• Project Management
• Team Skills
• Work & Team Distribution.

Communication and Culture. Good communication is very important in offshoring.
Offshoring has teams at onsite as well as at offshore and communication with clients at
onsite happens both in person as well as in the remote mode. In case of remote commu‐
nication between clients at onsite and offshore teams in India, the communication chal‐
lenges aggravate. To surmount these challenges, emphasis is given on communication
and collaboration infrastructure like telephones, audio conferences, video conferences,
instant messengers/chats etc. Further, offshoring location being India meant personnel
of offshoring vendors had mostly Indian personnel. Indians have a reasonable fluency
in English, but do not know the other European languages like French, German, Spanish,
Dutch, Italian etc. Proficiency in vernacular languages is important to succeed in Europe.
Further, good cultural understanding was emphasized by many as otherwise errors of
context come in and things could be interpreted differently. European client personnel
could be seeing a deadline much more rigidly than his corresponding counterpart in the
offshoring company. The mannerisms, propriety vary from culture to culture and
depending upon the culture the acceptable viewpoints around work life balance, outlook
towards work etc. Cultural understanding and sensitivity is required on both the client
side as well as the vendor side.

Offshoring Partner. Offshoring is all about working with an offshoring partner and
hence the importance of offshoring partner as a critical success factors. The senior
management of the offshoring partner should be committed to the offshoring engage‐
ment. Some interviewees were of the opinion that to get the right commitment from
offshoring partner, it is important to have a CXO connect in the offshoring partner
organization. Different offshoring partners have different strengths. So it was paramount
that the offshoring partner had strong Europe focus. Most of the Indian offshoring part‐
ners have a focus on North America but not so much on Europe. Likewise not all
offshoring partners have strong ERP package practices. Most of the offshoring partners
have non package strengths which focus on custom code development and maintenance.
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Also the partner should have the ability to increase the number of personnel and intro‐
duce new ERP skills at short notices. One of the reasons why customers go in for
outsourcing is that customers themselves cannot run a full-fledged ERP practice and
hence this scalability is an expectation from the offshoring partner. There are two aspects
of scalability – onsite and offshore, the former being especially challenging. Onsite
scalability is the capability of the offshoring partner to quickly deploy skilled personnel
at onsite with the right work visas/work permits. The ability of a vendor to get the right
work permits for its personnel is important. Personnel with Indian offshoring partners
are mostly Indian passport holders. Indian passport holders need to go through elaborate
visa procedures for most of the European countries, unlike personnel from western
countries. So lead time involved becomes more. Thus to conclude, the choice of the
offshoring partner plays an important role in the success of an offshoring engagement.

Organization Change Management. ERP changes the way businesses are organized.
IT offshoring changes the way IT departments are organized. So when ERP and IT
offshoring came together, substantial organization change management effort is required
to make it a success. Some interviewees stressed that senior management support is
required to make change management a success. Not only should the senior management
support be there, but this support should be there in a very visible manner. At times, the
negative consequences of offshoring can be as serious as retrenchment. If left alone, at
the working level, seeing a fellow worker exit or a working relationship getting severed
is painful and workers can take steps detrimental to offshoring. Senior management
focus should be to re-skill and redeploy rather than outright retrenchment.

Project Management. While project management is a must for any successful project,
in case of offshored ERP implementations there are extra project management overheads
as work has to be split, sent to offshore, monitored, and delivered from offshore. The
accomplishment of these aforementioned activities becomes even more daunting as
teams are in different time zones and are geographically disparate. This calls for a dedi‐
cated focus on project management to ensure that offshoring activities dovetail into the
larger ERP implementation project plan. Since the offshoring work is interwoven
between client and offshoring partner, project management has to be a priority item for
both the client and offshoring partner organization. In the research, what also came to
the fore was that offshoring vendors based in India were more oriented towards PMP
framework as compared to Prince2 framework. However in Europe, it is Prince2 meth‐
odologies that are more prevalent.

Team Skills. Team skills like business process skills, ERP package skills, requirement
elicitation skills were accorded importance by most of the interviewees. Interviewees
emphasized on business process skills which were dependent upon the industry of the
client organization. The need for offshore to talk business process language came to the
fore. Since it was mostly technical work that was getting offshored, the offshore
personnel were mostly technical with little business process knowledge, whereas when
the requirements were coming from client/onsite, it was from personnel who understood
business processes & hence were unfamiliar with technical language. Further even when
the vendor personnel had business process knowledge, it had to be grounded in the
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context of local statutory laws and rules. Also, since the business process are to be
mapped on to the ERP package, hence good skills in the ERP product are important. It
is important to know the base functionality of the ERP product and also the way ERP
product could be configured with minimal customization to meet the customers require‐
ment. Another type of skill that was emphasized was the requirement elicitation skills.
Requirement elicitation has to be efficient so that requirements elicited are crisp, detailed
and well documented.

Work and Team Distribution. ERP offshoring calls for well thought of decisions
around work & team distribution between onsite and offshore. Prudence has to be exer‐
cised at the time of deciding what has to be offshored. It was reasoned by interviewees
that it is easier to offshore technical (programming) work as compared to functional
work. Requirement elicitation is best done onsite whereas the downstream technical
work in terms of technical design, coding/configuration, unit testing is best done
offshore, before the work again gets pushed to onsite for integration testing, user accept‐
ance testing, cutover and go live activities. Further the right split of personnel between
onsite and offshore plays a key role in success of ERP offshoring. Excessive offshoring
can make the entire engagement extremely risky. A over staffed onsite can lead to erosion
of offshoring benefits. For successful offshoring a healthy but lean presence of personnel
is required at onsite, who can co-ordinate and route artifacts between client and the
offshore team. Onsite team also provides same time zone response and doubles as a
quick response team. So compromising with onsite staffing beyond a certain level is not
advisable in the interest of the success of ERP implementation offshoring.

5 Conclusion

The critical success factors elicited adequately represented the areas that need to be
focused on for ensuring success in offshoring of ERP implementations. After the semi
structured interviews the critical success factors were ten but the focus group discussion
helped to consolidate and group these factors into a manageable six factors. These factors
ranged from soft issues like communication & culture to hard skills present within the
team like ERP skills, business process skills & requirement elicitation skills. Some of
the factors were organization level factors like offshoring partner and organization
change management. There were also detail oriented factors like work & team distri‐
bution. And offshoring of ERP implementations being the quintessential projects they
are, project management also came as a factor.

Some of the critical success factors are client specific, some are vendor specific and
some are both client and vendor specific. Organization change management is a client
specific critical success factor. Offshoring partner is a vendor specific critical success
factor. Critical success factors like communication & culture and project management
are both client and vendor specific. Team skills, and work & team distribution are
predominantly vendor specific but clients can also have a say in these critical success
factors.

During the interviews, influencers like infrastructure (connectivity infrastructure
etc.), did get mentioned but stopped short of being critical success factors. Experts
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unanimously felt that given the advancements in infrastructural technologies like VPN
lines, dedicated leased lines etc., this was no longer a risk.

Within communication, language came up prominently. Language is one of the
primary reasons why countries in Eastern Europe are coming up as offshoring locations
and giving Indian offshoring vendors stiff competition. Many of the Indian offshoring
vendors have set up offshoring centers in Eastern Europe.

This study has concluded well but there lies scope for future research. The research
has potential to be extended along the lines of various industries like banking, manu‐
facturing, utilities, retail etc. There could be industry specific differences or common‐
alities that would help enriching the understanding. Further the above is a qualitative
study and there is room for taking up a downstream quantitative study which can extend
the qualitative study undertaken so far.
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Abstract. This paper seeks to examine how a case company exploits new staffing
procedures and enterprise system (ES) functionalities in order to improve allo‐
cation and control of project resources. The paper relies on qualitative data
collected through an in-depth case study in a large European high-tech company
over a period of one and a half years. In order to understand the system usage in
the case company the paper employs institutional theory and Orton and Weick’s
concept of coupling. By combining the concept of coupling with the elements of
system usage - work assignment, user, and system –, the paper explains why
system usage differs between organizational units. Findings show how the use of
new ES functionalities is influenced by features of organizational unit, features
of work assignment, individual characteristics as well as target customer. The
paper also recommends selective system use in a knowledge-intensive project
organization.

Keywords: Competence catalogues · Enterprise systems · Knowledge-intensive
organizations · Coupling · Project management · Staffing

1 Introduction

Companies are seeking new ways to create and capture value. One important way to
increase value in the organization is to innovate new business models and concepts. The
challenge is to efficiently combine structures and procedures that enhance innovation
with tools that support allocation and control of resources. In order to find a balance
between these often competing objectives companies may implement integrated matrix
organizations, common procedures and new enterprise system (ES) functionalities. By
standardizing internal procedures and by mandating enterprise system use in organiza‐
tional units, a company’s management aims to allocate and control resources more
efficiently.

In this paper an enterprise system is defined as a software package that “enables the
integration of transaction oriented data and business processes throughout an organiza‐
tion” [1]. It includes both the enterprise resource planning (ERP) system functions and
all the other applications providing an integrated information system for most functions
of a company.
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In order to shed light on the issues that have an impact on the use of newly imple‐
mented ES functionalities, this research adopts the lens of institutional theory and the
concept of coupling [2] in the context of a knowledge-intensive project organization.
The paper follows the lead of Comstock and Scott [3] and emphasizes that a company
consists of subsystems that are combined with each other in different ways. Enterprise
system use in these subsystems i.e. organizational units is examined by adopting a
commonly used framework for system usage i.e. user, system and task (e.g. [4]). Recog‐
nizing the complexity of system usage and that the business value of ES is rarely linked
with the features of the ES itself (e.g. [5–7]) this paper leaves the system in the back‐
ground, and focuses on the user, herein enhanced to cover organizational unit, and the
task, herein work assignment. As previous literature recognizes the importance of loose
coupling associated with enterprise systems [8] this paper goes deeper into analyzing
the coupling of the organizational unit and the work assignment with system use in a
knowledge-intensive organization. Based on in-depth case data from different managers,
specialists and ES users within a publicly quoted case company, the paper figures out
why the use of new ES functionalities differs between organizational units.

The findings show that the features of the organizational unit, the features of the
work assignment, individual characteristics and target customer cause the variation in
system usage between organizational units. By introducing two concepts - the organi‐
zational unit coupling and work assignment coupling, the paper presents how some
organizational units and work assignments are tightly coupled with staffing procedures
and the use of ES functionalities while other organizational units are loosely or even
decoupled with them. Further, as the system usage and new ES functionalities them‐
selves represent the institutionalized procedures of some organizational units and the
stabilized procedures of certain customers or industry areas, the findings emphasize the
impact of target customer on the system usage.

Given that this research is only a snapshot of the use of new ES functionalities during
an organizational transformation, it is important to understand the dynamics of system
usage. The theoretical contribution of this study is achieved by combining the concept
of coupling with elements of system usage in a knowledge-intensive project organiza‐
tion. It broadens the discussion into the fit of enterprise system functionalities with all
elements of system usage. The practical contribution of this paper is to demonstrate why
organizational units have different fit with new ES functionalities. It also recommends
selective system use regarding those work assignments and organizational units which
have poor fit with system use.

This paper is organized as follows. Theoretical underpinnings are presented in
Sect. 2. Section 3 introduces the research approach and process. In Sect. 4, the case
description is outlined. Section 5 contains the case analysis and the discussion. And
finally, Sect. 6 includes the conclusion and implications as well as future directions.

2 Theoretical Underpinnings

In this paper enterprise systems are defined as software packages that “enable the inte‐
gration of transaction oriented data and business processes throughout an organization”
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[1]. An enterprise system includes the enterprise resource planning (ERP) system func‐
tions and all the other applications providing an integrated information system for most
functions of a company. Enterprise systems allow allocation and coordination of
resources across time zones and geographical locations, while keeping the data available
and centralized.

Scott [9] defines institutions as “social structures that have attained a high degree of
resilience”. He suggests that institutional elements (regulative, normative, cultural-
cognitive) produce meaning, stability and order to social behavior. These institutional
elements move from place to place and time to time with the help of four types of carriers,
which are symbolic systems, relational systems, routines, and artifacts [9]. As presented
previously [10–13] this paper considers technology, i.e. the enterprise system, as a fourth
institutional carrier. While socially constructed by the actions of e.g. designers or users,
once developed technology tends “to become reified and institutionalized, losing its
connection with the human agents that constructed it or gave it meaning to be part of
the objective, structural properties of the organization [11]”. The paper emphasizes the
duality of enterprise systems by noticing that while enterprise systems are subject to
institutional forces and institutional processes that set the rules of rationality, they also
represent institutional commitments by constraining the action of users (e.g. [12]).
Further, as the development and the use of ES functionalities often emphasize logics of
certain organizational units (e.g. [11]), rationalities of other organizational units may be
in conflict with ES usage.

In the similar way as an enterprise system is a combination of different modules a
company consists of subsystems [14, 15], which vary in their degree of coupling with
each other. In this research subsystems consist of organizational units, which may be
loosely coupled with the other parts of the company in order to achieve innovation,
agility or flexibility. Further, the use of enterprise system may combine differently
coupled organizational units together. In order to study how organizational units are
coupled with the system usage, this paper adopts the concept of coupling [2, 15, 16].
The concept of coupling defines tightly coupled systems as highly integrated and
responsive to each other, while decoupled systems are seen as separate and indifferent
to whatever occurs in other parts of the system. Loose coupling includes the presence
of both tight coupling and decoupling (e.g. [13]). Because disturbances in one part of a
system need not cause disturbances in other parts, loosely coupled organizations are
currently seen to survive longer [17]. This paper also recognizes recent literature on
coupling in organizations [13, 18–20].

The business value of enterprise systems is rarely linked to the ES technology itself,
but rather to how organizational features support the system usage (e.g. [5–7]). By
adopting a commonly used framework for the system usage i.e. user, task and system
(e.g. [4]) and recognizing the complexity of ES use this paper focuses on the influence
of organizational unit and work assignment on system usage. By analyzing organiza‐
tional unit coupling and work assignment coupling this paper also participates in the
discussion of appropriateness of ES in the organizations [8, 13].
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3 Method

By adopting a view that reality is socially constructed by humans this paper attempted
to understand the enterprise system usage through the meanings that users assigned to
it. As ES users translated these meanings according to their own frames of reference,
this research employed the interpretive case study approach [21]. The interpretive
approach was selected in order to help to make sense of present events and in order to
recognize the formation of new patterns in everyday staffing practices. The aim was to
be close to the everyday practices and the system use, while keeping enough distance
to be able to problematize them [17].

In order to reveal the underlying assumptions, expectations, and knowledge that
people had about global staffing process and the use of new enterprise system function‐
alities in it, we conducted focused interviews in the case company, here named Neon.
During the first phase between December 2008 and September 2009 we conducted 12
focused interviews about the company’s transformation process, newly implemented
matrix organization and the new enterprise system functionalities. In order to achieve a
comprehensive understanding about the use of the new ES functionalities in different
parts of the organization, 19 additional interviews were conducted between March and
August in 2010. The total of 31 interviews covered different interest groups, positions,
competence areas and industry fields. One or two researchers conducted face-to-face
interviews on interviewees’ own experiences and perceptions. The interviews lasted for
40–90 mins, they were recorded on MP3 and later transcribed for subsequent analysis.
Furthermore, an extensive review of the company’s documents, Intranet and training
materials was carried out.

As the research progressed, the research data was analyzed “in order to draw valid
meaning to realize when an interview should be conducted to fill in gaps” [22]. The
analysis and interpretation of the research data continued throughout the research in
order to assure that the findings were grounded in the case data. In order to categorize
the data the research data was coded. During the initial coding codes such as Requested
competence, Work assignment, Nature of project work, Time frame, Target customer,
System, Organizational unit or Individual characteristics of employees emerged from
the data (Fig. 1I Initial coding). These emerged codes were joined together into cate‐
gories (Fig. 1II Coding) such as features of Work assignment (WA), Organizational unit
(OU), Individual characteristics (IC), Target customer (TC), and System (SYS). As this
research adopted a view that the system usage was more linked with work assignment
and user than the features of the enterprise system itself, the system was cut out from
the data analysis. Next, these categories were placed in the framework of system usage
[4] by linking target customer and individual characteristics with both work assignment
and organizational unit (Fig. 1III Placing of categories in the selected theoretical frame‐
work). Thereafter, organizational unit and work assignment were combined with the
concept of coupling (Fig. 1IV Using selected concepts and frameworks as sensitizing
device & developing the theory further). Analyzing of research findings was done at the
organizational unit level.
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Fig. 1. The data and construct alignment in the empirical data analysis process.

4 Case Description

4.1 Case Company

The case company Neon (a pseudonym) is a large European high-tech company oper‐
ating in project business. With over 16,000 employees in close to 30 countries it deliv‐
ered IT, R&D, and consulting services to several customer sectors either locally or
globally. At the beginning of 2009 Neon implemented a new matrix organization struc‐
ture in order to support its new corporate strategy and a global project delivery model.
The transformation process was materialized through a transformation program
spreading over a three-year period from 2009 to 2011.

Previously the company structure had been based on customer-specific industries,
which varied greatly in their size, procedures, operations, and ability and need to benefit
from the global network. During the transformation process employees were continu‐
ously transferred from industries into competence pools located in service lines. These
competence pools were structured according to the employees’ competencies on certain
technology or work assignments. In the new matrix structure the industries were respon‐
sible for sales and customer relationships, and the service lines took care of project or
service delivery. While service lines became responsible for delivery, the business
responsibility remained at the customer-specific industries.

4.2 Staffing and Enterprise System

As an important part of its new strategy and global project delivery model Neon imple‐
mented a new global staffing process in February 2009. This new global staffing process
replaced small, industry- or customer-specific teams, which had taken care of every
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phase of the customer projects. The new staffing function aimed to ensure that the
external customer needs were combined with the internal employee competencies by
allocating right people to the customer projects and services. It also aimed at maximizing
the utilization of the company’s human capital globally. The staffing management group
consisted of about 50 global and country staffing managers organized first globally by
competence areas. Due to e.g. challenges of geographical distances, time zones and
language requirements, staffing function was reorganized by delivery countries in
January 2010.

In order to support its global project delivery model and staffing process Neon
modified its ES with new functionalities, the project resource management (RM) module
and competence catalogue (CC). In practice these new ES functionalities were used for
both staffing of projects and staffing of continuous services. Neon’s enterprise system
had mostly been implemented during the years 2004–2009, while in the spring 2010
some organizational units were in the middle of their first ES implementation (Fig. 2).
Based on a commercial, US-based product Neon’s enterprise system was integrated with
local banks, local payroll systems, common invoice system and common reporting and
budgeting system [23]. It also had the basic operational functionalities for an expert
organization. However, the ongoing organizational transformation process with simul‐
taneous implementation of new procedures and tools set a wide variety of challenges
for the organization [24].

Fig. 2. Timeline of organizational transformation process and new IT instruments

The employees were expected to input and update their competence profiles and
administrative assignments into the system on a regular basis. The line managers were
responsible for the utilization rate and that the employees’ work assignments were
updated in the RM module. On a high level the resource searching and matching went
as follows. First, a resource requester such as a project manager planned the project
resource requirements and assignments. Then a project manager sent a resource request
to the global staffing monitor by using the RM module. Next, the global staffing monitor
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allocated a resource request to a staffing manager in a certain delivery country. In order
to find suitable candidates the staffing manager reviewed competence requirements as
well as the utilization and assignments of employees by using the CC and the RM
modules and his/her personal networks. After matching the requirements and resources
the staffing manager offered candidates to the project manager, who made the final
decision in cooperation with business units.

If internal candidates were not found, staffing was allowed to use subcontracting,
internal competence development or recruiting in collaboration with business units.
However, responsibilities between industries and service lines regarding these proce‐
dures were unclear. As all the interest groups were eager to acquire the best available
resources for their work assignments, for example internal competence development
through project work required a lot of negotiations and caused conflicts between different
interest groups. Also the role of staffing between industries and service lines was
confusing as staffing managers had neither business nor project delivery responsibility.

In conclusion, the business units argued being losing business opportunities all the
time due to the unclear staffing process. Further, in spite of the formal staffing process,
a lot of staffing seemed to be carried out separately through personal networks. Partic‐
ularly experienced employees took advantage of their own networks, while inexper‐
ienced employees were more dependent on the formal staffing process and new ES
functionalities.

4.3 Work Assignments

Work schedules and reservations were typically input into the RM at the beginning of
the project, but they were not updated after that. As project work assignments were
highly dependent on other work assignments, idle time commonly occurred. However,
costs of idle time were handled differently in different organizational units causing
conflicts between them. Also some work assignments such as sales work or internal
development were not visible in the system. The inaccurate and incomplete reservation
data in the system caused misunderstandings and conflicts between the resource seeking
industries and the resource offering service lines. Due to unreliable reservation data the
system could suggest candidates, who were not available in practice:

“The problem is that the information is not updated regularly. For example I know that a couple
of persons have extremely heavy work load, but according to the RM module their work loads
are practically zero. The challenge is that if a person works for sales, there is not necessarily a
project in which he/she could be assigned to in order to get his/her work load visible. Another
thing is that I have project managers, who are making assignments to a project by themselves.
And when they are busy in taking care of many things at the same time, they easily forget to
update their own reservations.” Head of Service Unit.

4.4 Competencies

As job titles and descriptions varied in different parts of the organization and definition
of resource request typically required a lot of technical knowledge of possible compe‐
tence areas, some users were skeptical about the use of the RM module. Generic
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competencies (such as project management competencies) serving different businesses
were often easier to define into the system than more specific technology competencies.
Some businesses had solved this problem by adding their special business competen‐
cies into the system. However, defining of competence items into the system was seen
frustrating as one interviewee expressed:

“It is visible, that Neon is mostly a software development company. Competencies are to a
large degree defined into it (competence catalogue) according to software development assign‐
ments. The same shows up in our People Performance tool (dedicated tool for HR) too. And
our competencies are always very difficult to find from any of the tools used in Neon.” Service
Desk Manager.

The employees rated their competence levels by using objective evaluations such as
course degrees or certificates or by evaluating them subjectively. Basically the
employees were seen willing to take any kind of task that had a fit with their compe‐
tencies. However, some employees were arguably hiding certain competencies in order
to avoid work assignments in certain competence areas. Also employees’ eagerness to
develop their existing competencies seemed to be impossible to define into the system.
These subjective evaluations as well as incomplete competence profiles decreased the
trust in the quality of the data.

The competence profiles included an employee’s skills and knowledge in a certain
competence area. Employee’s personal features such as cooperation skills, motivation,
drive, behavior or on-the-job experience were not included into the competence cata‐
logue. However, these features were emphasized in project work, where personal rela‐
tionships between project members and customers were very important. Finding the best
possible mix between features of work assignment and personal characteristics of a
person required a lot of communication between staffing and line managers. As a result
staffing should have known a person so well that it was able to identify those of his/her
competencies and shortcomings that had an influence on performing a work assignment.

Transferring employees back and forth between industries and service lines set chal‐
lenges for maintaining customer or industry specific knowledge. In large competence
pools line managers were not always aware of the customer or industry specific compe‐
tencies of their recently arrived subordinates. Defining of these specific competencies
into competence profiles was considered difficult or even impossible.

4.5 Target Customer

The system usage was also influenced by local institutionalized procedures in different
parts of the organization. These procedures were related with e.g. their target customers.
For example the bidding phase differed between customers. While some customers
expected a response to the request for a tender in two months, some expected to get a
response in a couple of hours. In addition to differences in time frame, the customers’
established procedures regarding interviews of key persons, elaborateness of agreements
or willingness to use global delivery centers varied greatly. Most surprising finding was
that the use of the RM module varied even inside the staffing function.
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5 Case Analysis and Discussion

As demonstrated above the use of staffing process and the new ES functionalities varied
greatly between organizational units. In this paper the system use was analyzed by
leaving out the ES technology itself and focusing on:

• The features of organizational unit
• The features of work assignment
• Individual characteristics, and
• Target customer

The features of an organizational unit consisted of characteristics which illustrated
the unit’s dependence on other organizational units. For example some organizational
units had very different business model and everyday work practices, they operated in
different locations and time zones, and they were forced to use the system. The features
of work assignment represented the nature of work assignment, i.e. requested skills,
competencies and technologies, time frame, or requirements of project work. Respec‐
tively Individual characteristics consisted of features of requested competence and
employee’s own attitude towards the system usage. These features included level, eval‐
uation and demand of person’s competencies, ego, pride, professionalism, background,
or other features such as motivation, cooperation, drive or personal characteristics.
Target customer included characteristics such as procedures, business environment or
specific requirements, i.e. language, confidentiality, customer or industry specific
knowledge, which had an influence on the system usage. Individual characteristics and
target customer had an impact on system usage throughout both work assignment and
organizational unit.

In order to uncover the relationships between these elements a 2-dimensional frame‐
work of system usage was created (Fig. 3). In this framework the x-axis represented the
nature of unit coupling and y-axis the nature of work assignment coupling. Basically
the work assignment coupling was high when the features of work assignment supported
the system usage. For example requested skills, competencies and technologies could
be defined easily and unequivocally and personal knowing of resource was not neces‐
sary. Respectively unit coupling was high when an organizational unit was highly
dependent on other organizational units, staffing process and the use of new ES func‐
tionalities. These organizational units often represented large competence pools in
service lines. Also some industry units, whose former employees were transferred into
these competence pools, had high unit coupling. Also established procedures with target
customers and individual characteristics impacted both unit and work assignment
coupling and the system usage.

In the second phase, the 2-dimensional framework of system use was completed by
bringing the concepts of coupling [2] (Orton and Weick 1990) into the context of system
usage. The theoretical background of tight and loose coupling as well as decoupling was
presented in the theoretical part of this paper. Next, the system usage was analyzed in
each of these dimensions by introducing examples of system usage in Neon.
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5.1 Decoupled System Usage

First, some organizational units were knowingly disconnected from the system use.
These organizational units were typically located in an industry, provided projects and
services locally for certain long-term customers or sold their own software products.
Naturally, requested competencies and technologies were found within their own organ‐
izational units. They had often not adopted a matrix form, but were operating in a hier‐
archical or in a hybrid form. Customers of these locally operating units were not ready
to use the global delivery model often having certain specific requirements such as
language or very strict confidentiality requirements as one interviewee narrated:

“We have long-term relationships with our customers. Customers are willing to know our people
and of course we want to know them too. It has been a clear advantage in our deliveries that we
know each other and our respective procedures”. Project Manager.

Due to the fact that both unit coupling and work assignment coupling of these organ‐
izational units were low the system usage was categorized as Decoupled (Fig. 3A).

Second, also some other parts of the company seemed to be disunited from the
system use. The aim of these parts of the organization was to find new customers by
implementing new business models, concepts, services or technologies. The ways to
do business with these new customers were not established and the decision making
process in e.g. offering or staffing phase was more flexible. The nature of their work
assignments differed greatly from the main business in the company. For example
these work assignments typically required a lot of work in advance, lasted less than
3 months, sometimes a couple of hours only and were invoiced by hours, not by days.
Due to these reasons the resource planning was made at a remarkably detailed level
and the use of common staffing procedures as well as the RM module was seen too

Fig. 3. Coupling of system usage in Neon.
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complicated. As a result these units had implemented their own resource management
tool, My Staffing Beta. Typically these units had low unit coupling and from low to
medium work assignment coupling (Fig. 3B).

Third, some joint ventures created challenges for common staffing process and the
use of the ES functionalities. These organizational units had not adopted common
procedures and tools yet, although their staffing needs were high. At the time of the
research these units were still decoupled from system usage with low unit coupling and
high work assignment coupling (Fig. 3C).

5.2 Tightly Coupled System Usage

On one hand, large competence pools were very dependent on the resource requests they
received from other parts of the organization. Typically these units operated in an inte‐
grated matrix structure, which required a lot of connections between e.g. different supe‐
riors, locations, or time zones. Formal staffing procedures and the ES functionalities
seemed to be essential for these units. On the other hand, employees of these large
competence pools had been transferred from the industry units. As the industry units
had lost their competencies, they were very dependent on the staffing process and the
RM as one interviewee narrated:

“A person, who has people, also has the power. Of course it is more challenging for me now,
because previously I used to be self-sufficient, I had project managers, architects, consultants,
and all the prioritizing in my own hands. Now I am totally dependent on the staffing process.
And in order to get things work, that we really have employees with right competence profiles,
staffing has a challenge how it succeeds in allocating and prioritizing existing employees for
different assignments. Of course it (staffing) is allowed to use subcontractors, if it doesn’t find
any in the organization. But it will be challenging, because certain competences such as a project
manager are in a key role in a project.” Director, Industry Unit

As unit coupling of these organizational units was high, the system usage was cate‐
gorized as Tightly coupled. Typically work assignment coupling was also high,
although it varied according to e.g. requested skills, technologies and customer or
industry specific competencies (Fig. 3D). As a matter of fact the new ES functionalities
were used in these organizational units even if the nature of the work assignment did
not exactly support the system usage (Fig. 3E).

5.3 Loosely Coupled System Usage

As illustrated above low organizational unit coupling was the reason for decoupling,
while high organizational unit coupling was the reason for tight coupling. Loosely
coupled system usage (Fig. 3) had features from both of them. The main reasons for
loose coupling were the impact of target customer and individual characteristics.

The sales process seemed to be loosely coupled with system use. Although the sales
units required information on competencies during the sales process, staffing was rarely
requested to map a certain competence area. Obviously unclear boundaries and lack of
common procedures inhibited collaboration between the staffing function and the sales
units. Also the individual characteristics of the persons involved and the procedures of
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target customers had an important impact on collaboration. Further, competence areas
regarding sales cases seemed sometimes so narrow that the sales person already knew
the possible candidates and their availabilities without staffing and the system use.
Typically unit coupling of sales units was average, while work assignment coupling
varied from low to high (Fig. 3F).

Target customers had often certain established procedures that did not support the
use of staffing and the new ES functionalities. For example some organizational units
operated in industry fields of high competition, employed new technologies, and
provided projects and services to geographically distributed customers. As unit coupling
was rather high the work assignment coupling was low (Fig. 3G). In fact staffing activ‐
ities of these organizational units resembled resource hiring.

Individual characteristics were another reason for loosely coupled system usage.
According to some interviewees the definition of competencies into the system was
difficult and frustrating. Particularly, top consultants, who were always busy with their
work assignments and got them through informal channels in any event, felt inputting
and updating of competence profiles useless. In addition, the information regarding
competencies was input into two different systems in different formats. In conclusion,
the main deficiency seemed to be that information regarding employees’ reservations
was not created during the project management process, but the reservation data was
expected to be input into the system for staffing purposes. There were also some
competing views about who should use the system in the first place.

6 Conclusion and Implications

Based on the in-depth case data from different interest groups within the publicly quoted
case company, the paper studied why the use of the new staffing procedures and enter‐
prise system functionalities differs between organizational units. By employing the lens
of institutional theory and the concept of coupling [2] into the context of system usage
[4] and by adopting the view that the business value of the enterprise system is rarely
linked with the features of the ES itself (e.g. [5–7]), this paper focused on the effect of
organizational unit and work assignment on system usage.

The findings show how organizational units are differently combined with the
system usage in Neon. These differences are mainly caused by the features of organi‐
zational unit, the features of work assignment, individual characteristics, and target
customer. On one hand both resource offering competence pools and resource seeking
industry units operating in a matrix structure are highly dependent on common staffing
procedures and the use of new ES functionalities. Basically the system is used for
staffing all work assignments in these organizational units even if the features of work
assignment do not always exactly support the system usage. Typically the features of
work assignment support the system usage when requested skills, competencies and
technologies are easily and unequivocally definable and knowing of employees person‐
ally is not necessary. On the other hand some organizational units are consciously
separated and disconnected from the common staffing process and the use of new ES
functionalities in Neon. Generally requested competencies and technologies are found
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in their own organizational units, and their business model and everyday activities
differ greatly from the main business in the company. Also some joint ventures are
currently disconnected from the system usage. However, due to the high work assign‐
ment coupling of these units, it would be beneficial to combine them more tightly with
the system usage. Another issue is that due to e.g. organizational boundaries and
strategy it may be completely out of the question to combine joint ventures more tightly
with the system usage.

Individuals and different interest groups respond in different ways to the newly
implemented staffing process and the new enterprise system functionalities. Due to
limited interest and time or difficulties in seeing the benefits of the new ways of doing
things they are not able to use new functionalities properly. Also their individual char‐
acteristics have an impact on system usage through level, evaluation and demand of
employees’ competencies, other features such as motivation, cooperation, drive and
personal characteristics, ego, pride, or professionalism.

Previous ways of staffing are not possible in the new matrix organization, while
operative implementation of new procedures and tools is still ongoing. Procedures
regarding e.g. project management differ between organizational units being influenced
by individuals’ and organizational units’ own background as well as established proce‐
dures of target customers. These established procedures of target customers often
include certain specific requirements regarding schedule, language, confidentiality, or
customer of industry specific knowledge, which do not support the use of new ES func‐
tionalities. Further, some organizational units operating in industry fields of high compe‐
tition by employing new technologies and by providing projects and services to
geographically distributed customers are very willing to adjust their internal procedures
according to the customer needs. As a matter of fact target customers mainly define how
the business is done in these cases. However, due to the great variation in both unit
coupling and work assignment coupling, it would be beneficial to reconsider if it is
reasonable to combine certain organizational units, e.g. certain sales units, more tightly
with the system usage. Recognizing of all skills and competencies as well as availabil‐
ities may in turn create opportunities and new business models in the knowledge-inten‐
sive project organization.

6.1 Theoretical Implications

The paper describes how the ES functionalities are locally used in conducting everyday
staffing actions by dismantling elements of system usage for organizational unit and
work assignment that are studied separately. As expected local staffing practices are
connected to many other actions and reproduced in organizational parts gradually
becoming translocal. The paper suggests that new elements – organizational unit and
target customer – have an important impact on the use of common staffing procedures
and new ES modules in a knowledge-intensive project organization and brings them
into the framework of system usage. Although the new elements of system usage cannot
be generalized to all organizations, they may be useful in analyzing system usage in
knowledge-intensive project organizations.
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By emphasizing that the use of new enterprise system functionalities should be
focused on certain organizational units and work assignments that have the best fit with
the system usage, the paper also participates in the discussion of appropriateness of ES
in the organizations [13].

6.2 Practical Implications

The implementation of common staffing procedures and ES functionalities is seen as
the management’s way to improve efficiency of resource allocation and control in the
newly implemented matrix organization. By using these procedures and tools Neon aims
to transform into a virtual organization in which the required project teams will be staffed
virtually.

However, the system usage for integrating competencies, skills and availabilities
with work assignments poses challenges. For example finding the best possible mix
between the requested competencies, person, and work assignment requires that all
relevant requested competencies are defined into the system. While staffing and the use
of new ES functionalities requires system usage skills, wide knowledge of requested
competencies or technologies as well as networking skills, dedicated users, who would
use the system on behalf of the line managers, could be worth considering. Due to the
fact that the use of new ES functionalities serve the staffing function more than other
organization units, the staffing function should take more responsibility about for
example support and training and linking the entire project delivery process with the
system usage. Further, the information regarding reservations is not produced during
the project management process and the reservation data is often updated manually into
the ES. The implementation of a new project management module in due course will
probably reduce or even take away this manual work.

While the staffing network offers an unusual way to collaborate across boundaries
in order to combine skilled employees into a suitable project team, the prioritizing
seemed to be very challenging. This is emphasized when certain top consultants are
requested at the same time for many simultaneous projects for different customer
projects. Even if the competencies and availabilities of top consultants are more visible
in the organization, the staffing decisions require a lot of negotiations between several
parties. Further, although finding some sporadic top level competencies seems to be
important for interviewees, all important competencies should be developed in order to
ensure the company’s long-term success. However, the procedures for internal compe‐
tence development by using staffing and common tools are not yet stabilized in Neon.

In conclusion, this paper recommends reconsidering the system usage regarding
those organizational units and work assignments, which have poor fit with the system
usage. It also suggests that some organizational units, such as certain sales units or joint
ventures, could be more tightly coupled with the system usage. Regardless, it seems to
be too simplified to use the system only for simple work assignments, while more
complex work assignments are handled with informal, personal networks. In fact, some
interviewees are irritated about how even some of the simplest and shortest work assign‐
ments are carried out using the system.
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6.3 Future Research

As mentioned before the everyday staffing tasks in Neon are carried out by using both
formal and informal networks. Future research will go deeper in studying the differences
of system usage between employees and employee groups.

In a knowledge-intensive company the professional norms are steering actions.
These professional norms are a part of the employees’ professional identity. As the data
collection at Neon continues the research is expected to raise discussion about internal
competence development in a way that enables the company to remain viable. Future
research will combine this fundamental managerial problem about human competencies
at work with the system usage.
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Abstract. Obtaining business value from IT is a recurring theme that has
diffused into healthcare information systems (HIS) where stakeholders often
question the value of IT investments. Having completed the implementation of
an integrated HIS, the Faroese Health Service (FHS) has commenced discus-
sions concerning getting value from their IT investment. In order to fulfill this
objective an action research project was started in the fall of 2010 consisting of
two cycles: (1) setting the stage for benefit realization and; (2) benefit realization
in a pilot area. The first cycle has revealed that it is not possible to distinguish
between working processes and HIS, that benefit realization in healthcare
(a public organization) has a much broader perspective than just financial value
and that the reaping of benefits is quite difficult. This paper reports on the first
two action cycles. Framed by the theory of Style Composition in action research
we suggest a method to identify and realize emergent IT public value in an HIS
action research project. The method is presented and discussed, and issues and
concerns for further research are presented.

Keywords: Action research � Problem-solving cycle � Healthcare information
systems � Benefit realization

1 Introduction

The relationship between information technology (IT) and organizational performance
has been a recurring theme in information systems (IS) research [1, 2]. Given the
enormous investment in IT, the discussion on how to obtain proper value and payoff
has become very important for both public and private organizations. The IT value
debate has also diffused into healthcare [3, 4] and is closely related to a more general
discussion about measuring the performance of healthcare systems [5, 6].

The general discussion about IT value and the broader discussion about measuring
performance in healthcare motivated us to start an action research project in the Faroe
Islands. The Faroese Health Service (FHS) has completed the implementation of an
integrated Healthcare Information System (HIS) and it is time for them to consider
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reaping the benefits, which is the subject of this action research project. The problems
of implementing (and realizing the benefits from) information systems in the healthcare
domain, also known as Electronic Patient Journals (EPJ) or Electronic Medical Records
(EMR) [7, 8], are similar to those seen in Enterprise Resource Planning (ERP)
implementations [9, p. 3]. The reason is that the natures of HIS and ERP are alike in
terms of accumulating data elements and hence coordinating complex processes [10].

Thus the aim of this paper is to present and discuss a method to guide the problem-
solving cycle during an emergent IT public value research project in a healthcare
setting. The empirical study reported in this paper covers the first two action cycles in
the action research project, where we focus on establishing baselines and organizational
capacity to achieve the benefit realization of HIS. Due to the emergent and practical
nature of the project, an action research approach was chosen. Action research can be
used to advance academic knowledge and enlighten professional practice [11].

This paper proceeds as follow. The next section explains the research methodology
and setting of the project by showing the three action cycles structuring the research
project. This is followed by a detailed description of the activities and observation from
Action Cycles 1 and 2. This description, in the form of a table, forms the empirical
foundation on which our analysis in Sect. 4 (towards a problem solving method for
emergent IT public value) is based. The paper concludes with a discussion of the issues
and activities which need to be addressed in case of further research.

2 Introduction

We have undertaken an action research study in the Faroe Islands to fulfill the objective
of reaping the benefits from the FHS’s implementation of an HIS. Action research
involves close cooperation between practitioners and researchers to bring about change.
The action research process can be defined as a number of learning cycles consisting of
predefined stages. The action research cycle starts with diagnosis, which refers to the
joint (practitioner and researcher) identification of problems and their possible under-
lying causes. Action planning specifies the anticipated actions that may improve or
solve the problems and action taking refers to the implementation of those specified
actions. Evaluation is the assessment of the intervention, and finally, learning is the
reflection on the activities and outcomes [adapted from 12].

The action research project was initiated in the fall of 2010 and came to an end
2014. The project consisted of two action cycles: (1) setting the stage for benefit
realization from the HIS and (2) benefit realization in a pilot area; (see Fig. 1).

The Faroe Islands are a self-governing territory within the Kingdom of Denmark
with roughly 48,000 inhabitants. The FHS is a small organization compared with
healthcare services in other countries and consists of three hospitals and 27 general
practitioners (GPs). In 2005, the FHS began the implementation of an integrated HIS
covering both the hospitals and GPs. The project faced many problems during its first
years, even to the point where discussions concerning halting the project materialized,
particularly based on the experiences of high costs (financial as well as personal) and
dubious benefit realization [9]. The situation in 2012 was that 530 healthcare profes-
sionals are using the HIS, covering all areas of the hospitals and GPs. One of the
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authors has followed the implementation process and prepared an evaluation report
based on DeLone and McLean’s [13] success model. The report concludes that more
needs to be done if the FHS is to obtain proper value and payoff from its HIS
implementation. The users were satisfied with the solution and they derived very good
support from it in their clinical work, but no initiatives regarding harvesting the
potential benefits had been planned or implemented [14].

One of the main challenges identified during Action Cycle 1 was to establish a
method to solve the identified problem of emergent public IT value in a situation where
neither a business case nor a formal description of hoped-for benefits guiding the
process existed. Senior management wanted to attain more value and a greater payoff
from the HIS implementation but had not formulated a specific strategy which could
direct benefit realization.

The use of action research has become widely accepted [15] and work has been
done to conceptualize the concept to be able to understand and enhance the different
elements of action research practice, which is often divided into problem-solving and
research cycles [16]. In the present study we collected and applied empiricism about the
Methodologies used during the problem-solving cycle during the first two phases of the
Foresee project as shown in Fig. 2.

As the aim is to contribute to the problem-solving cycle in our case how to achieve
value from investing in and implementing HIS—the following analysis will go through
the action research cycles and show how the different activities led to specific artifacts
and hence contributed to the overall research.

Action
planning

Action
taking

Diagnosing Evaluation &
Learning

Action Cycle #1
Setting the stage

for benefit
realisation

Action
planning

Action
taking

Diagnosing Evaluation &
Learning

Action Cycle #2
Benefit realisation
in medical ward

Fall 2010 – Spring 2011 Spring 2011 – Autumn 2014

Fig. 1. The two action cycles in the action research project

Conceptualizing the action 
research project using 
elements from action 

research practice 

Executing Action Cycles 
1 + 2: identifying and 
evaluating problem-
solving cycle in the 

present setting. 

Refining and 
formulating the 

findings/contributions. 

Fig. 2. The research process
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Where the aim of Action Cycle #1 (setting the stage for benefit realization) was to
understand the context of the project (and hence the area of concern of the research)
and identify a pilot project, the aim of Action Cycle #2 was to establish a baseline and
execute the pilot to learn more about and structure the problem-solving cycle.

3 The Action Research Process

We have had a high degree of interaction with the FHS [17] and used a variety of
research methods in the two action cycles executed (‘Setting the stage for benefit
realization’ and ‘Benefit realization in the pilot area’). This is specified in Table 1
below [adapted from 18]:

Table 1. Summary of action research

Action Cycle #1 (Fall 2010–end 2011) Action Cycle #2 (Spring 2011–2014)

Diagnosing
HIS was operational for 530 health
professionals in fall 2010. However, senior
management wanted to achieve more value
and payoff from the HIS implementation.
FHS has not formulated a specific strategy
which could direct benefit realization, so
the first part of the action research project
was exploratory, aiming to identify
potential benefit areas for different
stakeholders.

There was an on-going discussion during the
first quarter of 2011 in order to define the
scope for the pilot area and organize the
project. Care for stroke (apoplexy) patients
was selected as the pilot area and Action
Cycle 2 began in Spring 2011.

The diagnostic phase for Action Cycle 2 has
thus mainly been a decision process for
FHS to determine where to do the pilot.

Action planning
The planning phase involved activities such
as preparing a semi-structured interview
guide which was formulated from IS value
literature [e.g. 2, 19, 20].

A pilot interview was conducted with the
former project manager of the HIS
implementation project (November 2010),
which brought about several changes to the
interview guide such as framing and
focusing questions for health professionals.

The former project manager also helped us to
shape the first cycle for the medical ward at
the national hospital because they had the
most mature implementation of HIS
(operational since 2009). Interviewees were
selected and interviews planned.

The planning was done in May 2011. Action
Cycle 1 has mainly been driven by the
researchers as a research activity, but
Action Cycle 2 has to be driven by FHS as
an ordinary project in order to succeed. An
FHS project manager was appointed.

Several workshops and a steering committee
meeting were held in May 2011 in order to
initiate the project. The main areas covered
were:

Project Management: Goals, scope,
organization, planning, workshop process
and risks were discussed [21].

Process modeling: Description of the care for
stroke patients using swim lane diagrams
[22].

(Continued)
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Table 1. (Continued)

Action Cycle #1 (Fall 2010–end 2011) Action Cycle #2 (Spring 2011–2014)

Action taking
Seven interviews with health professionals
(doctors, nurses, administrators and a
secretary) at management level were
conducted in December 2011.

We presented a preliminary table with action
areas derived from the interviews at a
management meeting immediately after the
seven interviews were conducted.

Two action areas were selected as possible
candidates for the benefit realization pilot,
i.e., the medical process and patient care for
stroke patients.

June 2011: Further process modeling was
undertaken and a draft of specification key
performance indicators (KPIs) were
prepared and linked to the process model.
The project was named: “The good stroke
care course”.

September 2011: A questionnaire was
completed by 37 health professionals and
seven were interviewed. The questionnaire
and interviews were about health
professionals’ views on the stroke care
course. This will be used as a baseline.

September 2011 to November 2011:
The questionnaire and interviews were
analyzed. The process model and KPIs were
revised.

November 2011: The process model and KPIs
were again discussed. Two pilot stroke
patient interviews were held. All 40 patient
records related to stroke in 2011 were
reviewed by healthcare professionals,
assisted by researchers.

February 2012: The configuration of HIS to
support the stroke process model and KPIs
were discussed.

2013–2014: Ongoing support to the pilot
ward and the implementation agency in the
ministry to secure progress.

Evaluation & Learning
Data sources
Documents, seven interviews and focus group
meeting.

Data analysis
The interviews were taped, transcribed
verbatim and coded in NVivo [23]. This
resulted in 103 codes of which 38 codes
were related to KPIs, such as: medication
use and errors, and length of stay at hospital.

Data sources
Documents, process model with KPIs,
questionnaire, nine interviews and a number
of workshops, and a review of 40 patient
records.

Data analysis
The interviews were transcribed and briefly
coded. The questionnaire was analyzed
using descriptive statistics. The workshops
were the intervention arena to produce the
process model and KPIs. A review of 40
patient records was undertaken to establish a
baseline for several KPIs.

Redoing of reviews of patient records and
KPI’s due to difficulties to assure a
consistent interpretation of content.
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All activities were presented and evaluated in sessions with the researchers of the
action research project. Two of the important artifacts produced during the problem-
solving cycle (a process diagram and a table of Key Process Indicators) are shown in
Annex A.

4 Towards a Problem-Solving Method for Emergent IT
Public Value

We have proposed a problem-solving method for emergent IT public value based on
the experience derived from the two cycles in the AR process. The method should be
seen as a conceptual method that will have to be adapted to the situational and con-
textual circumstances of a given organization [inspired by 24]. The method is shown in
Fig. 3.

Figure 3 shows that the premise for the method is a stabilized and routinized HIS
[25] and that no formal business case has been specified [26].

Part 1 deals with the preparation of benefit/value realization. This part starts with
consideration of the theoretical underpinnings of IT Value [e.g. 27] and public value
[e.g. 28]. This is followed by the elicitation of more specific benefit/value requirements
together with the agreed stakeholders. Part 1 ends with a management decision about
which benefits/value targets should be selected and possibly the prioritization of the
targets (e.g., a pilot area could be selected, as in our case with ‘care for stroke
patients’).

Part 2 is the actual implementation of measures to accomplish the selected targets.
This part starts with a detailed discussion about work processes, KPI’s and the sup-
porting HIS (see Table 1 for an example of specified KPIs). The next step is to measure
the baseline which could be undertaken using surveys, questionnaires, interviews,

Healthcare information system
in routinized operation

No formal Business Case

Theoretical inspiration
- IT Value

- Public Value

Benefit / Value
requirements

elicitation

Select one or more
targets

Part 1: Preparation of benefit / value realization

Detailed specifications
- Work Processes

- KP I’s
- HIS

Measure baseline Implement changes in
work processes and IT Measure again

Part 2: Implementation of benefit / value realization

Support and monitor
change process

Premise

Fig. 3. The problem-solving method for emergent IT public value
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measurements, etc. This step is followed by a more “traditional IT project”, where the
agreed changes in work processes and IT are implemented; in our case, with the ‘care
for stroke patients’, this predominantly consists of reports in the HIS system and
changed work processes, which could be sufficiently challenging. The changed work
processes and the HIS system, now in operation, have to be supported and monitored to
ensure that the suggested benefit/value realization is taking place. After six months to
one year it is time to measure again and hopefully to measure some improvements.

The dashed lines and arrows in Fig. 2 indicate a highly iterative process in both
Parts 1 and 2 which might be repeated many times. The implementation of HIS (or
Enterprise Systems more broadly) is a continuous activity and the benefit/value focus is
accordingly continuous.

5 Conclusion

The aim of this paper was to identify and specify a method for realizing benefits in the
problem-solving phase of an emergent healthcare information systems action research
project. The actions taken and their resulting artifacts are documented in Table 1,
describing the two action research cycles. The suggested two-staged method (prepa-
ration of benefit/value realization and implementation of benefit/value realization) is
shown in Fig. 3.

In future research it could be interesting to verify the developed model in other
benefit realization projects.
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Abstract. Enterprise resource planning (ERP) systems have originally been
developed for large enterprises (LEs). However, market saturation, integration
of supply chains and technology improvements have led to small and medium-
sized enterprises (SMEs) have started adopting ERP systems. Though there is a
focus shift from LEs to SMEs in the ERP market, most academic literature on
ERP systems is based on findings from LEs. In addition, while the ERP system
adoption life cycle consists of three stages: procurement, implementation and
post-implementation, academic discourse has mostly focused on implementation
or post-implementation phases, indicating a knowledge gap on ERP system
procurement stage, especially regarding procurement of ERP system in SMEs.
In this study we explore how ERP system procurement is carried out in SMEs.
Based on academic literature a theoretical framework on ERP system procure-
ment in SMEs was built, which then was used as a foundation for the empirical
investigation. Based on empirical findings we have identified two contrasting
ways for how SMEs carry out ERP system procurement. The main contribution
is the identification and the explanation of how SMEs specificities affect an ERP
system procurement process in SMEs. One implication from this contribution is
that it shows that SMEs are a too broad class of organization to do research on.

Keywords: Adoption � ERPs � SMEs � Procurement

1 Introduction

Enterprise Resource Planning (ERPs) systems have originally been designed for Large
Enterprises (LEs), however, as many of these already adopted ERPs, a competitive
focus shift from LEs to Small and Medium-sized Enterprises (SMEs) can be seen
among ERP vendors [1–3]. A number of reasons have led to this shift, including:
market saturation among LEs, integration of supply chains between LEs and SMEs,
bigger number of SMEs compared to LEs, and technology developments leading to
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lower hardware prices and software availability [2, 4]. In the paper we follow the
European Commission [5] definition of SMEs, that defines three classes of enterprises:
micro – employing up to 9 persons, SMEs, where small have 10 to 49 employees and
medium from 50 to 249, and lastly large enterprises (LEs) employing 250 or more
employees. According to European Commission [5] SMEs accounted for 99.8 % of all
enterprises in EU in 2010. Though ERP system vendors have shifted their orientation
towards SMEs, several authors [6–8] agree that most academic findings are based on
studies of LEs, thus highlighting a lack of focus on SMEs in ERP system discourse.

An ERP system is a highly complex enterprise system that automates and integrates
business processes as well as all business transactions in order to provide information
as a unified enterprise view of the business for decision-making [9–11]. Despite that
ERPs often are seen as a way to increase strategic and competitive advantage, now they
are also considered to be, as Kumar and Van Hillegersberg, [12] state, “the price of
entry for running a business”.

Taking into consideration significant financial investment that is made, potential
risks and benefits of ERP implementation, selection of an appropriate ERP system is
considered to be extremely important [13]. While successful selection of an ERP system
may lead to overall project success, wrong selection may either cause failure of
the project or lower the possible benefits of the system as well as company’s competitive
advantage [14, 15]. However, as Wei, et al. [14] state, “due to limitations in available
resources, the complexity of ERP systems, and the diversity of alternatives”, selecting
an ERP solution is a time consuming and highly complicated task.

The ERP system adoption life cycle can be described as consisting of three stages:
procurement, implementation and post-implementation [16]. Our focus in this research
is on the procurement stage (also referred to as pre-implementation or acquisition),
which begins when the initial idea of adopting an ERP system receives support from
management and ends once an ERP solution is purchased from a chosen vendor [17].
Important to clarify is that in our view this stage take place and is the same independent
of how the actual implementation is done. In other words this means that the pro-
curement stage is independent from the implementation decision and if it is to
implement “on-site” or if for instance using Software-as-a-Service (SaaS) or any other
form of Cloud Computing.

Doing research on ERP procurement in SMEs is interesting for at least two reasons:
Firstly, research has focused either on implementation or post-implementation, leaving
the procurement phase unexplored [17], Secondly, ERP research with a focus on SMEs
is scarce especially in the procurement phase with a focus on SMEs specificities and
peculiarities. It can be claimed that a number of obstacles are faced by SMEs when
implementing ERP systems due to their specificities and peculiarities. Firstly, SMEs do
not possess large amounts of financial resources; therefore ERP system implementation
is a relatively large investment [1, 2]. Secondly, SMEs do not have a special team
dedicated to handle the implementation and post-implementation work [2]. In addition,
SMEs seldom rely on formal business strategies, and often approach IS management in
a non-formal way, making decisions not based on formal information and decision
models [1]. Lastly, the procurement process most likely involves several parties: the
client-user organization, and an external consultancy firm helping the client organi-
zation [10]. This results in a process, where ERP system purchase decision is a product
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of collaborative work between several parties. However, all this is more or less
speculations since there is a lack of research reported in this area. For that reason we
address the following research question: How is the procurement phase of ERPs
carried out in SMEs?

The rest of the chapter is organized as follows: The next section shortly positions
research on ERPs in SMEs and presents some relevant SME specificities. Following
sections discuss the importance of ERP system procurement process and describe
procurement frameworks found in literature. The ERP system procurement stages
described in literature are also presented. Section 6 describes the research method,
followed by a discussion around factors involved in ERP procurement in SMEs.
Section 7 then presents an analysis of the two contrasting ways found in the empirical
data. The model explaining the relationships between the SME specificities and the
procurement process is illustrated with an example from the empirical data, followed
by the final section which presents some concluding remarks and some thoughts on
future research.

2 ERPs in SMEs

It can be claimed that ERPs were originally developed for large manufacturing orga-
nizations [1, 13, 18], in fact, Shehab, et al. [19] claim: “It is a fact that ERP is for big
firms”. However, market saturation of ERPs among LEs, the pressure from large
organizations, and the shift of ERP vendors to smaller organizations, have led to more
and more SMEs adopting ERPs [4, 19, 20]. A recent study in Sweden shows that 38 per
cent of all companies with more than 10 employees have adopted an ERP [21], which
clearly indicate that ERPs are of interest also for SMEs.

A number of authors have indicated that the specificity of SMEs has a strong impact
on ERP system adoption by these organizations [1, 2, 4, 22]. The general assumption
that the principles of a big business apply to a smaller business in a smaller scale has
been investigated by Welsh and White [23] and fundamental differences between LEs
and SMEs have been identified. According to Welsh et al. [23], the management of
SMEs is characterized by: “severe constraints on financial resources, a lack of trained
personnel, and a short-range management perspective imposed by volatile competitive
environment”.

Raymond [24] has proposed a model, showing four dimensions of organizational
specificity that might affect the success of IS implementation in small businesses.
Based on Raymond’s [24] model, Gable and Stewart [4] illustrate specificities of SMEs
that have a significant effect on ERP system adoption. The framework, as shown in
Table 1, analyses SMEs in four dimensions, including: organizational, decisional,
psycho-sociological and information systems, and lists the factors affecting ERP sys-
tem adoption specific to SMEs. Below we shortly describe the four dimensions:

Organizational Dimension. As SMEs are commonly arranged in a simple and cen-
tralized structure, their management has broad control over ERP related activities.
However, simplicity of a structure implies less specialization of functions among
employees, thus requiring more generic ERP solutions. In addition, size of SMEs
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determines that these organizations can hardly control their extra-organizational situ-
ation, therefore it can be said they have less influence on the market and less power
when negotiating with ERP vendors. Lastly, due to their size, SMEs are resource poor
both in terms of financial and human capital, thus only a limited number of individuals
can be allocated to system implementation and maintenance and their ERP system
choice is often determined by financial constraints.

Decisional Dimension. As SMEs have little influence on the market situation, they
need to be highly responsive to changes in their business environment. Therefore,
decisions in SMEs are often reactive and short term. In addition, SME decision makers
rarely use formal management or decision making strategies. In fact, they base their
decisions on less information and rely on personal judgment. For these reasons, SMEs
tend to underestimate potential costs or benefits of ERP solution alternatives, thus it is
more likely that a chosen system will not be the best fitting among alternatives. The
factor “Organizational Maturity” was not mentioned by Gable and Stewart [4], but was
noted by Raymond [24], however, we see it as relevant and therefore it is included in
the table.

Psycho-Sociological Dimension. The CEOs of SMEs commonly have the highest
authority in these organizations, and are often characterized as unwilling to share
information or delegate decision making to other employees. A CEO being the only
one making ERP implementation related decisions may result in evaluation of alter-
native ERP solutions lacking critical attitudes from other individuals. In addition,
Gable and Stewart [4] have identified that lack of ERP system knowledge and expe-
rience among CEOs, may result that CEOs have lower expectations from systems and
are less critical when evaluating them.

Information System Dimension. Lack of managerial expertise, IS experience and
training could result in that SME managers being unaware of potential benefits that
sufficient IS management can deliver to organizations, thus functionality of ISs is
underestimated. Usually functionality of SME’s ISs is in its early stages of evolution,
or serving as a tool for accounting. Furthermore, lack of technical expertise determines
low level of system sophistication, therefore mostly transactional and packaged
applications are used. Lastly, unawareness of potential benefits that ISs may bring leads
to ISs being underutilized by SMEs, having little impact on decisional and organiza-
tional effectiveness.

Further on the topic of ERP systems in SMEs has been further discussed by other
authors. For instance, Ravarini, et al. [1], which in their study of ERP system acqui-
sitions by SMEs, name a number of SME peculiarities that determine the suitability of
an ERP system for the SME:

• Adoption of ERP systems is often imposed by exogenous factors, rather than being
a voluntary strategic decision. Therefore, little time is spent rethinking IS alterna-
tives, IS management is approached in a non-formal way;

• SMEs are strictly financially constrained, however require highly customized ERP
solutions;

• SMEs seek solutions that do not impose important organizational change.
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Morabito, et al. [2] have also noted the financial and human capital constraints faced
by SMEs previously mentioned by both Gable and Stewart [4] and Ravarini, et al. [1].
In addition, the authors identified, that SMEs in an attempt to avoid lock-ins in ERP
systems, unless absolutely certain about future requirements, hesitate to purchase these
systems.

The question is then how these specificities affect ERP system procurement in
SMEs.

3 Importance of ERP Procurement Process

In order to survive organizations need to overcome numerous obstacles. Companies are
surrounded by a constantly changing business environment, compete with their prod-
ucts, deliveries, price and quality, aiming to bring the best customer satisfaction while
remaining flexible and responsive [13]. In order to remain competitive in these dynamic
markets organizations adopt ERP systems [12]. ERP systems are business management
systems consisting of integrated sets of comprehensive software, which are used to
manage and integrate various functions and processes within an enterprise [18, 19].

Table 1. SME specificities affecting ERP system implementation [4]

Dimension Factors Description

Organizational Structure Simple and centralized
Resource Resource poverty
Extra-organizational
situation

Uncontrollable

Decisional Decision cycle Short term, reactive
Decision process Intuitive and judgmental

Less use of information
Less use of formal management techniques

Organizational maturity Immature
Psycho-
sociological

Domination by the CEO Less sharing of information
Less delegation of decision making

Management ideology More individualistic
Psychological climate More positive attitudes

Less expectations of organizational
computing

Information
systems

IS function In its earlier stages
Less managerial expertise, IS experience
and training

IS sophistication Emphasis on transactional and packaged
applications

Less technical expertise
IS success Underutilization of organizational IS

Little impact on decisional and organizational
effectiveness
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The established benefits that successful implementation of an ERP system brings to an
organization has made ERP systems become widespread among many companies. In
fact, implementing an ERP system is defined as “the price of entry for running a
business” [12] or as a necessity to remain connected to other enterprises in a network
economy [25], because multinational organizations often limit their partners to those
using the same ERP software as themselves [19].

The recognized ERP system contribution to the competitive performance of
organizations, has resulted that ERP software is currently among the fastest growing
segments within information technology (IT) industry [26]. In addition, market
research shows that average ERP software costs, project costs and project duration have
been decreasing within the last years [27]. ERP software market has matured to level,
where more and more generic ERP software is being customized, thus niche markets
are creating niche products and niche vendors [28]. These reasons illustrate that ERP
software market is maturing, more and more software is being tailored to suit specific
needs of organizations, while at the same time ERP software costs are decreasing, thus
ERP software is becoming more available.

Faced with the challenges of a global dynamic market, and pressured by other
companies, organizations often rush to implement ERP systems [13]. Being exposed to
the variety of alternatives of ERP software while disposing limited resources, makes
the selection process tedious and complicated [14].

Often organizations base their selection on the conventional financial cost and
benefits criteria or other common criteria, which are not tailored to organization’s
requirements, competitive strengths and business strategies [13, 14]. Having no sys-
tematic selection framework results in decisions where a chosen system does not meet
the organizational requirements, it conflicts with organizational goals, thus is insuffi-
cient to support organization’s performance [14].

Organizations often do not realize that selection of an appropriate system is a
significant decision. Many times new IT systems are adopted to “mechanize old ways
of doing business” or pave the “cow paths”, which however, does not address initial
deficiencies of organization’s performance [29]. Changes imposed by the implemen-
tation of an ERP system, are described as: “all-or-nothing proposition with an uncertain
result” [29]. A particular system has enterprise-wide implications, requires resource
commitment, and implies potential risks as well as benefits related to its implemen-
tation [18]. In fact, some describe it to be “a decision on how to shape the organiza-
tional business” as ERP systems lock organizational processes and principles in its
software [18]. In addition, ERP systems tend to replace majority of organization’s
legacy systems, therefore implementation of an ERP system is often the largest IT
investment in any organization [13]. A wrong choice may have adverse effects on
multiple areas of an organization, in worst case may even threaten the existence of an
organization [30].

The reasons mentioned above illustrate that selecting and purchasing an appropriate
ERP solution significantly impacts both the overall ERP project and the organization,
thus highlighting the need for a systematic framework for ERP acquisition.
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4 ERP Procurement Frameworks

Since, ERP acquisition is highly complicated and time consuming, various approaches
are suggested for conducting and managing the ERP procurement process [14]. One of
the methods for selecting an ERP solution was proposed by Ptak [31], suggesting that
alternative ERP solutions should be quantitatively compared using a developed
weighting of critical system elements, thus providing subjective judgments of the
acquisition team. Teltumbde [13] developed a framework where an ERP solution is
selected using: the Nominal Group Technique - for development of pre-selection cri-
teria, and adopting the Analytical Hierarchy Process (AHP) for joint evaluation, based
on ten system evaluation criteria. The AHP method was also used in a framework
developed by Wei, et al. [14], where it served as an evaluation method, judging on
criteria representing a system’s ability to fulfill its objectives. Wei and Wang [32]
suggest using fuzzy set theory to determine system’s suitability and rank suitable
vendors. Kutlu and Akpinar [33] propose using the fuzzy methodology to distinctively
categorize alternative choices.

Other methods for evaluating ERP solution alternatives include: 0-1 programming
[34–36], nonlinear programming [37] analytical network processing [36] and the data
envelopment approach [38].

It is important to notice that many of these frameworks use sophisticated mathe-
matical calculations, which according to Wei, et al. [14] weaken these methods as they
are hard to understand and many of the suggested evaluation attributes are difficult to
quantify in real world. In addition, for necessary data to be obtained for the calculations,
the models predetermine processes that are carried out during the system procurement.
This emphasizes the final system evaluation and the purchase decision, while looks
down on other activities of procurement process. For this reason, the models are claimed
to lack consideration of different data sources and organization’s strategic concerns [14].

A more generic approach is described by Stefanou [16] suggesting an ex-ante system
evaluation approach, considering four phases of system life cycle. However, this method
mostly focuses on system cost and benefit identification for comparison of alternatives,
but does not evaluate a system’s suitability or fitness to the organization’s needs.
Another model is suggested by Verville and Halingten [39], presenting ERP system
procurement analyzed from Organizational Buying Behavior field’s perspective. The
model consists of six stages of the buying process of an ERP system, presenting a high-
level overview of the buying principles observed in organizations. Nonetheless, the
high-level approach of the model determines that the stages described lack detail and
specificity for use in ERP software procurement – the authors claim the model “depicts
the principal processes that pertain to the acquisition of packaged software” [39].
However, as it was discussed in previous sections due to their enterprise-wide impli-
cations ERP systems are more significant than most packaged software.

To provide a base for the theoretical framework of this study a procurement
framework suggested by Poon and Yu [17] was chosen. The authors present four stages
of ERP solution procurement process and demonstrate the framework in use in four
case organizations. The reasons this framework [17] was chosen are, firstly, the sug-
gested procurement stages are more generic than those suggested by other authors
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mentioned above: as the framework is not based on a particular mathematical model or
a decision making approach, it does not impose procurement steps only necessary for a
certain method. Secondly, the suggested procurement stages are general and inclusive
of other more detailed stages described by other authors, therefore providing a com-
prehensive overview of the procurement process. Lastly, while some other frameworks
include phases or processes of: business vision [16] and implementation of a chosen
system [32], which are out the scope of this study, this framework only illustrates the
pre-implementation or procurement phase of ERP system adoption life cycle. The
framework, as shown in Fig. 1, consists of four major stages involved in ERP pro-
curement process, including: (1) Formation of the acquisition team, (2) examination of
business requirements and constraints, (3) formation of evaluation criteria and
(4) evaluation and selection of the best fit.

5 Research Framework

The developed research framework, shown in Fig. 2, graphically presents a condensed
overview of the literature used in this study. The framework shows the relationship
between ERP system procurement process and the specificities of SMEs.

Fig. 1. ERP procurement process [17].

Fig. 2. Research framework.
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The stages of ERP procurement process are based on a framework developed by
Poon and Yu [17] as it is shown in Fig. 2. The specificities of SMEs shown in the
framework present several dimensions of SME peculiarities that might affect ERP
system procurement process presented by Gable and Stewart [4] and discussed by other
authors [1, 2]. The one-sided arrow ‘Effect’, shown in Fig. 2, represents that in this
study it is investigated how the specificities of SMEs affect the ERP procurement
process, but not the opposite effects.

6 Research Method

In order to answer our research question it was necessary to collect empirical data that
would include a detailed description of ERP procurement processes in SMEs and
explain how SME specificities affect the procurement process. Although, numerous
data sources are available, we believe that documents, archival records or similar
sources of data are insufficient sources of evidence for our investigation as they are
more attributable to the formal bureaucratic environment of large organizations. In
contrast, SMEs are characterized as being non-formal, rarely relying on formal decision
making or management techniques, and having few authoritative individuals involved
in decision making [1, 4]. In addition, being resource poor and having a lower level of
IS expertise, SMEs often turn to consulting companies for help in EP selection and
implementation [4, 10]. For these reasons, we believe that the most relevant sources of
data necessary for our investigation are the individuals representing each of the parties
involved in ERP system procurement in SMEs. We believe these individuals are
aware of paths and details of the processes they are dealing with, and also possess
knowledge about important information that might not be formally stored or docu-
mented in the dynamic environment of SMEs.

There are commonly three parties involved in ERP procurement process in SMEs:
the buyer-user organization, the external consultancy firm, and the ERP vendor [10].
Therefore, to obtain a thorough and a comprehensive description of ERP system
procurement in SMEs we chose to interview representatives of all three parties
involved in the procurement process. We argue that the data collected from different
parties would provide an objective overview of the procurement process and prevent
bias which could likely occur if we would analyze the procurement from a single
party’s perspective. In addition, collecting data from different parties allowed us to
validate findings from one informant with the data from interviews with others, and
apply data triangulation, as suggested by Yin [40].

7 Discussing Factors Involved in ERP Procurement in SMES

Analyzing our empirical data, as it is presented in Table 2, we were able to identify two
contrasting ways of carrying out ERP system procurement in SMEs: the more formal
and the less formal way. However, in academic literature, when describing ERP system
procurement, various authors [16, 17] identify or suggest a single way of carrying out
this process. In addition, the procurement processes described by various authors
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[13, 30] are often similar, include similar stages and follow a similar sequence, and
comparing to our findings, resemble the more formal way of carrying out the pro-
curement. The reason for this might be that academic literature describing ERP system
procurement is based on findings from LEs, where ERP system procurement, according
to one of the interviewed (General Manager in a consultant company), is commonly
defined as a project and treated in a formal manner.

Table 2. Comparison of procurement process in empirical data and theory

Empirical data Theoretical framework
More 

Formal
Less Formal Stage Requirement

1. Need 
initiation

1.Need initiation - -

2. Acquisition 
team formation

- 1. Formation of 
Acquisition Team

Skills and roles of 
team members

Diversity in acquisition 
team

Assess the need of 
outside experts

3. Initial 
requirements 
definition 

- 2. Examination 
of Business 
Requirement and 
Constraints

Determining objectives

4. Marketplace 
analysis

2.Marketplace 
analysis

4. Evaluation 
and Selection of the 
“Best Fit”

Marketplace analysis

5. Business 
processes 
analysis

- 2. Examination 
of Business 
Requirement and 
Constraints

Process mapping or 
business process 
reengineering

6. Developing a 
comprehensive 
requirement list 
and evaluation 
criteria

- 2. Examination 
of Business 
Requirement and 
Constraints

Defining requirements
Describing constraints

3. Formulation 
of Evaluation
Criteria

Derivation from 
objectives and 
requirements

Comprehensive and 
detailed list

Vendor and system 
criteria

Ranking
7. Request For 
Proposals 
(RFPs) and  
demonstrations

3.Meeting vendors 
and selecting

4. Evaluation 
and Selection of the 
“Best Fit”

Contacting vendor

8. Evaluation - 4. Evaluation 
and Selection of the 
“Best Fit”

Selection and decision-
making approach

Authorization of the 
final choice
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First, we have discovered that both more formal and less formal ERP procurement
starts with a need initiation step, which is similar to the starting point of ERP acqui-
sition phase as described by Poon and Yu [17]. They argue that procurement begins
when the initiated idea of adopting an ERP system receives support from management,
while our identified need initiation step defines organization’s realization of a certain
need and perceiving ERP system as a solution. Although, Poon and Yu [17] do not
indicate the need initiation as a separate step, we believe it is necessary to include it as a
distinct step of ERP system procurement, as our study shows that in case of SMEs the
need for the system may origin either from outside or inside of the organization in that
way affecting the path of the process.

Similarly to other authors [17, 39] we have identified the acquisition team for-
mation step in the more formal ERP procurement process. However, in comparison to
other studies we have found that team formation is not the first step in acquisition, but
follows the need initiation. Also, our empirical data shows that in selection of team
members, skills and roles of team members as well as diversity in acquisition team,
which were mentioned by Poon and Yu [17], are not so important. In addition,
although several informants (one General Manager, and two Consultants) indicate the
existence of acquisition team, the actual formation step was not emphasized and not
included in the less formal process.

In the more formal ERP procurement process, next step identified, is the initial
requirements definition, which is similar to the objectives determination step as dis-
cussed by Wei, et al. [14]. As we have found that initial need is formalized into a
business case description, similarly Verville and Halingten [39] indicate that it is
important to define business problems and opportunities behind this initial rationale to
adopt ERPs. On the other hand, we have not found evidence supporting previous
studies [17, 32] stating that strategic objectives and goals of the project are determined
and structured systematically.

It is also found that marketplace analysis is carried out in both more formal as well as
less formal ERP procurement processes. This step resembles marketplace analysis step
mentioned by Verville and Halingten [39]. However, while Verville and Halingten [39]
emphasize the importance of establishing requirements as well as selection and evalu-
ation criteria before contacting vendors or checking ERP solutions, our study shows that
marketplace analysis is carried out after initial requirements formation. In addition, we
have found the main information sources and ways used in vendor and system search,
which are: asking for positive references from friends, acquaintances and employees,
carrying out internet search or directly contacting familiar vendor brands. On contrary to
other studies [14, 39], which suggest that a questionnaire is prepared and distributed to
listed vendors inviting them to provide information, our empirical data shows that SMEs
more rely on marketing demonstrations.

Next step identified in the more formal acquisition process is business processes
analysis, which is similar to process mapping, discussed by Teltumbde [13]. However,
we have found no evidence that business process re-engineering (BPR) is carried out at
the same time as the ERP procurement process, as it is indicated by Wei et al. [32]. In
addition, since business process analysis was not emphasized and was mentioned by only
two interviewees (the General manager and one Consultant), it could be stated that SMEs
tend to follow a more ERP-driven approach, where, according to Poon and Yu [17],
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explicit process redesign is excluded and organizations follow standard processes as well
as ‘‘best” practices already incorporated in ERP system.

Regarding the more formal ERP procurement process, it is found that a compre-
hensive requirement list and evaluation criteria are developed, which has some prop-
erties of two stages: examination of business requirements and constraints as well as
formulation of evaluation criteria, which are discussed by Poon and Yu [17]. However,
we have not found clear separation between requirement list and evaluation criteria
formation and our findings show that detailed requirement list comes from the evaluation
criteria, when a certain ranking is assigned to each requirement group, which resembles
evaluation criteria derivation from requirements as suggested by Wei, et al. [14].
In addition, we have found that evaluation criteria in SMEs has all the same properties
mentioned by Poon and Yu [17], which are comprehensive and detailed list, vendor and
system criteria as well as ranking.

Also in the more formal acquisition it is found that sending RFPs and performing
demonstrations, which resemble the contacting vendor step, mentioned by Teltumbde [13]
takes place. In addition, in comparison to other studies [17, 32], same two methods for
information requesting are found: vendors are invited to respond RFPs or to make pre-
sentations and demonstrations on their ERP solutions. Similarly, in the less formal pro-
curement, the step of meeting vendors and selecting is identified. However, this step only
includes demonstrations of the systems, during which selection and evaluation of the
systems is carried out based on presented system’s capabilities.

In the more formal ERP procurement process, an evaluation step takes place, which
has some similarities with evaluation and selection of the “best fit” phase, described by
Poon and Yu [17]. Similarly to previous studies [14, 16], our empirical data shows that
SMEs, following a more formal acquisition process, choose some kind of methodology
for selection and decision-making, where the match between the evaluation criteria and
the offered system is evaluated either quantitatively or using expert assessment.
However, we have not found any formal authorization of the final choice in SMEs.

Finally, both the more formal and the less formal procurement process finalizes
with the step of negotiation and a contract signing, which is similar to the negotiation
step as defined by Verville and Halingten [39]. Although, Verville and Halingten [39]
state that negotiations are entered when the final choice is made, we have found that in
some cases (supported by statements from a Project Implementation Manager) nego-
tiations are entered with several vendors that comply with basic requirements. In such
case vendors are informed about their competition score and are allowed to change
their proposal terms in order to be selected when the final choice is being made.

8 Analyzing the Two Contrasting Ways

Analyzing how interviewees describe ERP procurement processes we have identified
two contrasting ways of conducting procurement: the more formal and the less formal
way, shown in Table 2. In addition, we have found that factors depending on their
characteristics, presented in Table 1, influence the way SMEs carry out ERP pro-
curement. The influence a factor’s characteristic has on the procurement process
is identified based on the “cause-and-effect” explanations by our interviewees.
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When talking about certain factors our interviewees often used the formulation “if-
then”, for example one of the Consultants stated:

“If the level of maturity is zero and experience is primary, everything happens relatively
elementary <…> If the maturity level is higher or they have some experience or got „burnt“,
then search is carried out a bit differently.”

This example and other findings show that the effect of factor characteristics is
either leading organizations towards the more formal or the less formal procurement
process. Therefore, based on our empirical data, we have identified, which character-
istics of each factor point towards the more formal and, in contrast, the less formal way
of conducting procurement. Although, in academic discourse several authors [1, 4]
argue that ERP implementation lifecycle and acquisition may be considerably influ-
enced by the characteristics of SMEs, it is not discussed how the process of procure-
ment is affected by these issues.

In Fig. 3 we present all the factors found that affect an ERP procurement process as
well as their characteristics determining whether an organization is likely to carry out
ERP procurement in the more formal or the less formal way. However, in some cases
interviewees presented only one characteristic of the factors as well as discussed only
one side of effect, for instance, that insufficient human resources dedicated to IT lead to
the less formal process. For those factors, as shown in Fig. 3, we left one arrow marked
with a question mark, because we believe that those effects may exist, but enough
empirical evidence supporting them was not found.

Fig. 3. Factor effects on ERP procurement process
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9 Illustrating Discussions

In this section the effect of SME specificities and factors on ERP system procurement
in SMEs is illustrated by relating the factors and specificities shown in Fig. 3 to a real
life system procurement example presented by one of the interviewees questioned
during this study.

Based on interviewee’s descriptions, a characteristic for every factor that best
defines our informant’s organization was chosen, for example, interviewee’s organi-
zation has 100-120 employees, thus the organization’s size is defined as medium sized.
Once the characteristics of all factors were defined, Fig. 3 was checked to see which
procurement process a certain characteristic is pointing to, and the column “Procure-
ment Type” for each factor was filled. Lastly, the actual procurement process carried
out in interviewee’s organization was compared, to the one mostly suggested for this
type of organization in the column “Procurement type”. The comparison of procure-
ment processes is presented in Table 4.

After the analysis of organizational, decisional, psycho-sociological, information
system and other factor characteristics in this particular organization, as shown in
Table 3, it can be seen that most of the characteristics indicate that ERP system pro-
curement process is likely to be carried out in a more formal way according to Fig. 3.
Looking at Table 4, which shows the procurement steps in interviewee’s organization
and compares them to our identified more formal procurement process, it can be seen,
that the procurement process carried out in interviewee’s example is very similar to our
described more formal ERP acquisition process. Only one step, the “business process
analysis”, was not conducted in interviewee’s organization, while the other steps match.

The example of interviewee‘s organization illustrates our discussion by demon-
strating the effects of SME specifities and other factors on ERP system procurement
process in SMEs pictured in Fig. 3.

10 Concluding Remarks and Future Research

Since the major part of academic literature describing ERP procurement is based on
LEs, the main purpose of our study was to describe how ERP system procurement is
carried out in SMEs. Reaching for our goals, we have identified and described two
ways of carrying out ERP system procurement in SMEs as well as found a number of
SME specificities and other factors that affect ERP procurement. Moreover, in aca-
demic literature authors often mention certain SME specificities, obstacles and pecu-
liarities that might impact ERP procurement or implementation in these companies,
however, the effect these factors have on the procurement process is not explained. In
our study we have identified and explained the relationship between our identified
factors and ERP system procurement process in SMEs.

The main research question was: How is ERP solution procurement carried out in
SMEs?

In contrast to academic literature, where authors define a single way of carrying out
ERP procurement, our study defined two contrasting ways SMEs are likely to carry out
procurement: the more formal and the less formal way. While the more formal process
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resembles the procurement process described in academic literature and presented in
our theoretical framework, we have not found the less formal process discussed in
academic discourse. We find it surprising that, although, academic literature clearly
indicates the obstacles that SMEs encounter during ERP procurement and implemen-
tation process, different sequence or steps of the procurement process imposed by the
obstacles are not presented. We believe the reason for why the less formal process is
not discussed is that existing research is based on findings from LEs, who tend to
consider system acquisitions as projects and treat them in a more formal manner.

Table 3. Characteristics of the organization in the procurement example

Company’s 
structure

Several departments exist in two 
cities

Complex
More 
formal

Human 
resources 
dedicated to IT

Project Implementation Manager 
responsible for IS development and 
IT department of 7 employees

Sufficient ?

Work intensity/ 
functional 
division of 
labor

Several departments responsible for 
different functions exist. Acquisition 
team for ERP procurement was 
formed.

- / High -/?

Organizations 
activities

Only few solutions in the world suit 
organization’s activities, combining a 
study management IS together with 
an accounting system

Specific
More 
formal

D
ec

is
io

na
l

Organization’s 
maturity

- - -

Resistance to 
subjective 
influences

The need for ERP system emerged 
inside of company, when they 
outgrew the capacity of previous 
system. Marketplace analysis was 
conducted using internet search. 
Systems were evaluated using a 
predefined method.

High ?

Decision 
making and 
behavior

An Excel table was filled according 
to the proposals received, then 
coefficients were calculated and used 
when selecting system

Rational ?

Flexibility of 
organization

- - -

Ps
yc

ho
-

S
oc

io
lo

gi
ca

l

Influence of 
general 
manager

Infrastructure manager was a person 
making the final decision

Low ?

Factors Description of the organization of I5 Characteris
tic

Procurem
ent type

O
rg

an
iz

at
io

n
al

Company’s size 100-120 employees Medium
More 
formal

Financial 
resources

The system procurement was 
financed by the EU funds

Sufficient More 
formal

(Continued)
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The starting point for our study was that the size of organizations is the main source
of differences in ERP system procurement process between LEs and SMEs. However,
we have found that the category of SMEs is too broad, as differences between pro-
curement processes carried out in SMEs appear. The small companies tend to purchase
ERP in the less formal way, while medium sized organizations choose the more formal
process. In addition to organization’s size, we have also identified a number of other
SME specificities and other factors that affect ERP procurement process and determine
the way it is carried out.

Table 3. (Continued)
In

fo
rm

at
io

n 
sy

st
em

IS procurement 
experience

The company has a procurement 
experience, as they had previously 
implemented a similar system

High
More 
formal

Understanding 
of system’s 
intangibility

The company had not only evaluated 
system’s price and technical qualities, 
but also vendor’s reliability and 
technical support. Procurement was 
treated as a project.

High ?

Utilization of 
ERP system

Organization’s IS consists of an 
accounting and a study management 
system, which are integrated. System 
serves the needs of 70 employees
working with the core of the system
and 3000 students.

High ?

Understanding 
ERP system as 
enterprise-wide 
change

Working groups consisting of 
employees from different 
departments were formed to 
determine system‘s requirements

High ?

O
th

er Participation of 
consultant

Consultants were employed for the 
selection project

Yes
More 
formal

Source of 
funding for the 
purchase

The system procurement was 
financed by the  EU funds Outside More 

formal

Table 4. Comparison of more formal and the sample SME’s procurement process

More formal procurement steps Procurement steps in sample SME

Need initiation Need initiation
Acquisition team formation Acquisition team formation
Initial requirements definition Initial requirements definition
Marketplace analysis Marketplace analysis issue arises
Business processes analysis –

Developing a comprehensive requirement list
and evaluation criteria

Developing a comprehensive requirement list
and evaluation criteria

RFPs and demonstrations RFPs and demonstrations
Evaluation Evaluation
Negotiation and signing the contract Negotiation and signing the contract
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As mentioned above, the study concludes that there exist two contrasting ERP
solution procurement processes carried out in SMEs: the more formal and the less
formal way. The main difference between these processes is that the more formal
procurement consists of more steps, has a dedicated acquisition team, uses explicit
requirements and evaluation criteria, and makes use of rational decision making
methods for system evaluation and selection. On the other hand, even those steps,
which are similar in both ways, the less formal way are carried out more intuitively,
chaotically and primitively, thus we consider the more formal way a more sophisticated
way of procurement.

Furthermore, most of our identified ERP solution procurement stages carried out by
SMEs were mentioned and described in academic literature. However, we have
identified one additional step, the Need Initiation, which we have not found presented
before, but it was mentioned by all of our interviewees. The importance of this step is
that the need may arise from different sources: either from inside or outside of a
company and this determines how much the sequence of the process will be influenced
by subjective sources, such as vendors. In addition, our findings show that SMEs are
not very familiar with ERP system functionalities and market, thus are not able to
develop a comprehensive requirement list and evaluation criteria prior to marketplace
analysis. Therefore, differently from academic discourse, our findings show that, in
SMEs only some initial requirements are set before carrying out the marketplace
analysis, while the detailed requirements are developed only afterwards.

From our empirical data we have identified a number of SME specificities and other
factors that affect ERP procurement in SMEs. Our findings support many factors
presented in academic literature, however, we have also found a number of factors that
are not mentioned in the discourse. Among the key factors determining ERP pro-
curement process, organization’s maturity and IS procurement experience were iden-
tified. In addition, we have found two, not organization related, factors that also affect
ERP system procurement in SMEs and were not mentioned in literature, including:
Participation of a Consultant and Source of Funding for the Purchase. However, our
main contribution is not identifying the factors but relating the factors to ERP pro-
curement in SMEs and answering the “how” part of the question.

In contrast to academic literature, where SMEs are described providing only one
characteristic for a given factor, for example, the financial resources are in general
characterized as insufficient, we have found that an SME might have one of the con-
trasting characteristics of the same factor, for instance, a companymight have either a low
or a high level of organization’s maturity. Depending on these contrasting characteristics
of the procuring organization, our identified SME specificities and other factors can have
a different effect on ERP system procurement: a factor may either lead organization to
carry out the procurement in a more formal way or, in contrary, a less formal way.

Moreover, we have developed a model explaining how SME specificities and other
factors affect ERP procurement depending on organization’s characteristics. Each
factor we have identified should have a two sided effect and contrasting characteristics
determining whether an organization is likely to carry out ERP procurement in more or
less formal way. However, for some factors we have found only one characteristic and
one sided effect, thus further research may be conducted searching for other two-sided
effects and finalizing our model.
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Abstract. We propose the CIM-modelling language “VCLL”, which extends
BPMN to four integrated modelling views. The designed modelling language
allows for creating business processes and its relevant data, business rules and
organisational aspects. The VCLL focuses on the development of business
applications and provides two entry points into MDA. Our proposed modelling
language can be used to describe the behaviour of one application (micro view) or
it can be used to orchestrate different applications (macro view). Furthermore the
VCLL provides a connection to a pre-CIM-level, which consists of unstructured
information and reveals the relation of model elements with their origin in
recorded interviews, forms, documents, etc.

Keywords: Model Driven Architecture (MDA) � Computation Independent
Modelling (CIM) � Model-to-Model (M2M) transformation � Business Process
Modelling Notation (BPMN) � Modelling language definition � Graphical Mod-
elling Framework (GMF)

1 Introduction

Today’s business information systems are required to ensure optimal support for the
company’s business processes. But these business processes are changing frequently
because of new products, organisational changes, new markets, changes in governance
or laws etc. An example for a change in law is the Sarbanes-Oxley-Act (SOX) [1] and
one in governance the Aspen Principles [2]. All of these changes have an impact on the
company’s business processes and have to be reflected in the business information
systems that support them. Software engineering approaches based on classical coding
are often too slow to keep up with these fast and frequent changes of business processes
and information systems. Therefore, a more expressive and efficient development
method is needed.

Such a more expressive and efficient way of programming is the Model Driven
Architecture (MDA) [3]. It increases the level of abstraction to a new state. MDA aims at
faster software development by usage of model-to-model transformations. These models
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are classified by the MDA concept into three levels of abstraction, namely the Com-
putation Independent Model (CIM) level, the Platform Independent Model (PIM) level
and the Platform Specific Model (PSM) level [3, 4].

But most of the existing MDA-approaches (Mellor et al. 2004 [10]) focus on PIM-
and PSM-level and the M2M-transformation between them. The more conceptual CIM-
level is often neglected. Hence, a real life software development project does not even
start with conceptual modelling on CIM-level, but rather based on even more abstract and
unstructured verbal information about the application’s domain on the pre-CIM-level [5].

A major reason for neglecting the CIM-level in MDA-approaches is the lack of a
modelling language understandable to end users and at the same time transformable
into PIMs. Therefore, after the presentation of the research approach in Sect. 2 and
related work in Sect. 3, we introduce a CIM modelling language that is designed to ease
the creation of CIMs and the transformation of CIMs into PIMs in Sect. 4. We present
the meta-model based specification of the VIDE CIM Level Language (VCLL) [6] with
Meta Object Facility (MOF) [7]. The categorisation and thorough analysis of the
supported business processes follows the description of the tool support in Sect. 5,
concluding the paper and making outlook statements in Sect. 6.

2 Research Methodology

Research in the field of information systems has two major research interests: the
discovery and explanation of currently existing phenomena and the development of new
methods and recommendation of actions for the discovered problems [8]. Corresponding
to the division into these two objectives HEVNER et al. [9] identify the empirical approach
and the design science approach as the two possible types of research methodologies.

This contribution develops a solution for a known problem in context of the MDA.
Therefore it follows the design science paradigm. HEVNER et al. provide seven guidelines
for design science research, which determine the necessary parts of this contribution and
create a sketch for its structure. The introduction shows the relevance of the research
problem (guideline 2). The prototypic implementation of the VCLL in section “tool
support” is an artefact (guideline 1) that serves as a proof of concept (guideline 3). As the
contribution of the VCLL compared to existing modelling languages is determined by
the presented meta-model, the research contribution can be clearly identified (guideline
4). The section “related work” refers to guideline 6, as it presents design as a search
process. The research rigor (guideline 5) is addressed by this section and the rigorously
structured organisation of this paper. Guideline 7 aims at the communication of the
research results, which is addressed by submitting this book chapter for the publication.

3 Related Work

The idea of MDA [3, 10] is the translation of information models via different steps
into finally executable code. According to the definition of MDA the process of cre-
ating software starts with information models on CIM level and transforms them into
models on PIM level. These models on PIM level are enriched and then transformed
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into PSM which results in executable source code after the last transformation [4]. By a
separation of concerns through creating CIMs and PIMs before PSMs you reach a kind
of interdependence from platforms, languages and systems. The transformation starts
on a highly abstract level and gets more concrete with each step down. ERP systems
which support manufacturing processes are a very good example how to use MDA.
Domain experts can be much more involved in the software development process to
bridge the gap between their requirements and the understanding of them by a software
engineer. On the three different levels of MDA different modelling languages are used.
Therefore, commonly used modelling languages are regarded.

Event-driven Process Chains (EPC) [11] allow for creating semi-formal process
models. This semi-formal notation is essentially a sequence of the successive events
signalising the important occurrences in the process and functions dealing with the
events and further information. It is suitable for a high level design of application
systems or organisational structures, but it is not focused on the transformation into an
IT system. The disadvantage of this methodology is that though it gives the business
users the understandable idea of a business process and its possible paths, but at the
same time there is no place for business rules that are standing for the decisions made at
important steps in the process model.

Another modelling concept is UML [12]. It gives the IT specialists one of the most
substantial tools for modelling the target application systems in different aspects on the
different levels of abstraction. At the same time, it is not that well suitable for business
users for involving too much knowledge about the technical aspects of the system
under construction. It also doesn’t provide the mechanisms of dealing with business
rules. Though UML can be combined with the Object Constraint Language (OCL)
[13], it is in turn too formalised to be used on the requirements level for which the
VCLL tool is providing support.

Probably the most extensively used language for modelling of the business processes
is the Object Modelling Group’s (OMG) standard Business Process Model and Notation
(BPMN) [14]. It can be used on different levels of abstractions, firstly, and can also
contain a sufficient amount of technical information, secondly. The technical aspects are
needed for the lower level implementation of those processes into the Business Process
Execution Language (BPEL) for example [15] (which is a machine readable, textual
format without an easy-going way to sketch a process in a graphical way). The disad-
vantage of BPMN notation in its first version was its limitation to a single view, namely
the process view that is not always sufficient for the purposes of modelling the systems.
It also did not provide the extended methodology for data and organisation modelling,
thus weaving the data and organisation constructs into the process view directly. The
second version of the BPMN specification provided meta-models amending the claimed
issues and making it a good candidate for extension in the next section.

4 VIDE CIM Level Language

The VCLL aims at the integration of functional specialists into the software develop-
ment process, especially data intensive business applications, which demands certain
requirements to be regarded. The language has to be as simple and as commonly
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understandable as possible for “non-IT-oriented” business domain experts. Further-
more, the CIM-level language should be able to represent information that allows for
creating draft UML models on PIM-level. Finally, larger business processes can result
into more than one monolithic application. Therefore, the orchestration of different
(sub)-applications should be possible.

4.1 VCLL Meta-Model

In order to create such a modelling language different established languages and
notations were explored [8]. For example the Business Process Modelling Notation
(BPMN), the Business Process Execution Language (BPEL) [15], and the Event driven
Process Chain (EPC) [11] have been analysed. It turned out that each has its advantages
and disadvantages that can be viewed in “related work” section. Based on our research
[6], BPMN offers the best starting point for creating the VCLL (see Fig. 1).

Thus, the BPMN 2.0 meta-model was used as a basis and enriched by different
items, partly inspired by other languages as well as newly created. For example, we
introduced the concept of business rules, though on conceptual design level we only
needed decision rules and constraint rules [16], as well as the data and role concepts.
All of the introduced entities are marked in grey. Moreover, as for the differences to the
BPMN 2.0 meta-model, the SequenceFlow entity in the proposed meta-model is
connected to the FlowObject through ‘target’ and ‘source’ relationships, which con-
stitutes a similar connection in the BPMN 2.0 [14] (cf. pp. 86). The difference to the
current proposal is that in the BPMN 2.0 specification there are manifold relationships
from the SequenceFlow entity to other entities distinct from FlowObject it should
provide the notion of source and target for. Several other examples are also visible
through comparison of the BPMN 2.0 and the proposed meta-models. Another
intention of the VCLL meta-model is the provision of the general overview of the
whole of the meta-model entity groupings (see Sect. 4), which are not that clearly
graphically brought into relation with one another in the BPMN 2.0.

Decision business rules are used to describe complex branches of the control flow,
e.g. if the decision which activity should be the next to be executed depends on the
combination of several splitting decisions. Therefore, decision business rules consist of
one or more statements. Each statement consists of business variable values and one
activity. If the business variables have the values which are described in the statement
the activity, which is referred to in the statement, is executed. One decision business
rule can consist of one or more statements. The statements have an “or” relation
between each other. Optionally, the last row can be added, which contains the keyword
“else” as condition. The action which is assigned to this row is executed if no other
condition is true.

Constraint business rules can be annotated to any model element on the CIM level
and state constraints from a business point of view. For example, defining that an order
process can be started by a phone call is not possible for new customers. Constraint
business rules are constructs which are similar to natural language in order to make
them easily accessible for business users. However, to avoid the ambiguity of natural
language, the parts of constraint business rules are further defined. For this purpose, the
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use of natural language has to be restricted to the use of standardised statements (Endl
[17]). In addition to established approaches like RDF [18] or OWL [19], which both
focus on semantic-web-technologies, the approach “Semantics of Business Vocabulary
and Business Rules Specification” (SBVR) [20], which is defined by the OMG, proves
to be a well-developed concept for describing business rules in an enterprise context.

The people addressed by the SBVR-specification are mainly users from the business
domain, who should be enabled to formulate rules in a structured but also easily com-
prehensible manner. There is also a focus on the necessary transformation of the for-
mulated rules into IT-systems. The SBVR defines specifications for the used vocabulary
as well as syntactical rules, to allow a structured documentation of business vocabularies,
business facts and business rules. Furthermore, the specification describes a XMI-scheme
to share business vocabularies and business rules between organisations and IT-systems.
The SBVR is designed to be interpretable in predicate logic with a small extension in
modal logic. It also defines demands towards the behaviour of IT-systems regarding their
ability to share vocabularies and rules, which complies with the specification [20].

The SBVR-approach uses three perspectives on business rules. The first perspective
is derived from the business rules mantra [21] and supports a simplified approximation
towards a business rule. This perspective should support the communication with people
who are not familiar with the approach, e.g. decision makers. The second perspective is
the representation. It contains the specifications of SBVR, which should be used to
formulate vocabularies and rules. The third perspective is the meaning. It contains the
underlying semantics of the used vocabularies and rules.

Fig. 1. VCLL meta-model.
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4.2 VCLL Architecture

Based on the meta-model shown in Fig. 1, an architecture for the prototype supporting
modelling and transforming business processes has been elaborated (see Fig. 2). The
most extensively represented process view integrates the other views and consists of
eight parts. Structuring objects are the top-level class the model contains. The control
flow section introduces lane elements, which are connected to each other by flow
objects. The connections section has two further types of connections between objects
in a model. The annotated elements part of the meta-model shows model objects that
are used to enrich activity objects with relevant information. The activity section tells
which elements are representing actions in a model. The events section describes
different types of events which tell what kind of triggers could be used in a model.
Gateways explain how decisions of different types could be integrated into a VCLL
CIM model. The enumerations section is the last section and it gives an overview of the
complex types used in three different classes. Data, organisational and business rules
views introduce interfaces to three further business process analysis scopes.

In Fig. 2, you can see a simple example of the different views and their inter-
connection. Inside the data view there are two entities ‘opportunity’ and ‘party’, which
are connected by a simply expressed association ‘is offered to’. Then, there is a
business rule defining a branching condition and at least inside the organisational view
a role ‘sales director’. On top of the picture, the process view shows the business logic
as a flow of different functions. After the start event, a function ‘Identify opportunity’ is
executed, doing some work on a data object ‘Opportunity’, which is imported from the
data view. Then, the function ‘Create opportunity’ follows, which is accomplished by a
person who has the role ‘Sales director’. After that, at the branch construct, it will be

Process view

Data view Organizational viewBusiness rules view

Data objects Roles

Data objects Roles

Business rules

Opportunity Party

Is offered to
If Opoortunity.value > Party.value 

and SalesDirector.threshold > 
Party.value then confirm

Sales Director

Start EndIdentify
Opportunity

Create
Opportunity

Opportunity Sales Director

X

Send
Confirmation

If Opoortunity.value > 
Party.value and 

SalesDirector.threshold > 
Party.value then confirm

Fig. 2. VCLL architecture.
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decided whether to stop the process in case of a negative condition or to go on with the
opportunity process and ‘Send a confirmation’. The information shown can then be
used either focusing on the micro view, i.e. the definition of concrete PIM function or
service, or on the macro view, i.e. controlling the call of functions or services by a
workflow system. For more information concerning the PIM transformation, see Martin
et al. 2008 [22].

Due to the fact that the VCLL is compatible to BPMN 2.0, VCLL models can be
used to generate XPDL documents that define the orchestration of different applica-
tions. So, VCLL models can be imported by all XPDL compatible workflow man-
agement systems. Furthermore, a software tool has been developed that supports the
import of unstructured requirements information, the creation of VCLL models and the
export into draft UML models on PIM-level or XPDL files [23].

4.3 VCLL Prototype

This section introduces the VCLL supporting modelling tool built on the concepts of
VCLL meta-model and architecture (see Fig. 3). The VCLL tool has been implemented
with aid of the Eclipse IDE using the Graphical Modeling Framework (GMF)/Eclipse
Modeling Framework (EMF) plugins. While the EMF serves for the automated gen-
eration of source code based on structured models, the GMF provides a generative
component and runtime infrastructure for developing graphical editors based on EMF.

Apart from the modelling capabilities of the process, data, organisational and
business rules views, in order to refine the meta-model the object constraint language
(OCL) has been used to define the VCLL more soundly. The constraints concern the

Fig. 3. VCLL tool.
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pool-lane relations of the modelled processes, the event types limitations, sequence
flow connections, etc. Moreover, the following model transformation features have
been implemented:

1. pre-CIM to VCLL: the conversion of the unstructured models of the pre-CIM level [5]
2. VCLL to PIM: the propagation of the information modelled on the CIM level

through VCLL tool to the PIM level in form of XPDL for usage by workflow
management tools [22, 24].

The next section will classify and describe the business process types supported by
the VCLL tool.

5 Business Process Support by VCLL

5.1 Classification of Business Processes

Business processes can be classified by different criteria. An important criterion for the
use and especially the economic benefit of a software support for business processes is
their repetition rate. The repetition rate as criterion for the classification of business
processes is proposed by several authors [25–32]. Despite this criterion being very
common, the values that describe the repetition rate differ between different authors.
In order to categorise different possible values, we distinguish between three categories
of repetition rate: singular, sometimes, frequently. Singular business processes are only
executed once. These are business processes which are individual for each customer or
are research and development processes which are not standardised. Business processes
that are executed sometimes do not occur in the daily business, but occur more than
once. An example would be the creation of a balance sheet once a year. The last
category contains business processes that occur frequently. These are processes from
daily business, which can include variants, but are standardised and documented.

A second criterion for the classification of business processes is their degree of
structure. The degree of structure as classification criterion is used by several authors,
e.g. [25, 28, 29, 31, 33, 34]. The distinction between different degrees of structure is
stated differently. BECKER et al. [35] differentiate between ad hoc processes and
structures, pre-defined activities but ad hoc processes, and pre-defined processes. By
ad hoc processes, they understand business processes that are not structured, planned
and documented. Their run-time behaviour is not defined until their execution. The
second category consists of planned activities, which can be aggregated to a business
process at runtime. The third category consists of planned, managed and standardised
business processes, whereas each activity as well as the whole process is known at its
build-time. The other references mentioned above describe the first category as hastily
formed or unstructured. The second category is not mentioned in all references. The
third one is described as structured or formally defined. In order to get an intuitive
formulation, the categories are described as unstructured, semi-structured and (fully)
structured. Unstructured refers to business processes where the activities and the
control flow of the business process are not defined at their build-time. The opposite are
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structured business processes. Business processes are classified as semi-structured if
their activities or their control flow are partly defined at build-time.

The next criterion is the alignment of business processes to strategic levels [36, 37].
Traditionally, in economics, three different levels are defined: the strategic, the tactical
and the operational level. Strategic business processes serve the purpose of long-time
planning and definition of goals. These business processes usually require creativity
and are not standardised. In order to realise strategic goals, the strategic business
processes are refined into tactical business processes. They usually have a mid-time
range. These tactical business processes are refined again into operational business
processes. The operational business processes are executed in every-day work. The
creation of the business value is done by this type of processes.

The next criterion is the stability or frequency of changes of the business processes
[28, 38]. Some business processes have to be adapted frequently, e.g. for each project.
Other processes are changed rarely and the rest is very stable. The last category, e.g.
describes business processes that are predefined by laws, which won’t be changed for a
long time.

Another attribute of business processes is their granularity [34, 39]. They can be
modelled in a very detailed manner, so that the activities of the processes can be further
refined in a reasonable manner. Compounded business processes have parts that are
detailed, but other parts that can be refined by a detailed process. The highest granu-
larity would be aggregated business processes. They are often depicted as value chains.
They show the relation and order of groups of process steps, e.g. that the marketing
activities are done before the sales activities.

Additionally, several authors classify business processes by the value they create
[27]. Authors distinguish between business processes of low and of high business
value. Business processes that create a low value are mostly administrative and support
processes. They are necessary in order to create goods or services but do not create
saleable products. Business processes with a high value creation are customer-oriented
core processes.

Furthermore, business processes can be classified by their scope as intra- or inter-
organisational [35, 40]. Intra-organisational business processes take place within one
enterprise. All organisational units, hardware and software systems that take part in the
processes belong to the same enterprise. Inter-organisational business processes take
place between two or more different enterprises. This type of business processes requires
interfaces between the application systems that are used in different enterprises. Judicial
aspects have to be considered and security aspects have to be taken into account.

In addition, the usage of persistent data of a business process can be different
[29, 41]. Business processes can just check information or transform a defined input into
an output. This type of business processes is very rare. They don’t use any persistent data.
The second type of business processes uses persistent data but does not create or change
it. The larger group of business processes uses, creates and changes persistent data.

A very important criterion for the classification of business processes is the level of
automation [34, 42]. Three levels are distinguished: manual, semi-manual and auto-
mated. Manual business processes are executed by employees without using applica-
tion systems, e.g. service or consulting processes. Semi-automated business processes
are executed by humans, but supported by application systems, e.g. an employee enters
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the personal data of a customer in an application and the system checks the consistency
of data. Automated processes run without human interaction. They are performed
completely by application systems, e.g. bookings on bank accounts from one bank to
another, which run as batch job every night.

Two other attributes that classify business processes are the number of process
participants [34] and the number of parallel instances [43]. The number of processes
participants is classified into two categories: high and low. The number of parallel
instances can be one, which means there is no parallelism. It can be also be some or
many. Some means a small number of instances below ten.

Another attribute of a business processes is data-driven, referring to the data that is
involved in the business process. It is the necessity of using transactions, which can
either be required or not. If it is required the business process has to ensure that it will
be completed successfully or comes back to the starting state again, e.g. the transfer of
money from one bank account to another has to be done completely and shouldn’t stop
after withdrawing the money from the first account and before in-payment to the
second account.

The attributes for the classification of business processes and their possible values
are summarised as morphological box in Table 1.

Table 1. Morphological box for business process classification.
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5.2 Criteria of Business Processes Supported by VCLL

After criteria for the classification of business processes have been presented, this
section classifies the business processes that are supported by VCLL. For this purpose,
for each category defined above, the supported business processes are classified.

For the repetition rate, VCLL is able to support all types of business processes. But
in addition to other software development methodologies, the software development is
too expensive for a process which is only executed once in the same way. Therefore, a
software development project is only reasonable if there is a trade-off between the
resources spent in software development and the benefit the developed software cre-
ates. Due to VCLL is aimed particularly at rapid software development, the software
development is going to become less expensive and therefore more reasonable for
business processes that are only executed sometimes.

Concerning the second criterion, only defined parts of a business process can be
implemented. Therefore, structured business processes are supported by VCLL. Semi-
structured business processes can be treated with the VCLL methodology in two ways.
If the control flow of the business process is completely available then it could be used
for the orchestration of VCLL applications based on a workflow management system.
Otherwise, the structured and detailed activities can be implemented using the CIM-to-
PIM transformation wizard that VCLL offers. Unstructured or ad-hoc business pro-
cesses are not supported by VCLL, as the logic of the business processes is too vague
to create an executable description.

Regarding the strategic alignment of business processes, VCLL could support all
three levels. But an implementation for the support of creative decisions, which have to
be taken in strategic or tactical business processes, are difficult to describe as business
processes and to implement in software. Therefore, VCLL supports especially the
implementation of everyday business processes with relation to internal or external
customers, which are located at the operational level.

Similar to the repetition rate, the frequency of changes has an economic impact on
the software development process. Business processes, which are unchanged or rarely
changed, just need to be implemented once and can stay unchanged. Unfortunately,
changing business models, shorter product lifecycles and new competitors in markets
increase the need to change business processes and shorten the time in which they
remain unchanged. Therefore, the software that supports business processes has to be
changed more often as well. As VCLL starts its MDA approach at the CIM level and
keeps the relation between CIM and PIM objects, the implementation of changes is
relatively fast, because changes in business processes can be propagated to the PIM
level. Therefore, VCLL supports frequently changed and unchanged business processes
as well. But it’s not economically reasonable to implement business processes that are
changed faster than it took to implement them.

Regarding the granularity of business processes, two types are supported. Detailed
business processes, which cannot be further refined from a business perspective, can be
transformed into PIM models. Compounded business processes can be used for
orchestration. The activities, which can be further refined, are regarded as black boxes
and an appropriate application is invoked by the WfMS.
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The value creation also addresses economic issues. From an implementation point
of view, business processes with a low value creation as well as processes with a high
value creation can be implemented with VCLL. But the benefit that arises from an
implementation of a business processes with a low value creation can be less than the
effort for the implementation. Therefore, VCLL especially supports business processes
with a high value creation.

The process scope that VCLL regards refers to intra-organisational business pro-
cesses. The modelling languages VCLL uses on CIM and PIM level do not consider
special information such as the description of interfaces or mechanisms for information
hiding between different enterprises. Because the fact modelling of inter-organisational
business processes and software is a field of research on its own [44–46], this kind of
models are not in the scope of the project and the methodology being developed.

Concerning the usage of persistent information, VCLL is designed to handle
persistent data. Most business applications use, create or manipulate data. Therefore,
the VCLL has its own data view in order to describe data objects and their usage in the
business process. PIM level language elements for data definition and queries on
databases have been introduced. Therefore, VCLL can handle all three types of busi-
ness processes with regard to their usage of persistent data.

The level of automation that business processes possess is crucial for their
implementability. VCLL supports business processes that are fully automated. They
can be described at CIM and PIM level and/or be orchestrated in the sense of the VCLL
approach. Semi-automated business processes can be described on the CIM level,
because the CIM modelling language also allows the description of activities that are
executed manually. However, on the PIM level, manual activities cannot be described.
Therefore, in semi-automated business processes, the whole business process is
described at the CIM level, but only the automated part is transferred to PIM level.
Manual business processes can be described on the CIM level in VCLL, but are not
implemented.

Regarding the number of participants and parallel instances that VCLL can sup-
port, a limitation is only given by the target platform on PSM level. If the PSM level
supports multiple instances and is able to handle a large number of users, VCLL can be
used for this kind of system.

Regarding the last classification criterion, the need of a business process for
transaction support, VCLL partly supports transactions. For VCLL is based on dat-
abases, the transaction concepts of databases can be used. Therefore, a transaction
support for data is realised. But transaction support for the process steps itself is only
partly possible. The VCLL offers the concept of compensation. This does not allow a
roll-back to be done, but defines actions that have to be undertaken in order to undo an
activity. As the description of compensations on CIM level are done in the same way as
the description of normal business processes they can be implemented at the PIM level
as well. Therefore, VCLL offers a full transaction concept for data and compensations
for business process activities. An overview of the type of business processes that are
supported by VCLL gives the following Table 2:

In general, VCLL supports all types of executable business processes. The only
requirement is that the business processes can be described by a set of actions, a control
flow between them and data objects the activities are working on. The kind of business
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processes, which are supported optimally, are business processes which just display,
create or change data. These actions are typical for administrative processes, such as
booking a flight or the administration of a warehouse.

Other domains, such as real-time or embedded systems, are not in the focus of
VCLL. Furthermore, VCLL is not designed to depict very complex algorithms, such as
those used in artificial intelligence systems, because these kinds of systems require a
large number of loops, branches and case differentiation, which are difficult to describe
in the control flow of the VCLL.

6 Conclusions and Outlook

The MDA approach is an effective way to create software systems to support business
processes. Especially in the world of business information systems with its rapidly
changing requirements and large software system traditional software engineering
approaches can be too slow. The major problem of MDA is to bridge the gap between
business, which is located at MDA’s CIM-level and the two technical levels below,
namely PIM and PSM. Therefore, a proper CIM-level language is needed. Thus, the

Table 2. Classification of business processes supported by VCLL.
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meta-model based definition of the VCLL and its four views are presented. The VCLL
allows describing business processes, data, organisational structures and business
rules in a way that is understandable for business users. Furthermore, to underpin the
viability of the VCLL, a VCLL modelling tool based on the Eclipse IDE framework
GMF is presented. It supports the creation and linkage of models in all four views of
the VCLL and the semi-automated model-to-model transformations from pre-CIM to
CIM as well as from CIM to PIM.

Further research is required in the area of structured creation of CIM models,
starting with non-formalised and unstructured information, a so-called pre-CIM-level
[5]. Additionally OMG’s MDA Guide [3] should be enhanced by more elaborated
sections for CIM-level modelling and CIM to PIM transformation in order to fill the
existing gap in the relation between these levels.
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Abstract. Although there are various applications of Expert system in various
fields, right from agriculture to the diagnosis of diseases of patients, it has
potential for extensive contribution in digital learning. This paper discusses and
analyses the present applications of Expert System in e-learning and to see the
usefulness and effectiveness of it. The main objective is to focus and highlight
the new trends of e-learning system and by integrating Expert System tools with
it, how the system will be more effective and beneficial in nature and how the
system will work as an Expert E-learning interface. This paper starts with a brief
introduction of popular AI technique, the Expert System. This is followed by
reviews on some of the recent applications of Expert System in the area of
electronic learning. Specific focus has been given to analyse effective integration
of Expert tools towards the personalized learning environment. This paper also
discusses the application of Expert System for the purpose of learner centric E-
learning platform.
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1 Introduction

E-learning is purely technology-enhanced learning via internet and customized intra-
nets. Because of the technological revolution, the education system has got tremendous
changes in the later part of 90s. E-learning, by virtue of its unique, distributed and
asynchronous nature, significantly improves the entire educational system. It creates a
new dimension of learning that eliminates barrier of time, distance and socioeconomic
status. Though E-learning have different prospect in different point of view like from
learner side, content repository and management, metadata management and indexing,
there is a potential benefits in Adaptive Learning Environments (ALEs). The awareness
of ALEs is going high in recent years. To manage all these there is a need of stan-
dardizing the whole system, by coordinating emerging technologies and capabilities.
Many E-learning standards like SCORM, LOM are available now in market and they
are accepted by many academias, institutions, and various Govt. and Non-Govt.
organizations. Researchers are also introducing various types of implementable
architectures in this field in different periods of time. Most of such standard gives more
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emphasis on content management of learning procedure by integrating different
attractive tools like graphics, animation, videos etc. to make the system more impressive
and interactive. The whole learning system will be more interactive and promising if we
integrate Expert system (ES) tools to E-learning procedures. One promising application
is web security and database security of education system. The ES tools can be used to
understand a learner better from their learning history. ES can make the learning system
as a decision-maker for E-learners. With ES, the system can act as an expert learning
system with more potentiality. Although there are many standards of E-learning in the
market, proposals are for standardization of learner profile and content packaging. There
is still lack of learner centric E-learning system. The main objective of this paper is to
introduce the recent applications of ES in E-learning emphasizing on learner’s learning
style, learning pattern etc. It also discusses the scope for potential applications and
integration of Expert System Technologies to the E Learning scenario in a more
effective way. The idea is now to build a “common reference model” for a good web-
based learning with the capability of commercial or public implementation.

2 Expert System Tool

An expert system is a computer program that works in accordance with human
expertise and based on knowledge and reasoning techniques. It can solve problems and
can give advice in a specialized domain area. It operates as an interactive system to
respond questions, asks for clarification, makes recommendations, and generally aids
the decision making process [6]. So, we can say an ES is a decision maker, problem
solver, analyzer, and can use as a guide for them who does not have access to expertise.
ES provides expert advice and guidance in a wide variety of activities, from computer
diagnosis to delicate medical surgery. Instead of simply manipulating data sets, an ES
can draw a conclusion which is the main advantage and difference from traditional
database programs. It contains both declarative and procedural knowledge. An ES has
reasoning capability to arrive at conclusions from stored and supplied facts. A very
important kind of ES called Fuzzy ES is used to collect fuzzy membership functions
and rules which allow more than one conclusions per rule. Here user has to give his/her
confidence also with their inputs. Like the system also give conclusions with confi-
dence level. The basic advantage of using such Expert Systems is that there is no
restriction on input data on their limits and the data not necessarily defined clearly in
advance. It can give several alternative solutions, either ranked or unranked.

3 Current E-Learning Standards

There are several promising areas of E-learning. Among them content management and
web security are main for which several companies have introduced several standards.
According to Guild Research report 2006, the e-learning activity “Designing and
developing e-learning content” is getting more focus and attention than “Addressing
learner requirements and preferences” and for an organization “Improve the quality of
e-learning content” got the highest priority than the other objectives. “Extend the global
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reach of the e-learning content” is the second priority to get the content out beyond the
geographical limit [8].

It has been seen in Guild research that e-learner providers are still concentrating to
improve the quality of content and few standards are already introduced and accepted
by people. One such conceptual model architecture of IEEE is LTSC (Learning
Technology Standardization Committee). We can divide the learning standards into
five sub standards: metadata, content packaging, learner profile, learner registration and
security. For each section already some standards are there and works are still going on
to improve it. To support metadata objects like indexing, storage, search, and retrieval
of learning, LOM standards of IEEE and Dublin Core Metadata are commonly used
standards. For content packaging and communication, the functional model SCORM of
ADL is more popular than other standards like IMS Content Packaging Application
and IMS Simple Sequencing specification. The most important effort to standardize the
learner profile information is the IMS Learner Information package (LIP) specification.
There is an initiative for learner registration is the IMS Enterprise Specification [www.
imsproject.org]. Sun Microsystems also present a functional model for e-learning. Liu,
Siddik and Georgans also proposed one functional model for e-learning to divide the
whole learning system into two components: content management system and learning
management system [4]. This works advanced than SCORM that defines an interface
between each components and subsystem to achieve interoperability.

4 Expert System in E-Learning

The application of ES is rapidly increasing in learning environment to make the system
more interactive. One such popular application is the information filtering agent to
analyze the learner’s web surfing habits and preferences. It filters exactly the infor-
mation wanted by the learner from unwanted data which saves time and effort of
searching from huge amount of data. ES determines what contents to present to the
learner. ES can understand learner better and can think better way to make decision.
Because of its performance, many decision support systems named as Expert System
[3]. AXSYS is an intelligent system for e-learning having visual interface with
graphical representations of knowledge [9]. This helps the teaching staff even if they do
not have any technical background and arrange the system without any additional
technical support. LCDS, The Microsoft Learning Content Development System is an
expert system that creates high quality, interactive, online courses. It is a free tool that
allows anyone in the Microsoft Learning community to publish e-learning courses. Its
recent rank is 7 on the list of best free applications from Microsoft and is available now
in seven languages. AAA is an ES of America Accounting Association provides
information on Rutgers Accounting web as well as Newsletter, Teaching material and
more. EZ-Xpert 3.0 is an end-user development environment with speed and accuracy.
It offers a menu-driven, fill-in-the-blank interface with extensive Wizard support and
presents an ordered list of tasks that need attention, leading the user through the
building of the system. EXSYS Corvid is a decision-making expert system allows non-
programmers to easily build interactive Web applications that capture the logic and
processes used to solve problems and deliver it online, in stand-alone applications and
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embedded in other technologies [info@exsys.com]. Marginean and Racovitan, in their
research paper, proposed one intelligent E-learning model for the students from the
discipline of “Computer Science in economy” to adjust the students with theoretical
and practical knowledge and practices [5]. Vostrovsky explained in his paper the
utilization of ES in knowledge management and how important ES is to solve problem
with consultation of expert [11]. According to Fadzil and Munira ES rules are used in
E-learning system in various applications [2]. It can use as a program advising,
automated scheduling of classes, making of assignments, plagiarism detection,
retaining learners and adapting to their diverse needs and backgrounds, maintenance of
property and ensuring security.

5 Prospects of E-Learning Using ES

From the previous sections it is seen that, most of the ES for E-learning are used to
manage the contents of SLM. Most of the works are still going on to make the system
more attractive and interactive for user. According to Teo and Gay, most E-learning
systems are still limited to just being online repositories and lack of personalization
learning system [10]. So, one adaptive and assistive learning system for digital learner
is very much important in this field. Based on the information about user-access pattern
and use behaviour, a designer can improve the site organization and presentation.
Adaptive sites can monitor visitor’s activity and browsing patterns and learn from them
some relevant information. In E-learning environment also an ES can work as a kernel
for learner and the learning system. ES can be the expert control system for both learner
and the environment that can form an Expert Learning System (ELS).

Web services

Learner

Expert
System

Databases

Fig. 1. Block diagram of ELS
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Though lots of works going on and already done in content management system,
Chen and Chiu argue that yet the E-learning system is lack of appropriate learning
content, interaction and sense of participation and the learning problems are often
difficult to be detected and solved [1]. They say that an E-learning environment is
required to compose learning tools, learning management system, digital content and
learning activities. So, this can be the future work to improve the system.

Not much work has been done in self evaluation procedure for learner which can
improve by using ES. Evaluation procedure within a time bound is one of the pro-
spective studies. According to Murtaza et al., there are several areas in business
decision making and problem solving where ES excels [7].

6 Conclusion

An ES tools can be used to understand a customer better, either as a group or as an
individual. ES is such a tool that it enables a computer to give advice concerning an
unstructured or semi structured decision that is normally made by a human expert. ES
or knowledge based system usually act as a consulting experts in a specific domain
areas based on its collection of knowledge. Since e-learning is a promising area of
research, and ES is a technology by which one can solve and think a problem better that
a human expert, integrating ES with E-learning system is the good suggestion to
improve the existing system and make the system more useful and more interactive. A
decision support e-learning environment for learners is also possible to work as an
Expert E-learner.

In future, the learning solutions and services can be integrated into a new trend
which is called mobile learning technology that can help the people who are lack of
infrastructure and for the people whose job require to move.
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Abstract. Educators still face challenges using enterprise systems as a teaching
tool despite many universities having approached vendors for resources to enrich
their curriculum. Previously, there is relatively little guidance given to educators
on how to incorporate enterprise systems into the curriculum. This article
describes a three phased − negotiation, knowledge and evaluation − roadmap for
teaching with enterprise systems. A roadmap is important to guide educators in
addressing the issues associated with the using of enterprise systems in curric‐
ulum. Furthermore, the roadmap describes a learn-by-doing approach, to provide
a balance of business process and enterprise systems software specific knowledge
for students; that the majority of firms seek. Following the roadmap creates the
potential for joint creation of teaching and learning value between constituents in
a wider eco-system, comprising of educators, vendors, faculties and students.

Keywords: Enterprise systems · Education · Roadmap

1 Introduction

Since the 1990s, many universities and their faculties have endeavoured to incorporate
Enterprise Systems (ES) into their curriculum. For more than a decade, ES vendor
outreach programs (such as the SAP University Alliance and Microsoft Dynamics
Academic Alliance) have sought to provide a platform for universities, professors, soft‐
ware experts and hundreds of thousands of students to share, combine and renew each
other’s resources to create value in education through new forms of interaction and
learning mechanisms [1, 2]. However, educators have been recommended to exercise
caution as some universities still struggle not only to realize the potential of ES software
as a teaching tool [3] but also to leverage it to teach ES in a meaningful way [4]. As
educators in IS technology and management, we continue to be queried frequently about
the role of ES and vendor outreach programs, what to teach and how to teach ES in
business courses.

Because ES have been able to maintain widespread demand and proliferation in the
business landscape over the years, the development of a roadmap to guide educators to
enrich their curriculum with vendor resources and to address the industry deficit in skilled
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graduates is particularly relevant. It has been reported that graduates who pursue ES-
intensive coursework command higher starting salaries than those who do not [1, 5].
Given the specific demands for graduates today (and for the foreseeable future), continual
adjustments need to be made to ES curricula in order to accommodate relevant courses
in a vendor ↔ university ↔ faculty arrangement. The challenge for an ES course is to
support the courses that preceded it and vice versa, so that students entering advanced ES
courses have adequate knowledge of the content in preceding courses. Incidentally,
scholars [6] cautioned educators about the “perennial challenges” (p288) of (and the
dangers of not) updating and maintaining the relevance of curricula. She warns of the
need for new approaches to developing educational innovations to accelerate the pace of
teaching material and curriculum innovation. The literature suggests that the methods of
delivery favor certain modular functions of the software [e.g. 7] or favor certain business
processes [e.g. 8, 9]. The challenges in delivering a comprehensive and broad education
in relevant ES topics include, but are not limited to, student traits (including rote-learning,
passive natures and poor self-directed e-learning) [10], pedagogy (or a lack thereof),
academic partnerships, and instructional material issues [4].

In this article, we present a step-wise guide to aid new faculties in developing
curricula and to encourage discourse among existing faculties on addressing the chal‐
lenges in using ES in curricula. Our article summarizes how educators work alongside
the vendor, other educators and students (who, we propose, are constituents of an ES
education eco-system) to create joint value in ES teaching and learning. Building on the
work of [4] and [2] we discuss how industry trends influence curriculum redesign, such
that academics must not only recognize the wealth of ES capabilities, but also acknowl‐
edge the challenges institutions face in mining them. Our guide incorporates software
vendor-assisted academic alliances, cloud and open source platforms, and e-learning
teaching delivery methods that have been developed in recent times. This article builds
on and draws on the authors’ experience in the past decade with ES curriculum roll-out
across three universities in two states in Australia and therefore we do not claim our
conceptualizations are the only pedagogical approach. All the universities participating
in this research taught the same ES software (i.e. SAP) and were degree-awarding
universities at both undergraduate and postgraduate levels.

While an unspoken divide often exists between research and teaching at universities,
we believe that it is timely and necessary to combine current curriculum focusing on ES
concepts with new research concepts and teaching tools. The authors have researched
and experimented with a variety of pedagogical teaching and learning modes for the
purpose of developing appropriate ES curriculum. To this end, we conceptualize three
phases − negotiation, knowledge and evaluation – and propose that each phase must
sustain a particular set of activities to develop an ES curriculum. The roadmap is meant
to be a tentative prescription for educators relating to their own adoption, development,
co-creation and quality assessment of ES for teaching. The roadmap can form a concrete
checklist and guide that informs educators of opportunities when teaching ES.
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2 The State of Enterprise Systems Teaching

In the early 1990s, the emphasis in course development was on theoretical ES-related
knowledge including the inherent characteristics of the ES software, such that the contact
with ES software in classrooms was minimal. During this time, educators consulted
published work in the area and drew on their own or other educators’ experiences for
teaching materials. In this early stage of ES curriculum deployment, the success of the
course depended largely on the altruism of the faculty, its members and the subsequent
buy-in of other courses. The demand for institutional resources was higher at the outset,
while the educators’ ownership of teaching content was low. In this mode, universities
and faculties tended to commit considerable time and resources to modifying their
undergraduate business and IS curriculum to incorporate ES and attempted to build on
these foundations. At the California State University, for example, the success of the ES
course relied heavily on the degree of altruism of the faculty as there was no particular
incentive for faculty members to emphasize skills training, hence reverting to more
orthodox academic elements such as frameworks, analogies, conceptual models, and
theories. It was reported in [2] that the general strategy at the California State University
was for one faculty member (or sometimes a pair) to develop a course idea and initially
offer it as a special topics course. If there was sufficient demand generated for the new
course, it would ultimately be added to the official college catalog. This bootstrapping
approach thus prescribed starting small and building upon prior achievements. Similarly,
at Louisiana State University, it was reported that the success of its ES course was largely
due to a combination of an established business curriculum and practitioner interest [2].

Over the next two decades, the proliferation of ES across the business landscape
prompted the widespread demand for ES-related skills. Even with belt-tightening by
employers, the demand for ES graduates subsequently pushed Louisiana State Univer‐
sity to develop a competency center to significantly bring down the costs of curriculum
development. Courses included hands-on business process integration and management,
strategic ES applications, process planning and control, and business intelligence.
Today, the SAP University Alliance, Microsoft Dynamics Academic Alliance and
Oracle Academic Initiative are examples of outreach programs that provide university
faculty members access to a suite of solutions that can illustrate to students how ES can
facilitate the integration of business processes. However, despite the existence of such
outreach programs and strong demand from the industry, studies including [11] and [12]
have revealed that most IS graduates still do not possess the necessary business process
and architectural knowledge of ES packages. Reference [13] identified that ES adopting
organizations continue to seek graduates who possess core ES technical knowledge,
technology management knowledge and business functional knowledge.

3 The Enterprise Systems Education Roadmap

Figure 1 presents the proposed roadmap for teaching with ES, showing the three phases
of negotiation, knowledge and evaluation. Within each phase is the set of activities that
must be sustained in order to develop an ES curriculum. Each of the activities is
discussed in this section.
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Fig. 1. A roadmap for teaching with ES

3.1 Outline Course Objectives

In the initial phase of negotiating the introduction of an ES course, educators must first
outline the specific learning objectives and student learning outcomes, and the rela‐
tionship of the course to the overall program learning goals and outcomes for all cour‐
sework. For example, it might be identified that the aims of the course are to instil an
understanding of various ES modules and how they are able to be applied in a business
context. For many faculties at a prescribed stage of curriculum development, hands-on
experiences with software are often minimal and ES software when implemented may
not contain all the information required for all teaching and assessment scenarios;
hence, some curricula thrive in the form of spreadsheets or applications. In practice,
individual spreadsheets end up acting as central repositories for critical corporate
information and are widely regarded as “feral” information systems [14] compared to
ES. ES have become the backbone systems for many organizations to integrate back-
office applications in goods purchasing, inventory management, finance, and human
resource operations; however, ES were not designed for data analysis and decision
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support [15]. By nature, ES were not originally designed to provide real-time reports
to massive numbers of users and these systems possess reporting limitations and involve
manual processes [16]. Incidentally, this poses an issue for the often large introductory
IS courses in Pacific and Australasian universities in terms of student support and
generating reports for assessment purposes. Similarly in the real world, while ES
applications are good at capturing and storing data for the day-to-day operations,
spreadsheets thrive when dealing with disparate data sources. Regarding curricula
content, we found that most foundation courses begin with anecdotal content of how
ES have become the critical backbone for many companies’ business processes,
whereby management and IT organizations alike have become convinced that packaged
software (rather than a best-of-breed approach) is a more effective way to satisfy the
growing necessities of an increasingly competitive business environment. Subse‐
quently, educators consult the popular work of [17] and [18] to describe how the
automation of routine processes in an integrated fashion in the various functional areas
such as accounting, inventory control and procurement has become the hallmark of
such systems.

3.2 Determine Roles

Merely adopting a notable vendor brand or comprehensive instructional materials is not
effective: the course must be enhanced with an experiential learning environment. In ES
syllabi, the students should expect to assume an active real-world role in a described
case and subsequently be able to work with the ES tools required of that role. For
example, students may assume the employee roles in a large manufacturing organization
where each student deals with day-to-day procurement and order fulfillment business
transactions. Table 1 outlines some examples of roles in a supply chain. To be able to
fulfill their roles, students would have to cultivate competence in the role and in the use

Table 1. Examples of roles, titles and related ES utilities in a supply chain [adapted from [19] ]

Roles in… Job Title Related ES Modules, Functions and
Utilities

Financial Management Finance Manager General ledger

Accounts receivables & payables

Accounts Officer Consolidation

Sales and Distribution Sales Manager Order processing

Pricing for sales & purchasing

Inventory Manager Inventory costing

Shipment & delivery

Manufacturing Production Officer Production orders

Bill of materials
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of the ES tools, through both traditional instructional-centered material and active
learning through role-play. This blended learning environment not only provides basic
orientation to the ES tools and business roles, it further creates cooperative learning and
collaborative work interactions between the students in the later learning phase.

3.3 Negotiate Software

Educators and vendors must work towards an agreement to provide students the
opportunity to engage in practical learning experiences that powerfully affirm and
complement the member institution’s business course curriculum. As the emphasis on
the interplay between ES ↔ workplace knowledge emerged, attention on the adoption
of ES software for situated hands-on practice in classrooms grew. Vendors began to
make their products available for classroom use. Subsequently, firms like SAP (SAP
Education®) now offer ‘readymade’ software for a variety of ES-related courses that a
faculty can implement. Similarly, educators can choose to join an academic alliance
offering content and software support from a specific vendor. The impact on institu‐
tional resources is high due to the agreement with the software vendor, whilst the
educators’ ownership of teaching content is high by design. According to recent
Gartner research, vendors such as Microsoft, Oracle, SAS, SAP and IBM are
leaders − based on the completeness of their vision and ability to execute − in building
enterprise-wide platforms on existing applications [in 20]. These leading software
vendors distinguish themselves from niche players and challengers in the market by
the breadth and depth of their capabilities to support the broad strategies of organiza‐
tions. That is why the focus of many universities has been on the alignment of ES with
strategic organizational frameworks, resulting in internally-funded projects and
curricula improvements around ES design and use. The objective has been to motivate
students, using a ‘recognised vendor brand’ ideology. The California State University,
Louisiana State University, Worcester Polytechnic Institute and Bentley College (now
Bentley University) in the US and Queensland University of Technology in Australia
are examples of early alliance members receiving ES support in their curricula design
from SAP [2, 6]. US colleges were part of the early SAP University Academic Alliance
program which started during the 1996/1997 academic year. In 1997, Louisiana State
University became a member of the US program and Queensland University of Tech‐
nology joined the Australian program. Bentley joined the SAP academic alliance in
1998, and Worcester Polytechnic joined the Oracle program in 2000.

3.4 Create a Support Network

Generally, the members of vendor outreach programs like the SAP and Microsoft
academic alliances receive donated software for the classroom, technical support, and
access to online training. There has been much enthusiasm for the integration of ICT
into higher education and the realization of virtual and electronic learning and teaching
environments in recent times [21, 22]. Similarly, we favor an e-learning environment to
help students organize their learning and to expose students to pre-determined knowl‐
edge and case-oriented problems. Moreover, to create a successful e-learning platform,
we rely heavily on back-office administrators and faculty technical helpdesks, to ensure
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direct and prompt system-related help throughout the sequence of the exercises. In
addition, partnerships with vendors introduce business mentors to the programs. Refer‐
ence [23] highlighted the advantages of having these business support advisors from
business incubators, enterprise start-ups and consultancies to enhance the effectiveness
of the e-learning tools and the training resource skills required of educators. Through
the alliances, ES program coordinators are able to experience first-hand the teaching
skills and abilities of real work business advisors to facilitate changes for their small
business clients. Furthermore, business mentors act in an advisory capacity during the
development of the case-based exercises to supplement the program. These materials
are typically designed by faculty with support from alliance mentors and trainers. We
suggest that the use of supplementary material and advice generated from academic
alliances can enable institutions to be competitive in their educational offerings.

3.5 Write Case-Based Exercises

For the last six years, we have co-developed a number of instructional and learning
materials with SAP and Microsoft to immerse students and generate situational aware‐
ness of their own ‘adopted’ roles. Although the teaching case approach has been
employed in academic curricula for a long time, a teaching case designed to provide a
technical viewpoint using organizational, functional and process viewpoints is atypical
in SME and ES curricula. The situated instructional material contains: (1) the steps to
complete the procurement and order-fulfillment activities in Microsoft Dynamics but
more importantly to extend the current ES syllabi; and (2) the steps to create useful
reports for management to add value to the sales process. The philosophy of the instruc‐
tional material developed is that explanations to the students should be straightforward
(less vendor-specific) while emphasizing the learning that can be gained through their
analysis of the core sales processes they are completing. The hands-on material provides
a worked example [24, 25] to give a systematic demonstration or impart knowledge of
how ES are used to solve multiple examples [24] of complex organizational problems
including procurement, production planning and order fulfilment (p206). Students also
play an important role in co-creating a case-based ES hands-on training schedule. On
one hand, a case-based approach is an effective means for higher education to move
from more traditional academic to learner-centric pedagogical approaches [26, 27].
However, when set in a more practical context, the challenge (for educators) is to create
a business case that: (1) is stimulating enough to invoke discussion and subsequent
learning [28]; (2) can demonstrate the practicality of the theoretical teachings; and (3)
allows the students to assume a particular role that mimics the real world. Hence, when
designing a worked example [24, 25] exercise, the example must allow students to
assume role(s) in a case organization, initiate business transactions and experience the
business relationships between vendors, clients and customers − given that the educators
assume such roles. For this reason, we believe that students play a particularly important
role in co-creating a worked example that addresses the identified gaps. In the ES syllabi
context, the students are expected to assume an active real-world role in a described case
and subsequently are expected to be able to work with the ES tools required of that role.
Furthermore, students should perform that role for the duration of the practical program
in which they engage in a modular ES (e.g. Microsoft Dynamics NAV).
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3.6 Conduct Blended and Simulated Training

In this section, we discuss a blended approach to in-class training that reinforces the
textbook theory and principles with ES technical knowledge. Given the proliferation of
ES in the current market, it is likely that students and staff are aware of ES concepts.
Thus, positioned appropriately within a subject area, ES subjects have shown substantial
attraction. Currently, on mature topics of ES, there are trustworthy web and textbook
resources in abundance. However, we recommend that a starting university commences
with an ‘ES lifecycle-wide management’ focus and uses an ES to demonstrate funda‐
mental characteristics such as process standardization, best practices, real-time infor‐
mation, multiple-user groups, business processes and complexities in configuration.
From a social constructivist viewpoint, and given that students by now are likely to have
an understanding of how ES work for specified purposes in an organization, the educator
and the learners are equally involved in learning from each other. This interplay, we
think, is crucial for constructing a well-structured learning environment (for both the
educator and the student), which [29] suggests provides the scaffolding for problem-
solving. We think that the benefits are not just for the intended learners. Specifically,
through our culture, values and background (as researchers) and including both the
subjective and objective learning outcomes as an essential part [30], the interplay
between educators, students and tasks shapes the overall learning experience. We have
first-hand experience of instances of the benefits provided by such an environment,
namely, new publications and repositories, new concepts previously overlooked in the
literature, and the potential for new research and analysis of ES topics.

Hence, the emphasis for the faculty becomes building on the adoption of ES software
for situated hands-on experiences, in extended and/or simulated environments. For this
purpose, educators must actively seek to collaborate through extended activities that
promote active teaching and learning. The impact on institutional resources is low, whilst
the educators’ ownership of the teaching content is high. The running of simulation
games is one way to examine the application of practical concepts of ERP in extended
activities that promote active teaching and learning. The use of simulation games to
enrich ERP programs is gaining popularity, with examples including the so-called
muesli supply chain game [9], MURSH-Bikes game [31] and pre/post ERP simulation
model game [32]. We comment here on the development of one of these games in the
region [see also 33].

The muesli supply chain game (also called ERPsim), designed by HEC Montreal and
described in [34, 35], is now used in more than 150 universities worldwide and many
Fortune 1000 organizations. Interested universities collaborate and send teams (including
a team from the authors’ university) to compete with other teams for market share and
sales, while at the same time managing the procurement, production, sales and marketing,
using SAP. The game involves changing various values and sales parameters within SAP,
such as the sale price, in response to the information gleaned from reports such as inven‐
tories, market conditions and financials. Each team has an industry mentor from a large
logistics firm acting as the supply chain advisor. The game allows students to interact with
suppliers, customers and all elements in the supply chain, and teams compete to win the
biggest market share by buying raw materials, managing budgets, developing production
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and distribution schedules, and selling products. They are required to respond to changing
variables such as an increase in grain price or a decrease in the foreign exchange rate, with
every 25 minutes in the game simulating 30 days in the real world. From our experiences,
we find this simulated and collaborative approach to ES education that incorporates a
situational case study, business process and software to be useful. Collaborating on a topic
of mutual interest with the industry and other academics is also plausible as an extension
of the game.

3.7 Reinforce Learning

Typically in our courses, we use a second assignment − and usually a case study
assignment − to reinforce the problem-based learning approach (fundamentally
between membership and collaborative modes). In this assignment, the students
examine a chosen case organization, namely, a real-world organization that has imple‐
mented ES, to submit a business report that summarizes the system strategy, imple‐
mentation sins, critical success factors, business-to-ES fit and extended ES used in the
case organization. To complete their assignment, students are encouraged to use a range
of resources including published case studies and secondary data such as online articles
and other printed media. Often, and with guidance from experienced researchers and
educators who implement the case study assignment, the students will develop an
understanding of rudimentary theories, their interpretations and the presentation of the
case study content [36]. Although studies suggest that using worked examples is an
effective instructional strategy to impart the required steps of a complex solution for
beginners, [25] suggested that worked examples must be “faded over time” (p203) and
replaced with problems for practice. Based on this premise, we use and therefore
recommend an assignment to reinforce the students’ learning from the laboratory activ‐
ities. The assignment environment typically describes a problem-based learning
approach that originated in the medical field [See 37] where students will adopt the ES
to negotiate a series of real-world issues faced by a specified client organization,
including inventory, purchasing, logistics and accounting problems. Herein, realistic
examples [See 38, p11], feedback and reflection on previous worked example learning
processes, and group dynamics are the essential components of problem-solving.
During this transition (from worked example to problem-based learning), the educator
adapts from the role of instructor to facilitator. As a facilitator, the educator helps
students to recognize their role as the vendor, client, inventory manager or account clerk
rather than taking the more didactic approach of asking them to solve a complex
problem using the ES (e.g. creating a firm planned production order from a sales order).
Students, who have by now developed some expertise [25, p.247] with the system, must
be and are encouraged to play an active part in generating their own understanding of
their role and the problem scenario, and to arrive at their own conclusions. From a
constructivist learning perspective [38], this approach encourages students to be active
learners, promotes educator-student interchange and is therefore more likely to promote
social knowledge construction. Similar to the propositions by Kukla [39] and Savery
and Duffy (2001), we believe that through the capture and assessment of deliverables
(e.g. the creation of purchase order, goods receipt, picking list) generated from the
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system, students can compare their version of the truth with that of the educator and
fellow learners to get to a new, socially tested version of truth.

3.8 Evaluate Learning

Not surprisingly, feedback should be sought from students and other stakeholders, and
continual improvements should be made based on this feedback. However, we do not
find a consensual approach to the gathering of student evaluative feedback. According
to [40], little research had been conducted on methods to measure the effect of course

Table 2. Selected dimensions and measures for gauging student satisfaction

Measure Indicators Sources

System Quality

Features and functions
(SQ5)

SAP ERP includes necessary
features and functions

Adapted from [41]

Level of integration (SQ9) All data within SAP ERP are fully
integrated and consistent

Adapted from [41]

Information Quality

Formatting (IQ4) Order fulfillment outputs gener‐
ated from SAP ERP appear
readable, clear and well
formatted

Adapted from [41]

Conciseness (IQ5) Order fulfillment outputs gener‐
ated from SAP ERP are concise
(to the point)

Adapted from [41]

Individual Impact

Learning (II1) I have learnt much about order
fulfillment through SAP

Adapted from [41]

Awareness (II2) What I completed in SAP ERP has
increased my awareness of
order fulfillment

Adapted from [41]

System Use

Frequency (F1) I spend X number of hours per
week on the system completing
my tasks

[42]

Exploration level (DP5) I have explored additional system
features in SAP ERP beyond the
given specifications

New scale
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material on student understanding or students’ broader knowledge of business issues.
The use of surveys can be considered to: (1) track the students’ reactions to the system,
tasks and instructions; and (2) evaluate the learning outcomes, at either an early stage
or latter stage of the system interaction or both. Toward this end, we recommend a set
of measures including ease of use of the system, ease of learning with the system,
understandability of reports generated from the system, un-expectancies encountered,
adequacy of instructions and so on to canvass the students’ reactions to the curricula.
Table 2 presents a set of four dimensions and measures that is proposed to represent an
overarching measure of student satisfaction.

3.9 Write Course Reports and Document Resources

Individual experiences can be shared by constituents in an ES education eco-system. In
the present mode, institutions sign an agreement with an alliance that, in turn, provides
content and software. Despite the growth in support structures especially through
vendors, current academic institutions and new universities in the SAP academic alliance
that are considering teaching ES still face resource constraints. For example, SAP
University Competence Centers (UCC) provide access to software through a not-for-
profit model. Universities could benefit from UCC curricula by sharing web portals and
gaining access to well-tested curricula that is tailor-made for the software access
provided by the UCC. Toward this end, faculties can encourage bricolage: by reapplying
combinations of existing resources, educators can transform modest resources into
contributions that are accessible by the academic community.

This is typical of a bricolage strategy which prescribes a combination and reuse of
resources for different applications than those for which they were originally intended or
used [43]. Educators in the SAP University Alliance, for instance, share their experiences
(through university alliances, competency centers and community sites) to reinforce their
own syllabus. For example, several versions of instructional material building on the
Global Bikes Inc®, Fitter Snacker® and Fly-a-Kite® datasets have been created, charac‐
terizing the re-invention, implementation and testing conducted by the faculties. Encour‐
aging other educators, vendors and students to collaborate via established networks and
groups for learning can further establish their curriculum. In order to enhance the co-
creation [44, 45] of ES education value, the strategy of developing a relationship with an
academic alliance must start with the recognition of the university’s infrastructure capa‐
bilities and the centrality of processes. Whilst the benefits of joining an academic alliance
are evident, the management of the relationship is not so straightforward. The potential
for co-creation is evident, given the present state of ES availability and adoption in
classrooms. Faculties must understand that co-creation is about the joint creation of value
by the vendor and the faculty, not the vendor trying to please the faculty: when managing
the co-creation of value, educators highlight the importance of investing in new infra‐
structure capabilities that are centered on creating markets as a space for potential co-
creation experiences. Today, universities have a unique opportunity to develop materials
to fit their own contexts and based on the localized scenario. For example, if a particular
industry is dominating employment in the location (e.g. mining, automobile, health),
universities could develop ES teaching around those industries.
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4 Conclusion

This article presents a roadmap for developing a relevant ES course. The roadmap,
consisting of ten steps in three overarching phases − negotiation, knowledge and evalu‐
ation − offers a more focused effort to curricula design and assessment that reflects current
practices in ES education. Our paper provides a checklist and a tentative prescription for
educators relating to their own adoption of ES for teaching purposes. More and more
faculties are looking to vendor outreach programs to provide access to software and to
address the industry deficit for skilled graduates created by the widespread use of ES.
However, the successful incorporation of vendor ES and associated materials for class‐
room use is not straightforward. Our roadmap introduces actionable guidelines to take
advantage of hosting services, curriculum support, faculty training and collaboration. We
add to the ES education literature on how educators co-create or intend to co-create value
within the new ES education eco-system of which they have ultimately become a member
(or a constituent). Furthermore, we encourage discussion about our roadmap, particularly
in relation to the co-creation of value not only between new faculties and vendors but also
between groups of currently participating faculties, and between educators and students
through a wider digital network.
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Abstract. This pedagogical study reports on an innovative collaboration with a
business process management (BPM) software vendor. The purpose was to
analyze factors affecting students’ perceived satisfaction with the vendor’s tool.
Although BPM software potentially enhances organizations’ productivity, user
satisfaction is necessary for realization of that goal. Students in teams participated
in a process modeling and simulation assignment that required a description of
their experience with the BPM tool. Analysis of students’ comments using
grounded theory resulted in eight propositions and a conceptual model. User
knowledge and the quality of the documentation affect perceived ease of use and
the skills in report generation that result in user satisfaction. As a result of the
student feedback, the vendor may modify the BPM software, which could
improve perceived satisfaction and increase productivity in adopting organiza‐
tions. Suggestions for teaching BPM courses offer implications for educational
research.

Keywords: Business process management · Perceived user satisfaction ·
Simulation

1 Introduction

Business Process Management (BPM) is important to organizations that aspire to effi‐
ciency in terms of minimizing costs and the time taken to perform tasks [5, 18, 22]. BPM
is also used to improve and monitor business processes associated with regulations and
quality [20, 34]. Furthermore, making a process explicit and transparent with BPM
prepares the organization for implementing systems and training users [23].

BPM has many alternative definitions. However there is agreement that BPM is (1)
a management practice or discipline [1], (2) a general term for the study and improve‐
ment of business processes [11, 16, 17], and (3) a set of methods, techniques, tools and
technologies to support business process improvement [1, 6]. Nevertheless, there is a
lack of a consensus of what BPM really entails [5, 6, 11].

Critical BPM activities and skill sets include process modeling, process analysis,
process design, process performance management and process transformation [1, 15,
22, 43]. Process modeling is the set of activities involved in creating diagrams, mapping
and models to represent a business process. A process diagram uses simple notation to
depict the major elements of a process flow, while a process map is more detailed and

© Springer International Publishing Switzerland 2015
D. Sedera et al. (Eds.): Pre-ICIS 2010-2012, LNBIP 198, pp. 174–189, 2015.
DOI: 10.1007/978-3-319-17587-4_12



may include actors and events. Modeling implies further precision and the use of tools
that provide simulation and reporting capabilities.

Process analysis is the first step in establishing a new process or updating an existing
process [1]. It is the creation of a common understanding of the current state of the
process and its alignment with the business objectives. Techniques used for process
analysis include mapping, interviewing, simulations and a study of interactions external
to the organization, such as government or industry regulations, market forces and
competition. Process design involves the creation of specifications for new and modified
business processes. The design takes into account the business context, such as goals
and objectives, existing technology and integration with other processes. Process
performance management is concerned with metrics, such as time, cost, capacity and
quality. The purpose of the metrics is to attribute a value to improving or changing a
process. Process transformation is the planned evolution of a business process when the
organization uses a clearly defined methodology to monitor and respond to internal and
external factors through a strategy of continuous improvement or by initiating needed
projects.

Most published BPM research has focused on process modeling [4, 7, 25–30]. Very
little BPM research has appeared on process analysis, process performance manage‐
ment, empirical studies and social issues [17]. Furthermore, pedagogical research is
needed [3, 10, 11, 40]. This study contributes by attempting to fill gaps in BPM peda‐
gogical research. This research also concerns process analysis and is an empirical study.

The objective of this study is to determine factors affecting students’ perceived
satisfaction with a BPM tool. The students used the BPM tool for an assignment that
included process modeling, process analysis, process design and process performance
management. The analysis of students’ comments reveals issues with ease of use and
documentation. Specifically, students remarked on difficulties with process modeling
and simulation report generation. Implications for practice include possible modifica‐
tions to the BPM tools by the vendor. Implications for educational research include
suggestions for offering or improving BPM courses. This is important because practi‐
tioners are keen to hire students with knowledge and skills in BPM [8].

The rest of this chapter is organized as follows. The research question is made explicit
and a background of published research on BPM and BPM education are presented.
Published research on perceived user satisfaction, perceived user satisfaction with BPM,
and perceived student satisfaction with BPM software are discussed. In the next sections,
the methodology, findings, discussion are presented. The chapter concludes with a
summary of the main findings, limitations of the study and implications for research,
education and practice.

2 Research Question

The research question for this study is: What are students’ perceptions of BPM software?
A theoretical understanding of factors that determine satisfaction with BPM software
would benefit students and instructors, as well as BPM software vendors, corporate users
and organizations adopting BPM.
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3 Theoretical Background

In this section, we discuss a background of published research on BPM and BPM
education as well as research on perceived user satisfaction, perceived user satisfaction
with BPM, and perceived student satisfaction with BPM software.

3.1 BPM Research

Research published on BPM varies from highly technical to behavioral. Searches on the
term “BPM” in the AIS eLibrary reveal that organizational-focused BPM research has
been limited mostly to conference proceedings. However, there are some recent journal
publications exceptions [3, 25–29] and the volume of publications increased markedly
in 2010. Nevertheless, there are many gaps to fill and much research remains to be done.
Specifically, a literature review in 2009 found little empirical work and not much
published on social issues [17].

Publications focus on process modeling, such as user acceptance of process modeling
grammars, specifically Business Process Model and Notation (BPMN) [27], and the
effects of content presentation format and user characteristics on understanding of
process models [25]. Business process modeling success has also been researched [4].
Research on business process design includes studies on workflow and process improve‐
ment. Business process transformation research includes studies on business process
change [32] and business process reengineering [31].

Despite the plethora of work conducted, there are still issues in relation to BPM that
arise and which vary according to perspectives of the stakeholders. From the vendors’
perspective, poor understanding of business processes, inadequate training and a lack
of BPM standards are major issues [33]. According to educators, issues include a lack
of appropriate expertise in the field, lack of resources to develop BPM expertise and
difficulty in communicating across multiple stakeholders in the field [5, 6, 11].

3.2 BPM Education Research

Several BPM publications focus on education [3, 5, 8–10, 25, 26, 40]. A descriptive
study of a student contest revealed that academic experience and age affected the quality
of the business process solution [36]. BPM education did not correlate with the results.

Nevertheless, the need for BPM education has increased with the acceptance of BPM
by practitioners, who are keen to hire students with knowledge and skills in business
process modeling, simulation and other aspects of BPM [8]. However, appropriate BPM
education is not widespread [5, 11].

A BPM education panel at the 2009 European Conference on Information Systems
addressed status, challenges and future issues associated with BPM courses and
programs [10]. Several tertiary institutions world-wide reported that they teach BPM
courses to graduate and undergraduate students. For example, Bentley University and
Georgia State University in the USA, Queensland University of Technology in Brisbane
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Australia, University of Pretoria in South Africa and University of Vienna in Austria
offer state of the art BPM courses [3]. While the two USA programs above are in business
schools, the others are in Science and Technology, Engineering and Computer Science
respectively. Programs outside of business schools are more likely to be technical and
less likely to focus on organizational issues. Challenges in a comparative analysis of the
five universities, mentioned above offering BPM courses, include (1) lack of pedagog‐
ical resources; (2) positioning BPM courses within the degrees; (3) heavy technology
load; (4) minimum course enrollments; (5) limited pedagogical research; and (6) unclear
career pathways for students.

Other studies have found there are issues with defining and interpreting the content
and boundaries of this emerging field, staying up to date with the dynamic nature of the
discipline, developing appropriate teaching resources, and identifying the best teaching
practices for preparing graduates for a successful BPM career [6, 11].

Students’ satisfaction with using BPM tools is important because their attitude will
affect decisions in their careers. If they have a positive attitude then it is more likely they
will become BPM evangelists and promote BPM in their workplace. BPM adoption,
along with strategic alignment, task technology fit and other critical success factors, has
the potential to enhance organizational performance [2, 42].

Perceived User Satisfaction. User information satisfaction (UIS) is one of the five
factors of system success [12, 13, 37]. UIS is described as a “perceptual and subjective
measure of system success” [38]. Prior research on perceived user satisfaction has
focused on systems other than BPM software. For example, determinants of UIS
assessed for a general ledger accounting system included relevance, content, accuracy
and timeliness of the information produced by the system [38]. Measures of UIS from
prior research were used [14, 19, 38]. The researchers also measured satisfaction with
the G/L-system features, such as report generation and documentation. Questions were
asked on user knowledge, training, ease of use and feature usefulness.

Perceived User Satisfaction with BPM. A research study has been published on user
satisfaction with BPM based on the IS success model and the Technology Acceptance
Model (TAM) [24]. The findings show that user satisfaction is affected by perceived
ease of use (PEOU) and perceived usefulness (PU). PEOU and PU are affected by input
and output quality, which are in turn affected by training and support. Although system
quality does not directly impact PEOU and PU, it is correlated with input and output
quality.

Also, a study on a business process modeling success instrument included UIS [4].
Measures were used for satisfaction with (1) the information conveyed by the process
models, and (2) the graphical design of the process models as well as (3) enjoyment
using the process models. The measure for “Enjoyment” was adapted from a study on
end-user computing satisfaction [14]. However, satisfaction was removed from the final
model because of high correlation with “model quality” [4, 39].
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Perceived Student Satisfaction with BPM Software. Although some universities and
colleges report that students are satisfied with their BPM courses [26], research shows
that teaching BPM courses is risky. As mentioned earlier, risks stem from such factors
as (1) the lack of pedagogical resources; (2) positioning BPM courses within the degrees;
(3) heavy technology load; (4) minimum course enrollments; (5) limited pedagogical
research; and (6) unclear career pathways for students [3, 10]. Students are likely to be
dissatisfied with inadequate textbooks and other resources and the lack of technology
support. Technology support is important for users who lack experience with the tools.
As discussed earlier, lack of BPM work experience and prior experience with modeling
increase the cognitive load and challenges user understanding [25]. A lower cognitive
load will increase PEOU. PEOU was a significant antecedent of satisfaction in a Euro‐
pean study [24].

4 Methodology

This section discusses the data collection and data analysis of student comments on using
BPM software. Data were collected from graduate students taking a BPM course in a
business school at a US university. Most of the students worked full time and took classes
at night or online. The course was offered mostly online for several tracks in the Masters
programs. Very few students were familiar with BPM software or the concepts of BPM
prior to taking the BPM course. However, some students had experience using a drawing
tool such as Visio in other courses or at work.

Students worked in teams of three to five individuals on a BPM modeling and simu‐
lation assignment, based on an exercise in a BPM book [20]. The teams submitted
answers to several questions including instructions to write a paragraph on their expe‐
rience with the BPM tool. Thirty seven sets of student comments were collected from
2006 to 2012.

The BPM tool used was Ultimus Process Designer. It was chosen to coordinate with
a BPM book written by the company founder [20]. The company was founded in 1994
and has over 2,000 customers worldwide. The software has mature features for drawing
a process that enables simulating “what if” scenarios based on a set of assumptions. It
provides workload and throughput analysis so users can identify bottlenecks and
improve the process.

From 2006 to 2010, student teams downloaded the BPM software from a website.
When it was no longer available online, the instructor contacted the software vendor
for access. Also, for extra credit students could repeat the assignment with another
BPM tool.

In 2011, students received login information that enabled them access to a series of
three webinars focused on the use of the Ultimus BPM tool. A few weeks later, eight
teams accessed the BPM tool remotely using “GoToMyPC”. The vendor organized a
separate server for each team loaded with the BPM software. This procedure was
generous of the vendor since it involved some expense, such as purchase of some of
the servers. It also involved vendor time since there were a few instances of the need
to reboot the servers. This form of access avoided installation issues, such as crashing
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computers, since students did not install the software on their own computers. In 2012,
three student teams had similar access to the software and training as the teams did in
2011.

The commentary from students was imported into a free-form database for inductive
qualitative analysis. The objective was to develop grounded theory [41]. Initial open
coding of the data suggested consistent themes, which were reinforced and integrated
with the literature review. During axial coding, relationships among sub-categories and
themes emerged. Two researchers coded independently and resolved any disagreements
by explaining their coding rationale.

Table 1 shows that the BPM course delivery varied over the years from on campus
to online or hybrid. GoToMyPC was only used in 2011 and 2012. Over 100 students
took the BPM course over the 7 years. However, comments were only required from
each team, not each individual. A few teams, such as in 2008, did not provide comments.
In 2012, individuals commented.

Table 1. Data collection

Year Comments Course Delivery GoToMyPC

2006 6 Online No

2007 3 Online No

2008 1 On campus No

2009 4 Online No

2010 6 Online No

2011 8 Hybrid Yes

2012 9 Hybrid Yes

Total 37

In addition, in 2011 and 2012, students completed a course survey anonymously.
One of the questions asked students their opinion on the learning experience of the
modeling assignment.

5 Findings

The course survey results showed that 85.7 % students in 2011 and 77.8 % students in
2012 thought the assignment was a “good learning experience” or a “very good learning
experience”. Only 2 students in each year stated that it was poor or very poor learning
experience.

Despite the variation in the BPM courses over the seven years, most of the comments
in the assignment coded into consistent themes. The themes that developed from coding
the data and from the literature review were (1) documentation, (2) user knowledge, (3)
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ease of use and (4) report generation. Each theme was coded into sub-categories and
summarized in Table 2. Examples of student perception quotes are given for each theme
and sub-category for each theme in Table 3.

Table 2. Themes

Themes Sub-categories

Documentation Online help

Search engine

User knowledge Tool experience

Tutorial use

Ease of use User interface

“GoToMyPC”

Scenarios

Report generation Tabular reports

Graphical reports

The documentation theme has two sub-categories: online help and the search engine.
Although some students thought the help file was “well organized and concise”, several
students complained about the lack of context sensitive help and not enough details
provided for them to know what to do with the tool. One student praised the help file as
“really helpful because we can search any topic that we want to know.” On the other
hand, another student thought the search engine was “incoherent.”

User knowledge has two sub-categories: tool experience and tutorial use. Almost all
the students had not had any experience with a BPM tool. Their knowledge was limited
to what they had learned in the course. Several referred to a high learning curve and
“unfamiliarity” with the tool. One group declared that the BPM tool was “easy to learn
after viewing the 25-minute training video.” However, most groups did not comment
on the online training that the vendor provided. The vendor provided an activity report
which showed logs for the online training. Since only one login was provided for the
class including the instructor and teaching assistant, it was not possible to determine
which students accessed the training. However, the number of IP addresses on the report
was 25 while the number of students in the class was 32. This casts doubt that all students
in the class took advantage of the online training webinars. The vendor has offered to
issue separate logins for each student next time the course is offered. This would provide
data on training at the individual level.

Earlier in the semester the course included content on “swim lanes.” Some students
commented on the lack of this feature in the BPM tool. For example, students were
surprised that the tool “lacked the ability to create standard swim lanes and used ‘swim
colors’ instead” to highlight “various flowbots with a halo of color.” Although the
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documentation considered “this was a feature not a defect”, students thought it “created
confusion and made the diagrams even more difficult to interpret.” They would have
preferred the tool “allowed the user to switch between swim lanes and swim colors the
same way they allowed the user to switch back and forth between standard BPMN
glyphs and X glyphs.” Another student said “a swim lane could be useful if you wished
to print the diagram on a black and white printer, whereas the swim colors would be
difficult to distinguish.” Furthermore, by not including swim lane functionality,
“companies looking to switch vendors for a process modeling tool may not pursue this
product.”

The ease of use theme has three sub-categories: the user interface, “GoToMyPC”
and scenarios. Some students thought the user interface was “well designed and intui‐
tive” and “very much looked like Microsoft Visio.” However, others complained that it

Table 3. Examples of student perceptions

Themes/
Sub-categories

Examples of student perceptions

Documentation/
Online help

“The online help attached to the tool could be more user
friendly.”

Documentation/
Search engine

“…is really helpful because we can search any topic that we
want to know.”

User knowledge/
Tool experience

“Granted my unfamiliarity with using a BPM tool may be
influencing my opinion on this.”

User knowledge/
Tutorial use

“I have to say that the tutorial was not clear, and the help list
was not helpful as well. I learned the most from my
mistakes and by practice.” 

Ease of use/User
interface

“The Graphical User Interface was quite good for the most
part, but it felt cumbersome to make the lines straight and
to make them look visually appealing.”

Ease of use/“GoTo‐
MyPC”

“The remote connection did cause problems, as we lost the
ability to save our model, as well as the ability to save, load
and compare various scenarios.”

Ease of use/
Scenarios

“The model and scenario files can become out of sync very
easily, which means that a scenario file cannot be loaded
with a model file.”

Report generation/
Tabular reports

“The modeling allowed us to generate excellent graphical and
tabular reports. The tabular reports could then be exported
into Microsoft Excel.”

Report generation/
Graphical reports

“Having both the tabular and graphical views allowed for two
different methods for relaying process metrics.”
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was “unfriendly” and “cumbersome.” The “GoToMyPC” eliminated installation prob‐
lems but hindered collaboration since only one user from each group could login at a
time. Some students found it “very challenging to build and run scenarios” which was
a part of the simulation feature of the BPM tool, in which the task resources can be
modified. Students had problems saving and reloading scenarios on the remote
connected host, and could not compare the reports of two different scenarios.

Finally, the report generation theme has two sub-categories: tabular reports and
graphical reports. Several students found that the reporting functions seemed to be
“excellent”, “rather good,” “more than adequate” or “easily readable.” However, one
student did not think it was “obvious what all the data on the report meant.”

In the next section, we discuss relationships among the themes and sub-categories
generating eight propositions and a conceptual model.

6 Discussion

In this section, we discuss our findings and integrate the findings with the literature to
arrive at a conceptual model and eight propositions. Relationships among constructs in
the conceptual model are shown in Fig. 1. Table 4 shows support for the propositions
based on the students’ comments.

The course survey revealed that most students were satisfied overall with “the
learning experience”. Nevertheless, some were critical of the BPM software, probably
partly due to the stress of time constraints in completing the assignment and worry about
grades.

Despite issues with process model satisfaction in prior research [4, 39], and drawing
on [38], we propose that user satisfaction with BPM software would be better measured
with specific questions on such features as simulation report generation and documen‐
tation. Our rationale is that process models are an intermediate outcome while report

Fig. 1. Conceptual model and propositions
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generation is a final outcome that facilitates decision making. BPM tool documentation
in the form of adequate online help would provide support and encourage the perception
that the tool is easy to use [24].

Students who found the documentation adequate (such as the student below) usually
thought the BPM tool was easy to use.

“Ultimus help is easy to navigate and thorough with details and explanations.
Ultimus is a great tool for users with no modeling experience; the interface is user
friendly and easy to learn.”

Consequently, the data and prior research lead us to our first proposition:

Table 4. Support for propositions

Proposition Examples of student perceptions

P1: Documentation -
 > PEOU

“Ultimus help is easy to navigate and thorough with
details and explanations. Ultimus is a great tool for
users with no modeling experience; the interface is
user friendly and easy to learn.”

P2: Documentation -
 > Report generation

“The documentation was pretty sparse … I found that
significant trial-and-error time was required to get
anything to work.”

P3: User knowledge -
 > PEOU

“The Process Designer – Support Process online demon‐
stration offered a helpful, brief explanation of creating
the process map, and the application soon became easy
to use and understand.”

P4: User knowledge -
 > Report generation

“It took some trial and error getting to get the tool to
generate reports. I eventually did get the tool to
generate the reports.”

P5: PEOU - > User satis‐
faction

“Some of the easier aspects were (1) drag-and-drop
features and (2) right clicking into Properties, such as
General and Scenario, to update the length of time,
sigma, and number of resources.”

P6: Report generation -
 > User satisfaction

“The report generation process was surprisingly quick
and the report information was visually clean and
easily readable.”

P7: Documentation -
 > User satisfaction

“We also think that the help section is really helpful and
well structured. It explains every window, menu, and
symbol that are involved in modeling process.”

P8: User knowledge -
 > User satisfaction

“The BPM Modeling software was easy to learn after
viewing the 25-minute Process Modeling training
video.”
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P1: BPM tool documentation affects perceived ease of use of the BPM tool.

Instructions in the documentation should facilitate report generation [38]. Reports
generated by BPM software include simulation reports [1].

The following student’s comments showed that documentation affected report gener‐
ation.

“The documentation was pretty sparse … I found that significant trial-and-error time
was required to get anything to work… I was able to get the process model to run and
generate a report, but I don’t think I had all the properties set correctly, and it was not
obvious what all the data on the report meant.”

This student perceived that more detailed documentation would have helped report
generation. So, the second proposition follows:

P2: BPM tool documentation affects simulation report generation with the BPM tool.

User knowledge is also important [38]. User knowledge is affected by training and prior
experience. BPM vendors believe that user training is often inadequate [33]. A recent
study found that user understanding of process models depends on BPM work experience,
prior experience with modeling and English as a second language [25]. A quantitative
study found that training was a statistically significant antecedent of PEOU [24].

The following student appreciated the online training and perceived the software
was easy to use.

“The Process Designer – Support Process online demonstration offered a helpful,
brief explanation of creating the process map, and the application soon became easy to
use and understand.”

The student gained the knowledge to understand and use the tool. So, the third prop‐
osition follows:

P3: User knowledge affects perceived ease of use of the BPM tool.

Simulation is an important feature in BPM tools [1] and is used to improve processes
and for decision support [21, 32, 35]. However, user knowledge is necessary to run
simulations and to interpret the results, as illustrated by the following student comment.

“It took some trial and error getting to get the tool to generate reports. I eventually
did get the tool to generate the reports.”

In this case, the student gained knowledge by trial and error. So, the fourth propo‐
sition follows:

P4: User knowledge affects simulation report generation with the BPM tool.

As explained earlier, users with higher PEOU are more satisfied with a technology tool
because of the lower cognitive load. PEOU was a significant antecedent of satisfaction
in a European study [24].

The following student seems satisfied with the software.
“Some of the easier aspects were (1) drag-and-drop features and (2) right clicking

into Properties, such as General and Scenario, to update the length of time, sigma, and
number of resources.”

This student found some of the features easy to use. So, the fifth proposition follows:
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P5: Perceived ease of use of the BPM tool affects perceived user satisfaction.

Generating simulation reports with the BPM tool will promote user satisfaction. The
reports provide insights on bottlenecks and alternatives to improve and optimize
processes [21, 32, 35]. This is an important goal for using a BPM tool.

The following student was satisfied with the report generation feature of the software.
“The report generation process was surprisingly quick and the report information

was visually clean and easily readable.”
This student was surprised are how quickly the software generated reports. So, the

sixth proposition follows:

P6: BPM tool simulation report generation affects perceived user satisfaction.

As discussed earlier, the BPM tool documentation is a form of support that enhances
user satisfaction by providing instructions on how to use the tool.

This student seems to be satisfied with the software partly due to the documentation.
“We also think that the help section is really helpful and well structured. It explains

every window, menu, and symbol that are involved in modeling process.”
This student’s comment shows that documentation contributes to user satisfaction.

So, the seventh proposition follows:

P7: BPM tool documentation affects perceived user satisfaction.

User knowledge lowers the cognitive load leading to greater perceived user satisfaction
[24].

The following student comment shows that gaining knowledge leads to user satis‐
faction.

“The BPM Modeling software was easy to learn after viewing the 25-minute Process
Modeling training video.”

Being easy to learn lowers the cognitive load. So, the eighth proposition follows:

P8: User knowledge affects perceived user satisfaction.

The eight propositions are shown on the conceptual model in Fig. 1 below. In summary,
perceived user satisfaction with the BPM tool is affected by the PEOU of the tool, the
documentation, the simulation report generation and the user’s knowledge. We also
expect the PEOU and the report generation to be affected by the documentation and the
user’s knowledge.

7 Conclusion

Prior BPM research has expressed the need for a focus on process analysis, process
performance management, empirical studies and social issues [17] as well as, peda‐
gogical research [3, 10, 11, 40]. This empirical study used an innovative collaboration
with a vendor to contribute to pedagogical BPM research. The objective was to deter‐
mine factors affecting students’ perceived satisfaction with a BPM tool. The students
used the BPM tool for process modeling, process analysis, process design and process
performance management. The analysis of students’ comments reveals the importance
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of documentation and user knowledge on perceived ease of use and simulation report
generation. Specifically, dissatisfied students remarked on difficulties with process
modeling and simulation report generation. On the other hand, students who found the
documentation helpful and who leveraged the training to improve their knowledge of
the BPM software commented favorably on PEOU and report generation.

7.1 Limitations

This study has some limitations. First, we cannot generalize the findings to all BPM
software since most of the commentary focused on one BPM tool. Second, the graduate
students in this study were from one institution. It is not known whether the results would
be consistent over other universities or for undergraduate students. Third, the course was
delivered predominantly online, although there were on campus meetings in some years.
Students taking on campus BPM courses might have different perceptions. Fourth, our
results might not apply to corporate users. Users who are not students are likely to be
similar in some ways, yet different in other ways. Corporate users who have been exposed
to BPM software for some time are likely to have different issues. For example, a published
study found PU to be significant and support affected the input and output quality [24].
Another study found that content, accuracy, relevance and timeliness of the information
were important to corporate users of a GL system [38]. On the other hand, users who are
beginning to learn software might have similar perceptions to the students in our study.

Future research can analyze logs of online training to determine whether the training
affects students’ perceptions of the BPM tool. Data can also be collected to attempt to
triangulate the results. Future research could replicate the study with the GL system
described above substituting a BPM system to find out if the results are similar.

7.2 Implications

This study has implications for research. Very little IS research has focused on BPM
software despite the important issues that have been identified and the potential for higher
organizational productivity. Much more attention has been given to ERP and CRM
software. In fact, many researchers and students are not familiar with BPM software. Since
BPM software is an example of an IT artifact, focus on this research falls within the IS
research domain. Future research can compare BPM software to ERP or other enterprise
software to see how issues are the same or different. This study implies that PEOU applies
to BPM software similarly to most other software. However, BPM software includes
features that are unique. Simulation, for example, can be challenging to users. This
explains why PEOU of BPM software is conditional on adequate documentation and user
knowledge. The complexity of generating simulation reports and interpreting them in turn
affects user satisfaction. These detailed interpretations are more meaningful than studies
that vaguely find that technology acceptance depends on PEOU and PU.

Implications for practice include possible modifications to the BPM tools by the
vendor. The vendor expressed interest in using the students’ feedback for tool improve‐
ment. Implications for educational research include potential benefits of further assess‐
ment of students’ perceptions of tools used in BPM courses. Future BPM courses could
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expose students to BPM tools that increase their knowledge and skills in simulation as
well as modeling. Finally, this study draws attention to BPM education and the advan‐
tages of collaboration with practitioners.
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Abstract. Since the mid-1990s, in the course of the rising commercial use of
modern Information and Communication Technologies (ICT) and the transfor‐
mation of traditional to digital business, the business model concept has prevailed
as a promising unit of analysis. To describe business models, they are typically
broken down into single business model components. However, there is a lack of
knowledge on the dynamics between them, i.e. which dependencies and interde‐
pendencies exist between business model components. Hence, a successful trans‐
formation and innovation of business models still remain a heavy task without
having such knowledge on the internal behavior. Thus, this paper provides a
comprehensive analysis of business model literature aiming to discover structural
relations between business model components. This was achieved by analyzing
numerous individual literature sources. In pursuing this explorative approach, a
large number of dependencies and interdependencies could be discovered and
mapped onto the unifying Business Model Component Framework, which was
developed prior to this study. (This paper is a revised and expanded version of
a paper entitled “Interdependencies between Business Model Components—
A Literature Analysis,” [65] presented at the 19th Americas Conference on
Information Systems (AMCIS 2013), Chicago, Illinois, August 15–17, 2013, AIS
Electronic Library (AISeL), pp. 1–9.)

Keywords: Business model · Business model components · Literature
analysis · Interdependencies · E-business

1 Introduction

1.1 Motivation

The rising commercial use of modern Information and Communication Technologies
(ICT) has significantly changed companies’ business practices since the mid-nineteen
nineties [1, 2]. Competitive situations have to be considered increasingly from a global
perspective and far beyond traditional industry borders [3]. Even small Internet start-
ups were quickly able to act globally and bring real competition to long-established
companies. In addition, ICT function frequently as an enabler for entirely new business
activities besides just supporting them. This led to the realization of many innovative
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business ideas forming the “new digital competitive landscape” [4, 5]. Even though
many of these ventures failed, others have significantly changed the business landscape
(cf. Facebook, Google and Twitter for some remarkable examples). As a consequence,
the question “What business am I in?” could not be easily answered anymore [6].

As an appropriate means to analyze the new competitive landscape, the business
model concept has prevailed and has increasingly moved into the interest of research,
but also into practical application [7]. The correct alignment of a company’s business
model is accorded high priority for gaining and maintaining competitive advantages and
finally for ensuring business success [8]. Considering the rapidly changing environment
enterprises and their business models are facing, a business model that is highly compet‐
itive from today’s perspective might be outdated in the near future [9]. This observation
implies the great importance of innovation and a continuous improvement of business
models [10, 11]. In this regard, the “Global CEO Study”, which IBM conducts every
two years, revealed in its 2006 implementation a share of 30 % of the 765 interviewed
CEOs which put an innovation focus on their business model [12]. Especially companies
with comparatively fast-growing profit margins exhibit a focus on business model inno‐
vation twice as high as their competitors. The subsequent study in 2008 with 1130
respondents yielded similar results [13]. Accordingly, financially outstanding compa‐
nies employ all basic forms of business model innovation. It was the strong conviction
of most interviewed CEOs that products and services are not enough to distinguish
between competitors. Consequently, 70 % of the CEOs were in the progress of imple‐
menting extensive business model changes. The 2010 study [14] highlighted creative
executives as most successful in experimenting with business models and realizing
quantum leaps via appropriate innovations. Additionally, a fast and prompt implemen‐
tation of business model innovations was attributed an increased importance.

1.2 Relevance for Information Systems Research

For a successful implementation and management of business models, dedicated soft‐
ware tools are essential. In this regard, the business model concept needs to be taken
into account from an information systems’ perspective. The demand for such systems
becomes most evident regarding the visualization or even simulation of business models,
which are not feasible without software support [15].

Moreover, there are further domains that are interesting for information systems
research. For example, the business model concept can be employed for Business/IT
Alignment. Here, the concept can function as a mutual means of communication
between the business and IT domain [15]. As business models represent the business
logic of a company, they can also be utilized during the development of enterprise
applications [16]. In this context, business models can be used for requirements engi‐
neering by gathering and representing high-level business goals [17].

The shown relevance of the business model concept for information systems research
is reflected in many papers published in information systems journals like the European
Journal of Information Systems [18–20] or the Communications of the Association for
Information Systems [15]. Even though, several research domains have intersection
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points with the concept, research is mainly conducted in silos [21]. Consequently,
knowledge on business models is quite fragmented, which calls for a clarification and
synthesizing of the concept to be able to utilize it successfully [20].

1.3 Research Contribution

To describe business models, they are typically broken down into single business model
components. While there have been several discussions pointing out dissent on the
constituent components of business models since the beginning of business model
research [7], recent attempts on developing general business model frameworks, which
bundle the proposed components in literature, demonstrate progress in research [22].
Even though consensus is progressively growing, these frameworks typically only allow
for a static consideration. Recent analyses criticize the lack of bundled knowledge on
business model dynamics, in particular regarding the relations between single business
model components, i.e. which dependencies and interdependencies exist between them
[7, 23, 24]. Hence, the transformation and innovation of business models still remain a
heavy task without having such knowledge on the internal behavior. In order to success‐
fully innovate and adapt a business model, knowledge about these dynamics must be
present and implemented in dedicated software-supported systems.

The need for knowledge on structural dynamic insights on business models apart
from static aspects can be illustrated by an intuitive example from the automotive
industry. The question “which components does a car consist of” can be answered easily
by any car manufacturer: an engine, a braking system, four tires and many more.
However, to build a car that stands out from competitors, it is essential to know how
these components relate to each other and hence need to be aligned. This means, it is
not sufficient to build the strongest motor engine in a motorcar to have the best sports
car, it rather depends on the optimal alignment in the sense that e.g. the suspension
system as well as the braking system are well-adjusted and aligned to the actual engine
performance and customer needs.

Thus, the objective of this paper is to provide a comprehensive analysis of business
model literature aiming at discovering and bundling existing, but scattered knowledge,
on structural relations between business model components and providing a framework
describing the dynamics of business model components. To be more specific, the main
research question is: which dependencies and interdependencies exist between business
model components?

This research gap needs to be closed in order to successfully build business model
management systems supporting the innovation process of business models, since
having knowledge on the internal dynamics is crucial to preserve the consistency of a
business model, i.e. updating all those components that depend on an actually changed
component [25, 26]. The addressed research goals by this paper are summarized as
follows:

• Provide an overview of existing knowledge on business model dynamics in literature.
• Clarify which are the key components of business models in the sense that they are

most influencing other components.
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• Elucidate which components are most influenced by other components without
having strong impact on other ones.

• Bundle this knowledge and propose a dynamic business model framework describing
how business model components are related to each other.

1.4 Applied Research Methodology and Paper Structure

The methodology applied to address the research question is a structured literature anal‐
ysis. It forms the basis for deriving a structured model of business models dynamics,
which stems from examining the chosen literature for (mutual) dependencies of business
model components. The process of analyzing literature follows the methodology
proposed by [27]. This verified process—entitled “Reconstructing the Giant”—allows
for a rigorous study.

Following [27], we first conceptualized the scope of our analysis by defining and
relating relevant search terms in order to discover promising literature among the
numerous publications on business model research, which have already been published
in just a few decades of research [7]. The search includes a combination of the terms
“business model”, “business engineering”, “value modeling”, “business model compo‐
nents and relations”, “business model dynamics” as well as related ones. The search has
been performed (including backward and forward searches) on the literature databases
Thomson Reuters Web of Knowledge, EBSCO Business Source Premier and Google
Scholar. Afterwards, literature mainly focusing on business model components and their
relations between each other, but also literature dealing with business model innovation
have been chosen and screened to find further promising literature in provided refer‐
ences. As an initial result, far more than 80 papers could be identified.

In order to consider the most significant ones—in terms of providing insight on the
dynamics of business models—the final selection met some criteria. In detail, the liter‐
ature needed to be

• of high-quality, which was guaranteed by selecting only sources from highly-ranked
(e.g. ISI impact factor >1.5) journals (e.g. European Journal of Information Systems
or Strategic Management Journal) and conferences;

• highly-considered among scientists which is reflected in the citation frequency on
Thomson Reuters Web of Knowledge and Google Scholar.

However, by applying this methodology some of the most current literature might
not have been selected, since it does not fulfill the “citation frequency” requirement. To
overcome this concern, recent promising, but low-cited papers were manually selected.
Furthermore, a small amount of publications from lower-ranked journals and confer‐
ences as well as not-ranked textbooks has been chosen—which we had been aware of
due to prior studies—since they provide promising insights on the structural relations
of business models and thus should be included in a comprehensive analysis. As a result,
the selection consists of 35 relevant publications.

In the next step, the existing heterogeneous knowledge on interdependencies between
business model components within these publications—e.g. based on business model
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components with varying names and classifications—has been transferred to the Business
Model Component Framework, which was recently proposed by the authors [22]. This
framework claims to be general and unifying and will be introduced in detail in the next
section. As a result, an explorative derivation of the dynamics in the business model struc‐
ture is performed based upon relevant literature. Since the literature foundation is partly
based on practical examples, the practical impact is to some extend validated as well. Even
though these examples stem from different industries and domains, the derived dependen‐
cies are still general enough to attest them a general applicability. Hence, they are not
restricted to particular cases or industries. In addition, since this paper is the first one
explicitly addressing this research gap—previous ones only call for such a research without
presenting any result—it also aims at encouraging other scientists to conduct research
regarding interdependencies (e.g. in specific domains) based on the general results and
insights provided in this paper.

To apply the proposed methodology, the remainder of this paper is organized as
follows. Section 2 comprises discussions on business model research regarding current
definitions, existing component frameworks and business models as dynamic constructs.
Section 3 presents the findings of the underlying literature analysis. Subsequently,
Sect. 4 elucidates the study’s key results and points out some limitations including the
need for further research. Finally, Sect. 5 summarizes the paper and gives an outlook on
future business model research.

2 Related Work

In the mid-1990s, new economic and social situations, which had resulted from the
development of modern ICT including the Internet, caused a drastic change to the
overall competitive situation of companies [2]. Even small Internet start-ups were
quickly able to act globally and bring real competition to long-established companies.
Hence, this shift in the competitive situation is often referred to as the “new digital
competitive landscape” [5]. Consequently, traditional units of analysis—like the
Resource-Based View [28] and Market-Based View [29]—had been put into question,
which led to the search for a new unit of analysis having the capabilities to depict the
digital economy [4]. Eventually, the business model concept has established as the new
unit of analysis able to successfully describe the value creation—not only within the
digital landscape [30]. As a result, based on business model analyses, it is possible to
determine why the competitive position of companies within the digital landscape has
decreased and why they were successful at all [31].

2.1 Business Model Definitions

Porter’s [32] frequently quoted statement—“The definition of business model is murky
at best”— remains intact to the present day. Despite the existence of multitude defini‐
tions in literature, no consensus can be attested. To the contrary, there are substantial
discussions regarding the existent terminological dissent [20, 33]. This concern can be
attributed to several causes of which [34] identified three major ones. In the first place,
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the term emerged in several scientific disciplines concurrently. Secondly, the concept
embodies diverse theories. Thirdly, starting with the “New Economy”, business models
are a rather new field of research. Reference [21] emphasized this last point as well.
They believe that any new and promising concept will be subject to definitional and
conceptual discrepancies during its emergent phase.

Induced by the heterogeneous original disciplines, the concept pursues different
objectives. Consequently, this leads to diverse definitions (cf. in the following [33]).
From an Information Systems perspective, business models are utilized to explain the
meaning of e-business as well as the employment of information and communication
systems. Another reason for the fuzzy comprehension of the term is the lack of explicit
definitions within publications in this area, which implicitly assume a common under‐
standing of the term. The number of such publications is estimated to be more than one
third. A reference to previous definitions is also missing in most cases. Reference [33]
identified this approach in only 20 % of the considered literature. In order not to follow
this approach, this paper adopts a definition which was proposed on the 2011th Inter‐
national Conference on Information System by the authors [7]: “The business model
concept is linked but still distinct to the concept of business strategy. It describes—
mainly textual on a highly aggregated level—the business logic of an underlying
company by a combination of interdependent offering, market, internal as well as
economical business model components in a static and dynamic way beyond the compa‐
ny’s borders. Furthermore, it is not limited to a certain type of business or industry and
is thus generally applicable and intended for internal as well as external addressees.”

2.2 Business Model Component Framework

Apart from explicit textual definitions, the concept of business models is frequently also
defined by its constituent components, which for themselves do not form a whole busi‐
ness model, but only a specific part of it [15, 35]. Besides the term “component”
numerous synonyms are used in literature, e.g. elements, dimensions, factors, building
blocks, partial models, sub models and parts. Nevertheless, the term “component” is
used most frequently and will therefore be adopted in this paper. From a semantically
point of view, i.e. apart from terminological differences, no consistent descriptive pattern
with dimensions has become prevalent so far [34]. Consequently, no consensus about
the constituent components of a business model exists in the current research environ‐
ment [7, 36]. To have a foundation for the undertaking in this paper, i.e. depicting
identified interdependencies between the multitudes of proposed components, the find‐
ings have been mapped onto the Business Model Component Framework, which was
recently proposed by the authors [22] and which claims to be general and unifying. To
provide a common understanding, the components are characterized in the following
(for more details on the Business Model Component Framework, its derivation process
based on a literature analysis as well as other existing frameworks, it is referred to the
original source [22]).

Value Offering Model. Components belonging to the Value Offering Model are
strongly connected with each other. As a result, several literature sources put some of
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them together to a single component. In particular, the Product and Service Offering is
often considered as part of the Value Proposition. Nevertheless, since they are strongly
linked, but still distinct components, the framework developed in this article breaks
down the components as much as possible in order to draw a clear picture on existing
business model components.

Value Proposition. The Value Proposition is considered to be the key component of
business models. Several literature sources express this central role by recommending
to start a business model development based on this component [37, 38]. In this regard,
the Value Proposition describes which benefits business models provide their
customers—of course, this need not be equal to the benefits customers will actually
receive. In addition, the Value Proposition not only expresses the benefits customers
will receive, but also the value-adding partners participating in the business model [4].

Product and Service Offering. As mentioned, the Product and Service Offering is closely
intertwined with the Value Proposition, since it expresses which product and service
offering actually realizes the Value Proposition [8]. The fact that companies can achieve
the same Value Proposition by offering different products and services demonstrates the
strong linkage of both components (cf. [38] for an illustrative example on its differen‐
tiation).

Competitive Advantage. Besides specifying a Value Proposition and its realizing
Product and Service Offering, the long-term sustainability, i.e. the Competitive
Advantage, of a business model’s value offering has to be assured. Hence, this compo‐
nent serves for formulating to what extent a business model is different—from a positive
point of view—to competing ones [6] and how its competitive advantage will be main‐
tained [8]. Moreover, strategic growth decisions—as future directions of the business
model in contrast to its current operation based on the Value Capturing Model—should
be captured within this component, i.e. for instance whether a company should rather
continue to grow in its current market or whether it should enter new market places [39].

Competitive Model. In order to identify a business model’s competitive advantage and
to derive actions how to maintain it, the Competitive Model depicts the competitive
environment of a business model [40]. Thus, the Competitive Model reflects competing
business models and highlights potential risks for the own business model.

Value Capturing Model. The Value Capturing Model is closely related to the Value
Offering Model, since it determines which customer and market segments are being
addressed, on which ways and how these relationships are organized.

Customer and Market Segment. In order to successfully implement the Value Offering
Model, it must be adapted to its targeted customer and market segments. In this context,
customer and market segments can be differentiated by a variety of criteria. The stronger
the segmentation, the stronger a business model addresses niche markets instead of mass
markets [9]. Modern ICT pave the way towards a goal-oriented and detailed clustering
of both customers and markets. However, since they also facilitate a business model’s
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geographic expansion—even for small companies—, differentiating customers and
markets is becoming increasingly vital for business model’s success [41].

Communication and Distribution Channel. Besides specifying the Customer and Market
Segment, choosing appropriate channels to distribute and communicate with them is
critical for success [20]. Channels can be distinguished in own and partner channels,
both of which can be further differentiated in direct and indirect channels [9]. Modern
ICT enable a communicative integration of customers into the value creation process
aiming at developing the Value Proposition in accordance to segment or even customer-
specific needs [34].

Customer Relationship. Even though Customer Relationship is an essential component
for business models, it is only less considered in literature (cf. [41] and the occurrence
frequency of 41 %). The importance of (long-lasting) customer relationships results in
high costs occurring from one-off transactions. Hence, customer relationships should be
formed adequately considering the Customer and Market Segment. This will induce new
customers, maintain existing ones and increase their share of wallet. In doing so, the
classification of customer relationships can range from self-services to co-creation [9].
The latter one reflects the growing direct involvement of customers into the development
and decision-making process for creating the Value Proposition, which can be improved
by using modern ICT [41].

Value Creation Model. While the Value Offering Model and Value Capturing Model
describe which values are distributed and to whom, the Value Creation Model describes
aspects regarding the actual value creation within companies.

Resource Model. To operate a business model, companies need to have certain resources
[9] that can be distinguished [8, 42] into tangible, intangible and human resources. All
of them can either be created in-house or sourced from external partners [43]. Hence,
resources have the characteristics of being tradable and not company-specific [34].

Competence Model. However, resources are not sufficient to create value in terms of the
Value Proposition [8, 42]. Thus, it is vital to have abilities enabling the usage of resources
as well as their transformation to new combinations of resources which are—according
to the concept of core competencies—rare, valuable, costly to imitate and non-substi‐
tutable [8, 44]. These abilities are referred to as competencies and contribute signifi‐
cantly to a business model’s success. In contrast to resources, competencies are both
non-tradable and company-specific.

Activities and Processes. As mentioned, to successfully implement business models,
competencies are needed to carry out activities and processes that finally culminate in
the provision of the Value Proposition [9, 43]. Hence, companies have to determine how
to create the Value Proposition by answering two questions: which are the key activities
and processes that have to be done internally and which ones by cooperating partners.
In literature, four major types are distinguished [34]: Layer Player, companies covering
one specific value creation stage for several value chains; Integrators, companies
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covering every stage within a value chain; Market Maker, companies mediating between
different value adding processes; and Orchestrators, companies covering large parts of
the value creation, but outsource specific parts to partners.

Organizational Structure. The component Organizational Structure is used to define a
business model’s roles and responsibilities [4, 45] for allowing a goal-oriented imple‐
mentation of the Activities and Processes as well as their underlying Resource Model
and Competence Model [8]. In doing so, it is crucial to determine the adaptability of a
company’s organizational structure in order to react dynamically to changes in its envi‐
ronment [45]. Hence, the Organizational Structure is important and has to be aligned
with the overall business model [6].

Cooperation Model. Besides considering the value creation within a company, the
network of cooperation outlined by the Cooperation Model has to be addressed in a
business model.

Structure and Position. Business models are often enabled by corporative relationships
[9], in which external economic parties take over parts of the value creation in order to
cooperatively provide the Value Proposition [4]. Consequently, building cooperation
networks pursues the goal to optimize a business model and finally its Value Proposition
[9, 41]. This is achieved by focusing on activities that can be done with internal resources
and core-competencies, while sourcing other parts out to partners. It is of strategic
importance to determine whether a business model should focus on many smaller or
rather less, but strong cooperation partners (high transaction costs vs. risk of a domi‐
nating partner) [39]. Hence, while the Value Creation Model—based on the Resource/
Competence Model as well as the Activities and Process component—depicts which
resources and processes are internally and externally provided to successfully operate a
business model, the Structure and Position component strongly focuses on the external
partners providing these aforementioned aspects, how they are interrelated to fulfill the
business model’s goal as well as which is the focal company’s position within this
network of partners.

Coordination. In order to successfully operate the Cooperation Model, appropriate
communication channels and coordination mechanisms need to be defined as well as
rules of the partnerships to be negotiated [4]. In the course of this, it is important not to
generate exuberant transaction costs [39]. Coordination concepts can reach from using
pure market forces on the basis of individual transactions, to implicit and explicit coop‐
eration agreements, and finally to the establishment of coordination hierarchies or even
the fusion of companies [34, 39].

Maturity. Operating a Cooperation Model is accompanied by a certain maturity of its
cooperation relationships. Since it is strategically important to determine the maturity,
this aspect is concentrated in a separate component. It must therefore be outlined, if the
cooperation is established on a strong, long-term basis aiming to increase its efficiency
based on the usage of joined standards or on a dynamic basis, but with less risk of being
dependent on partners [4, 6, 39].
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Financial Model. Financial-based components play a central role in business models
because they determine whether a business model is reasonable from an economic point
of view.

Funding Model. The Funding Model provides information on the sources from which a
company receives capital to operate its business model [40]. In the course of this, the
choice of a company’s legal form can already have strong impact on its funding possi‐
bilities. This is particular important during the start-up phase, since initial operating cash
flow might not be sufficient to fully operate the business model.

Revenue Model. The existence of a profit-yielding revenue structure is important for a
business model’s success, since costs resulting from creating and offering the Value
Proposition need to be overcompensated [4]. A poor design or even the lack of a revenue
structure was the main reason why many start-ups had failed in the New Economy [46].
Ideally, a network of revenues exists. This should be optimized depending on the
targeted market, since this determines whether the price or the volume of the Value
Proposition needs a stronger consideration (mass market vs. niche market).

Pricing Model. Additionally, the pricing of the Product and Service Offering is essential
for a business model’s financial success [8, 35]. In order to gain maximum profits
contributing to the sustainability of business models, the pricing must be optimized
from two points of views. While the sales volume must not suffer from an unacceptable
price, a price arbitrage must not be wasted without resulting in an increase of sales
volume [41, 47]. Based on modern ICT, novel and more focused pricing mechanisms
can be realized [41].

Cost Model. The Revenue Model and Pricing Model are not the only components which
need to be determined to achieve a financially successful business model; the other side
of the coin—in form of the Cost Model—does also have to be considered. This compo‐
nent should reveal the major cost-incurring activities of a business model with the overall
goal to minimize the costs in achieving the Value Proposition. However, the minimi‐
zation varies extremely on the Value Proposition’s chosen strategy (cf. [9] for cost-
driven vs. value driven strategy) [8].

Profit Model. Based on the previous components, a business model’s margin structure
can be derived that outlines the financial value for its owners. Based on determining a
desired profit, the resulting margin, which is needed for each transaction within a busi‐
ness model, can be derived [38].

Distribution Model. Due to the raising number of cooperation relationships in the course
of the Digital Economy, the Distribution Model of a business model becomes increas‐
ingly important. This component indicates how all investments, costs and revenues are
shared among participants in order to assure the sustainable financing of the cooperative
value creation [6, 44]. Based on the former mobile service platform i-mode, the impor‐
tance of a sophisticated Distribution Model is outlined by [48]. Another good example
is the one of Apple’s Distribution Model, in particular regarding how revenues are shared
among Apple and developers of mobile applications [44].
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2.3 Interdependencies Between Business Model Components

The fact that business model components have structural relations between each other
is undisputed; however, in business model literature these relations have not been
explicitly discussed and analyzed resulting in a research gap [7]. From a theoretical
perspective, relations between components can exist in the form of dependencies or
influences on other components. The case of a component being dependent on another,
but also influencing this other component is called interdependency [20, 49], i.e. a mutual
dependency [50]. In particular, these (mutual) dependencies highlight the inherent
dynamic of business models, which will be outlined in the subsequent subsection. To
take up the initial example from the automotive industry, while increasing the engine
performance of a car requires increased braking power, the relation between both
components cannot be considered as interdependent, since increased braking power does
not demand raising engine performance.

Since no fundamental reflection of this pivotal characteristic of business model
components has been conducted so far in research [23, 24], this paper outlines the first
approach of bundling the implicit knowledge about the internal structure of business
models on an abstract level. Several aspects emphasize the importance of knowledge
about this structure. Based on the close connections between the components, changes
that result from external influencing factors can induce changes of other components
[4]. Thus, even small changes can call for various adaptations of other components
[34, 35]. These dependencies essentially affect the structure of business models and
emphasize the dynamic of the concept [26]. Hence it is important to consider and
maintain an equilibrium of the components when updating a business model architec‐
ture [20, 23, 51]. Thus, no single component should be regarded or changed in isolation
[34, 52, 53]. An equilibrium of this type can be attested if business models are consis‐
tent with regard to an internal and external “fit” [54]. An internal fit is satisfied if all
business model components are adapted among themselves and reinforce each other
[6]. The external fit however gives priority to external influencing factors. Hence, the
alignment of business model components is supposed to take place in conformity with
the respective environment [54].

2.4 Considering the Dynamic of Business Models

In order to ensure ongoing competitiveness and the success of a company’s business
model, a continuous adaptation and optimization is required [9, 18, 24]. Primarily two
reasons constitute this need for change (cf. in the following [34]). On the one hand
business models cannot be optimally implemented from scratch based on a blueprint.
On the other hand even an established business model is subject to constant adaptations,
which can be traced back to the discovery of unused potentials within companies’
resources. This can be understood as the result of a steady increase of knowledge. The
necessity for change can as well result from the changing environment whose influences
can make the business model wear out over time [35]. Additionally, adaptations that
result from internal structural relations and the adherence of a fitting of all components
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are subsumed under this necessity for change. Therefore a characterization of the
different degrees and starting points of adaptations within business models is of partic‐
ular interest (cf. Fig. 1).

Fig. 1. (a) Degree and kind of business model adaption based on [34]. (b) Degree of innovation
of adaption based on [24]

Adapting a business model can induce changes of its components or influence its
overall architecture. According to [55] the architecture of a business model can be
defined as the interfaces and mutual relationships between the business model compo‐
nents. Thus—depending on the degree of change—three basic adaption schemes can be
differentiated (cf. [34] and Fig. 1a). It should be noted that the estimation of the degree
of change is performed from the subjective view of the respective company. Conse‐
quently, even a revolutionary adaptation of the own business model does not necessarily
imply an innovation for the surrounding world [4].

• Quantitative Growth: Neither elementary nor architectural adaptations are
performed. However, the existing set of component interactions is optimized, e.g.
due to a positive sales growth among existing customers [26, 56].

• Evolutionary Adaption: This scheme encompasses either a gradual change of the
elements or the architecture for both axes are adapted gradually at most. One example
is the transfer of a business model into a different industry.

• Revolutionary Adaption: A fundamental innovation of at least one axis is
performed, while the other one is subject to a gradual change at least. An example
from the real business world is Apple’s iTunes business model, which revolutionized
the music industry. In this case even from an objective external point of view the
term “revolution” is adequate for the business model.
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The iTunes example also reveals the importance of an objective innovation level that is
caused by the adaptation of a business model (cf. Fig. 1b). An innovation in this context
does not necessarily require new technical achievements. It might as well consist of a
novel combination of existing resources [4]. Again, iTunes can serve as an example.
Both digital music, the Internet as distribution medium and the mobile devices existed
before Apple’s innovative application. This idea of innovation, which is not based upon
new technologies, originated from Schumpeter [57]. However, his concept is not suffi‐
cient for explaining the innovative novelty of business models [58]. Nevertheless, his
interpretation of innovation is utilized for viewing the business model as a unit of anal‐
ysis as well as a place for innovation [4, 58].

In order to consider the innovation degree from an objective point of view, four
ranges can be identified (cf. Fig. 1b). The axes within the figure refer to the amount of
discontinuous and innovative effects caused by the business model adaptation. These
effects are displayed with regard to two dimensions: First, the effects on the industry
(also called inside-out or enterprise view), i.e. the sum of all companies within the
respective industry, secondly the effects on the corresponding market (also called
outside-in or customer view), i.e. the sum of all customers within the respective
industry. The resulting innovation degrees are subsequently introduced (cf. in the
following [24]):

• Incremental Innovation: Even though the business model is different from the
previous one in this case, no discontinuity can be attested for the two dimen‐
sions. A business model might for instance be adapted only for a new specific
customer segment that was not addressed before.

• Industry Breakthrough: In this case a discontinuity within the industry is triggered
while the innovation appears rather incremental to the customers. Reference [24]
mentions the business model of the newspaper “Metro” whose financing consists
only of advertisements without an actual sale price of the paper. This model had
huge impact on the newspaper industry, whereas the customers did not experience
a big change, since the newspaper’s content is not essentially different from other
comparable papers.

• Market Breakthrough: The discontinuity works vice versa in this case. The low-
cost car Nano from the Indian company Tata Motors can serve as an example. From
the market perspective, i.e. from the potential customers, a radical shift in the
offering was achieved. For the automotive industry however no breakthrough could
be identified because the car production has just been trimmed to lower cost by
abandoning certain features.

• Radical Innovation: In this case a breakthrough for both dimensions arises. Once
again iTunes illustrates this case. The music industry and customers experienced a
change of market mechanisms.

These remarks emphasize the result of the studies mentioned in the introduction—busi‐
ness models need to undergo a continuous change process to stay successful. It does not
matter in the first place whether the innovations are of incremental or radical nature, as
long as they suffice to revise the “deterioration” of the business model [35]. This shows
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that business models are not supposed to be used in a static manner for describing the
state of the business logic, but rather serve as a dynamic concept that changes over time.
This awareness of dynamic motivates the understanding and analysis of the effects of a
change within components on the internal structure of a business model.

3 Dynamics Between Business Model Components

Based on the components of the Business Model Component Framework, the depend‐
encies and interdependencies identified in the selected literature have been mapped on
them. This was realized by gradually integrating the relations into the framework and
labeling each relation with a corresponding literature source number for verification
issues. This allows scholars to easily locate and reuse the findings of this paper for further
endeavors building upon this original study.

Figure 2 shows the mapping of the discovered dependencies and interdependencies
on the components of the Business Model Component Framework. In the following
subsections, most of the relations will be concisely illustrated step-by-step based on the
component categories. For clarification purposes, it should be noted that interdepen‐
dencies are depicted by bidirectional arrows; one-way dependencies are depicted by
unidirectional arrows pointing towards the direction of influence. The minus sign (-)
indicates no reported relation between both considered components in literature. As
mentioned, to provide a link between the theoretical framework and the findings of the
literature study, each literature reference for the concerning relation is assign to the
arrows. Since most relations are shown in several literature sources, a clustering of the
literature sources’ numbers to an alphabetical character is performed.

3.1 Analysis on the Value Creation Model

A dependency of the organizational structure on the value proposition can be recognized.
A value proposition that includes innovative product and service offerings for instance
needs a flexible organizational structure and flexible decision-making processes as a
basis [45]. However, not only value propositions that focus innovation require a certain
organizational structure, but also value propositions that focus low costs. Reference [34]
refers to the company EasyJet as an example. Their organizational structures are inten‐
tionally flat to keep costs low. Only this makes the cost-focused value proposition
feasible. Hence the configuration of the value proposition determines the structure of
the organizational structure to a certain degree.

The opposite direction however has not been found in literature. Even though the
organizational structure has a small impact on the value proposition caused by the
present dependency, this impact cannot be considered as significant for determining
the product and service offering. That is why the figure abandons this dependency. The
organizational structure is furthermore in interaction with the resources, competencies
and value adding activities. Following up the last example, it becomes clear that a
flexible organizational structure that aims at realizing innovative value propositions
needs to possess an appropriate research and development department. Such a depart‐
ment is equipped with miscellaneous “roles” which have to be staffed with appropriate
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actors (i.e. human resources) [35]. Besides this implication of the organizational struc‐
ture decision on staff requirements, the choice of internal value adding activities also
determines the number of roles and departments of the organizational structure [26].
Reference [39] additionally mentions that the organization of a company’s core
competencies requires a thoughtful design of the organizational structure. On the one
hand, the arrangement of the value proposition decides about the required resources
resp. competencies as well as the activities for their production and execution. On the
other hand, their quality has a significant impact on the design and feasibility of the
value proposition. This yields a mutual dependency [18, 38, 45].

Particular core competencies are necessary to realize the choices regarding the design
of marketing and distribution channels as well as the customer relationships [39]. The
selection of channels and relationships influences the required competencies. The quoted

Fig. 2. Dependencies and interdependencies between business model components
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source omits the naming of specific competencies. The question whether an interde‐
pendency exists is yet to be evaluated. The literature yielded no remarks in this context.
Concerning this question channels and relationships would have to be adapted to the
competencies in the first place. Since channels—e.g. pay services—can also be acquired
from the cooperation network, a configuration of the channels directly based on the
available competencies is not expedient.

The configuration of value activities depends upon the customer and market
segment. If a large customer base is addressed, the net product can be maintained at a
high level–supposing a corresponding sales and transaction volume [35]. Again the
reverse relation has to be reviewed. A company’s production limits might affect the
size of the addressed customer and market segment to some extent. The arrangement
of the supply chain, novel combinations of existing resources and also the creation of
new resources can lead to competitive advantages. Thus, the business model is set apart
from competitors [10, 18, 20, 50].

An interdependency is exhibited between the supply chain configuration, i.e. the
configuration of activities, and the revenue mechanisms [50]. This is manifested by the
fact that enterprises endeavor to execute those activities that are linked to high revenue
expectations. Reference [35] also mentions this dependency. Beyond that, [39] observes
that particular core competencies are required to realize the settlement model. This closes
the depend circle and yields an interdependency for the two components. Costs are caused
by the procurement and production of resources as well as the transformation process with
its value adding activities. Therefore, the cost model is influenced by resources and
activities [26, 37, 41]. An optimal implementation of the value adding processes can keep
the arising costs at a reasonable level [8]. Vice versa, the concrete implementation of the
cost model (e.g. a low-cost strategy) must be reflected within the activities [18, 59].
Therefore, an interdependency between the two components is present.

Resources within a company and especially competencies have an impact on the
decision which activities are executed in the company itself and which are outsourced
to the cooperation network [37, 39, 41]. Additionally, those activities that can be
performed cheaper externally should be outsourced [50]—as long as no risks arise from
the external dependency or potential quality decreases [45, 47]. Thus, the selection of a
cooperation network, especially of supply companies, depends upon the own resources
and competencies or more generally upon the required resources for the value-added
process [50]. The applicable resources also depend upon the supply of the cooperation
network. If the quality of resources provided by the network decreases, the value-added
process is affected [8, 18]. Consequently, an interdependency can be derived.

3.2 Analysis on the Cooperation Model

The cooperation network has indirect, but also direct influence on the value proposition.
The indirect relation can be exemplified by the quality of delivered resources that flow
into the value proposition during the value adding activities. In contrast to that,
providers of complementary goods or involved customers themselves—which can also
be subsumed under the cooperation network—have direct impact on the actually real‐
ized value proposition, even if those products do not enter the direct value-added
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process [37, 50]. Additionally, the chosen value proposition influences the cooperation
network, because the different actors have to fit in with their value proposition [59].
However, it is yet to be evaluated whether this influence takes places directly or via
the components resource model, competence model and activities and processes.

The cooperation network can exhibit a direct impact on the competitive advantage.
The quality of general partners or the number of involved customers in the sense of
cooperation partners directly determines the competitive advantages of the own
company [45, 47]. In contrast to that, competitive advantages can change the own posi‐
tion within the cooperation network [34]. This change could mean that a general partner
attends to its own business model because the own business model promises a higher
value proposition.

The addressed customer and market segment can influence the cooperation network.
This is the case if the business model is targeted to a large customer base. Then—as [34]
explains upon the example of budget airlines—a higher negotiating power is present
and the own position within the network can be improved [35]. Addressing a smaller
audience will usually not yield such advantages.

The cooperation network can exert influence on the revenue model, since revenue
mechanisms can become ineffective. This can be because of the cooperation partners’
reactions to a company’s technical innovations which change the company’s position
within the network [34]. The chosen revenue model might also affect the cooperation
with certain payment partners, though. However, this can happen indirectly via the value
proposition—yet, the literature review yielded no direct interaction in this regard.
Besides the indirect cost generation of the cooperation network, e.g. when acquiring
commodities, direct effects on the cost model can also be assessed. Transaction costs
and especially coordination costs arise between the focal company and its cooperation
partners [38, 39]. The interaction of both components also becomes clear when consid‐
ering cost savings via outsourcing. Partners might be able to execute activities more
efficiently while the value proposition for the customer stays the same [47]. Decreasing
transaction costs encourage the network building process and lead to a higher vertical
disintegration [41].

The distribution model also affects the cooperation model. If a change is performed
or scheduled herein, like allocating cooperation companies a lower share of profit or
revenue, this can lead some actors to switch into a different cooperation network [45].

3.3 Analysis on the Value Offering Model

Communication and distribution channels have an impact on the value proposition; in
some cases they enable them in the first place. Reference [4] explains this relation with
the example of eBay, but numerous other examples exist. The channels are also
important for establishing customer relationships based on a targeted value proposition
[41]. The closer the customer relationships are, the better a sense for their needs
evolves, which leads to aimed adaptations of the value proposition [41]. On the
contrary, the design of the value proposition influences the selection of channels and
customer relationships [34, 54]. Especially those value propositions that have
customers pay high prices often underlie a long-term customer relationship instead of
a transactional relation.
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In order to be perceived as intentioned and to generate the promised benefit, the
value proposition and its realizing product and service offerings have to be adjusted to
the needs of the customers and markets [38, 40, 41, 59]. This is underlined by the
observation that existing products can offer a different value proposition to a different
customer segment [4]. A change of customer needs has the potential to compromise
the value proposition [4]. The value proposition is not only adapted to the customer
and market segment, the segment also has to be chosen accordingly to the value prop‐
osition [37, 51]. However, the structure of the value proposition does not only have to
determine the selection of segments, it can also exert a direct influence on customer
and market segments. This is the case if a new offering is highly innovative and triggers
a market breakthrough.

The product and service offering has an effect on the price fixings [41]. This relation
mainly results from the customers’ willingness to pay, which is determined by the
desired benefit [38, 50]. A particular pricing model can on the other hand influence the
value proposition, which is again exemplified by [4] based on eBay. Their innovative
pricing model resulted in a novel value proposition. If the pricing model follows a policy
of market penetration, i.e. the prices are always low on a relative basis, a rather low
quality of the product and service offering can be expected [54].

The arrangement of the revenue model—like a revenue mixture or a new revenue
possibility—can influence the value proposition [4, 59]. In case of an innovative revenue
structure even new value propositions can be created [38]. For an example it is referred
to pre-paid-models of mobile communications providers. However, the design of the
product and service offering also induces a certain revenue mechanism [34, 38, 50]. It
is often considered as a rule of the industry which revenue models are used for which
products [10]. Apart from that, the product and service offering determines to a high
degree which revenues resp. profits are generated. At this point, it is illustrated how
architectural business model innovations take place: traditional dependencies, i.e. the
rules of an industry or market, are abandoned and new compositions are realized [4].

The value proposition and product and service offering have an impact on the
competitive advantages if they provide a technical superiority. Hence, the competitive
advantages depend on the value proposition [35, 50]. Furthermore, competitive advan‐
tages can results from an adequately customer-focused value proposition as long as it
matches the customers’ preferences [41]. In this regard, the computer manufacturer Dell
serves as a good example. The more robust a value proposition is, i.e. regarding the
barriers to entry for potential competitors, the longer competitive advantages can be
maintained [60]. Reference [38] points out the value proposition’s impact on the cost
model, since it incurs costs to realize it. However, this impact is rather indirectly because
these costs rather exist based on the usage of resources as well as the implementation
of activities. Nevertheless, there incur costs from the product and service offering which
are not directly linked to the value creating activities—e.g. costs for guarantees and
warranties.

Competitive advantages can be used to obtain higher prices for the corresponding
value proposition. This is due to the fact that the underlying product or service offering
provide additional value compared to competitors, which result in a higher willingness
to pay [8, 35]. Moreover, competitive advantages that result from a very efficient value
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creation or a market dominance can also be used to offer very competitive prices.
However, all of these impacts can result directly based on the value proposition. Hence,
a direct impact of the “competitive advantages” on “price model” seems questionable.

3.4 Analysis on the Value Capturing Model

The selection and arrangement of distribution and marketing channels as well as rela‐
tions to customers depend significantly on the customer and market segment that is
actually addressed [35]. The arrangement of customer relations can have impact on the
revenue model. In this regard, long-term customer relations often result in increased
share-of-wallet; on the other hand, transactional relations can often allow higher overall
revenues volumes regardless of specific customers. However, this is accompanied with
a lower quality in terms of the product and service offering prices [34]. The arrangement
and selection of channels have direct impact on the cost model. As a consequence, an
existing business model that is unprofitable in terms of costs, can become very profitable
when aligned to new channels, e.g. the Internet, since the cost structure will be noticeably
optimized [35].

Obviously, the price model has a direct impact on the customer and market segments
[35]. For example, if a market penetration price policy is followed, i.e. the prices are
kept very low, a large group of customers is addressed. On the other hand, following a
high price policy, only a small selection of customers will be addressed [54]. Accord‐
ingly, the price model needs also to be aligned to the chosen customer and market
segment, since they only have a specific willingness to pay [8]. The greater the size of
a chosen customer segment, the more likely the probability to generate a higher quantity
of revenues [8]. Hence, the selection of the customer segment has a direct impact on the
revenue model [37]. As a result, according to [10], the rules of the economic and
commercial game determine exactly which revenue sources for which market segment
can be chosen.

3.5 Analysis on the Financial Model

According to [10], the revenue model is depended on a company’s cost structure. As
a result, costs that are independent from value creating activities should be
compensated by usage-independent revenues. Moreover, the cost model impacts the
price model, since a low price strategy for example requires a low cost strategy in
general [18]. The opposite relation is stated by [54]; however, it should be pointed out
that a low cost strategy does not necessarily imply a low price strategy. The pricing of
the product and service offering influences the revenue mechanisms, since customers
with a low willingness to pay, are more willingly to make transactional independent
payments [50].
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4 Discussion and Limitations

4.1 Key Results of the Analysis

The analysis clearly revealed that there is indeed knowledge on the structural relations
between business model components in literature; it concurrently confirmed that this
knowledge is only hardly applied and described in an explicit manner.

A first key result is that there are several components within same component cate‐
gories featuring structural coherence. This means that these components basically have
the same interdependencies and dependencies with other components. Moreover, they
are interpedently linked with each other. For instance, take the components Value Prop‐
osition and Product and Service Offering. Both have e.g. a strong bidirectional relation
with the Customer and Market segment, i.e. if the value proposition or the offering is
changed, this will affect the addressed customer and market segments and vice versa.
Furthermore, the value proposition strongly depends upon the product and service
offering, but also influences it in order to actually provide the proposition. In addition
to these mutual dependencies, their strong connection can also be derived from the fact
that they are often proposed as a bundle in literature. This also corresponds to the
component analysis of the authors in [22]. In doing so, the offering is frequently consid‐
ered as part of the value proposition. Structural coherence can also be found in the Value
Creation Model, in which the components Resources, Competencies and Activities and
Processes have same interdependencies and dependencies. In addition, the three compo‐
nents within the bundle Cooperation Model are also virtually identical with regard to
the structural relations to the remaining components. Last but not least, the same applies
for the components Communication and Distribution Channel and Customer Relation‐
ship in the Value Capturing Model.

Another key finding is especially relevant from a practical perspective, i.e. when
creating or adapting a business model. By considering the most influencing and most
influenced components (cf. Fig. 3), it can be shown that for example the Value Propo‐
sition resp. Product and Service Offering yield the most interdependencies, while not
being influenced by other components in an unidirectional way. This underlines the
fundamental role of both components, meaning that they have the strongest lever to the
business model’s success and in the same time can be actively formed for the best align‐
ment. In contrast, the components Competitive Model resp. Competitive Advantage are
the most influenced ones; yet, they only do very rarely influence other components
unidirectional. This implies that they can hardly defined by executives in a direct way,
they are rather a result of the structural coherence and fit of the overall business model,
i.e. it is strongly dependent on the dynamics and arrangement of the other components.

Based on the analysis it was also possible to show the dynamics between business
model components onto the Business Model Component Framework, resulting in a
dynamic framework. While Fig. 3 shows these findings, it combines the structural
coherent components (cf. beginning of this subsection) for sake of clarity. To clarify the
figure in more detail, it should be noted that interdependencies are shown in red color
(resp. dark grey in black and white mode) while one-way dependencies are shown in
blue color (resp. light grey). Furthermore, the differentiation is symbolized by the arrow
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heads, which indicate the direction of influence. Again a labeling with a corresponding
literature source number allows an easy locating of details about the respective relation.

Further interesting findings are among others the influence of the Communication
and Distribution Channels on the Value Proposition. This relation might not be obvious;
yet, taking eBay as an example, it shows that with an innovative Distribution Channel
(via the Internet), a new Value Proposition for lots of customers can be created. Prior to
eBay, only a small market segment had been addressed by auctions. Another unapparent
finding is the dependency of the Revenue Model on the Value Proposition. While the
opposite dependency is obvious, this dependency becomes clear when taking the pre-
paid-models of mobile communication providers as an example that have innovatively
created new propositions for entirely new customer segments. Taking the newspaper
“Metro” as another example, it can also be shown that business model innovations, like
an innovative Revenue Model, do not only influence the Value Proposition, but can also
trigger an industry breakthrough. In doing so, traditional industry rules regarding gaining
revenues are innovated leading to competitive advantage. Another important finding
related to the Value Proposition is that same product and service offerings can provide
different propositions when addressing different customer segments. Moreover, a
disruptive value proposition may also directly influence the market segment and trigger
an industry breakthrough without affecting the actual customers. These few practical

Fig. 3. Dynamics between business model components (Color figure online)
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examples already demonstrate that the findings are general enough to apply them to
different domains; thus, they are not limited to a specific industry or example. In a
nutshell, the key findings of the analysis are summarized in the following list:

• Identification of structural coherent components
• Components with the most interdependencies [number of relations]: Value Prop‐

osition/Product and Service Offering [11], Components within the Cooperation
Model [9], Resource Model/Competence Model/Activities and Processes [8],
Revenue Model [8]

• Components most influencing other ones [not including interdependencies]:
Customer and Market Segment [9], Communication and Distribution Channel/
Customer Relationship [5]

• Components most influenced by other ones [not including interdependencies]:
Competitive Model/Competitive Advantage [5], Revenue Model [5], Cost Model [4].

4.2 Limitations of the Study

The aim of this study was to bundle the heterogeneous and implicitly-given knowledge
on the internal structure of business models in literature and to present it in an abstract
manner. However, it was not in the scope of this study to outline actual recommendations
regarding how the internal structure of business models should be changed in order to
increase a business model’s success. This should be incumbent on subjective decisions
made by executives. Nevertheless, based on the knowledge gained through this study,
these decisions can be influenced in a positive way, since the obtained insights on the
internal structure of business models help to figure out which implication to other
components may exist by changing one component. Another limitation of the study is
that the discovered dependencies and interdependencies do not claim to be exhaustive.
Additionally, since the structural relations were discovered based on a literature analysis,
they should also be empirically underpinned, refined and extended in future works. This
could be initially achieved by means of expert interviews. In doing so, the findings of
this paper can serve other scientist as a broad basis of hypotheses for validation purposes.

5 Summary and Outlook

This paper has provided a comprehensive analysis of business model literature aiming
to discover structural relations between business model components. This was achieved
by analyzing numerous individual literature sources, which often provide (small-scale)
case studies. In pursuing this inductive approach, a large number of dependencies and
interdependencies could be discovered and mapped on the Business Model Component
Framework, which was recently proposed by the authors [22].

In future work it is of particular importance to research—beyond “simple” relations
—so called causal loops within the structural relations of business models. According
to [24], causal loop diagrams offer an appropriate way to depict the dynamic of busi‐
ness models. In the course of this, the concept of causal loops originates from the
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Systems Dynamics research [61]. A first step towards this direction is done by [62] in
the context of abstract e-business models. Causal loops have also been already
researched and depicted on an instance level, i.e. based on concrete business models
[63, 64].
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Abstract. This paper has been invited to be published by the Springer LNBIP
series/2014 and so, it is an improved version from those version accepted for
presentation at the Fifth Pre-ICIS workshop on ES Research, St Louis/USA 2010
[1]. The paper considers some challenges and reflections concerned with Infor‐
mation and Knowledge/Wise Societies and Sociotechnical Systems. After a brief
and innovative panorama on the information and knowledge/wise societies and
sociotechnical system we present the core of this work: challenges and reflections
related with our society and systems. For some of these challenges and reflections
has been proposed answers such as: treatment of the organization as a living
being → synergism & collaborative ecosystem research efforts; a unfair shared
leadership, information partnership and a collaborative relationship in the age of
knowledge and, a new way of development, which comprises the social, econom‐
ical, cultural and environmental spheres leading us to a new model of perception
and knowledge of the world & present financial crisis; the future… Those ques‐
tioning are still open to create new insights and interests.

Keywords: Information society · Knowledge society · Wisdom society ·
Sociotechnical system · Technical system · Social system · Concept · Wisdom ·
Theory of constraints

1 From the Information and Knowledge Societies
to Sociotechnical Systems

A similar contribution of this paper has been published in [2]. The main difference
between that publication and this one is: we are now taking into consideration the chal‐
lenges and reflections on three societies: information, knowledge and wisdom. In the
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previous publication we have considered only the knowledge society aspects. Therefore
the core of this paper has been substantially modified and may be characterized as a
completely new and in depth opinion paper.

In the 21 century, Information and Communication Technology (ICT) is redefining
the businesses concepts and operations. Customer service, business operations, strat‐
egies of products development, marketing and distribution depend very, or sometimes
even totally on IST. The ICT and its costs are starting to make integral part of enterprise
day-by-day well-being. However, many enterprises still believe that just the simple act
of computerizing them, spreading computers and printers throughout departmental units,
connecting them in a network and installing applications systems, can fulfill the expected
benefits. However, ICT technology, without planning, management and effective action
from knowledge/wisdom workers and above all, without considering the sociotechnical
systems, does not bring any meaningful and sustainable contribution to the enterprise’s
well-being [1, 2].

From the Information Society to the Knowledge Society and the Wisdom Society

The Information Wave which follows the Agriculture Wave and Industrial Wave in
the 21st century triggers the rise of an information society. It is a society in which the
creation, distribution, diffusion, use, integration and manipulation of information is a
significant economic, political, and cultural activity. Information society is seen as the
successor to industrial society. Closely related concepts are the post-industrial society
(Daniel Bell), post-Fordism, post-modern society, knowledge society, Telematics
Society, Information Revolution, and network society (Manuel Castells).

The information society applies ICT in its operations, and such technologies as data
warehousing and data mining may discover knowledge governing a given organization.
Since it discovers through computerized processes (data mining) rules that govern a
given organization. For example; the best selling products on Mondays at the Wal-Mart
stores are baby pampers and beer. This rule leads to two business strategies, if the busi‐
ness is concern, then these two goods should be stored in faraway wings of a store to
increase the buy on impulse. If the customer convenience is the guiding strategy, then
those two goods should be stored in the same alley. Hence, a store manager is knowl‐
edgeable specialist who creates the knowledge society.

The Knowledge Society is one in which knowledge becomes a major creative force, a
major component of any human activity. Economic, social, cultural, and all other human
activities become dependent on a huge volume of information and knowledge. The
knowledge societies are not a new occurrence: a fisherman have long time ago shared
the intuitive knowledge of predicting the weather for their community and his knowledge
belonged as the social capital of that community.

The knowledge society’s economy creates wealth through knowledge-driven under‐
standing of economic activities. People that have the means to partake in this form of
society are sometimes called digital citizens.
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Example of:

A. Societies that can blossom to knowledge societies:
1. People from the same field

• Teachers teaching the same subject
• Fans of the same musical group
• Artists with similar interests.

2. People from different fields
• Engineers talking to scientists about a scientific issue related to their engi‐

neering project
• Researchers of different fields discussing a common research problem
• Artists interested in fractals getting in touch with programmers
• Mystics talking to scientists.

B. Nations that clam that blossom from knowledge societies
• Finland and United Kingdom which are in the post-industrial societies and

develop intellectual properties which sell abroad.

What is New in a Knowledge Society [3]?

With ICT technologies, knowledge societies need not be constrained by geographic
proximity, it is de facto a network society, tele-communicationally connected by the
Internet. This connection growth in its capacity and declines in terms of its operational
cost as it is depicted in Fig. 1.

Fig. 1. Internet costs per Kb as published in [1, 2]. Potentially, the Internet has the power to
be ubiquitous and this has changed the economics of information. The trends presented by
this figure -1995 to 2003- agree with the trends presented by Fig. 2 -1980 to 2010-. However,
when it comes to Internet access, the The Global Information Technology Report 2013 presents
that 77.3 % of individuals in advanced economies use the Internet, about three times as many as
in developing countries (25 %), [4].
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Furthermore, ICT technology offers much more possibilities for sharing, archiving
and retrieving information/knowledge as it is illustrated in Fig. 2;

Fig. 2. According to Morris and Truskowski [5], HDD storage density is improving at 100 percent
per year and the price of storage is decreasing rapidly and is now significantly cheaper than paper
or film. Everything about ourselves could be now stored in any personal computer! However,
when it comes to the PC ownership Global Information Technology Report 2013 presents that
77.7 % of individuals in advanced economies have a PC, about three times as many as in
developing countries (22.2 %), [4].

It becomes more evident that knowledge has become the most important capital in
the present age, and hence the success of any society lies in controlling and making use
of it. However, knowledge is not the ultimate virtue of humans. The ultimate virtue of
humans is wisdom, and those who are wise create the wisdom society.

The Wisdom Society is a society whose citizens are able to make good judgment
and choices. The ICT systems process cognitive units such ones as data, information,
concept, knowledge, and wisdom, which support human decision-making in societal
activities. Figure 3 illustrates the Semantic Ladder, which illustrates the rise of the
Wisdom Society, which is able to make good judgment and choices, [6]. The info-
communication process conveys meaning through those five units of cognition:

• Datum

A measuring unit of cognition that describes transactions between natural, artificial or
other semantic systems. In business, data can measure performance characteristics of
production, distribution, transportation, construction, or service. For example, Dow
Jones index, of say 10,000 points on a Monday of a given month and year, will be the
data [6].

• Information

A comparative unit of cognition that defines a change between the previous and present
state of natural, artificial, or semantic systems. Businesses often compare performance
characteristics in two or more periods. For example, The fact that on the following
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Tuesday Dow Jones was 8,000 points, that is, 20 % less than the day before, will be
information. This is a rather unpleasant kind of information, which characterizes the
change of the index by minus 20 %. This information demands that the investor concep‐
tualizes a new solution [6].

• Concept

A perceptive unit of cognition that generates thoughts or ideas that creates our intuition
and intention – a sense of direction. For example, due to the market strong change, should
an investor to sell, to buy, or to hold his/her stocks? So, Concept may be about the choice
of one of three option-concepts. Because the stocks fell in price and are cheap, a new
package of shares can be bought (C1); in other words, having slumped so much, they
cannot keep falling; another option (C2) will be the sale of one’s stocks in order not to
make bigger losses. Finally, the third solution (C3) will be neither selling nor buying
stocks. Now, having three concepts/options of a solution, a judgment needs to be made
as to which solution is the best [6].

• Knowledge

A reasoning unit of cognition that creates awareness based on scientific data (ex.: Census
Bureau, research), rules, coherent inferences, laws, established patterns, methods and
their systems - is a set of principles, rules and research data which the investor will make
use of in the assessment of each of these options - [6]. Knowledge provides a point of

Fig. 3. The Model of Semantic Ladder – The Targowski Model [6]. Man began to evolve from
Existence to Cognition, from religion to science: their reasoning was independent and logical,
understanding the cause-effect relationship. Figure 3 as published by the author [6].
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reference, a standard for analyzing data, information and concepts. Knowledge can be
categorized in many ways. Let’s take a look at their four following kinds [6]:

• Basic Knowledge: indicates that one should buy shares when they are cheap and sell
when they are expensive.

• Theoretical Knowledge: might indicate that a decline in the prices of stocks may
result from the economy entering a recession.

• Global Knowledge: suggests that a war with state X is imminent and this fact will
increase the needs for the sake of war.

• Universal Knowledge: implies is that when the economy enters a recession, profits
from trading stocks dwindle but money can be made on trading bills of exchange
(bonds).

Once again elaborating on the previous examples, an investor will apply his/her or
adviser’s financial knowledge to find out which concept he/she should apply. He/she
can also apply remaining kinds of knowledge to evaluate each concept option.

According to Targowski [6], Wisdom is the most essential virtue of man; also, it is
the most important intellectual resource, determining the earthly success of the human
species. The main components of Wisdom are good judgment of the situation in small
and big picture, both short- and long-term, local and global, stressing the possible effects
on the economy, environment, climate and society, as well as a prudent, tolerant and
practical choice, not only aware of decision-making strategies but of universal contexts,
too; a choice that comes to fruition in effective action, but in the context of the art of
living since man is no computer they are guided by numerous influences, such as
emotions, which can distort the best judgment and choice.

• Wisdom (W)

A pragmatic unit of cognition that generates volition -a chosen way of acting and
communicating- the most essential virtue of man; also, it is the most important intel‐
lectual resource, determining the earthly success of the human species [6]. Wisdom is
a process of choosing among available concept options, based on knowledge, practice,
morale, or intuition, or on all of them. Concluding our example, the investor has received
an assessment of the situation in the four categories of knowledge and now has to make
a choice between three options/solutions. Since he would lose by selling the stocks, he
rejects the option C1. As war is coming, and stocks might increase in value, he does not
buy but, rather, decides to keep his shares and waits. So, they selected the option C3 and
time will tell whether this was a good, and hence wise, choice [6].

So, Semantic Ladder -Fig. 3-, which illustrates the rise of the Wisdom Society,
explains that wisdom is not knowledge; neither is it information nor data. It is
judgment, and the choice of concepts of thinking and action. Moreover, in order that
the concept would be properly formulated, one needs to be well-informed; that is, one
has to have verifiable data. In order to make a wise assessment, one needs to have good
knowledge: basic, theoretical, global and universal. Not all have such kinds of knowl‐
edge, and therefore their judgments are not wise within a range of knowledge a decision
making subject has. This is not to say that if one has a wide the range of knowledge at
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their disposal, one has a guarantee of a wise judgment. There are other factors, such as
emotions, intuition, luck or a will to implement a wise action, etc. All is an art of living.
The word ‘art’ used here refers to an intuitive and innovative approach to the known
and right principles of judgment and an ability to create new principles and breaking the
rules, outdated for the case [6].

Events occur at the existence level that are communicated as data and inserted into
the Semantic Ladder of a person, discipline or organization. These data are subsequently
processed into information, and information is processed into concepts, which are later
evaluated by available knowledge—filter, before one of those concepts will be chosen
by decision-maker’s wisdom. Then, a frame consisted of a message and decision-
maker’s intentions (very often different than the message’s content) is returned as a feed-
back to the level of existence.

Examples of the Wisdom Society are as follows:

(A) Business Society: Wall Street brokers who make millions while other suffers
financial crisis. Their wisdom is aimed only at their personal gains in short terms.
In long terms their personal-oriented wisdom leads to the financial crisis (as it is
in 2008–2011).

(B) Costa-Rican politicians who do not maintain the military force and keep their
country in peace and prosperity.

(C) Cold war politicians who kept the world in balance, despite of having atomic bomb,
which if used could destroy the planet.

Technical Systems versus Sociotechnical Systems
As it is widely know, the implementation of a new technology has been associated with
problems often linked to resistance by the work force and failure to achieve the expected
benefits [7]. Figure 4 reflects the generic architecture of a socio-technical system.

Fig. 4. The Information System (IS) influence access to key resources such as Intellectual
Property, Central Competency and Financial Resources: “removes” peoples from their comfort
zone and performance management. These key resources could be now in a IS instead in the hands
of workers and, this IMPLIES organizational and political resistance. To implement changes, all
four components must be changed simultaneously [10].
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Hence, a sociotechnical system -Fig. 4 - is composed of the following components:

• The social system – it is an livable organization, (Fig. 5) – comprised of the employees
(at all levels) and their knowledge, skills, attitudes, values and needs they bring to
the work environment as well as the reward system and authority structures that exist
in the organization.

Fig. 5. There is an interdependence between organizations and IS [1, 2, 13, 14].

• The technical system – represented here by an information system, (Fig. 5) –
comprised of the devices, tools and techniques needed to transform inputs into
outputs in a way which enhances the economic performance of the organization.

• The mission of the Sociotechnical Approach is: to secure the fit between technical
and social systems. Any organizational system will be able to maximize performance
only if the interdependency of these systems is explicitly recognized, and designed
for their sustainability.

Therefore, researchers, notably at the Tavistock Institute in London, suggested that
it would be needed a fit between the technical system (represented by an information
system) and the social system which together made up an organization [7–13], depicted
in Fig. 5.

The fit (or alignment) between the technical system and the social system is illus‐
trated in Fig. 6:
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Fig. 6. The sociotechnical perspective on technical and social systems. The performance of
a technical system is optimized when both the technology and the organization mutually
adjust to one another until a satisfactory fit is obtained [1, 2, 13, 15, 16]. Figure 6 as
published by the author [16].

2 Challenges and Reflections

If we go back a little in history (about 150 years ago) we shall see that competitive
advantage was marked by the ownership of capital and assets such as natural resources,
estates, etc., but today we are experiencing a fourth great revolution, that of knowledge.

The Industrial Revolution (initiated in 1750 until the mid 1960s) in its first movement
was marked by the strong development of the production processes. The second moment
of that revolution, took place in the 1970s, marked by the expansion of the Japanese
industry. The industrial world was overtaken by drastically improved manufacturing
processes. Concepts such as Just in Time (JiT), Lean Production, Kanban Card/View,
Six Sigma were created and defined quality as being “the differential”. Today quality is
just a basic requirement of any manufacturing!

In the 1980s and 1990s the third moment of the Industrial Revolution, was marked
by a scientific and technological inventions in the West, lead by the Americans’ mass
applications of computers and their networks. It led to the digital movement via online
software and methodologies capable of controlling in detail the management of an
organization, and increasing their gains in productivity.

Then from the mid 1990s on, the investment in access to new ICT technologies
evolved into a non impeditive factor in face of the vertiginous decrease on their prices.
Figure 7 explains how digitalization (as the fourth movement of the Industrial Revolu‐
tion) enabled organizations to compete at same levels of electronic technologies.

Today, a great movement in the Industrial Revolution is towards appreciation of the
intellectual asset, which can be energized inside the organizations. It treats key special‐
ists of an organization as a great competitive differential. Here is the rise of the Age of
Knowledge [17].
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Fig. 7. Packing more transistors into less space has driven dramatic reductions in their cost and
in the cost of the product they populate -see Fig. 2-. The investment in access to new technologies
evolved into a non impeditive factor in face of the vertiginous decrease on their prices enabling
organizations to compete at same levels of electronic technologies. It leads to the fourth movement
of the Industrial Revolution. [1, 2, 18, 19].

In the 21st century, technology-oriented specialists want to move our civilization
from so called the Information Age to Knowledge Age. At the same time one can observe
the emergence of an increasingly globalized and virtualized culture, triggered by the
development of fast computers with unlimited storage and application of global tele-
communication which both conquer the behavior of humans, developed in the last 6000
years of civilization.

One Can Ask What About the Social-Technical Issues Involving ITC and People?
A possible answer to such question could be provided by what is known as Action
Network Theory: the emerging issue is linked to the complexity of the real which shall
not be able to be reduced since the great relations’ network (peer to peer) became evident
through the technological development of ICT and the Internet [20, 21].

There is also a vision where the world is seen as an intricate fabric made up of
connections, of several types, alternate, combined and juxtaposed, determinant of the
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structure of the whole [22]. And it is such world, full of connections and relations, that
they need to be perceived in a holistic manner, as the properties of the whole are not lost
in the practice of analytical reductionism, which rather proper to the mechanism which
treats the world as a machine, and explaining it via the explanation of its parts.

Other possible answer to the questioning could be provided by “knowing the organ‐
izations”. The organizations are composed of complex organisms (people) who need to
be understood through the knowledge of nature of their relations and within a determined
context. It is the treatment of the organization as a living being, through a systemic view
(think globally but acting locally), that will enable the emergence of phenomena which
shall enable the whole to be more than the sum of the parts of such being/organism
(organization)!

Treatment of the Organization as a Living Being → Synergism!
There is an opinion that organizations, known as relations’ networks, cannot be reduced
and “systematized”. Also, the focus on people is not enough, since it is necessary to
connect and contextualize them in the organization’s cause. So, connecting and contex‐
tualizing the people in the organization’s cause may lead to a concept of the differential.
To achieve this stage of organizational understanding, one must address the knowledge
of the dynamics of the system as whole!

How to theorize such context? An answer, perhaps, is in the Theory of Constraints
(TOC), which possesses as one of its pillars the concept of Inherent Simplicity: “a deep
understanding that there is always a simple explanation to any seemingly intractable
problem. This leads one to use the intuition to find the core of the problem and develop
a solution which both solves the immediate problem and doesn’t create additional prob‐
lems along the way” [23, 24].

The utilization of the Theory of Constraints (TOC), which considers the application
of the exact science principles to human organizations, possesses as one of its pillars the
concept of Inherent Simplicity and, the difficulty, initially, is to believe in such statement.
Therefore it is necessary to study the cause-and-effect relations from the system in
question in order to discover such Inherent Simplicity.

On the present causality map the technological, psychological, environmental and
political elements must be present, demonstrating all inevitable logical links between
causes and effects (visible or not). Such logical maps, called “trees” in the TOC (from
present reality, from future reality, etc.) help us in obtaining an essential systemic view.

The creator of the TOC, physicist Eliyahu Goldratt, applied the exact science prin‐
ciples to human organizations and demonstrated, amongst other things, that technology
is necessary, but not sufficient. The personal factors, especially those linked to individual
performance measurement, generally exert a very strong influence in any context, which
frequently frustrate any initiative for change [25, 26].

But in the end, a simple answer to the previous question (How about the social-
technical question involving IT and people?) could lead to the following: the social-
technical question involves the people (obvious) and everything surrounding them,
including the IT. It is a question of utility, of functionality, of usability for the consumer
(if we are to discuss market), for the user (if we are to discuss society). How to demon‐
strate this?
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One of the aspects which are becoming important at everyone’s everyday life has to
do with the values changes in our society. As well as manual labor was the basis for the
Agricultural Wave, and capital and energy were basic at the Industrial Wave, the
computer networks and human beings are essential in the Information Wave. Hence,
one would like to know, how to deal with the social-technical questions in the Infor‐
mation Wave and its Knowledge Age?

A possible answer can be related to the Facebook phenomenon, with its 500 million
users which is a very good example and place to raise the social-technical questions for
the Knowledge Age. Its growth ‘provoked’ other social networks with specific purposes,
but every network’s dream is to become a facebook. Today, organizations participating
in such network, not only use ‘fakes’, but show their face, in order to get closer to their
consumers, to provide better service, offer most suitable products, and receive users’
suggestions.

Sales teams are being managed with the aid of Google, keeping the team informed
of processes and procedures uniformity, distance training, study groups and collabora‐
tive works in real time. Furthermore, heads of major organizations communicate with
their personnel via blogs (Wordpress, Blogger, and alike). A small detail to be observed,
not of little importance, is that “teens of up to The present world financiathe same way
the rest of the post-teen humanity faces ID and Individual Taxpayers Registry ID. Are
such statements based on facts, and how can we prove this? Can we?

The answer is Yes: by the end of the 2010s blogging, photo- and video-sharing, social
networking and on-line gaming had been embraced by half the Internet users worldwide.
Some regional patterns seem to emerge: Asian countries are leading the adoption of
these, followed by the US and Europe, Fig. 8 [27].

Fig. 8. Prevailing trend of Internet users in Europe (25 %), USA (30 %) and Asia (50 %). [1,
2, 28].
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We are living a unique moment in history, discovering that, despite our way of
traditional thinking and living, which is not based on the holistic paradigms and at the
same time humans are being in the middle of transition from the industrial to a dehuman‐
ized digital economy. At the same time we are moving towards the development of a
sense of unity and perception of the whole and, hopefully, towards a sustainable
economy? Is the present economic crisis (2008–2010) developing such sense of unity
and perception of the whole? Figure 9 shows an representative model for such concern,
identifying the 5 moral dimensions of a society across individual, social, and political
levels of action [1, 2].

Fig. 9. The Relationship between Ethical, Social, and Political issues in an Information Society
[1, 2]. Figure 9 as published by the author [1, 2, 29, 30].

Does the solution for this knowledge-oriented information society go, necessarily,
through the social-technical IT questions? One possible answer is: Yes! Again,
according to what previously showed about the concept of Inherent Simplicity (TOC),
an answer could be: a deep understanding that there is always a simple explanation to
any seemingly intractable problem. This eventually leads one to use the intuition to find
the core of the problem and develop a solution which both solves the immediate problem
and doesn’t create additional problems along the way. Some sort of hope in intuitively
solving complex problems lies in the constantly growing access of humans to the
Internet, which is the global source of data, information, concepts, knowledge, and
wisdom if one can differentiate them and know how to interpret them?
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The access to the Internet and television by all citizens is becoming essential for the
participation in a real time democratic life. See Fig. 10 [27].

Fig. 10. This survey shows an increase of web activities for 25–34 years old users. It seems that
feeding the brain information becomes as natural as feeding the body so as to perform
physiological functions. The information, in great volume is available almost always only to
a technological elite, instead of favoring inclusion, it reinforces exclusion – and the old
humanity dilemma repeats itself: lack of food or information as well as their unbalanced or
excessive consumption continue to cause the disarrangement and halting of systems to the
same extent. [1, 2, 27].

Is it the Onset of a Negative Impact from the Social-Technical Questions?
Maybe not! It could be the opposite: deals with the positive impact from the social-
technical questions, now are defined by the Ultimate Consumer. Not withdrawing the
importance of TV and other means of mass communication, the consumer market on
the Internet estimates the ‘value’ of products through clicks and, nowadays (and in the
future), this is what matters. The supplier who relates with such public square is able
to estimate the impact of its product analyzing the number of clicks. This kind of meas‐
urement is provided in Fig. 11 for the current period [27, 28].

This kind of measurements for the future as estimated in Fig. 12.
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Fig. 11. Web Developments Trends: Everything has started with the Web 1.0, with its statics
sites. Web 1.0 was the not-for-profit information age. Web 2.0 can be seen as a result of
technological refinements, such as broadband, improved browsers, and the rise of flash-driven
application platforms. It has generally been regarded as the social Web. Web 3.0 refers to a
supposed third generation of Internet-based services, see Fig. 12 [1, 2, 27, 28].

Fig. 12. The measurements of the future searches. Web 3.0 refers to a supposed third generation
of Internet-based services. Web 4.0 must predict the management and the intelligent use of all
available knowledge in the net with media convergence and a more intuitive search mechanism.
Based on previous demands from the Internet users as well in about the study of their behavior in
the web, the sites would start to deduce their next intentions… [1, 2, 27–30].
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3 The Future of ICT-Driven Societies

For countries in development, such as Brazil, to transform their condition, it is necessary,
NOW, to advance their R&D and local Collaborative Ecosystem research efforts.

This R&D and local collaborative ecosystem (ecosystem refers to a combined
components of an ICT-oriented environment) research efforts must consider the prin‐
ciple of the Systemic View (thinking globally but acting locally), and it may be accom‐
plished by the integration among one of these interdependent subjects: ecology, biology,
communication, organizations, economy, education, communities, technology, culture
and the human being (human, social, psychological, intellectual and mental ecology:
social-technical systems).

How to Elaborate/Build a New Way of Development, which comprises the Social,
Economic, Cultural and Environmental Spheres, and that Leads us to a New Model
of Perception and Knowledge/Wisdom of the World – A Good Social-Technical
System?
Maybe an answer to such questioning “good social-technical system” is in the following.
There is no definitive way to answer this question. Perhaps it will be appropriate to return
to the TOC, which was developed by a physicist Eliyahu M. Goldratt, who applied the
exact sciences principles to human organizations and demonstrated, amongst other
things, that technology is necessary, but not sufficient.

The current strategy to see everything in the world in term of the quest for lower cost
and better profit cannot be sustained for a long period. The present world financial crisis
(2008–2010) is a symptom of a new Sociotechnical System (or symptom of a gigantic
Information System?), which is not, yet, well defined and cannot be explained in terms
of the paradigm of the 19th century economy. Today’s crisis is the result of a catastrophic
failure, primarily in the financial system but also of our economic and political systems;
is the result of the reductionist, atomistic thinking that had long dominated humanity’s
approach to problem-solving [31].

The challenge now is in the application of the systemic thinking - to design a
society (regulator) that actually measures and focuses on systemic risks, rather than
on the individual parts of the system, system thinking focuses on the performance of
a system as a whole [32]. This is in contrast to an approach that breaks systems into
parts and focuses on the performance of the individual parts, on the assumption that
if each individual part is improved then the sum of the parts will also be better. This
assumption often proves wrong in practice. The only profession that believes truly in
system thinking is architecture, where the design process starts by asking what sort
of building is desired, and then works backwards to focus on what individual parts
are required. An architect never starts by saying, “Here are the parts, what can I build
from them?

Yet, the present economic model cohabits with the principle of shortage, of
centralized production, of hierarchical relations, of private property. The model of the
future has its sustentation in the non scarce goods, in collaborative production, in
network relationships, in common or collective property and in ascent of the intangible
goods.
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Is Globalization is at Risk with the 2008–2010 Financial Crisis? The Answer is Yes
The crisis has increased calls for a new “Bretton” to better regulate the global economy.
World leaders, however, will be challenged to renovate the IMF (International Mone‐
tary Fund, special UN agency that was founded in 1944 to stabilize exchange rates and
to facilitate international commerce) and devise a globally transparent and effective set
of rules that apply to differing capitalisms and levels of financial institutional devel‐
opment. Failure to construct a new all-embracing architecture could lead countries to
seek security through competitive monetary policies and new investment barriers,
increasing the potential for market segmentation. Again, it is the sociotechnical concern
of IT [33–35].

Concerning Brazil [36], inserted in the world-wide context, the wide scale changes
occurring in the environment business has compelled the enterprises to radically modify
their organizational structures and productive processes: sociotechnical concerns. The
main factors of these changes are: the products’ globalization, the wide scale of elec‐
tronic processes use, the nature of the job (shifting from industry to the services sector)
and the emergent markets as China, India and Brazil. Therefore, for the Brazilian enter‐
prise, now and in the future, to maintain a sustainable position in the world-wide market,
it is vital apply the approaches proposed here.

But, a question remains to be answered: “will management of IT and the emergency
of global partnerships allow Brazilian enterprises to compete more effectively in the
global marketplace, or will they be undermined by greater global competition in their
“home territory”? Indeed, is there such a thing as “home territory”?”

Here it is important to remember what Winston Churchill said [1, 2]: “We shape our
buildings; thereafter they shape us.” Therefore, the collaborative work space and soci‐
otechnical environment of tomorrow are being shaped today! Who is willing to take
responsibility for the space shaped in Brazil?

How can we define many of the ethical and social dimensions that arise with connec‐
tivity and information privacy (sociotechnical concern), with an unfair shared; leader‐
ship, information partnership and a collaborative relationship in this Age of Knowledge/
Wisdom? Can Brazil think that its future is in the Wise Society?

Could we change the 2025 global trend as shown by Fig. 13? [35]. Or, in a best and
more positive scenario, how could we make the best use from the Demographic
Window of Opportunity we are passing through as shown in Fig. 14?

Finally, it is important to draw the attention to new ways of organizations arising in
the past few years and which provoked a reorganization of the social sectors. An impor‐
tant class of such new organizations is the so called Learning Community, promoting
Education and the Social Asset with the development of individual qualities at people
networks, dynamized by the electronic networks (Fig. 10), leading possibly to new ways
of acquaintance and relationship, aiming essentially at the transformation of knowledge,
of circumstances, of institutions, of concepts, of the Arts, of the Sciences and values
from the human being.

However, the great challenge of the 21st century shall be to change the system of
values behind the global economy, so as to make it compatible to the demands of human
dignity and to the ecological sustainability in a system where the ITC of information
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Fig. 13. Income distribution. A Transformed World [1, 2, 35].

Fig. 14. Demographic Window of Opportunity [37].
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changes parameters every 24 months and lowering the income inequality, as it is shown
in Fig. 13.

Therefore, we must consider all technological possibilities available to us in Brazil,
but we do not have to invent the wheel, but, rather to improve bearing.

4 Conclusions

Our world is fundamentally a sociotechnical world, which is characterized by

• Human and technological interactions.
• Human organizations are living systems and should be analyzed accordingly.
• Their interactions drastically affect people relationships in space and time [35].

Therefore, if we consider that the core knowledge is embodied in people’s heads (tacit
knowledge, [36]), and their abilities to utilize them generate new knowledge, we cannot
speak about knowledge/wise society without taking into account these interactions.

Since the Internet brings together the computer, media, and the distributed intelligence
of the family and the community, constituting a new basis for the effectiveness of socio-
technical organizations then, in this way, beyond the economic, organizational, cultural,
and technological dimensions, the specific sociotechnical context characterizes every
knowledge/wise society initiatives: synergism and ubiquitously driven by the Internet!

However, management opposition persists, because sociotechnical system by nature
enables collaborative decision-making and shared leadership. Management has been
reluctant to give up the power and authority they have worked so hard to establish.

Indeed, sociotechnical system challenges the traditional management taboos that of
sharing information and knowledge with subordinates on a need to know basis only [36].

The central corner stone of a technocratic bureaucracy is that decision-making is
top-down and implementation is bottom up. Amazingly, many postmodern organiza‐
tional leaders still believe information is best kept in the minds of senior management
who have been trained how to use it, make decisions, and implement policy. In this
mechanistic model, managers pretend to know and employees pretend to cooperate.

This new emerging scope of the social modus operendi is changing our mentality
about knowledge and wisdom. The last questions remain to be answered: Who or what
will be driving innovations in this new era? What can be the impact of the sociotechnical
system in such innovations process? Or, is the Sociotechnical system is being considered
by the political leaders of the emerging knowledge/wise society?
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Abstract. The paper examines the role of past experience with an on-premise
enterprise system on the confirmation of the actual performance of a cloud enter‐
prise system. The research model is built on expectation-confirmation theory
conceptualizing and interlinking the different elements of system quality which
differ strongly between on-premise and on-demand solutions. As the research is
exploratory in nature and the sample size is very small, the data is analysed using
SmartPLS. Results show that most of the confirmation can be explained through
actual performance, whereas past experience with on-premise has no significant
effects on confirmation and actual performance.

Keywords: System quality · Expectation-confirmation theory · Cloud enterprise
systems · Cloud ERP

1 Introduction

The emergence of cloud computing has dramatically changed the application of Enter‐
prise Resource Planning (ERP) systems within organisations [1]. According to Armbrust
et al. [2] cloud computing is “application delivered as services over the Internet and the
hardware and systems software in the data centers that provide those services.” Histor‐
ically ERP systems have been utilised by large enterprises to provide an integrated
package of applications with the goal of providing a competitive advantage to the
adopting organisations [3] with very few small and medium enterprises being able to
afford them [1]. However cloud computing has revolutionised ERP systems, and brought
about a new phenomenon, cloud ERP. Cloud ERP utilises Software as a Service [4],
which allows for the traditional ERP system to be present on the cloud, making it an
affordable, easy to implement and flexible software solution. According to research by
Gartner Group, in 2009 SaaS (Software as a Service) sales had reached $7.9 billion
dollars, with approximately two thirds of the sales attributed to Cloud CRM (Customer
Relationship Management) and Cloud ERP systems. It is projected that by 2013 SaaS
sales will increase to $14 billion [5].

The research question was triggered by exploratory interviews we conducted
with managers of leading on-demand enterprise system providers in 2011, where the
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interviewees were just able to explain the benefits of cloud solutions when comparing
them to existing on-premise enterprise systems. This observation led to the research
question explored in this paper: to which degree do cognitions about our past experi‐
ence with an on-premise information system influence the confirmation process of the
cloud offering?

A vast body of literature has explored the antecedents of confirmation, most of them
in the context of the predominant frameworks in IS: the expectation-confirmation theory
(ECT) [6] and the expectation-confirmation model [7, 8]. However, ECT has also been
applied in several marketing-specific contexts to predict repurchase intentions of prod‐
ucts or services [9, 10]. Limited work has been conducted into studying the confirmation
in the context of SaaS [11, 12], whereas the focus of these studies pertained to the actual
performance of the system, as opposed to past experience with previous on-premise use.
In other contexts, past experience has been shown to influence expectations and therefore
to influence confirmation indirectly [13].

This study explores the research question by comparing the influences of previous
on-premise use and the actual on-demand system quality on confirmation in the context
of on-demand enterprise systems in the post acceptance phase. To highlight the explor‐
atory character of the study, we used a small sample of top managers, executives and
IT personnel, analysing the data using SmartPLS, as PLS is well suited for small sample
sizes [14, 15].

The paper is organized as follows. First, the theoretical background is given to
outline the theoretical considerations, which are then applied in Sect. 3. Section 4
outlines the methodology including the description of the data gathering procedure, as
well as the data analysis method. Finally, the results are presented and discussed.

2 Expectations in IS Research

According to ECT, the process of repurchase manifestation is as follows [6].
Consumers have (pre-purchase) expectations before a service or product is consumed.
These expectations are shaped by distinct factors including word of mouth, company
image, and past experience [13]. Temporarily shifted, there is an initial consumption,
where the perception of the actual performance is shaped. This performance is then
rated against the original expectations (confirmation). Based on their extent of confir‐
mation, customers form an attitude (or satisfaction) which then influences behavioural
intentions (see Fig. 1).

Fig. 1. Expectation-Confirmation Theory [6]
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ECM [8] is an integration of ECT and TAM which focuses on post-acceptance vari‐
ables (but is not limited to it). It modifies the framework in two dimensions. First, pre-
purchase expectations are excluded. This is the case as satisfaction and confirmation
capture all influences of pre-acceptance variables. Furthermore confirmation is directly
defined by and therefore incorporating pre-purchase expectations. Second, perceived
usefulness is included to represent post-purchase expectations. This is consistent with
ECT’s expectation construct, which is defined as belief or sum of beliefs. Perceived
usefulness has been demonstrated to consistently influence user intention throughout
the process of IS usage.

Recent research on expectancy-confirmation theory has investigated a large variety
of factors, such as: trust, perceived privacy risk [16], emotions and habits [17] or
perceived ease of use [18], as variables being influenced by confirmation or influencing
the repurchase intention directly. Only few studies could be identified capturing prior
experience [19], pre-usage beliefs and attitudes [20] or pre-purchase expectations [16]
as antecedents of (dis-) confirmation. Therefore our paper makes a theoretical contri‐
bution on the “left side” of ECT.

3 Research Model

As our study focuses on the pre-purchase side of the confirmation process, we use ECT
as framing. The core mechanism by which past experience with on-premise can influ‐
ence confirmation can be found in [13], which found empirical evidence that past quality
can influence (pre-purchase) expectations, which then directly influence the confirma‐
tion process. This is theoretically clear, as confirmation has been defined as a function
of pre-purchase expectation minus actual performance. As the study is of exploratory
character, we do not measure pre-purchase expectations, but focus on the influence of
past experience with on-premise on confirmation. Additionally, to capture the actual
performance of the system, we measure SaaS system quality as “perceived performance”
of the system (see Fig. 2).

Past System Quality 
of On-Premise

Confirmation
Pre-Purchase
Expectations

Actual On-Demand 
System Quality

Not inves gated

P1 (-)

P2 (+)

P3 (-)

Fig. 2. Research Model
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Past experience with on-premise is defined as the perception of the executive in
which extent the prior on-premise solution had desirable system characteristics in the
dimensions which differ strongly between on-premise and on-demand due to their
different underlying infrastructure,1 whereas confirmation is defined as the user’s
perception of the congruence between expectation and its actual performance [10].
Theoretical support can be found in ECT, where a good past quality would make it harder
to confirm the expectations. This leads to the first proposition:

P1. Executives’ perceived past experience with on-premise is negatively associated
with their extent of confirmation

Actual on-demand system quality is defined as the desirable characteristics of a
system [21, 22]2 in the dimensions which differ strongly between on-premise and on-
demand due to their different underlying infrastructure. It is highly important to note,
that this does not include all system quality dimensions as known from the IS success
model. Additionally, it has to be noted that we did not label the construct as SaaS service
quality for two reasons. First, it might be confounded with the service quality in the IS
success model, which has a distinct meaning (helpdesk). Second, to establish compa‐
rability between the constructs past experience and actual performance, we decided to
use a more general term like system quality, which includes the SaaS service quality
dimensions (except for rapport) and can also be applied in the context of on-premise
without confusion. As confirmation is the extent to which (pre-purchase) expectations
are verified by actual performance, a higher actual performance (SaaS system quality)
should lead to a smaller gap between expectations and performance, resulting in a higher
confirmation. This leads to the second proposition:

P2. Executives’ perceived actual SaaS system quality is positively associated with their
extent of confirmation

Finally, empirical evidence has demonstrated that cognitive beliefs like confirmation
and perceived usefulness can be associated similarly to ease of use and perceived
usefulness [23]. Theoretical support is found in contrast effect theory, which is a well-
known psychological phenomenon, however, has not been applied in IS. Examples of
the contrast effect can be found including physiological and visual effects [24]. However,
contrast effects can also shape perception [25]. Applied in this context, the human mind
would compare the previous experience with the actual experience. Therefore, if the
previous experience was good, the new experience will seem to be less good and vice
versa, leading to following proposition:

1 We defined 4 dimensions which according to [11] are the characteristics of a cloud offering.
However, we do not agree that application is a distinct part of a cloud offering, any software
can theoretically be hosted on-premise or on-demand, therefore we do not include the feature
dimensions. The same applies to rapport.

2 Note that we do not define system quality completely congruent to the IS success model, as we
explicitly focus on the system quality dimensions which differ between on-premise and on-
demand, which excludes things like help desk or application quality.
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P3. Executives’ perceived actual SaaS system quality is negatively associated with past
experience with an on-premise system

4 Methodology

4.1 Data Collection

Empirical data for this survey was collected via an online survey starting mid-September
until the end of September. Survey respondents were top managers, line of business
managers, IT executives and IT personnel from companies which had a cloud enterprise
system implemented. No geographical or industry-specific restrictions were made on
the sample. The different hierarchical areas were included to increase the likelihood of
detecting the desired cognitive effects and to gain further insights whether distinct hier‐
archical levels perceive confirmation differently. Additionally, no distinctions were
made between the functional area of the cloud enterprise systems (e.g. CRM, HR,
Accounting, etc.).

The original sample consisted of 23 cloud enterprise system customers, from which
4 had to be removed due to insufficient fit concerning the target population, leading to
a sample of 19 customers. The survey was distributed via several different channels,
including social media channels of major cloud enterprise systems providers and direct
contacts via E-Mail and business network platforms like LinkedIn and XING. No valid
response rates can be extracted, as the distribution was highly heterogeneous to reach a
variety of different respondent categories. Additionally, the survey is still in progress,
making any respondent rate estimations pure speculation.

Past experience with on-premise and actual system quality were measured forma‐
tively, using the SaaS service quality dimensions proposed by [11]3, with the opera‐
tionalization of the dimensions according to [26]4 on a 7-point Likert scale ranging
from strongly disagree to strongly agree. The instrument was developed in a process
according to Moore and Benbasat [27], including formative-specific scale development
elements [28, 29]. The confirmation construct was measured reflectively according to
[8] on a 7-point Likert scale. For the items see Appendix.

4.2 Data Analysis

The reflective measurement instrument showed adequate reliability with all reflective
factor loadings above 0.8 above the proposed threshold level of 0.5 [15]. Composite
reliability also satisfactory with a level of 0.9 [30]. The average variance extracted
(AVE) of 0.75 was above the suggested threshold level of 0.5 [31]. Each formative
indicator’s weights were assessed using a 1000 bootstrap sample. Only SQ3 was highly

3 The application delivery as part of the service was not included, as we believe that application
is not part of a cloud service, as the application itself can either be delivered on-premise or
on-demand without any major distinctions. This excludes the dimension features. Additionally,
rapport can be seen as part of SaaS-quality, however, in our context, we focus on the quality
of the system quality delivered.

4 Security was newly developed.
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significant on a p = 0.01 level. However, this is not surprising, as the number of cases
(19) used in the bootstrap is very low. Multicollinearity was accessed using SPSS calcu‐
lating the variation inflation factors (VIF) with all being significantly below the
minimum suggested level of 5 [32].

The structural model was accessed using SmartPLS 2.0 M3 [33] applying the boot‐
strap algorithm with 1000 sub-samples and 19 cases. Two relationships showed large
effect sizes, however, only the relationship between actual on-demand system quality
and confirmation showed a weak, but significant relationship. Predictive quality of the
model was not assessed in this stage (see Fig. 3).

Past System Quality 
of On-Premise

Actual On-Demand 
System Quality

(R² = 0.482)

Confirmation
(R² = 0.422)

-0.031
(0.063)

0.674
(1.324)*

-0.665
(0.910)

*     p=0.1
**   p=0.05
*** p=0.01

Fig. 3. Results of Path Analysis

5 Discussion, Limitations and Conclusions

The findings are a first initial test on exploring the cognition of past experience with on-
premise and its impact on the confirmation of the actual (on-demand) system quality.
The results don’t show a significant impact of past system quality of on-premise on the
connected constructs, however, past system quality of on-premise showed to explain
48 % of the variance in actual on-demand system quality. Future research might therefore
find that past system quality significantly affects confirmation indirectly by influencing
the actual on-demand system quality. Especially when sample sizes get larger, the
significance level of the propositions might rise, and the effect size is already in a decent
area. The directions of the effects (negative/positive) were correctly predicted based on
theoretical assumptions.

The paper has several limitations which are mainly due to the early stage of research.
However, two main limitations can be found within the paper. First, the significance
levels of the weights of the formative measures are not significant, making it difficult to
interpret the results on a statistical basis, as the results might be biased due to measure‐
ment errors. Therefore, to overcome this weakness, the sample size has to be enlarged,
or the formative constructs have to be measured differently (e.g. reflective). Secondly,
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the exclusion as expectations a theoretically developed and empirically proven antece‐
dent of confirmation makes the interpretation of the results difficult. Maybe past expe‐
rience plays a role when building expectations; however, it might be that expectations
do not influence confirmation in this specific context. Deriving answers from this very
broad setting is difficult, especially, as the constructs are not significant.

Further research has to theoretically and empirically include the expectations
construct to gain results which can be transferred into the existing body of knowledge.
Additionally, the sample has to be enlarged to gain more viable results. The portion of
variance explained by past experience with on-premise concerning actual performance
highlights a direction with which we will further investigate. Other areas of research
will have to find out on which antecedents the confirmation of the cloud enterprise
systems depends. Many variables might influence confirmation, like attitude towards
the software provider or general trust into cloud offerings.

Appendix
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Abstract. Organizations invest heavily in Supply Chain Management Systems
(SCMS) expecting to receive the benefits claimed by software vendors and imple‐
mentation partners. Reports suggest a growing dissatisfaction among client
organizations due to an increasing gap between expectations and realization of
SCMS benefits. This study presents a Benefit Expectation Management Frame‐
work for SCMS, based on the Expectation-Confirmation Theory. The expected
benefits of SCMS are derived through 41 vendor-reported customer stories and
academic papers. The expected benefits are then compared with the benefits real‐
ized at a case organization in the fast moving consumer goods industry sector that
has implemented SAP Supply Chain Management System seven years ago. The
study findings argue for the value of managing client expectations of vendor
purported benefits in light of the longer lifecycle and multiple employment
cohorts of SCMS. The comparison of benefit expectations and confirmations
highlight that, while certain benefits are realized earlier in the lifecycle, other
benefits could take almost a decade to realize.

Keywords: Supply chain management · SCM benefits · Case study · Content
analysis

1 Introduction

Organizations adopt Supply Chain Management System (SCMS) expecting benefits to
the organization and its functions. When implementing a SCMS, organizations typi‐
cally expect to increase their efficiency and effectiveness of the entire Supply Chain
from the acquisition of raw materials to the distribution of finished goods to the
retailers/customers [1–4]. Effective supply chains or networks have become increas‐
ingly critical for organizations, in order to compete in the global market and networked
economy [5].
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Although there is a rapid growth of SCMS market over the last decade,1 organizations
are facing mounting challenges with in realizing benefits through SCMS. Tarokh and
Soroor [8] note that companies face challenges in achieving the planned business goals,
and often fail to complete SCMS projects on-time and on-budget, resulting poor end-
user satisfaction. Reflecting on findings of ERP studies [9, 10], SCMS benefits are also
expected to flow to the organization throughout its lifecycle rather than realizing all-at-
once. Therefore, a lifecycle-wide understanding of SCMS benefits and realization and
a plan for benefits expectation management are essential for organizations to attain the
full potential of SCMS.

This study develops a Benefit Expectation Management Framework for SCMS
employing the Expectation-Confirmation Theory (ECT) [11, 12]. Herein we argue that,
to the extent the organizations manage their expectations of SCMS benefits effectively,
they are able to attain higher levels of benefits yielding and satisfaction. Our Benefit
Expectation Management Framework demonstrates the flow of total benefits to the
organization using a ten-year SCMS lifecycle since go-live to the expected major
upgrade. The framework demonstrates that certain SCMS benefits are attainable at early
stages of the lifecycle, while other benefits could take as long as ten years to realize.
Furthermore, all SCMS benefits in our framework are categorized according to opera‐
tional, management and strategic levels. This study takes a similar approach to prior
studies [13–15] who applied ECT to investigate general IS, knowledge management
systems, and organizational Voice over Internet Protocol systems respectively, exam‐
ining the variables of ‘Expectations’, ‘Perceived Performance’, ‘Disconfirmation’ and
‘Satisfaction’ and their relationships in a new context of SCMS.

The paper begins by introducing the theoretical premise of the study. Next, the
research design and research methods are introduced. Then, the expectations of SCMS
are derived through content analysis. Subsequently, the perceived benefits of SCMS are
explored and identified through case study in a large dairy manufacturer. The analysis
on the confirmation level of SCMS expectations in the case organization are further
conducted based on which an SCMS Benefit Expectation Management Framework is
developed. This is followed with a discussion on the key factors affecting the confir‐
mation levels of SCMS expectations. Finally, the theoretical and practical implications
of this study and its limitations are summarized.

2 Theoretical Foundation

Expectation-Confirmation Theory (ECT) provides the theoretical lens for this research.
ECT has been widely used in the consumer behavior literature to study customer satis‐
faction, post-purchase behavior and service marketing in general [11, 12, 16] (see Fig. 1).
According to ECT, an individual first forms an initial expectation of a specific product/

1 According to Gartner Research Group, the worldwide SCMS market grew 17.6 % in 2007,
leading to US$5.9 billion in license and maintenance revenue [6]. AMR Research Group also
has a positive expectation of SCMS market to top US$8 billion by 2010. The steady growth of
the SCMS market is also evident in the spending for 2008 in Europe, the Middle East and Africa
where it is estimated at 11.1 billion Euros [7].
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service prior to purchase. Second, the individual accepts and uses that product/service.
Following a period of initial consumption, the individual forms perceptions about the
performance of the product/service consumed. Third, the individual assesses its
perceived performance compared with his/her original expectation and determine the
extent to which his/her expectation is confirmed (disconfirmation). Fourth, the individual
forms a level of satisfaction, or affect, based on his/her confirmation level and the
expectation on which that confirmation was based [11, 12]. Satisfaction is viewed as the
key construct in management disciplines for building and retaining a loyal base of long-
term consumers [17, 18]. For consumer products/services, the satisfied consumers form
a repurchase intention, while dissatisfied users do not continue with subsequent
purchases.

Expectations

Perceived 
Performance

Disconfirmation Satisfaction

Fig. 1. Constructs of the expectation-confirmation theory

IS researchers have adopted ECT to study IS products/services in settings including
online banking [19], e-commerce service [12], computer-based tutorial [20], internet
service [21], web portal context [22], net-based customer service systems [23], and
application service provider services [24]. Some of these studies assess the implications
of expectations and confirmations on user satisfaction [25, 26], while others focus on
the continuance of the IS product/service [12, 19]. However, such applications of ECT
in the IS discipline have been limited to simple IS products/services. More specifically,
the analysis of these studies is at the level of the individual end users who make the
decision of selecting, using and discontinuing the IS product/service.

Only a handful of IS studies have employed ECT to gauge user expectations and to
determine levels of satisfaction. Staples et al. [13] applied ECT to investigate whether
the expectations of general IS benefits matched received benefits. Nevo and Chan [14]
applied ECT to study the user expectations and satisfaction of knowledge management
systems. Nevo and Wade [15] employed the theory to study how to avoid dissatisfaction
with organizational IS, taking an organizational Voice over Internet Protocol solution
as an example. These three studies identified some unique features of organizational IS
which make the application of ECT in this field more complicated than the study of
traditional consumer products and services. Insights into applying ECT to study SCMS
expectations have been drawn from those studies.

Applying ECT is also motivated by academic research that evidences a growing gap
between IS benefits purported by software vendors and the benefits realized by the client
organizations [13, 27]. Studies prove that a greater gap between expectations and
confirmation is most likely to yield lower levels of satisfaction amongst the client
organizations, which ultimately hinder the potential of IS [see 13, 14, 28, 29]. However,
unlike traditional consumables where benefit confirmation is immediate, SCMS benefits
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are realized throughout the lifecycle with some benefits realized several years after the
‘go-live’ date. Given the time lag of benefits realization and high expectations associated
with SCMS, a careful management of benefit expectations is warranted [13]. For
example, prior studies [30, 31] found that high expectations may lead to lower levels of
user satisfaction, when it is not managed well.2 From the perspective of the strategic
goals, planning and alliances, applying ECT to SCMS can guide the client organization
and SCMS vendors to establish long-term partnerships through improved satisfaction
of client organizations. Higher-level satisfaction of client organizations will further aid
SCMS vendors to attract more clients to adopt their SCMS solutions.

Applying ECT in this context, three theoretical extensions are made. First, the SCMS
expectations of the organization are derived through vendor customer success stories,
and not through the organization itself. As per suggestions of Nevo and Chan [14],
organizations develop expectations of software innovations through customer stories
and advertorials of software vendors. Similar methodologies and observations were
made in ERP adoption studies [9, 38–40], where organizations developed expectations
based on similar sources. Moreover, having past nearly a decade since the implemen‐
tation, it was deemed unrealistic to get the organization to recall what their initial
expectations were. Similarly, having already been exposed to the benefits, retrospective
expectations would have introduced biasness of the benefit expectations.

Second, unlike traditional consumer products/services, such as pens, cars, clothes,
or e-commerce websites, where the individual develops his/her ‘expectations’,
‘confirms’ through consumption experience and develops a level of ‘satisfaction’,
SCMS relate to multiple stakeholders. Moreover, while daily use is often resumed by
the operational end users, purchase decisions and decision to upgrade (re-purchase) are
often made only by the strategic management. The satisfaction levels of strategic
management with SCMS are driven by their own confirmation levels of their expecta‐
tions, as well as by the satisfaction of other stakeholders in the organization. Therefore,
the strategic staff should place emphasis on gathering perceptions from all key stake‐
holder groups [14]. Consequently, strategic staff can assess the SCMS success and also
determine whether SCMS is beneficial to discontinue/continue updating or adopting
further modules of the SCMS package.

The third theoretical extension relates to the time lag between expectations, confir‐
mations and satisfaction levels. Unlike day-to-day consumables, full benefits of SCMS
take much longer to eventuate. Similar to findings of Ross and Vitale [10] and Shang
and Seddon [9] in relation to ERP systems, it is likely that the organization would
undergo a ‘dip’ in performance immediately after the implementation of SCMS, and
seem to expect a long-term return on the investment in their SCMS ranging from 10 to
20 years.

Thus, in this study, all constructs are measured at the organizational level. Interviews
were conducted with all key-user-groups, designed to understand SCMS benefits at
operational, management and strategic levels. Moreover, the organizational benefits

2 Though not suggested in ECT, IS researchers have established strong significant links between
user satisfaction and IS success [32–34], organizational effectiveness and performance [35,
36], decision making and efficiency [37], and continued adoption [12, 19].
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consisted of both direct and indirect benefits across the whole client organization.
Correspondingly, similar to the approach of Nevo and Wade [15], constructs of Discon‐
firmation and Satisfaction were the aggregate of perceptions of all stakeholder groups.
The detailed data sources for each construct measurement are illustrated and fully justi‐
fied in the following sections.

3 Research Design

The research design entails two main phases: (1) the content analysis phase, to explore
the pool of expected benefits of SCMS, and (2) the case study phase, to identify the
perceived benefits of SCMS in a large corporation and related factors controlling the
confirmation of the expected benefits of SCMS and further impacting client satisfaction.
The two main phases of the research involve six sub-steps. As shown in Fig. 2, Step 2
(search for the academic literature) and Step 3 (search for vendor stories) constitute the
two data sources of the content analysis phase, while Step 5 (exploratory) and Step 6
(explanatory) are the two main steps of our case study phase, serving as the stages for
exploring and interpreting, respectively.

Research Gap/Questions
Features of SCMS

SCMS
Benefits

SCMS Expected 
Benefits

SCMS Benefit Expectation 
Management Framework

SCMS Perceived 
Benefits

Step 1:
Literature 

Review

Step 2: 
Academic 

Articles
Search

Step 4:
Code & 

Consolidate

Step 5: 
Exploratory 

& Data 
Analysis

Step 6: 
Explanatory 

& Data 
Analysis

SCMS
Benefits

Step 3: 
Vendor 
Stories 
Search

Phase 1-Content Analysis Phase 2-Case Study

Expectations
Perceived 

Performance
Disconfirmation 
& Satisfaction

Fig. 2. Research design

The objective of the content analysis is to identify the expectations of SCMS by
exploring reports of the potential benefits of SCMS. To achieve this goal, the data sources
selected for content analysis had to cover the potential benefits of SCMS through the entire
lifecycle, derive the pool of SCMS benefits at a global level, and represent current SCMS
use by the top benchmarking corporations. As our research focus is on the post-adoption
stage of SCMS use when the system becomes relatively mature, it is difficult to track the
pre-expectations of the client organization in practice. This is due to multiple reasons: for
example, the staff who were in charge of the system adoption may have left, or the end
users may not be the same users who experienced the implementation of the system.
Moreover, the method of asking end users and managers to recall what expectations they
held before the system can introduce recollection errors [41], and it will be difficult to
distinguish expectation and experience. Therefore, we gather the expectations of the client
organization on SCMS from secondary resources, in line with extant IS study findings
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[such as 13–15]. Two data sources were selected for this phase: (1) ScienceDirect database
and top-tier IS journals and conferences,3 and (2) software vendor success stories on top
vendor websites. The novelty of the phenomena and the exploratory nature of the research
in identifying SCMS benefits justify the inclusion of vendor-reported customer stories as
a source of evidence.

Keywords such as “SCM benefits/value/impacts/payoffs”, “supply chain manage‐
ment benefits/value/impacts/payoffs” and “supply chain management systems benefits/
value/impacts/payoffs” were used to search the titles, abstracts and full text of relevant
articles across the ScienceDirect database and top IS journals and conferences. The
inclusion of the ScienceDirect database ensured that the search results incorporated
SCMS articles from multiple disciplines. A total of 21 key relevant studies (see
Appendix 1) were considered to be in the topic domain, with the years of publication
spanning from 2000 to 2008. Popular SCMS vendors including SAP, Oracle, JDA soft‐
ware, Ariba and Manhattan Associates [42] were investigated, from which the top two
vendors – SAP and Oracle – were selected as the second data source considering their
dominant market share and representative SCMS solutions. A total of 20 customer
stories were extracted from the SAP and Oracle websites, with 10 cases for each vendor
respectively (see Appendix 1). The selected 20 vendor-reported cases covered a variety
of modules of SCMS, multiple industries and different countries. All 20 vendor-reported
cases relate to large global corporations and their uses of SCMS are at different points
in the SCMS lifecycle. Other customer stories were reported on the SAP and Oracle
websites but weren’t used because the coding results of the 20 cases arrived at theoretical
saturation [43].

The case study method is particularly appropriate for the purpose of this study, as
our research questions are “how” questions [44] that delve into the process of
managing the benefit expectations of SCMS and examine the underlying factors
affecting the confirmation of the expectations and their impact on user satisfaction.
Specifically, the main objectives of the interviews in this case study are: (1) to explore
the received benefits of SCMS by the case organization, and (2) to identify the under‐
lying factors affecting the mechanism of confirmation of the expectations and their
impact on satisfaction.

4 Expectations of SCMS

Having identified the 21 studies through literature, each article was carefully read and
analyzed for benefit statements. This yielded a total of 150 SCMS benefit statements
which were later synthesized to 58 unique benefit statements of SCMS. This synthesis
process removed overlapping items to attain mutual exclusivity and parsimony. This
inductive approach, following guidelines of Gable, Sedera and Chan [34], attempted to
retain the original words as much as possible. To avoid personal bias, two researchers
synthesized the SCMS benefit statements separately following agreed guidelines. First,

3 The journals canvassed include: MISQ, ISR, JMIS, I&M, EJIS, ISJ, JAIS, JSIS, JIT, DSS, MS.
The conferences include: ICIS, AMCIS.
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the 30 SCMS benefit statements were discussed to form the initial coding scheme. Then
two researchers coded the 120 SCMS benefit statements separately. Finally, after all the
coding was finished, the two researchers compared results until consensus was attained.

Panel A: SCMS Benefits Lifecycle

Panel B: SCMS Benefit Expectations
A.1 1. Increases supply chain velocity and volume; 2. Increases visibility in the supply chain
A.2 3. Improves overall productivity; 4. Optimizes lead times in the warehouse; 5. Increases accuracy of inventory; 6. 

Provides full information sharing and integration; 7. Increases visibility across the organization; 8. Unifies and 
integrates IT infrastructure

A.3 9. Reduces time in most internal processes; 10. Improves operational flexibility and efficiency; 11. Provides a 
friendly user interface; 12. Increases accuracy of forecasting; 13. Is simple and easy to understand; 14. Provides 
information that is real-time, accurate, and consistent; 15. Improves speed of information transmission; 16. 
Secures data transfer; 17. Creates optimization quickly and easily; 18. Easily handles a large volume of 
transaction data 

B.1 19. Provides affordable supportability of supply assets
B.2 20. Generates customized and standard reports; 21. Streamlines business processes; 22. Supports better decision 

making; 23. Increases planning capability and quality; 24. Improves management capability and efficiency; 25. 
Reduces risk of product and transaction

B.3 26. Improves data availability; 27. Improves employee productivity
C.1 28. Improves overall supply chain efficiency; 29. Increases customer satisfaction and retention; 

30. Improves product quality; 31. Creates additional sales opportunities; 32. Increases gross margin and market 
share; 33. Builds long-term relationship with customers; 34. Creates better customer collaboration and 
responsiveness

C.2 35. Leads to cost reduction; 36. Is able to monitor all transportation systems; 37. Creates higher order fulfillment 
rates; 38. Leads to staff empowerment; 39. Improves communication and coordination across sales; 40. Improves 
strategic and tactical focus

C.3 41. Reduces the number of purchasing personnel; 42. Ensures efficient delivery and transportation; 
43. Improves customer service; 44. Eliminates manual efforts

D.1 45. Provides fast return on investment; 46. Generates more revenues and overall profitability; 47. Enhances 
market competitiveness; 48. Provides fast responsiveness to market demand; 49. Supports aggressive worldwide 
growth; 50. Builds long-term relationship with suppliers; 51. Creates close integration with suppliers; 52. 
Enables staff to recognize and respond to change in the relationship

D.2 53. Derives cost efficiencies; 54. Provides complete control of production
E.1 55. Monitors performance of suppliers effectively; 56. Enhances supplier know-how; 57. Increases development 

of product innovation; 58. Provides integration with downstream customers; 59. Shares technological and 
strategic efforts in supply chain; 60. Provides integration and coordination with all links in the supply chain

A.3

2003 2004 2005 2006 2007 2008 2009 2010
Percentages

Years8+

Stakeholders
Cumulative 
Benefits (%) 

30%

45%

73.3%

90%
100%

•Revenues are reported in Euros (millions) per requirements of parent company in Europe.

A.2

C.1 D.1
(40.0%)

(33.3%)

(26.7%)

B.2 C.2

E.1

C.3B.3

B.1A.1

D.2

3.3%

10%

16.7% 3.3%

10%

1.7%

6.7%

10%

11.7%

3.3%

13.3% 10%
Strategic 

Managerial 

Operational

Context

2003 Revenue: 381.2m*
New manufacture at Labrador;
Severe drought in Australia;
SAP SCM goes live

2004 Revenue: 384.3m
A new key supply contract; 
Rise yogurt; 
Exist less profitable business; 
Improved production facilities;
2005 Revenue: € 410.15m
New product development
and rationalization of brands
and sales channel; two 
production sites closed; 
exit nonstrategic businesses

2006 Revenue: € 417.9m
Launched fiber enriched white milk; 
capacity expansion for fresh dairy 
products facility; projects to improve 
operaƟonal effecƟveness; 
closed and sold many branches
2007 Revenue: 446.7m
Programs to increase efficiency and 
manufacturing capacity; supply 
shortage for raw milk; launched
strategic iniƟaƟves and special milks;
Export prices increased dramaƟcally;
Severe drought

2008 Revenue: 445.5m
Employees: 1, 462; Cost rise of raw 
milk; strong compeƟƟon from private 
label; developed flavored and easily 
digesƟble milks;
improved overhead efficiency
2009 Revenue: 508.6m
Employees: 1, 707, 8 manufacturing
faciliƟes Solid economy fundamentals; 
beƩer respond to Government 
incenƟves; acquisiƟon of new 
producƟon and distribuƟon
acƟviƟes; a naƟonal level player

Phase A Phase B Phase C Phase D Phase E

Fig. 3. The SCMS benefit expectation management framework
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The inter-coder agreement for the analysis of the academic literature was 76.5 %,
surpassing the minimum agreement rate of 70 % suggested by Krippendorff [45].

Following a similar process, a total of 179 initial SCMS benefit statements were
derived from the 20 customer stories taken from the SAP and Oracle websites. They
were then synthesized to 54 unique benefit statements of SCMS, attaining an initial inter-
coder agreement of 81.3 %.

Finally, the two data sets (58 benefits from academic papers and 54 from practitioner
cases) were consolidated, following the same synthesis process, yielding 60 (sixty)
unique benefits of SCMS. The consolidated benefit categories are listed in Panel B of
Fig. 3.

The 60 SCMS benefits capture the expectations of SCMS in the organization. In
addition, the expectations derived through the content analysis allude to the flow of
benefits across the SCMS lifecycle. The benefit statements highlighted pragmatic life‐
cycle-wide management questions critical to organization. They include: “How long
would organizations take to realize most benefits of SCMS?”; “What benefits are real‐
ized early in the lifecycle?”; “What benefits are realized much later in the lifecycle?”;
and “What stakeholders are responsible in receiving/generating SCMS benefits?” The
SCMS Benefit Expectation Management Framework developed herein attempts to
provide answers to the aforementioned questions.

5 Confirmation of SCMS Expectations

5.1 Case Context

Three conditions formed the selection of the case organization. First, the use of SCMS
in the case organization should at its post-adoption stage, where the system has become
stable and relatively mature. Second, the SCMS product employed by the case organi‐
zation should be from a reputable vendor for comparability. Third, the case organization
must be an active user of the SCMS. The case of Company Dairy,4 a large fast moving
consumer goods (FMCG) manufacturer in Australia, is particularly appropriate for our
purpose as it has employed the core SCMS product from a top vendor (SAP) for more
than seven years. Company Dairy is a leading dairy producer for large supermarkets and
other large retail outlets. The FMCG sector is considered a prime example for the appli‐
cations of SCMS. The specific SCM challenges that FMCG manufacturers face include:
(1) highly perishable and shorter shelf-life of products, (2) rapid and unpredictable
demand changes, (3) the requirement of specialized storage, (4) unpredictable fluctua‐
tions in supply of raw materials due to weather changes, (5) stringent manufacturing
and logistical requirements imposed through legislation and standards, (6) seasonality,
and (7) a highly demand driven supply chain. With retailers playing the most dominant
role in the entire supply chain, the retailer satisfaction is critical for Company Dairy’s
business. Manufacturers of FMCG, especially in the dairy industry, must maintain a tri-
partite balance between three competing factors: customer service, operating overheads,
and inventory shelf-life. Attaining the optimal tri-partite balance between these three

4 Name of the company is suppressed to maintain anonymity of the company.
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aspects is challenging for all manufacturers, but is especially challenging for dairy
producers and in general for the FMCG sector.

The Australian wholesale grocery market provides unusual challenges to dairy
product manufacturers. First, due to the vast geographic area, manufacturers must plan
their product distribution carefully. This is particularly true with FMCG products.
Secondly, the retail grocery market in Australia is dominated (70 %) by two major
retailers providing them with tremendous bargaining capability [46]. Thirdly, the dereg‐
ulation of dairy industry in 2001 [47] led to substantial consolidations and acquisitions
leaving only two major dairy producers (Company Dairy is one of the two) [48–50].

Company Dairy implemented SAP SCMS in 2003. After more than seven years in
operation, the system is stable and relatively mature. The SAP Advanced Planner and
Optimizer (APO) is the main SCMS product adopted by the case company. Initially,
Company Dairy only used one module to do part of its business, but it subsequently
fully implemented the three modules of SAP APO: Demand Planning, Supply Network
Planning, and Production Planning/Detailed Scheduling. The SCM system covers
around 95 % of the company’s SCM business requirements.

5.2 Data Collection and Analysis

Research access was negotiated and was granted in July 2009. Eight interviews were
conducted with the key members of the National Demand and Supply Planning depart‐
ment, Information Technology department, and Logistics and Supply Chain department
over a period of 15 months. The duration of interviews ranged from 0.5 h to 2 h, up to
10 h totally. In addition, a series of interactive seminars on SAP SCM in Company Dairy,
of approximately 20 h, was delivered by the Supply Planning Manager at the authors’
academic institution. Another 2 h interactive seminar on SAP SCM was given by a senior
SAP SCM architect, who participated in the adoption and post-support of Company
Dairy’s SCMS, with a 30 minute follow-up interview. The interviews and seminars were
digitally recorded and later transcribed for data analysis. Public presentations of
Company Dairy’s Chief Procurement Offer were also gathered as the perspective of top
management staff. The Chief Procurement Offer plays a key role in representing the
company and reporting the performance of its SCMS to public conferences and work‐
shops. Through these steps, we gathered multiple perspectives on SCMS benefits from
all levels of stakeholders. Further, short surveys focusing on the timetable of SCMS
benefit realizations were sent to the interviewees as complementary data in the second
phase of the case study. The SCM experience of the participants ranged from 5 to 15
years.

The interview questions were tailored to the role of the interviewee and were
designed to be open-ended and exploratory in nature. Each question was non-leading,
and at the same time non-passive to maintain a critical balance between spontaneity and
control over the interview [51]. To improve the efficiency and validity of the interviews
and seminars, two researchers conducted all the interviews together. One researcher was
responsible for asking questions, while the other researcher made notes. While the face-
to-face interviews and seminars formed our primary source of data [52], they were
supplemented by contact emails, newspaper articles, organizational documents, annual
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reports, and information from the corporate website. Notes from direct observations of
how staff use the system for their work were also used to corroborate the data obtained.

To take advantage of the flexibility that the case study affords, data analysis was
performed in tandem with data collection [53]. The emergent concepts in an interview
were verified in the following interview until the state of theoretical saturation was
reached, which is the point at which it was possible to comprehensively explain the
findings of the case study and no additional data could be collected or added to improve
the developed framework [51]. The findings from the content analysis formed the initial
set of themes through which to analyze the received SCMS benefits by the case organ‐
ization. In addition, a systematic verification procedure was established to ensure that
each finding was supported by at least two sources of data [54]. Data analysis was carried
out by recursively iterating between the empirical data, relevant literature and theories,
and the emergent concepts and relationships [51].

A multi-level data analysis strategy was employed to analyze the empirical data.
Level 1 analysis focused on identifying the received benefits of SCMS in the case organ‐
ization, and then analyzing the current misalignment between expected and received
benefits of the SCMS. The subsequent data analysis levels focused on identifying and
examining the underlying factors affecting the level and mechanism of confirmation of
SCMS expectations and the corresponding impacts on user satisfaction. Grounded in the
case study data, two key factors affecting the confirmation level of SCMS expectations
were identified: long timetable and different stakeholder groups. Therefore, Level 2
analysis focused on the timetable of SCMS benefit realization, and Level 3 analysis
focused on the classification of SCMS benefits according to each stakeholder group. The
ways in which those two key factors affect the confirmation level of SCMS benefit
expectations are illustrated and discussed thoroughly in the following sections.

5.3 Expectation Confirmation Through Perceived Benefits of SCMS

Findings of case study data analysis Level 1, Level 2 and Level 3 were integrated and
consolidated into a final SCMS Benefit Expectation Management Framework as shown
in Fig. 3. This framework clearly shows all the perceived benefits and unperceived
benefits by Company Dairy, based on the pool of 60 expected benefits of SCMS. A
calculation of the percentage of the difference between the number of perceived bene‐
fits and number of expected benefits was employed in this study to assess the level of
confirmation of SCMS expectations. This simple and straightforward assessment tech‐
nique was in line with the means of the “self-assessment” technique proposed by Fearon
and Philip [55–57] to measure the alignment between expected and received benefits
from Electronic Data Interchange. The level of confirmation of SCMS expectations is
also reflected in the SCMS Benefit Expectation Management Framework in Fig. 3.

Overall perceived performance of the SCMS. The participants confirmed the compre‐
hensiveness and completeness of the 60 expected benefits of SCMS (listed in Panel B
of Fig. 3). They admitted that no other SCMS benefits could be supplemented. This was
confirmed in comments by the Supply Planning Manager, for example, who states: “All
these benefits can cover almost everything” and the Logistics & Supply Chain Manager
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who states: “Yeah, I think you guys have done most of the job, I can’t think out other
benefits that we expected from this [system].”

Although some technical limitations still exist, the SCMS is seen as a critical and
important tool for the staff to use to perform their job effectively and efficiently. For
example, the Supply Planner states: “I think the system is quite good…APO is more
straightforward, like you can see all the calculations. From my point of view, it is
perfect”. The Demand Planning Manager also expresses her satisfaction by stating:
“Oh, yes, definitely the benefits overwhelm the issues…I wouldn’t go without the system
because now, you have to update the orders, you will put into the data into strategy
looking at it or leaving it. This will give you everything for my forecast.”

The SCMS at Company Dairy helps optimize the tri-partite balance between (i)
customer service, (ii) operational overheads, and (iii) inventory shelf-life. Good customer
service can lead to high customer satisfaction, which can further improve customer
loyalty and retention. Through advanced forecasting and planning enabled by the system,
the reputation of Company Dairy has improved a lot, and it has been listed as one of the
top suppliers of the two dominated retailers. As stated by the National Demand & Supply
Planning Manager, “We strive to get this balance using tools like SAP APO…and it really
helps”. The National Demand & Supply Planning Manager also states that: “Ok, I think
for any company, actually I mean for any FMCG, the biggest advantage will be to
optimize satisfaction and customer service…During the last two years, we have been in
the top three key suppliers for both Coles and Woolworths; we never sit in the ‘warning
list’ again!”

The SCMS helps to mediate the tri-partite balance with higher customer service and
lower cost in operational overheads and lower stock losses. Company Dairy has achieved
this by optimizing the allocation of resources through accurate forecasting and planning.
The Production Planner explains how the system leads to cost reduction by controlling
the stock level and operational overheads:

“With the planning capability of the system, you optimize your warehouse dispatch, you are
streamlining you production flow without additional operational overheads…you are not
building the stock. You are not making too much. Everything is just supplying adjustment time
technology…and there are so much cost effective associated to have the system there. That would
be the primary driver behind it…uh, we have definitely realized some, cost savings.”

Confirmation of perceived benefits. The Level 1 analysis of the case study was
conducted on the interviews, the short surveys and the contact emails, taking the
expected benefits of SCMS (listed in Panel B of Fig. 3) as the coding scheme. The results
show that Company Dairy has accumulatively received 54 SCMS benefits of the pool
of 60 expected benefits from SCMS in the lifecycle. A large proportion (90 %) of the
expected benefits of SCMS has been received by Company Dairy after using the system
for seven years. Hence, there is little misalignment between expected benefits and
confirmed benefits. Such a high level of confirmation of the expectations of SCMS
verifies our approach of taking vendor-reported cases and extant academic literature as
the sources of the expected benefits of SCMS. The Production Planner confirms some
of the benefits: “Yes, after solving the initial issues, we achieved the collaboration
between all stakeholders in our supply chain [internal]. What we flow over is the logis‐
tics side of it, having that visibility in the system, uh, having that visibility into notify the
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requirements in advance…also we can share the information [in the system].” The
Senior IT Business Analyst continues confirming: “after the system become stable, our
forecasting and planning become faster and accurately. We’re capable to serve our
customer in an effective and efficient manner.”

It is inferred from the undelivered expected benefits5 and also indicated by the
informants that the SCMS in Company Dairy has not realised the function of full inte‐
gration with its key suppliers and customers. Nevertheless, Company Dairy has an
interest in involving its suppliers in its SCMS although this may not happen in the near
future due to some limitations. However, the interviewees raised some doubt about
further development of the trading partner relationships in the whole supply chain,
because many constraints exist. Different system rules among companies make it diffi‐
cult to form integration of the whole supply chain. Furthermore, full integration is
beneficial for the whole supply chain, but it may have negative impacts for an individual
company. Each company has their own interests and confidential business information,
which makes them reluctant to accept a fully integrated SCMS. For example, full inte‐
gration may cause the retailers to lose their dominant position in the whole demand-
driven supply chain. If they want to change to another supplier, they will spend more
money integrating their current systems with the system in a new supplier. The Supply
Planning Manager of Company Dairy states:

“I think this (integration and coordination of all the links in the supply chain) can be realised
later, but not in a short time. Because this will refer what kind of systems you are using, and
then what the system interfaces are. The ideal situation is there is a standard SCM system, which
all companies are using. All companies are using the same SCM systems, and then the interfaces
between different systems are smooth, then every company will use the system, there is no prob‐
lems … but now, the interface between systems are horrible, you use yours, and we use ours.
Everybody knows that the concept of whole integrations and coordination of supply chain is
right, and all of us should go into this direction.”

The SCMS Benefit Expectation Management Framework. By analyzing the
confirmed benefits of SCMS and related controlling factors, the SCMS Benefit Expect‐
ation Management Framework has been derived inductively as shown in Fig. 3. This
framework consolidates the two perspectives of managing SCMS expectations: lengthy
lifecycle and multiple stakeholder groups. The two researchers worked together on the
development of this framework until full consensus was reached.

The Panel B of Fig. 3 presents the categories of SCMS expectations derived through
content analysis. The Panel A of Fig. 3 illustrates a timetable of SCMS benefits and the
benefits to different stakeholder groups. The x-axis represents the years from go-live in
2003–2010, with two-year intervals. The y-axis represents the three stakeholder groups:
operational, managerial and strategic users [58]. All the percentages in the framework
are based on the pool of 60 expected benefits of SCMS (listed in Panel B of Fig. 3).

5 The six undelivered SCMS benefits are: Monitors performance of suppliers effectively (55),
Enhances supplier know-how (56), Increases development of product innovation (57), Provides
integration with downstream customers (58), Shares technological and strategic efforts in
supply chain (59), and Provides integration and coordination with all links in the supply chain
(60) (listed in Fig. 3).
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The cumulative benefits attained across the lifecycle are depicted using a trend line.
The percentages on the trend line demonstrate the cumulative benefits according to the
five phases. A further analysis is made according to the key stakeholders of SCMS.
Grouped at the y-axis, each row demonstrates the percentages of benefits attributed to
each key stakeholder group. Furthermore, the bubble and its corresponding notation
points to the benefits realized in each phases (e.g. Bubble A.1 denoting benefits to
strategic cohort in the first lifecycle phase). The undelivered benefits in Company Dairy
are highlighted in italics in bubble E.1. More detailed descriptions, discussion and
relevant explanations and justification of how this framework contributes to the appli‐
cation of ECT in the SCMS setting are illustrated in the subsequent section.

6 Discussion and Interpretation

6.1 The Lifecycle of SCMS Benefits

Prior Research in ERP studies has revealed that organizations undergo a dip in organi‐
zational performance post the go-live of the system [10]. Similarly, many argue that
organizations investing in IT applications realize some benefits immediately, while other
benefits take much longer to eventuate [9, 40, 59, 60]. More importantly, many
researchers [14, 61] highlight the need for continuous lifecycle management of IS bene‐
fits. The SCMS benefits timetable presented in this study is therefore of substantial value
to both practice and academia. As stated by the Logistics & Supply Chain Manager in
Company Dairy: “Some benefits from the system [SCMS] emerged earlier, while others
take time…it is better to know them to plan well.” In order to develop a benefits timetable,
we next decided on the time intervals between each phase. Following Ross and
Vitale [10] and Jurison [57], we employed an annualized timetable to capture benefits.
From all participating respondents, we sought agreement of the ‘first instance of
evidence’ for each SCMS benefit.

Observations related to the lifecycle of benefits. From the framework developed in
this study (Fig. 3), it is evident that Company Dairy has attained almost all the benefits
outlined in the expected benefits of SCMS (listed in Panel B of Fig. 3). However, it is
clear that the organization did not see all benefits at once or immediately after the go-
live date. Company Dairy has taken nearly seven years to attain 90 % of the cumulative
benefits, with 10 % of benefits yet to be realized. A number of observations are made
from the SCMS benefits timetable:

Early issues – In the early months after implementation of the SCMS (July 2003-
early 2004), it was difficult for Company Dairy to see the benefits, and, on the contrary,
a lot of issues emerged due to the use of a new system. The IT Business Analysis
explains: “Like we are not expecting anything in the first year, because so many issues,
testing the calculations, be familiar with the system, change the process…and the second
year needs to have to solve most of these issues…we should be able to start seeing
something in two years.”

Short-term benefits – Observing the pattern of benefits realized by the case organi‐
zation, it is evident that Company Dairy at first managed to realize almost 30 % of the
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expected SCMS benefits. Through optimizing system capabilities (such as the friendly
user interface, easy to understand, real-time, accurate and consistent information, and
flexibility and efficiency), the overall productivity and supply chain velocity and volume
improved in a relatively very short time (to the end of 2004). The Supply Planning
Manager recalls: “If it was like data mining or something about the system capabilities,
it would be very, very short term…once we realized that the system is in good nick,6 we
were confident about getting other benefits.”

No financial or customer satisfaction benefits in the short term – It is interesting to
note that Company Dairy neither anticipated nor received any financial or customer
satisfaction benefits in the first three years. The IT Business Analyst explains: “You
couldn’t talk anything in two years, because you’re talking millions and millions of
dollars here…we are talking at least five years [for the return on investment].” The IT
Business Analyst confirms the waiting time: “The first few years were really chal‐
lenging…we were scrambling to show business benefits and cost saving…but the senior
management gave us 2–3 years to prove the value of the system…any large capital
investment would take 2–3 years to pay off.”

Five years to reach the primary target – The main target of Company Dairy is to
achieve high levels of customer satisfaction and customer service, and these were largely
realized around five years after go-live of the system. The Demand Planning Manager
confirms: “After around five years, we achieved great success and our customers put
us in their top supplier list. But before that, we often got complaints, or they cancelled
their orders.” Using objective company reports, we triangulated the statements of
employees on increases in new product lines and experimental products, especially those
targeting niche markets (see highlights for 2005–2008 in Panel A of Fig. 3).

Mid-term performance – The mid-term (2005–2007) benefits through the SCMS
have made Company Dairy much more agile and flexible. In 2008, Company Dairy
faced rapid increases in milk prices in Australia. The Demand Planning Manager
explains: “With the severe drought milk prices hit the roof…, we had standard agree‐
ments with retailers and we could not ‘pass the buck7’ to them [retailers]…we then
managed to optimize our production and cut-down all possible wastage.” In 2009, the
entire dairy industry in Australia faced a challenge of a different sort when one of the
leading milk label producers went out of action for several weeks. The Logistics &
Supply Chain Manager describes the efficient response of Company Dairy to this crisis:
“We had loads of milk bottles waiting for labels…we ran reports through the system to
create batches of dispatches and prioritized them according to our customers.”

Long-term goals – Despite achieving most benefits pertaining to system capabilities
within the first year, 7 years from go-live Company Dairy is yet to realize some benefits.
The National Demand & Supply Planning Manager outlines future plans:

“We are at the moment checking the continuous improvement whether there is some more
benefits for us, like the Global Available to Promise [a module of SAP SCM], and we might try
from September to use the details for a specific group of products. No optimization work can be
done in SAP SCM at the moment, but there is a plan for the next year…in terms of complete

6 Australian slang for ‘working well’ or ‘in good condition’.
7 Australian slang for passing the cost of something to the other party.
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control of the timing of production, we haven’t realized it yet, but there are a few projects to
address this issue.”

The attaining of some of the currently undelivered benefits in the long run would be
possible, such as with all links in supply chain, fully integrating with suppliers and
customers, and fully sharing the technological and strategic efforts in the supply chain.
The Supply Planning Manager acknowledges the challenge of these tasks, and empha‐
sizes that achieving them will take time:

“This is a difficult thing in Australia… for example, complete integration between suppliers,
retailers and suppliers may cause Woolworths [one of the dominant retailers] to lose their
dominant positions in the whole supply chain…I think this [full integration and coordination of
all the links in the supply chain] will take some time to achieve, not something that we can do
in a short time.”

Lifecycle to confirm SCMS expectations. As indicated in ECT, consumer satisfaction
is formed based on the extent to which his/her expectation is confirmed (disconfirmation)
and the expectation on which that confirmation was based [11, 12]. We identified the
clients’ expectations of SCMS through content analysis, revealed the misalignments
between those expectations and the received benefits of SCMS in the client case organ‐
ization, and identified the timetable of SCMS benefit realization. A lifecycle-wide
understanding of SCMS benefits realization was derived as a key controlling factor
which will affect the confirmation level of expectations.

As shown in the framework in Fig. 3, it is clear that the confirmation of SCMS benefit
expectations depends on time, and the confirmation level will further affect the satis‐
faction of the SCMS client case organization. Hence, if we neglect the salient factor of
time in the mechanism of confirmation, the client satisfaction will be significantly
different. For example, when evaluating the performance of SCMS at an early lifecycle
phase, the client users may feel dissatisfied, due to the lack of benefits (less expectations
are confirmed). However, when evaluating the long term performance of the SCMS, the
client users will feel highly satisfied, with most expectations confirmed.

When including the factor of time into both pre-expectations and the post-confir‐
mation stages, satisfaction of the organization will change substantially. When estab‐
lishing their expectations of the SCMS, clients should remember that confirmation of
these expectations will have a long lifecycle, as shown in the different time periods in
Fig. 3. Organizations should therefore take a long-term approach in observing full
potentials of SCMS. Moreover, the SCMS Benefit Expectation Management Framework
will allow organizations to maintain high levels of satisfactions though careful mitiga‐
tion of confirming expectations based on the lifecycle phase.

Thus, by taking time into consideration, the client organizations can form realistic
expectations and perceive a higher confirmation level, increasing the confidence of the
client organization on SCMS.

6.2 Benefits Related to Multiple Stakeholder Groups

Our case study collects benefits confirmations at three employment cohorts. Our data
collections with Demand Planners, Supply Planners, Production Planners, Demand
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Planning Managers, Supply Planning Managers, National Demand & Supply Planning
Managers, Logistics & Supply Chain Managers, Senior IT Business Analysts, and Chief
Procurement Officers, cover all key stakeholder groups. The data analysis results show
that different stakeholder groups have unique perceptions of SCMS benefits with some
potential overlap. This is consistent with the findings of the extant IS success/evaluation
and IS benefits studies [15, 34, 58].

In both the management science and IS disciplines, the multiple stakeholder perspec‐
tive is emphasized when conducting organizational research, and the classification of
three stakeholder groups, namely, the strategic, management and operational, has
reached consensus among those researchers [58, 62]. Seddon et al. [63] argue that when
evaluating IS, it is very important to clarify from whose perspective the effectiveness is
being judged. Seddon’s joint work with Shang [9] proposes a rational method to classify
the benefits of enterprise systems according to different stakeholder groups. A similar
approach was also taken in a study by Shanks et al. [64], which categorizes the benefits
of customer relationship management systems into operational, tactical and strategic
levels.

Observations related to multiple stakeholder groups. From the data analysis in the
framework in Fig. 3, a number of observations are made in relation to stakeholder
groups:

Important for all stakeholder groups – The percentage of benefits relevant to each
stakeholder group demonstrates that the SCMS brings substantial benefits to all three
stakeholder groups, with 40 %, 33.3 % and 26.7 % of benefits for the strategic, manage‐
ment and operational stakeholders, respectively. This indicates that when evaluating
SCMS benefits, perspectives from all stakeholder groups should be taken into account.
Different stakeholder groups will benefit from SCMS in different aspects. Hence, only
collecting perspectives from one or two particular stakeholder groups can not represent
the real perceived performance of the system.

Key benefits to each stakeholder group – Different stakeholder groups have their
own key benefit expectations from the SCMS with some overlap. The operational users
of the system are more concerned about the system flexibility, efficiency, data availa‐
bility and reliability. For example, a Production Planner at Company Dairy states: “Uh,
it is user-friendly, it provides the data, provides everything accurate, especially accurate
data mining and research numbers, and verifying thing, that was very difficult”. The
Demand Planner also emphasizes system quality, stating that: “It’s very user friendly
and it’s also very integrity, isn’t it?…it’s quite easy to say the same screen by integrating
the system of person in Melbourne or Brisbane City, to see the same screen, and same
information is available for them, much easier to use.”

The management staff emphasize the high quality of the reports and the effective
allocation of resources and control in the whole supply chain management process. For
example, the Supply Planning Manager states: “Yes, the biggest thing is the collabora‐
tion between all the stakeholders in the supply chain. What we flow over is the logistics
side of it. Uh, having that visibility in the system, having that visibility into notify in
advance, according to the requirements, also you can share.” The National Demand &
Supply Planning Manager confirms this focus, saying that: “APO was offering more
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advantages over the R3 system…we have strong forecast accuracy measure and reports
now via BW [Business Warehouse]…they give me the reports and it works well.”

Customer satisfaction, market competitiveness and partner relationships, identified
as the key targets of Company Dairy, are the keen expectations of both management and
strategic staff. The Chief Procurement Officer elaborates: “Managing post contract
supplier and internal relationships enables continuous improvement delivering
continued benefits to both organizations.” The National Demand & Supply Planning
Manager states: “During the last two years, we have been in the top three key suppliers
for both Coles and Woolworths.”

Integration of two perspectives – Observing each phase of the lifecycle, it’s evident
that the benefits emphasis shifts from operational to strategic along the lifecycle. For
example, in Phase A, operational staff receive more benefits than management and stra‐
tegic cohorts. However, later in the lifecycle (e.g. Phase D & E), strategic benefits
outweigh the benefits of operational staff.

Impacts of multiple stakeholders on confirmation of SCMS expectations. The
perspective of multiple stakeholders has significant implications for the application of
ECT in the SCMS context. When forming expectations of the SCMS, the collection of
organizational benefits of SCMS should represent the perceptions of all stakeholder
groups. The same mechanism should be employed into the measurements of received
SCMS benefits. Correspondingly, the confirmation of the expectations should be
bundled with multiple stakeholders. For SCMS, there exists interdependence of the
satisfaction among the various stakeholders. The satisfaction of decision makers or the
authorized staff is not only driven by their own disconfirmation; it is also influenced by
the confirmation level of other stakeholders’ expectations in the organization. Satisfac‐
tion from any particular stakeholder group can not reflect the true satisfaction of the
client organization.

Furthermore, the combination of the two perspectives – long timetable and multiple
stakeholders– also has substantial implications. First, it provides insight into how to
better manage expectations for each stakeholder group. The operational users can expect
to receive SCMS benefits in the short term (within the first three years). It is recom‐
mended that a five-year plan is set for management staff to receive most of their expect‐
ations of the SCMS. The strategic staff should focus more on the long-term returns on
SCMS investment (more than five years). Second, it adds new insights for the conduct
of assessments and studies on SCMS benefits, success and evaluation. Organizations
should place emphasis on the viewpoints of the operational and management staff when
evaluating the benefits and success of SCMS in the short and middle term, while placing
more attention on the perspectives of strategic staff when evaluating the performance of
the SCMS in the long term.

7 Conclusion

7.1 Limitations and Future Research

This study has several limitations. The study findings are derived through a single case
in the FMCG sector. Although researchers have acknowledged that a thorough single
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case study can be acceptable for qualitative research if the case selected is an interesting
case of “typical and legitimate endeavor” [65, 66], a common criticism of the method‐
ology is the problem of generalizability or external validity [52]. While acknowledging
the limitations of the single case study, we are confident that our study provides valid
and generalizable insights to other SCMS adopters, perhaps more relevance to the
FMCG industry. The developed SCMS Benefit Expectation Management Framework
was not only grounded in the real case sector but also based on the claims of extant
literature and practical reports and further corroborated by the findings of some widely
accepted works in the IS and management literature. Therefore, this study conforms to
the principles of “analytic generalization” [44]. In future research, multiple case study
and follow-up large-scale survey will be designed to broadly generate and validate the
developed framework and its relevant discussions so that the boundary conditions of
our study can be better defined.

A second limitation may arise from the biases involved in informant recall. Although
we designed a good means to avoid recollection bias and difficulties when deriving the
expectations of SCMS expectations, the retrospective nature of the collected case study
data still existed, including personal interviews, interactive seminars and short surveys.
However, given that Company Dairy has used their SCM system for more than seven
years, it was not possible to collect the case data from this prior period. Nevertheless,
some measures were employed by the researcher to mediate the retrospective bias. One
measure was to put emphasis on the viewpoint of staff who joined Company Dairy since
the beginning of the SCMS use [67]. Another measure was to adopt a systematic data
verification procedure to ensure that all the information used in this study were trian‐
gulated by at least two sources of data [54, 66, 67].

There exist substantial potentials of this research to generate more contributions
through future research. First, a nonlinear benefit gain perspective will be employed in
the next stage to enrich the SCMS benefit expectation framework and yield more inter‐
esting results relevant to the SCMS benefit lifecycle. In addition, more detailed analysis
will be conducted on the priority for SCMS benefits realization. Furthermore, more
theoretical analysis, such as the Resource-Based View of IT business value and contin‐
gency theory will be linked with the findings of this study to achieve more theoretical
and practical implications.

7.2 Theoretical and Practical Implications

By developing the Benefit Expectation Management Framework for SCMS, this study
makes several theoretical and practical contributions. First, this study fills an important
gap in the literature. Although there exists well-publicized research on Enterprise
Resource Planning system benefits [9, 40] and Customer Relationship Management
system benefits [64, 68], there is a dearth of research on studies evaluating SCMS
benefits [69]. This is the first try to consolidate and extend extant SCMS benefit studies
to develop a comprehensive benefit framework for SCMS. Further, the case study results
have shown that there is little misalignment between claimed benefits from the literature
and vendor success stories and perceived benefits in the real case. Such a high level of
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alignment confirms the validity of the SCMS benefits reported by vendors and prior
researchers.

Secondly, with a longitudinal study of SCMS benefits in a real case spanning over
seven years, this study draws a SCMS benefit lifecycle perspective. This study has
operationalized the timetable of SCMS benefits realization across the system lifecycle
and identified the relevant contextual information through a real case sector. This is an
advanced progress and contributes to the extant IS benefits literature.

Thirdly, this study is believed to be the first to apply ECT to study the expectations
of SCMS. Originating in consumer behaviour literature to study individual consumer
satisfaction and post-purchase behaviour, ECT has been adopted by IS researchers to
study the satisfaction of individual users. This study contributes to the emerging research
stream applying ECT to study organizational IS satisfaction [13–15, 70]. More specif‐
ically, this study attempts to apply ECT to study SCMS expectations and client satis‐
faction. By conducting content analysis and case study, this study has operationalized
the construct of Expectation, Perceived Performance and Confirmation in the context of
SCMS. As with the original ECT model, Satisfaction was treated as a dependent
construct of ECT in the SCMS setting and was affected directly by the level of confir‐
mation of SCMS expectations. Furthermore, this study has identified two key factors
controlling the level of confirmation of SCMS expectations and exposed the underlying
mechanisms affecting the Confirmation construct in the SCMS setting and their medi‐
ating impacts on SCMS client satisfaction.

On the other hand, a number of practice implications are expected. First, the frame‐
work can aid a client organization to understand return on investment from its SCMS
applications, the time-contingent nature of SCMS benefit realization, and the correla‐
tion of SCMS benefits to different stakeholder groups. This multifaceted framework
can serve as a benchmark for the client organization to better manage its expectations
of the SCMS and to monitor the performance of the system. Second, by examining the
factors related to the confirmation of client expectations, such a framework can help
to enhance the level of client satisfaction, and encourage continued adoption of other
SCMS applications. Third, for organizations hesitating to invest in SCMS, this study
provides a clear picture of the generation of SCMS benefits, assisting them to make
better decisions. Consequently, it may accelerate the development of SCMS products.
Finally, it can also aid vendors to better popularize their products, improve client
satisfaction, and attract more customers. However, because our study conducted a case
study in one organization, the potential for generalization is not strong. We have
confidence, however, that the results are applicable for most manufacturing companies
in the FMCG industry.
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Appendix 1: 20 Vendor-Reported Cases & 21 Academic Articles

20 vendor-reported cases 21 academic articles

Knorr-Bremse AG Bartter Enterprises Vakharia [71] Liu and Hu [72]

Danisco A/S Timex Corporation Frohlich [73] Kim et al. [74]

DIRECTV LG Electronics Sahin and
Robinson [75]

Eggert et al. [76]

Robert Bosch LLC Intersil Corpora‐
tion

Choy et al. [77] Zhang and Li [78]

Sappi Fine Paper
Europe

Panasonic Factory
Solutions Singa‐
pore

Subramani [79] Spekman and
Carraway [80]

Lekkerland Xsigo Systems Elizabeth et al. [81] Craighead et al. [1]

Brown-Forman Koch, Neff &
Volckmar
GmbH (KNV)

Goutsos and Kara‐
capilidis [82]

Dehning et al. [2]

Telefonica de
Espana

YMCA of Metro‐
politan Los
Angeles

McLaren et al. [83] Kenneth [84]

Siemens Medical Sealing Devices Hsu [85] Kärkkäinen et al.
[86]

Borealis North Tyneside
Council

Auramo et al. [87] Ketikidis et al. [3]

Auramo et al. [88]
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1 Introduction

The acronym ERP stands for Enterprise Resource Planning. Shankararaman and Lum
[1] use the term ERP system as a synonym for Enterprise Systems (ES) which can be
found frequently in US literature [2].

Robey et al. [3] defines an ERP system as an integrated, cross-functional systems
that contain selectable software modules which address a wide range of operations
within a firm, such as finance, accounting, human resources, sales, manufacturing and
distribution. Another common definition is that an ERP system (1) should be capable
of managing at least three resources such as personnel, materials, capacity, finance or
information needed during the execution of the business processes and (2) data should
be managed in an integrated way and (3) covering functions from various business
areas [2].

There are many possible and often used viewpoints on enterprise systems. The obvi‐
ously most often addressed perspectives in IS research are implementation and user
acceptance. This contribution won’t add to this kind of work. Instead it aims at more
seldom experienced viewpoints where it hopes to find future research topics and from
that also a contribution to solve problems in practice. These perspectives are the market
perspective, the technology perspective and the enterprise perspective.

2 The Market Perspective

It is not very easy to observe relevant markets for enterprise systems due to missing
information about relevant facts. For instance, if the market share of a certain vendor is
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needed in a certain local market (e.g. Oracle ERP sales in Central Europe) only ballpark
figures exists like rankings of software companies or given figures from analysts. It is
not revealed whether their market share estimation is based on the number of licenses
sold or the amount of money collected. Both figures can lead to wrong estimations about
the market. Neither revenues nor user figures tell the whole story. In my point of view
only counting companies is valid. One company uses typically one or more enterprise
systems after deciding to do so. That decision is the relevant market aspect to observe
(from science) and to influence (from ERP vendor’s sales processes).

In this section the observed market shares of some internationally known ERP
vendors are discussed as a result of the need to grow stemming form their business
models. As a way to grow the sales process is described and frequently occurring hurdles
identified.

2.1 Business Models

Business models propel the market, because they generate the fuel for ES vendors to
invent new solutions, to adopt new technologies and to introduce new products.

In empirical literature, various imprecise definitions of business models can be
found. One example is Pinson [4], who defines a business model as a method of doing
business so that revenue is generated and the company is sustained. Another typical
example from empirical literature can be found in Englen [5], who does not define the
term business model itself. The identification of current and future customers as well
the needs of customers (by qualitatively interviewing them) is part of the business model.
Later, attractive pricing (going beyond a low price), providing reliability, and good value
and service in case the customer needs assistance might also be attributed to the business
model.

Timmers [6] defines a business model as the architecture for the product, information
and service flows, including a description of the various business actors and their roles.
Additionally, potential benefits for the various business actors and the sources of revenue
constitute a business model [7]. Figure 1 gives an overview over ERP vendors business
models [8].

Server location and 
technical administration

Training

Customizing

Maintenance and support

Data migration

Hardware

License sales / rentals

Additional products and 
services

Fig. 1. Software vendor’s business model [8]
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Support fees sponsor the existing operation of the software company but they are in
most cases not high enough to finance innovation. So buying other software vendors
allows access to further support fees but does not allow sustainable growth. Sustainable
growth is only possible with new customers. Therefore we suggest that market success
is not only measurable by market share but also by growth, precisely by new customers
generated by a certain ERP vendor.

We observe at the Center for Enterprise research since 2007 the central european
ERP market [9] which is a saturated ES market. Although constantly new vendors try
to conquer the European - especially the German market - most of them fail. Specially
there is no vendor from the United States who is successful on the European market (MS
Dynamics NAV and AX are products developed and supported from Denmark, only
marketed by Microsoft Corp., USA).

2.2 Market Shares

Most numbers of market shares are wrong, because they measure the amount of money
that a single ES vendor collects, but not the number of customers he was able to get.
One ES means one decision. Our observed market share only covers ES projects that
were reported in journals or on web pages. Figure 2 shows the Top Ten ERP vendors in
Germany, covering 1340 projects from 2007 to 2013.

Fig. 2. Observed ERP market shares in Germany (source: CER)

It has to be stated that the number Six on the German market has an observed market
share of less than 1 %. The market leader is “other”. The US vendors Oracle and Micro‐
soft are within this group. Also relevant for future research on software business models
is that with the exception of SAP (and perhaps Comarch in Europe) no other German
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top vendor is known outside of Germany. Possibly the German market alone generates
a steady stream of revenues for a sustainable existence of an ERP vendor. It has to be
mentioned that for German software vendors huge potential markets lie outside the
German-speaking regions that are not addressed nowadays.

2.3 Sales Process

What are possible reasons why the worldwide software giants Oracle and Microsoft
don’t succeed in Germany? One possible answer might be that Oracle is lazy in ERP
sales, because as the most important database supplier in Germany it gets revenues from
other software products than ERP. Interviews of the author of this contribution with
leading European Oracle representatives cover this assumption. Microsoft Corp. itself
does not sell directly to mid-size customers, but uses business partners that do nearly no
marketing. Therefore their projects never show up in the web or the trade journals and
their market share cannot be observed.

But for an observation of the market not only the static market share is relevant but
also growth, which describes market dynamics. Figure 3 shows the net gain in new ERP
customers on the German market for Oracle, Microsoft and SAP. While SAP was able
to more than double its new customer numbers, and Microsoft Business Partners at least
were able to publish more successful projects in the second observed period, Oracle
shows severe problems to get a foot on the German ERP market.

Fig. 3. Net new customers in two time periods (source: CER)

How can this be, all the while Oracles application run successfully all over the world?
That points (beside other aspects) to the sales process and mistakes that can be made
trying to sell a new ERP system to a potential customer. Figure 4 shows the sales process
identified by Center for Enterprise Research at Potsdam University and possible
mistakes that happen frequently during ERP sales processes. It has to be stated that these
mistakes are in no way tied to just one ERP vendor.
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Fig. 4. Sales process and possible mistakes that effect sales success

3 Technology Perspective

The technology perspective covers not only ERP systems but in the same manner all
kinds of enterprise systems. Following a very basic layered architecture there are at least
three layers of interest with new developments that affect enterprise systems develop‐
ment and organizational integration. These layers are the data layer, application layer
and the user interface layer.

3.1 Master Data Management

Master data lives even longer than Enterprise systems itself. As an example one may
imagine an ES where the company name’s maximal length is 38 characters. That is a
hint that the underlying data model stems from a very old master data model that never
was adjusted to fulfill today’s needs.

Challenges in master data management comprise not only application landscapes
but also organizational aspects.

Application landscapes. When master data is spread over multiple application systems
normally different terminologies and field definitions are used. The data quality has to
be maintained to assure consistency over different applications. Also dependencies
between different applications might be found that cannot discovered easily. Examples
might be:

• “When the customer number starts with 77 then payment in advance is mandatory”.
• “Delivery date 9.9.2099 means that the supplier has not yet provided a valid delivery

date”.
• “The contact person from the last order can be found in the 3rd line of the customer’s

address”.
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Although these artifacts can easily be avoided with modern enterprise systems they
can be found in most organizations nowadays due to the fact that sometimes very old
applications are used beside newer ones and that the life span of an enterprise system
can be more than 20 years. Data models can have an even longer life span.

Sometimes the IT administration has to guarantee the operation of an old system
with an outdated architecture because the old application provides relevant functionality
that is not easy to replace - often due to the specialized nature of the functionality.

After all, also the storage of master data itself may be spread over multiple applica‐
tions, what can lead to data inconsistency.

Organizational challenges. Beside the above mentioned technical issues also organi‐
zational problems occur frequently. In the organization it might be not recognized that
maintaining master data is important for the quality and speed of information processing.
Often the departments just using ES functionality do not know enough about other
departments needs for a high quality of their entered data. Most often there is no defined
and controlled master data process so that nobody in the organization has a responsibility
for the quality of master data.

3.2 Cyber-Physical Systems

Cyber-physical systems (CPS) include software-intensive systems with processors,
sensors and actors to interact with the real world. The sensors capture physical data,
store data and plan to co-operate with the real world based on that data and information.
CPS are wirelessly and globally connected to other application systems through the
internet and therefore able to use globally provided data and services. Control of CPS
is also possible using multi-modal human-computer interfaces (voice and gestures) [10]
(Fig. 5).

Fig. 5. Principal structure of a cyber-physical system [10]
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The huge rise in data volume that comes together with CPS is surely relevant for
Enterprise systems. While a typical customer order has 50 kByte, which can be stored
in the ERP system easily, that customer order will now generate 100 manufacturing
orders, of which each will generate at least 10 work tasks that are traced by CPS at least
every 10 s. That data handling alone leads to a data volume of more than one GB per
single customer order.

In sharp contrast to that development the traditional approach of integrating new data
sources in the enterprise system has been the complete incorporation of the data and its
structure in the storage area. This approach is highly criticized because the complexity
of the integrated system is so high that understanding its internal structure is nearly
impossible. When now CPS are to be integrated into the application landscape it cannot
be done by completely integrating their data into the common storage. Instead new
architectural principles have to be incorporated in the organization that can combine
peer-to-peer approaches from CPS with centralized master data management coming
from traditional ERP systems.

Another aspect not covered in detail in this contribution is the need for content analyses
of the CPS data to find out whether there is useful information in it. In manufacturing this
search for information in CPS data can be named “Analytic Manufacturing” [11, 12].

4 The Enterprise Perspective

The enterprise perspective is the most interesting, because most of the market and tech‐
nology perspectives are depicted in it as well. The term enterprise again also includes
public organizations.

4.1 Usability

While for Operating systems like Apples OS X and Microsofts Windows numerous
investigations about usability exist there is a lack of specially designed tools and methods
to detect flaws in enterprise systems usability and to point out which effort these usability
flaws have on quality and efficiency of the business processes modeled in the enterprise
system.

A recent study from Potsdam University stated that even with experienced users up
to 50 % of efficiency of the business processes is compromised by inadequate usability
[13]. Although there can be training against usability flaws the menacing influence on
process quality remains.

4.2 Adaptation

Adaptation is one of the most pressing issues concerning enterprise systems due to the
long life span of enterprise systems and the frequent changes in their environment,
manifesting in changes of products, customers, suppliers, markets, processes and organ‐
izational structures. These changes typically take place in a short time frame and often
due to pressure from the competition. Sometimes it is not easy or not fast enough to

Trends and Future Research in Enterprise Systems 277



adapt the enterprise system to these changes and additional systems or manual work-
arounds are developed and implemented that heavily influence quality and efficiency of
business processes [14].

In the context of IT systems adaptability means a change in the system to accom‐
modate a change in its environment. More specifically, adaptation of an IT system is
caused by change from an old environment to a new environment. It results in a new
state of the system that ideally meets the needs of its new environment. Adaptability
allows the system to recognize the need for changes and to respond itself with suited
alternatives [15].

4.3 Fit Between Enterprise System and Processes

The purpose of enterprise systems is to model business processes into a consistent set
of tasks and data to achieve a certain result that has a value for a customer. Therefore it
is important to observe the differences between implemented, intended and actually used
processes (Fig. 6).

There are different problems associated to business processes and enterprise systems
that can be illustrated using the processes depicted in Fig. 6. Originally, when imple‐
menting the enterprise system, the first process in Fig. 6 was intended to use: all tasks
are performed by functions of the enterprise system. Due to causes unknown to us the
actual performed process includes a manual task, omitting one function of the enterprise
system. This might occur after organizational changes that could not implemented into
the enterprise system due to lacking time, knowledge or adaptability of the system.
Additionally perhaps during the introduction of the enterprise system no process opti‐
mization took place. So the ideal process would look like the third depicted process.

Nowadays no method or tool is available to identify the fits nor to come up with
possible solutions to it.

Fig. 6. Different processes that can be found in enterprises
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5 Conclusion and Further Work

Purpose of this contribution was to identify and describe new research questions for the
enterprise systems research and practice community. These questions are at least:

• How can be determined which business models fit for which kind of product and
market?

• Is there any systematic way to help software vendors to improve their sales process?
• How can foreign vendors come to the understanding of local markets necessary to

be successful?
• What is necessary to cope successfully with master data, both from technical and

organizational perspectives?
• Which IS architectures are able to cope with flooding data from cyber-physical

systems?
• Which analytic methods, skills and organizational settings will help us to benefit of

the incredible amount of data from cyber-physical systems?
• How can be measured that better usability improves business process quality?
• How enterprise systems, also existing systems, can become more adaptive?
• How can the fit between intended, implemented and performed processes be gauged?

Let me add a tenth question that points directly to every IS researcher. This questions
asks, whether IS research in its current state will be helpful to answer the questions
mentioned above. That to answer will be the task of the near future.
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