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Introduction

Shape optimization has emerged from calculus of variations and from the theory of
mathematical optimization in topological vector spaces together with the field of
numerical methods for optimization and can be said to have established itself as one
of the most fruitful applications of mathematics to problems in science and engi-
neering. The particular mathematical challenge that distinguishes this field from
standard calculus of variations or mathematical optimization is the fact the
optimization variables are now represented by shapes or sets. One, thus, has to
topologize these sets in a way such that the convergence of sets is consistent with
the topological properties of the performance criterion and possibly side constraints.
Indeed, a typical shape optimization problem consists of a so-called cost function
depending on the shape of a body and state variables. The state variables are
governed by a partial differential equation, the state equation, and specific equality
or inequality constraints, depending also on the shape of the body. The problem
then is to choose a shape from the set of admissible shapes such that the cost
function is minimized over all admissible states and shapes.

While one branch of the field is concerned with set convergence, proper
topologies, and existence results for the optimization problems together with
optimality conditions, another branch investigates the sensitivity of the
above-mentioned quantities with respect to shape changes. Here shape differen-
tiability of first and second order comes into play and shape gradient descent as well
as shape Newton methods are investigated and numerically implemented.

A third development emerges into the direction of applications in science,
engineering, and industry, where the discretization plays a major role along with
modern tools in supercomputing.

The goal of the workshop on “Trends in shape optimization,” held in Erlangen in
the fall of 2013, was to bring together experts in these different areas of shape
optimization in order to provide a platform for intense mathematical discussions. It
was felt that in order to further develop and foster this field at the frontiers of
modern mathematics, an intensified interaction and exchange of methods and tools
would be indispensable.
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As a result, we brought together scientists from Canada, France, Germany, Italy,
Poland, and USA focusing on general minimization problems, spectral problems,
Cheeger problems, metric spaces of shapes and geometries, phase field approaches
and crack propagation control for shape and topology problems, approximate shape
gradients for interface problems, Lagrange–Newton methods for PDE-constrained
problems, electromagnetic applications, nonlinear problems and regularity results
for the half-Laplacian, and many other topics not covered in this volume.

Most speakers of the workshop provided survey articles, research articles. as
well as notes on works in progress. The present volume very much reflects the
atmosphere of the workshop, where purely theoretical results and novel approaches
interfered with more application-oriented developments and industrial applications.

The editors sincerely hope that this book on shape optimization will have an
impact on this exciting field of mathematics.

We are grateful to Lukas Pflug for his administrative support during the process
of editing this volume.

Erlangen Prof. Aldo Pratelli
July 2015 Prof. Günter Leugering
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On the Minimization of Area Among
Chord-Convex Sets

Beatrice Acciaio and Aldo Pratelli

Abstract In this paper we study the problem of minimizing the area for the chord-
convex sets of given size, that is, the sets forwhich eachbisecting chord is a segment of
length at least 2. This problem has been already studied and solved in the framework
of convex sets, though nothing has been said in the non-convex case. We introduce
here the relevant concepts and show some first properties.

Keywords Area-minimizing sets · Chord convex

1 Introduction and Setting of the Problem

Consider the convex planar sets with the property that all the bisecting chords (i.e.,
the segments dividing the set in two parts of equal area) have length at least 2. A very
simple question is which set in this class minimizes the area. Surprisingly enough,
the answer is not the unit disk, as one would immediately guess, but the so-called
“Auerbach triangle”, shown in Fig. 1 left.

The story of this problem is quite old: already in the 1920s Zindler posed the
question whether the disk is the unique planar convex set having all the bisecting
chords of the same length (see [4]), while few years later Ulam asked if there are
other planar convex sets, besides the disk, which have the floating property, that can
be described as follows. Assume that the set has density 1/2 and it is immersed in
the water (hence, half of the set remains immersed while the other half stays out of
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2 B. Acciaio and A. Pratelli

Fig. 1 The “Auerbach triangle” and the “Zindler flower”

the water): the set is said to have the “Ulam floating property” if the floating position
is of equilibrium, and if this remains true after an arbitrary rotation of the set. For
instance, of course the disk has the Ulam floating property, while any other ellipsis
does not: indeed, only two floating positions of the cylinder are of equilibrium (those
for which the water is parallel to one of the two symmetry axes of the ellipsis), while
all the other positions are not of equilibrium. In the 1930s, Auerbach showed that the
two problems above are equivalent (see [1]), and that there is a whole class of sets
having these two properties (we call such sets “Zindler sets”). In his paper, Auerbach
considered also the question of which Zindler set minimizes the area, among those
for which the length of every bisecting chord is the same, say 2: he was able to show
that the answer is not the disk, and he conjectured the solution to be a “triangle”
-named after him the Auerbach triangle—whose area is ≈3.11, thus just about 1%
less than that of the unit disk.

In the last years the problem addressed above was finally solved in [2, 3]. In
particular, Fusco and the second author proved in [3] the Auerbach conjecture, that
is, the Auerbach triangle minimizes the area among the Zindler sets. Then, Esposito,
Ferone, Kawohl, Nitsch and Trombetti in [2] proved that the convex set with minimal
area (among those with all the bisecting chords of length at least 2) must be a Zindler
set, and thus it is the Auerbach triangle.

Up to now, nothing has been said in the non-convex case, and the aim of this paper
is to start working on this more general problem. We can immediately notice that the
Auerbach triangle is no longer the solution if we allow other sets to be considered: for
instance, consider the “Zindler flower”, shown in Fig. 1 right. As it appears evident
from the figure, the boundary of this set is contained in the union of three equal arcs
of circle, each of which covers an angle of 120◦. It can be easily calculated that the
area of this set is ≈2.54, then much smaller than both the area of the unit disk, and
that of the Auerbach triangle.

In this paper, we consider the class of the “chord-convex sets”, see Definition 2.1:
roughly speaking, these sets are not necessarily convex, but have the property that all
the bisecting chords are actually segments.Wewill be able to prove some preliminary
interesting properties of these sets, and also to give some counterexamples.
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2 Definitions and Results

In this section we introduce all the relevant concepts and we prove our results. It
would be impossible to first give all the definitions and then present and prove the
results, because most of the definitions would not make sense if some properties have
not been preliminarily proved, hence we have to give them in parallel. This is done
in three parts: the uniqueness of the bisecting chords, the properties of the extremes
of the bisecting chords and of the intersections between chords, and the Zindler sets.
First of all, we introduce the class of sets that we will consider.

Definition 2.1 Let E ⊆ R
2 be an open set of finite measure with the property that

E = Int E . A line r is called a bisecting line if the intersection of E with each of
the two half-spaces in which R

2 is subdivided by r has area exactly |E |/2. The set
E is called chord-convex if the intersection of E with each bisecting line is a closed
segment, which will be called bisecting chord. The size of a chord-convex set is the
minimal length of a bisecting chord.

Themain problem that onewants to consider is theminimization of the area among
the chord-convex sets of size at least 2 (or, equivalently, of size 2). For instance, the
unit disk of area π belongs to this class, as well as the Auerbach triangle, which has
area ≈3.11, and as the Zindler flower, which has area ≈2.54: the first two sets are
also convex, while the third is only chord-convex.

2.1 Uniqueness of the Bisecting Chord of Given Direction

The first property that we want to investigate is the uniqueness of the bisecting chord
of a given direction, to which we will devote the present section. Indeed, it is obvious
by continuity that for every direction there is some bisecting chord of that direction,
but the uniqueness is not clear, since it is not obvious that a chord-convex set is
connected. Actually, as we will see in Theorem 2.6 and Example 2.1, the closure of
a chord-convex set is always connected (and even simply connected), but a chord-
convex set needs not be connected. However, the uniqueness of the bisecting chord
of any given direction is ensured by Theorem 2.6. Before proving that, we need a
couple of technical results and of definitions. Throughout this section, E will always
denote a chord-convex set.

Definition 2.2 Let x, y ∈ E . We say that x and y are connected if there is a path in
E connecting x and y. If b is a bisecting chord, we say that x and b are connected if
there is some y ∈ b such that x and y are connected. Notice that, by definition, if x
and b are connected then x is connected to every point y ∈ b.

Lemma 2.3 Let E be a chord-convex set, b be a bisecting chord of direction θ̄ ∈ S
1,

and let x ∈ E ∩ b. Then there exists ε > 0 such that for all θ ∈ (θ̄ − ε, θ̄ + ε) there
is a unique bisecting chord b(θ) of direction θ, and this chord is connected to x.
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Fig. 2 The situation in
Lemma 2.3

r

x

x+

x−

r−

r+

Proof Let r be the bisecting line containing b. Since E is open and x ∈ E , we can
take a square centered in x , with two sides parallel to r , entirely contained in E . Let
now x± be two points in the interior of the square, contained in the two opposite
halfspaces defined by the bisecting line r containing the chord b, and let also r± be the
two lines parallel to r passing through x±. The situation is depicted in Fig. 2. Let us
now define Hr the halfspace “below” the line r , that is, the one containing r−. In the
same way, we call Hγ the halfspace “below” γ: this makes sense for every line γ with
a direction close to that of r . Since r is a bisecting line, we have |E ∩ Hr | = 1/2,
thus |E ∩ Hr−| < 1/2 < |E ∩ Hr+| because the square is entirely contained in
E . By continuity, there is ε > 0 such that |E ∩ Hr−(θ)| < 1/2 < |E ∩ Hr+(θ)|
for all θ ∈ (θ̄ − ε, θ̄ + ε), where r+(θ) and r−(θ) are the lines of direction θ
passing through x+ and x− respectively. Again by continuity and using the fact
that the square is contained in E , we deduce that there is a unique bisecting line
of direction θ, which lies between r+(θ) and r−(θ), and thus intersects the square.
Since E is chord-convex, we also deduce the existence and uniqueness of a bisecting
chord b(θ). Since this chord intersects the square, we derive the fact that b(θ) is
connected to x . �

Lemma 2.4 Let r, s be two different bisecting lines of a chord-convex set E, let T
be one of the four corresponding open regions, and let x ∈ T ∩ E. Then, there exists
a bisecting line passing through x, whose direction belongs to the open interval in
S
1 corresponding to T .

Proof Let us call, as in Fig. 3, rx and sx the two lines passing through x and parallel
to r and s respectively, and let us denote, as in the proof of Lemma 2.3, by Hγ the
half-space “below” γ for any line γ having direction between those of r and of s.
Then, by construction |E ∩ Hrx | ≤ |E ∩ Hr | = 1/2, since x ∈ T and r is a bisecting
line. Moreover, since x belongs to E , then in fact it must be |E ∩ Hrx | < 1/2, and
in the very same way |E ∩ Hsx | > 1/2. By continuity, there is clearly a line passing
through x , with direction in the open interval of S1 corresponding to T , and which
is bisecting. �
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Fig. 3 The situation in
Lemma 2.4

T

s

r

sx

rx

x

Definition 2.5 We say that the sequence of lines {rn}n∈N converges to the line r if
the directions of rn converge in S1 to the direction of r , and for any ball B big enough
the segments rn ∩ B converge in the Hausdorff sense to the segment r ∩ B.

We are finally in the position to prove the main result of this section.

Theorem 2.6 Let E be a chord-convex set. Then E is connected and simply con-
nected, and there is a unique bisecting chord for every direction in S

1.

Proof We will divide the proof of this result in four steps, for the sake of simplicity.

Step I .Every sequence of bisecting lines converges to a bisecting line up to a subse-
quence.

Let {rn} be a sequence of bisecting lines: first of all, up to a subsequence we can
assume that the directions of the lines rn converge to some θ ∈ S

1. Then, we will
obtain the existence of a line r such that the sequence {rn} converges to r (up to
a subsequence, of course) as soon as we show the existence of a ball B which has
non-empty intersection with all the lines rn . Let then B be a ball centered at the
origin and with the property that |E ∩ B| > |E |/2, which clearly exists since this is
true if the radius of the ball is big enough. We have that B ∩ rn �= ∅, which follows
immediately from the fact that rn is a bisecting line and thus, as pointed out above,
we derive the existence of a line r such that a suitable subsequence of {rn} converges
to r . To conclude this step, we only have to show that r is a bisecting line, but this is
in turn obvious by continuity and since so are all the lines rn .

Step II . If r and s are two bisecting lines such that there exists x ∈ E ∩ r\s, then
for each of the four open regions Ti , 1 ≤ i ≤ 4 determined by r and s one has
|Ti ∩ E | > 0.

Let us assume, without loss of generality, that x belongs to the closures of T1 and
T2, and that T3 and T4 are the regions opposite to T1 and T2 respectively. Then we
have by construction that |E ∩ T1| = |E ∩ T3|, and in turn |E ∩ T1| > 0 because x
belongs to the open set E . The same argument shows also |E ∩ T2| = |E ∩ T4| > 0,
hence the step is completed.

Step III .The set E is connected and there is a unique bisecting chord for each direc-
tion.
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Take a generic point x ∈ E , and let r be a bisecting line passing through x .
Without loss of generality, let us assume that the line r is horizontal. Define now

θ̄ := max { ν ∈ [0,π] : ∀ 0 ≤ θ < ν, ∃! bisecting chord b(θ)

of direction θ, and b(θ) is connected to x } .

Of course, if we show that θ̄ = π then we have proved at once the uniqueness of the
bisecting chords for any direction, and the connectedness of E (since any two points
of E are connected to x , and then they are connected among themselves).

Let us then assume by contradiction that θ̄ < π, and notice that Lemma2.3 ensures
that θ̄ > 0. Pick now a bisecting line s of direction θ̄—we still do not know whether
this bisecting line is unique, or connected to x , but the existence is obvious. The point
x cannot belong to s, because otherwise Lemma 2.3 would give a contradiction to
the maximality of θ̄. Let us call T the region (shaded in Fig. 4) determined by r and
s corresponding to the angles between 0 and θ̄ and not containing x in its closure.
By Step II we have |T ∩ E | > 0, so in particular there is some point y ∈ T ∩ E .
Applying Lemma 2.4 to this point y and the region T , we find a bisecting line passing
through y and with direction θ̂ ∈ (0, θ̄). By definition of θ̄, we know that this line
is the unique bisecting line with direction θ̂, and that its intersection b(θ̂) with E is
connected to x . Thus, there is some path γ ⊆ E starting from y and ending at x , and
this path must clearly intersect s.

As in Fig. 4, let us call s± two lines parallel to s, lying on the opposite hyperplanes
defined by s. We can choose the lines very close to s, so in particular neither y nor
x is between them, and hence γ must cross both s±. Recalling that γ is contained in
E , and calling again Hs± the half-space “below” s±, we deduce

∣
∣E ∩ Hs−

∣
∣ <

∣
∣E ∩ Hs

∣
∣ = 1

2
<

∣
∣E ∩ Hs+

∣
∣.

Fig. 4 The situation in
Step III: the region T is
shaded

s+

s−

s

y

r

T

γ

x
b(θ̂)
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Arguing exactly as in Lemma 2.3, we obtain then the existence and uniqueness of
a bisecting line of direction θ for any θ ∈ (θ̄ − ε, θ̄ + ε), and the corresponding
bisecting chord b(θ) must be connected to x , since it intersects the path γ. Since this
is in contrast with the definition of θ̄, we have obtained θ̄ = π which—as noticed
above—concludes this step.

Step IV .The set E is simply connected.
To conclude the proof of the theorem, we only need to check that the set E is

simply connected. If this were not true, there would exist a closed curve γ ⊆ E
enclosing some small ball B ⊆ R

2\E . Pick any point x ∈ B, and take any bisecting
line r passing through x : by construction, each of the two halflines contained in r
and having x as endpoint intersects γ, thus E . Since this implies that r ∩ E is not a
segment, the contradiction comes from the fact that E is chord-convex. �

We can immediately observe two simple consequences of the above theorem.

Corollary 2.7 The claim of Lemma 2.4 is valid for any x ∈ T , not only for the points
x ∈ T ∩ E.

Proof Let us call, as in the proof of Lemma 2.4, Hr , Hs , Hrx and Hsx the four half-
spaces determined by the lines r and s, and by the lines rx and sx parallel to r and s
and passing through x .

Again, we know that |E ∩ Hrx | ≤ |E ∩ Hr | = 1/2 since Hrx ⊆ Hr . There
are now two possibilities: either |E ∩ Hrx | = 1/2, or |E ∩ Hrx | < 1/2. The first
case can be excluded because otherwise r and rx would be two different parallel
bisecting lines, which is impossible by Theorem 2.6; then, |E ∩ Hrx | < 1/2, and in
the very same way |E ∩ Hsx | > 1/2. The conclusion now follows exactly as in
Lemma 2.4. �

Corollary 2.8 In any chord-convex set E, every two bisecting chords intersect.

Proof Suppose that there exist two bisecting lines, r and s, such that the correspond-
ing bisecting chords b(r) and b(s) do not intersect. As in Fig. 5, let us then call T
and T̃ two of the regions in which r and s divide the plane, so that b(r) and b(s)
belong to the closure of T̃ , and T is opposite to T̃ . Since both r and s are bisecting
lines, we have |T ∩ E | = |T̃ ∩ E |.

Fig. 5 Situation in
Corollary 2.8

C(r)

sr

T

C(s)
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Fig. 6 Example 2.1: the set
E is shaded

11

α
1− α

1− α
α

DA

C B

P

QR

S

Now, if |T ∩ E | > 0 then there is some x ∈ T ∩ E , but this is impossible because
this x would not be connected with the two chords: indeed, a curve connecting x
with b(r) should somewhere exit from the region T , and this would happen at some
point in r\b(r), or in s\b(s), in contradiction with the definition of bisecting chords.
On the other hand, if |T ∩ E | = 0, then also |T̃ ∩ E | = 0, and we would run into
the same contradiction, because then the two chords b(r) and b(s) would not be
connected with each other. �

In the above Theorem 2.6, to get the simple connectedness it was necessary to
consider the closure E of E . In fact, there exist chord-convex sets which are not
simply connected (but their closure is of course simply connected, by Theorem 2.6).
An example is shown below.

Example Here we provide an example of a chord-convex set which is not simply
connected. As in Fig. 6, let AD be a segment, and let the points C and B divide it in
three equal parts. Then, let P and Q be two points on the circle centered at C and
passing through A and B, such that the segment P Q passes through C . Analogously,
let R and S be two points on the circle centered at B passing throughC and D, so that
the segment RS passes through B. Let finally E be the bounded set whose boundary
is the union of the segments AC , B D, PC and BS, the arcs of circle ˜AP , ˜B Q, ˜C R
and ˆSD, and some convex curve connecting R and Q as in the Figure. Of course, a
suitable choice of this curve and the other parameters allows us to consider that the
different parts of E have size either 1, orα, or 1−α for some 0 < α < 1, as indicated
in Fig. 6. As a consequence, it is easy to see that this set E is chord-convex, but it is
not connected (as already said, of course E is connected, according to Theorem 2.6).

2.2 Properties of the Extreme Points and of the Intersections
Between Chords

Thanks to Theorem 2.6, we have the uniqueness of the bisecting chord for any
direction. This allows us to give the following definition.

Definition 2.9 Let E be a chord-convex set. For any θ ∈ S
1, we denote by r(θ) the

unique bisecting line of E with direction θ, and by L(θ), M(θ) and R(θ) the left
extreme, the center and the right extreme, respectively, of the corresponding bisecting
chord, that we denote by b(θ). As a consequence, b(θ) = r(θ) ∩ E = [L(θ), R(θ)].



On the Minimization of Area Among Chord-Convex Sets 9

Even though the functions L , M, R take value inR2, throughout the paper we use
the following abuse of notation: when a direction θ is specified and the points under
consideration all belong to r(θ), then the line r(θ) is identified with R, taken with
direction θ.

Notice that of course

M(θ + π) = M(θ), L(θ + π) = R(θ), R(θ + π) = L(θ).

Moreover, for any θ ∈ S
1, we will call πθ the projection on the bisecting line r(θ),

and define

L+(θ) := lim
α→θ

πθ(L(α)), R−(θ) := lim
α→θ

πθ(R(α)),

where the limits make sense in view of the argument after Definition 2.9. Then, by
definition,

L(θ) = lim
α→θ

πθ(L(α)), R(θ) = lim
α→θ

πθ(R(α)).

Proposition 2.10 Let E be a chord-convex set of size 2. Then, for every θ ∈ S
1,

L(θ)R−(θ) ≥ 2, L+(θ)R(θ) ≥ 2.

Proof By symmetry, it is enough to show the first inequality. Let us also assume for
simplicity of notation that θ = 0, and assume that L(0)R−(0) < 2. By definition of
R−, we can find directions ξ arbitrarily close to 0 with π0(R(ξ)) ≤ R−(0) + ε; on
the other hand, if ξ is close enough to 0, then π0(L(ξ)) ≥ L(0) − ε. Let then ξ � 1
be a direction for which both the inequalities hold: one has then

L(ξ)R(ξ) = π0(R(ξ)) − π0(L(ξ))

cos ξ
≤ L(0)R−(0) + 2ε

cos ξ
< 2,

where the last inequality is true as soon as both ε and |ξ| are small enough. This is
in contradiction with the fact that the size of E is 2, and this concludes the thesis.�

Let us now prove that the intersection between any two bisecting chords is always
in the “internal part” of both chords, that is, between L+ and R−.

Lemma 2.11 Let E be a chord-convex set. Then, for any θ �= ξ ∈ S
1, one has

b(θ) ∩ b(ξ) ∈ [L+(θ), R−(θ)].

Proof Let us assume for simplicity that θ = 0, and assume also that the claim is
false. Hence, there exists some ξ �= 0 such that b(0) ∩ b(ξ) ∈ [L(0), L+(0)). By
definition of L+, we can find an arbitrarily small αwith L(α) very close to L+(0), in
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Fig. 7 The situation in
Lemma 2.12

x

y

L+ b2

b1

L

particular π0(L(α)) > b(0) ∩ b(ξ). Since we can choose such a direction satisfying
|α| < |ξ|, we obtain that the bisecting chords b(α) and b(ξ) do not intersect, which
is absurd by Corollary 2.8. �

We can now deduce that the segments [L , L+] belong to the boundary of E .

Lemma 2.12 For any θ ∈ S
1, we have b(θ) ∩ E ⊆ (L+(θ), R−(θ)), which in

particular implies that the interval [L(θ), L+(θ)] belongs to ∂E.

Proof As usual, let us take θ = 0 andwrite L = L(0) and L+ = L+(0) for simplicity
of notations. By definition, it is clear that L ∈ ∂E , hence there is nothing to prove if
L = L+; moreover, since ∂E is closed, it is enough to exclude the presence of some
point of E in the open interval (L , L+). Suppose then that such a point exists, thus
there exists some small ball contained in E and centered at a point in (L , L+) ∩ E ,
as in Fig. 7. Any point of this ball is of course contained in some bisecting chord; if
we take points arbitrarily close to the center, we get that the corresponding bisecting
chords becomevery close to be horizontal: otherwise,wewouldfind a bisecting chord
b(ξ) for some ξ �= 0 which intersects b(0) in the center of the ball, in contradiction
to Lemma 2.11.

Let us then take two points of the ball, x and y, respectively above and below
b(0), and consider two bisecting chords b1 and b2 passing through x and y, which
have a negative and a positive direction, respectively, since they must intersect b(0).
Again by Lemma 2.11, we know that both these chords intersect b(0) at some point
in [L+, R−]; since E is simply connected by Theorem 2.6, we obtain that E contains
the open region R shaded in Fig. 7, which is the union of the ball and the triangle
with extremes x , y and the intersection between b1 and b2. Since L+ is the limit
of left extremes, it belongs to ∂E . Thus, at least one of the two chords b1 and b2
must pass through L+, for instance the figure depicts a situation where L+ ∈ b1 but
L+ /∈ b2.

Let us use again the fact that L+ is the limit of points L(θi ) for a suitable sequence
θi → 0. Take some θi such that |θi | is smaller than both the directions of b1 and of b2,
and consider the point L(θi ): it cannot belong toR, because it belongs to ∂E while
R ⊆ E . On the other hand, if it does not belong to ∂R then the chord b(θi ) cannot
intersect both b1 and b2, which is absurd: we deduce that L(θi ) belongs to one of the
two segments x L+ and yL+ (in particular, one which is part of b1 or b2). However,
this also leads to a contradiction, because since |θi | � 1 then the bisecting line r(θi )
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would enter inside R before the left extreme L(θi ), which is in contradiction with
the definition of bisecting chord. We have thus concluded the proof. �

It is now useful to introduce some further concept.

Definition 2.13 A point x ∈ [L(θ), R(θ)] is said to be above E (resp. below E) if
there is a ball B(x, ρ) of center x and radius ρ such that B(x, ρ) ∩ Hr(θ) ⊆ E (resp.
B(x, ρ) ∩ H c

r(θ) ⊆ E). An interval I ⊆ [L(θ), R(θ)] is said to be above E (resp.
below E) if is made of points which are all above E (resp. below E).

Lemma 2.14 Let E be a chord-convex set and assume that for some θ ∈ S
1 there

exists a point z ∈ [L(θ), L+(θ))which is below E. Then the whole segment (z, L+(θ))
is below E, and there is no point in [L(θ), L+(θ)) which is above E.

Proof The proof follows with the very same argument as in Lemma 2.12. Indeed,
assume as usual that θ = 0 and take a point z ∈ [L(0), L+(0)) below E : by definition,
this means that there is a small ball centered at z whose upper half ball belongs to
E . As in the proof of Lemma 2.12, we can take some point x in this ball very close
to z, so that a bisecting chord passing through x must have a negative slope close
to 0 and cross b(0) in a point which belongs to [L+(0), R−(0)]. As a consequence,
the simple connectedness of E given by Theorem 2.6 ensures that the whole open
triangle xzL+(0) is contained in E , and this implies that every point of the segment
(z, L+(0)) is below E , which concludes the first part of the proof.

The second part easily follows: if some point in [L(0), L+(0)) were above E , by
the first part there would be points in [L(0), L+(0))which are at the same time above
and below E , hence inside E . And in turn, this gives a contradiction to Lemma 2.12,
because the whole segment [L(0), L+(0)] must be in ∂E . �

We can now characterize the intersection b(ξ) ∩ E for any angle ξ. Let us be
more precise: fix for simplicity ξ = 0, and write again L , L+, R− and R in place of
L(0), L+(0), R−(0) and R(0). Define then, for any θ �= 0, P(θ) as the intersection
between b(0) and b(θ); moreover, define the following points in [L+, R−]:

Q+
l := lim

θ↗0
P(θ), Q−

l := lim
θ↗0

P(θ), Q+
r := lim

θ↘0
P(θ), Q−

r := lim
θ↘0

P(θ).

Arguing exactly as in Lemmas 2.12 and 2.14, we can prove that

(L+, Q+
l ) and (Q−

r , R−) are belowE,

while (L+, Q+
r ) and (Q−

l , R−) are above E .
(2.1)

Indeed, for any ε > 0 we can find some 0 < −θ � 1 such that π0(L(θ)) < L+ + ε
and π0(P(θ)) > Q+

l − ε. Since the function β(θ) = π−1
0 (L+ + ε) ∩ b(θ) is well

defined and continuous near 0, we deduce that the vertical segment connecting L++ε
to β(θ) is entirely contained in E , thus again Theorem 2.6 ensures that the triangle
of vertices L+ + ε, β(θ) and P(θ) is inside E , and in turn this implies that all the
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points of (L+ + ε, Q+
l − ε) are below E . Now, by letting ε → 0, we get that the

interval (L+, Q+
l ) is below E . The very same argument shows also the claims about

the other three intervals, so (2.1) is established. As a consequence, if we set

Q+ = min{Q+
l , Q+

r }, Q− = max{Q−
l , Q−

r },

we know that E contains the open intervals (L+, Q+) and (Q−, R−). There are now
two possible cases: if Q+ > Q−, then the whole interval (L+, Q−) is inside E .
Instead, if Q+ ≤ Q−, then we only know that E contains (L+, Q+) and (Q−, R−);
the points in (Q+, Q−) are then all above E but not necessarily below E (if Q−

l ≤
Q+

l = Q+ < Q− = Q−
r ≤ Q+

r ), or all below E but not necessarily above E (if
Q−

r ≤ Q+
r = Q+ < Q− = Q−

l ≤ Q+
l ). All these observations become particularly

useful in a specific case, namely, if the functions L and R are continuous at θ = 0:
indeed, in this case obviously L = L+ and R = R−, and it easily follows that the four
points Q±

r, l coincide all with the middle point of b(0) (this follows from Lemma 2.16
below). We can then summarize what we found in the following result.

Lemma 2.15 Let E be a chord-convex set such that the functions L and R are
continuous. Then, the interior of any bisecting chord b(θ) is contained inside E,
except possibly the middle point M(θ).

Let us now show what we just mentioned, that is, the intersection between bisect-
ing chords converges to their middle point when L and R are continuous.

Lemma 2.16 Let E be a chord-convex set such that L and R are continuous. Then,
for any θ ∈ S

1, the point b(θ) ∩ b(ξ) converges to M(θ) when ξ → θ.

Proof Let us call � the length of the chord b(θ). For any ξ ∈ S
1, since both b(θ)

and b(ξ) are bisecting chords, we know that |T ∩ E | = |T ′ ∩ E |, where T and T ′
are two opposite regions in which R

2 is divided by the two lines r(θ) and r(ξ). In
particular, let ξ = θ + η be very close to θ, and let T and T ′ be the two opposite
“small” regions, that is, those corresponding to the small corner η � 1. Since L
and R are continuous, we know that the extremes of any bisecting chord of direction
between θ and ξ are at most a distance ε apart from those of b(θ); as a consequence,
if the point b(θ) ∩ b(ξ) is at distances d and � − d from the extremes of b(θ), we
have

(d − ε)2

2
|η| ≤ |T ∩ E | ≤ (d + ε)2

2
|η|,

(� − d − ε)2

2
|η| ≤ |T ′ ∩ E | ≤ (� − d + ε)2

2
|η|,

and it follows that d converges to �/2 when η → 0, that is the thesis. �

Weconclude this sectionwith an important result,which states that the intersection
point between any two bisecting chords cannot be an extreme point for both of them.
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R
η

L

T ′

T

R−

Fig. 8 The situation in Theorem 2.17

Theorem 2.17 Let E be a chord-convex set. Then, two bisecting chords cannot
intersect at a point which is an extreme point for both of them.

Proof Let us suppose that the claim is false. In particular, we can assume that L :=
L(0) = L(θ) for some 0 < θ < π (if for such a θ one has L(0) = R(θ) then a very
similar argument would work).

Then we observe that, for every 0 < ξ < θ, the bisecting chord b(ξ) must pass
through L , since it must cross both b(0) and b(θ). By definition of R−, we can now
take some 0 < ξ̄ < θ such that π0(R(ξ)) > R− − ε for every 0 < ξ < ξ̄. As a
consequence, for every 0 < ξ < ξ̄ we have that

L R(ξ) ≥ Lπ0(R(ξ)) > R− − L − ε > 2 − ε,

where the last inequality follows by Proposition 2.10, assuming without loss of
generality that the size of E is 2. For brevity, we set η := R− − L − ε > 0. Let
us now fix any two directions 0 < ξ1 < ξ2 < ξ̄, and call T and T ′ the two regions
determined by the bisecting lines r(ξ1) and r(ξ2), as in Fig. 8. By construction we
have

|E ∩ T | = |E ∩ T ′| ≥ η2(ξ2 − ξ1)

2
,

and this implies that there is some point x ∈ E ∩ T with π0(x) < L − η. By
construction, a bisecting chord passing through x must have direction between 0 and
θ; but then, it must pass through L , and so its direction is actually between ξ1 and
ξ2. Summarizing, for any choice of 0 < ξ1 < ξ2 < θ we have found a direction
ξ ∈ (ξ1, ξ2) such that π0(L(ξ)) ≤ L − η. If we now let both ξ1 and ξ2 go to 0, so
does also ξ, and this implies that

L = lim
ξ→0

π0(L(ξ)) ≤ L − η,

which is absurd. This concludes the proof. �
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Notice that the above theorem does not state that the intersection point of two
bisecting chords is always in the interior of both of them, but only that it cannot be
an extreme for both of them. For instance, in the case of the Zindler flower of Fig. 1,
the left extreme L(π/2) is the intersection point of b(π/2) with b(0): in particular,
this point is the left extreme of a bisecting chord, and the middle point of the other
one. We can immediately observe that this is always the case, at least when L and R
are continuous functions.

Corollary 2.18 Let E be a chord-convex set such that L and R are continuous.
Then, if the intersection of two bisecting chords is an extreme point of one of them,
it must be the middle point of the other one.

Proof This immediately follows from Theorem 2.17 and Lemma 2.15. Indeed, as-
sume that x := b(θ)∩ b(ξ) coincides with L(θ) for some θ �= ξ ∈ S

1. Theorem 2.17
ensures that x is neither L(ξ) nor R(ξ), hence x ∈ (L(ξ), R(ξ)). On the other hand,
x ∈ ∂E , and the only point of the interval (L(ξ), R(ξ)) which can be in ∂E is the
middle point, according to Lemma 2.15. �

2.3 Zindler Sets and Their Properties

In this last section we define the Zindler sets and we prove their main properties.

Definition 2.19 Let E be a chord-convex set. We say that E is a Zindler set if all
the bisecting chords have the same length.

As we said in the Introduction, the Zindler sets play an important role in the
problemofminimizing the area among the convex set of given size: roughly speaking,
it is very easy to guess (but hard to show!) that a minimizer of the area must be a
Zindler set. In fact, the proof of the minimality of the Auerbach triangle was done
in two steps, by different authors: it was first proved that the Auerbach triangle
minimizes the area among the (convex) Zindler sets [3], and then that a minimizer
among the convex sets (which trivially exists by compactness) must be Zindler [2].

The general situation of the chord-convex sets that we are considering now seems
evenmore complicated, though there are common points. First of all, it is not obvious
whether a minimizer of the area among the chord-convex sets exists, since the class
of the chord-convex sets is not compact, while so are the convex sets. Moreover, it
is again extremely reasonable to guess that, if a minimizer exists, then it must be a
Zindler set: we are not able to show this result in full generality, but we can prove a
particular case in Theorem 2.23.

We can immediately observe that, for a Zindler set, the functions L and R are
automatically continuous, hence in particular Lemma 2.15 andCorollary 2.18 always
apply for a Zindler set.

Lemma 2.20 Let E be a Zindler set. Then, the functions L and R are continuous.
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Proof This readily follows from Proposition 2.10. Indeed, assuming without loss
of generality that the size of E is 2, for any θ ∈ S

1 we know on one side that
L(θ)R(θ) = 2 because E is a Zindler set, and on the other hand that L(θ)R−(θ) ≥ 2
by Proposition 2.10. It follows that R−(θ) = R(θ), and similarly that L+(θ) = L(θ).
By definition of L+ and R−, the continuity of L and R trivially follows. �

Now, thanks to Corollary 2.18, for a Zindler set we have that the intersection
between two bisecting chords has two possibilities: either it is an internal point of
both chords, or it is at the same time an extreme point of one of them and the middle
point of the other one. Of course the second case is more peculiar, and we will call
“edge angle” any of the two directions. More precisely, it is useful to give the next
definition.

Definition 2.21 For any chord-convex set E , the sets L, R, ML and MR are
defined as

L := { θ ∈ S
1 : ∃ η ∈ [θ − π/2, θ + π/2] such that L(θ) = M(η) } ,

R := { θ ∈ S
1 : ∃ η ∈ [θ − π/2, θ + π/2] such that R(θ) = M(η) } ,

ML := { θ ∈ S
1 : ∃ η ∈ [θ − π/2, θ + π/2] such that M(θ) = L(η) } ,

MR := { θ ∈ S
1 : ∃ η ∈ [θ − π/2, θ + π/2] such that M(θ) = R(η) }.

If θ belongs to any of the above sets, we call it an edge angle.

We can immediately notice a technical property of the intervals which are con-
tained in one of the above sets. We state it for ML, but of course the analogous
results for the other sets are also valid.

Lemma 2.22 Let E be a chord-convex set such that L and R are continuous, assume
that I ⊆ ML for some interval I ⊆ S

1, and define ψ : I → S
1 the function such

that M(θ) = L(ψ(θ)) for any θ ∈ I . Then, the function ψ is decreasing.

Proof First of all, observe that the functionψ is well-defined, since by Theorem 2.17
it is not possible that two different directions have the same left extreme. Let us
assume without loss of generality that I = [0, θ̄) and 0 < ψ(0) < π.

We claim that for any θ ∈ (0, θ̄) themiddle point M(θ) is below r(0): indeed, since
the functionψ is clearly continuous, then 0 < ψ(θ) < π, and then if M(θ) = L(ψ(θ))
is above r(0) the two bisecting chords b(0) and b(ψ(θ)) do not intersect, which is
absurd by Corollary 2.8. Analogously, since b(θ) must intersect b(ψ(0)), then by
construction b(θ) ∩ b(ψ(0)) ∈ (M(θ), R(θ)). Finally, since M(θ) = L(ψ(θ)) and
b(ψ(θ)) must intersect b(ψ(0)), then 0 < ψ(θ) < ψ(0) holds. The monotonicity of
the function ψ then follows. �

As we said above, it is reasonable to expect that the intersection of two bisecting
chords is usually an internal point for both of them, and that the edge angles are quite
rare: for instance, the Zindler flower of Fig. 1 has six edge angles (corresponding to
three “bad” pairs of chords), and a simple modification—namely, a flower with n
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petals instead of 3—gives an example with 2n edge angles. In particular, if the edge
angles are finite or countably many, we can show that a minimizer of the area—if it
exists—must be a Zindler set. It is actually enough something even weaker, namely,
that the edge angles do not fill any open interval.

Theorem 2.23 Assume that E minimizes the area among the chord-convex sets of
size 2. Assume in addition that L and R are continuous, and that the directions which
are not edge angles are dense (for instance, this is true if the edge angles have zero
length in S

1). Then, E is a Zindler set.

Proof Let us assume that E is not a Zindler set: then, there must be a direction such
that the corresponding bisecting chord has length strictly more than 2. Actually, the
same remains true for all the directions in a small neighborhood, because L and R are
continuous, and so is then also the length of the bisecting chords. Since the non-edge
angles are dense, we can then assume the existence of a direction (say 0) which is a
non-edge angle and for which the bisecting chord has length 2� > 2+ 6a, for some
strictly positive a.

Let us now apply Lemma 2.16 to get the continuity of the function τ : S1 ×S
1 →

R
2 defined as τ (θ, ξ) = b(θ) ∩ b(ξ) for θ �= ξ, and τ (θ, θ) = M(θ). Since 0 is not

an edge angle, L(0) and R(0) do not belong to the image of τ , hence we can assume,
possibly taking a smaller a, that

τ (θ, ξ) /∈ B
(

L(0), 6a
) ∪ B

(

R(0), 6a
) ∀ θ, ξ ∈ S

1. (2.2)

By the continuity of L and R, there exists θ̄ > 0 such that

max
{

L(θ)L(0), R(θ)R(0)
}

< a ∀ θ ∈ (−θ̄, θ̄). (2.3)

Let us now call x = τ (−θ̄, θ̄): again by Lemma 2.16, up to taking a smaller θ̄, we
also have

x M(0) < a. (2.4)

Let us now consider the four regions in which R
2 is subdivided by the bisecting

lines r(θ̄) and r(−θ̄), and call T and T ′ the two small ones, corresponding to the
directions between −θ̄ and θ̄: as usual, we know that |T ∩ E | = |T ′ ∩ E |. Putting
together (2.3) and (2.4), we have that for any θ ∈ (−θ̄, θ̄) both the points L(θ) and
R(θ) have distance at least �−2a from x . Thus, recalling that E is simply connected
by Theorem 2.6,

B(x, � − 2a) ∩ (

T ∪ T ′) ⊆ E . (2.5)

We now define the competitor set

Ẽ := (

E\(T ∪ T ′)
) ∪ (

B(x, � − 3a) ∩ (T ∪ T ′)
)

.
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By (2.5) we know that Ẽ is strictly contained in E , so it has a strictly smaller volume:
we will conclude the proof by showing that Ẽ is also a chord-convex set of size at
least 2.

First of all, observe that by construction |T ∩ Ẽ | = |T ′ ∩ Ẽ |, hence
∣
∣
(

E\Ẽ
) ∩ T

∣
∣ = ∣

∣
(

E\Ẽ
) ∩ T ′∣∣.

This implies that the lines r(θ̄) and r(−θ̄) are bisecting lines also for Ẽ , and in turn
this ensures that, for every θ ∈ (−θ̄, θ̄), the unique bisecting line of direction θ is
the one crossing x , whose intersection with Ẽ is a segment of length 2(� − 3a) > 2.
To conclude that Ẽ is chord-convex and has size at least 2, it is then sufficient to
show that for any θ /∈ (−θ̄, θ̄) the line r(θ) is a bisecting line also for Ẽ , and its
intersection with the closure of Ẽ coincides with b(θ) (and it is then a segment of
length at least 2). Actually, since we already checked that r(±θ̄) are bisecting lines
for Ẽ , it is enough to consider directions θ /∈ [−θ̄, θ̄].

Let then θ be such an angle; notice that the intersection of r(θ) with the region
T ∪ T ′ is a segment P Q, and the points P and Q coincide by definition with τ (θ, θ̄)
and τ (θ,−θ̄), so they are both in b(θ) and in b(±θ̄). By (2.2) and a trivial geometrical
argument, both P and Q are inside the ball B(x, �−3a), so the segment P Q is entirely
inside Ẽ and the proof is concluded. �
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Abstract We present some open problems and obtain some partial results for spec-
tral optimization problems involving measure, torsional rigidity and first Dirichlet
eigenvalue.
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1 Introduction

A shape optimization problem can be written in the very general form

min
{

F(�) : � ∈ A}

,

where A is a class of admissible domains and F is a cost functional defined on A.
We consider in the present paper the case where the cost functional F is related to
the solution of an elliptic equation and involves the spectrum of the related elliptic
operator.We speak in this case of spectral optimization problems. Shape optimization
problems of spectral type have been widely considered in the literature; we mention
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for instance the papers [7, 9, 10, 12–15, 22], and we refer to the books [8, 19, 20],
and to the survey papers [2, 11, 18], where the reader can find a complete list of
references and details.

In the present paper we restrict ourselves for simplicity to the Laplace operator
−� with Dirichlet boundary conditions. Furthermore we shall assume that the ad-
missible domains � are a priori contained in a given bounded domain D ⊂ R

d . This
assumption greatly simplifies several existence results that otherwise would require
additional considerations in terms of concentration-compactness arguments [7, 32].

The most natural constraint to consider on the class of admissible domains is a
bound on their Lebesgue measure. Our admissible class A is then

A = {

� ⊂ D : |�| ≤ 1
}

.

Other kinds of constraints are also possible, but we concentrate here to the one above,
referring the reader interested in possible variants to the books and papers quoted
above.

The following two classes of cost functionals are the main ones considered in the
literature.

Integral functionals. Given a right-hand side f ∈ L2(D), for every � ∈ A let u�

be the unique solution of the elliptic PDE

−�u = f in �, u ∈ H 1
0 (�).

The integral cost functionals are of the form

F(�) =
∫

�

j
(

x, u�(x),∇u�(x)
)

dx,

where j is a suitable integrand that we assume convex in the gradient variable. We
also assume that j is bounded from below by

j (x, s, z) ≥ −a(x) − c|s|2,

with a ∈ L1(D) and c smaller than the first Dirichlet eigenvalue of the Laplace
operator −� in D. For instance, the energy E f (�) defined by

E f (�) = inf

{∫

D

(1

2
|∇u|2 − f (x)u

)

dx : u ∈ H 1
0 (�)

}

,

belongs to this class since, integrating by parts its Euler-Lagrange equation, we have
that

E f (�) = −1

2

∫

D
f (x)u� dx,
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which corresponds to the integral functional above with

j (x, s, z) = −1

2
f (x)s.

The case f = 1 is particularly interesting for our purposes. We denote by w� the
torsion function, that is the solution of the PDE

−�u = 1 in �, u ∈ H 1
0 (�),

and by the torsional rigidity T (�) the L1 norm of w�,

T (�) =
∫

�

w� dx = −2E1(�).

Spectral functionals. For every admissible domain � ∈ A we consider the spec-
trum �(�) of the Laplace operator −� on H 1

0 (�). Since � has a finite measure, the
operator −� has a compact resolvent and so its spectrum �(�) is discrete:

�(�) = (

λ1(�),λ2(�), . . .
)

,

where λk(�) are the eigenvalues counted with their multiplicity. The spectral cost
functionals we may consider are of the form

F(�) = �
(

�(�)
)

,

for a suitable function � : RN → R. For instance, taking �(�) = λk(�) we obtain

F(�) = λk(�).

We take the torsional rigidity T (�) and the first eigenvalue λ1(�) as prototypes
of the two classes above and we concentrate our attention on cost functionals that
depend on both of them. We note that, by the maximum principle, when � increases
T (�) increases, while λ1(�) decreases.

2 Statement of the Problem

The optimization problems we want to consider are of the form

min
{

�
(

λ1(�), T (�)
) : � ⊂ D, |�| ≤ 1

}

, (2.1)

where we have normalized the constraint on the Lebesgue measure of �, and where
� is a given continuous (or lower semi-continuous) and non-negative function. In



22 M. van den Berg et al.

the rest of this paper we often take for simplicity D = R
d , even if most of the results

are valid in the general case. For instance, taking �(a, b) = ka + b with k a fixed
positive constant, the quantity we aim to minimize becomes

kλ1(�) + T (�) with � ⊂ D, and |�| ≤ 1.

Remark 2.1 If the function �(a, b) is increasing with respect to a and decreasing
with respect to b, then the cost functional

F(�) = �
(

λ1(�), T (�)
)

turns out to be decreasing with respect to the set inclusion. Since both the torsional
rigidity and the first eigenvalue are γ-continuous functionals and the function � is
assumed lower semi-continuous, we can apply the existence result of [13], which
provides the existence of an optimal domain.

In general, if the function � does not verify the monotonicity property of
Remark2.1, then the existence of an optimal domain is an open problem, and the
aim of this paper is to discuss this issue. For simplicity of the presentation we limit
ourselves to the two-dimensional case d = 2. The case of general d does not present
particular difficulties but requires the use of several d-dependent exponents.

Remark 2.2 The following facts are well known.

(i) If B is a disk in R2 we have

T (B) = 1

8π
|B|2.

(ii) If j0,1 ≈ 2.405 is the first positive zero of the Bessel functions J0(x) and B is
a disk of R2 we have

λ1(B) = π

|B| j20,1.

(iii) The torsional rigidity T (�) scales as

T (t�) = t4T (�), ∀t > 0.

(iv) The first eigenvalue λ1(�) scales as

λ1(t�) = t−2λ1(�), ∀t > 0.

(v) For every domain � of R2 and any disk B we have

|�|−2T (�) ≤ |B|−2T (B) = 1

8π
.
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(vi) For every domain � of R2 and any disk B we have (Faber-Krahn inequality)

|�|λ1(�) ≥ |B|λ1(B) = π j20,1.

(vii) A more delicate inequality is the so-called Kohler-Jobin inequality (see [21],
[3]): for any domain � of R2 and any disk B we have

λ2
1(�)T (�) ≥ λ2

1(B)T (B) = π

8
j40,1.

This had been previously conjectured by G. Pólya and G.Szegö [23].

We recall the following inequality, well known for planar regions (Sect. 5.4 in
[23]), between torsional rigidity and first eigenvalue.

Proposition 2.3 For every domain � ⊂ R
d we have

λ1(�)T (�) ≤ |�|.

Proof By definition, λ1(�) is the infimum of the Rayleigh quotient

∫

�

|∇u|2 dx

/ ∫

�

u2 dx over all u ∈ H 1
0 (�), u 
= 0.

Taking as u the torsion function w�, we have

λ1(�) ≤
∫

�

|∇w�|2 dx

/ ∫

�

w2
� dx .

Since −�w� = 1, an integration by parts gives

∫

�

|∇w�|2 dx =
∫

�

w� dx = T (�),

while the Hölder inequality gives

∫

�

w2
� dx ≥ 1

|�|
(∫

�

w� dx

)2

= 1

|�|
(

T (�)
)2

.

Summarizing, we have

λ1(�) ≤ |�|
T (�)

as required. �

Remark 2.4 The infimum of λ1(�)T (�) over open sets � of prescribed measure is
zero. To see this, let �n be the disjoint union of one ball of volume 1/n and n(n −1)
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balls of volume 1/n2. Then the radius Rn of the ball of volume 1/n is (nωd)
−1/d

while the radius rn of the balls of volume 1/n2 is (n2ωd)
−1/d , so that |�n| = 1,

λ1(�n) = λ1(BRn ) = 1

R2
n

λ1(B1) = (nωd)
2/dλ1(B1),

and

T (�n) = T (BRn ) + n(n − 1)T (Brn ) = T (B1)
(

Rd+2
n + n(n − 1)rd+2

n

)

= T (B1)ω
−1−2/d
d

(

n−1−2/d + (n − 1)n−1−4/d
)

.

Therefore

λ1(�n)T (�n) = λ1(B1)T (B1)

ωd

n2/d + n − 1

n1+2/d
,

which vanishes as n → ∞.

In the next section we investigate the inequality of Proposition2.3.

3 A Sharp Inequality Between Torsion and First Eigenvalue

We define the constant

Kd = sup

{
λ1(�)T (�)

|�| : � open in Rd , |�| < ∞
}

.

We have seen in Proposition2.3 that Kd ≤ 1. The question is if the constant 1 can
be improved.

Consider a ball B; performing the shape derivative as in [20], keeping the volume
of the perturbed shapes constant, we obtain for every field V (x)

∂[λ1(B)T (B)](V ) = T (B)∂[λ1(B)](V ) + λ1(B)∂[T (B)](V )

= CB

∫

∂B
V · n dHd−1

for a suitable constant CB . Since the volume of the perturbed shapes is constant, we
have ∫

∂B
V · n dHd−1 = 0,

whereHd−1 denotes (d − 1)-dimensional Hausdorff measure. This shows that balls
are stationary for the functional
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F(�) = λ1(�)T (�)

|�| .

Below we will show, by considering rectangles, that balls are not optimal. To do so
we shall obtain a lower bound for the torsional rigidity of a rectangle.

Proposition 3.1 In a rectangle Ra,b = (−b/2, b/2) × (−a/2, a/2) with a ≤ b we
have

T (Ra,b) ≥ a3b

12
− 11a4

180
.

Proof Let us estimate the energy

E1(Ra,b) = inf

{∫

Ra,b

(
1

2
|∇u|2 − u

)

dx dy : u ∈ H 1
0 (Ra,b)

}

by taking the function

u(x, y) = a2 − 4y2

8
θ(x),

where θ(x) is defined by

θ(x) =
{

1, if |x | ≤ (b − a)/2

(b − 2|x |)/a, otherwise.

We have

|∇u|2 =
(

a2 − 4y2

8

)2

|θ′(x)|2 + y2|θ(x)|2,

so that

E1(Ra,b) ≤ 2
∫ a/2

0

(
a2 − 4y2

8

)2

dy
∫ b/2

0
|θ′(x)|2 dx

+ 2
∫ a/2

0
y2 dy

∫ b/2

0
|θ(x)|2 dx

− 4
∫ a/2

0

a2 − 4y2

8
dy

∫ b/2

0
θ(x) dx

= a4

60
+ a3

12

(
b − a

2
+ a

6

)

− a3

6

(
b − a

2
+ a

4

)

= −a3b

24
+ 11a4

360
.

The desired inequality follows since T (Ra,b) = −2E1(Ra,b). �
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In d-dimensions we have the following.

Proposition 3.2 If �ε = ω × (−ε/2, ε/2), where ω is a convex set in R
d−1 with

|ω| < ∞, then

T (�ε) = ε3

12
|ω| + O(ε4), ε ↓ 0.

We defer the proof to Sect. 5.
For a ball of radius R we have

λ1(B) = j2d/2−1,1

R2
, T (B) = ωd Rd+2

d(d + 2)
, |B| = ωd Rd , (3.1)

so that

F(B) = λ1(B)T (B)

|B| = j2d/2−1,1

d(d + 2)
:= αd

For instance, we have

α2 ≈ 0.723, α3 ≈ 0.658, α4 ≈ 0.612.

Moreover, since jν,1 = ν + O(ν1/3), ν → ∞, we have that limd→∞ αd = 1
4 . A plot

of αd is given in Fig. 1.
We now consider a slab �ε = ω × (0, ε) of thickness ε → 0. We have by

separation of variables and Proposition3.2 that

λ1(�ε) = π2

ε2
+ λ1(ω) ≈ π2

ε2
, T (�ε) ≈ ε3|ω|

12
, |�ε| = ε|ω|,

0 5 10 15 20 25 30
0.3

0.4

0.5

0.6

0.7

0.8

Fig. 1 The plot of αd for 2 ≤ d ≤ 30



Optimization Problems Involving the First … 27

so that

F(�ε) ≈ π2

12
≈ 0.822.

This shows that in any dimension the slab is better than the ball. Using domains in
R

d with k small dimensions and d − k large dimensions does not improve the value
of the cost functional F . In fact, if ω is a convex domain in Rd−k and Bk(ε) a ball in
R

k , then by Theorem5.1 with �ε = ω × Bk(ε) we have that

λ1(�ε) ≈ 1

ε2
λ1

(

Bk(1)
)

, T (�ε) ≈ εk+2|ω|T (Bk(1)), |�ε| = εk |ω||Bk(1)|,

so that

F(�ε) ≈ j2k/2−1,1

k(k + 2)
≤ π2

12
.

This supports the following.

Conjecture 3.3 For any dimension d we have Kd = π2/12, and no domain in R
d

maximizes the functional F for d > 1. The maximal value Kd is asymptotically
reached by a thin slab �ε = ω × (0, ε), with ω ⊂ R

d−1, as ε → 0.

4 The Attainable Set

In this section we bound the measure by |�| ≤ 1. Our goal is to plot the subset ofR2

whose coordinates are the eigenvalue λ1(�) and the torsion T (�). It is convenient
to change coordinates and to set for any admissible domain �,

x = λ1(�), y = (

λ1(�)T (�)
)−1

.

In addition, define

E =
{

(x, y) ∈ R
2 : x = λ1(�), y = (

λ1(�)T (�)
)−1

for some �, |�| ≤ 1
}

.

Therefore, the optimization problem (2.1) can be rewritten as

min
{

�
(

x, 1/(xy)
) : (x, y) ∈ E

}

.

Conjecture 4.1 The set E is closed.

We remark that the conjecture above, if true, would imply the existence of a
solution of the optimization problem (2.1) for many functions �. Below we will
analyze the variational problem in case �(x, y) = kx + 1

xy , where k > 0.
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Theorem 4.2 Let d = 2, 3, . . . , and let

k∗
d = 1

2dω
4/d
d j2d/2−1,1

.

Consider the optimization problem

min {kλ1(�) + T (�) : |�| ≤ 1} . (4.1)

If 0 < k ≤ k∗
d then the ball with radius

Rk =
(

2kd j2d/2−1,1

ωd

)1/(d+4)

(4.2)

is the unique minimizer (modulo translations and sets of capacity 0).
If k > k∗

d then the ball B with measure 1 is the unique minimizer.

Proof Consider the problem (4.1) without the measure constraint

min
{

kλ1(�) + T (�) : � ⊂ R
d
}

. (4.3)

Taking t� instead of � gives that

kλ1(t�) + T (t�) = kt−2λ1(�) + td+2T (�).

The optimal t which minimizes this expression is given by

t =
(

2kλ1(�)

(d + 2)T (�)

)1/(d+4)

.

Hence (4.3) equals

min

{

(d + 4)

(
kd+2

4(d + 2)d+2
T 2(�)λd+2

1 (�)

)1/(d+4)

: � ⊂ R
d

}

. (4.4)

By the Kohler-Jobin inequality in R
d , the minimum in (4.4) is attained by any ball.

Therefore the minimum in (4.3) is given by a ball BR such that

(
2kλ1(BR)

(d + 2)T (BR)

)1/(d+4)

= 1.

This gives (4.2). We conclude that the measure constrained problem (4.1) admits the
ball BRk as a solution whenever ωd Rd

k ≤ 1. That is k ≤ k∗
d .
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Next consider the case k > k∗
d . Let B be the open ball with measure 1. It is clear

that
min{kλ1(�) + T (�) : |�| ≤ 1} ≤ kλ1(B) + T (B).

To prove the converse we note that for k > k∗
d ,

min
{

kλ1(�) + T (�) : |�| ≤ 1
}

≥ min
{

(k − k∗
d)λ1(�) : |�| ≤ 1

}

+ min
{

k∗
dλ1(�) + T (�) : |�| ≤ 1

}

.

(4.5)

Theminimum in the first term in the right hand side of (4.5) is attained for B by Faber-
Krahn, whereas the minimum in second term is attained for BRk∗

d
by our previous

unconstrained calculation. Since |BRk∗
d
| = |B| = 1 we have by (4.5) that

min
{

kλ1(�) + T (�) : |�| ≤ 1
}

≥ (k − k∗
d)λ1(B) + k∗

dλ1(B) + T (B)

= kλ1(B) + T (B).

Uniqueness of the above minimizers follows by uniqueness of Faber-Krahn and
Kohler-Jobin. �

It is interesting to replace the first eigenvalue in (4.1) be a higher eigenvalue. We
have the following for the second eigenvalue.

Theorem 4.3 Let d = 2, 3, . . . , and let

l∗d = 1

2d(2ωd)4/d j2d/2−1,1

.

Consider the optimization problem

min {lλ2(�) + T (�) : |�| ≤ 1} . (4.6)

If 0 < l ≤ l∗d then the union of two disjoint balls with radii

Rl =
(

ld j2d/2−1,1

ωd

)1/(d+4)

(4.7)

is the unique minimizer (modulo translations and sets of capacity 0).
If l > l∗d then union of two disjoint balls with measure 1/2 each is the unique

minimizer.
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Proof First consider the unconstrained problem

min
{

lλ1(�) + T (�) : � ⊂ R
d
}

. (4.8)

Taking t� instead of � gives that

lλ2(t�) + T (t�) = lt−2λ2(�) + td+2T (�).

The optimal t which minimizes this expression is given by

t =
(

2lλ2(�)

(d + 2)T (�)

)1/(d+4)

.

Hence (4.8) equals

min

{

(d + 4)

(
ld+2

4(d + 2)d+2
T 2(�)λd+2

2 (�)

)1/(d+4)

: � ⊂ R
d

}

. (4.9)

It follows by the Kohler-Jobin inequality, see for example Lemma 6 in [31], that the
minimizer of (4.9) is attained by the union of two disjoint balls BR and B ′

R with
the same radius. Since λ2(BR ∪ B ′

R) = λ1(BR) and T (BR ∪ B ′
R) = 2T (BR) we

have, using (3.1), that the radii of these balls are given by (4.7). We conclude that the
measure constrained problem (4.6) admits the union of two disjoint balls with equal
radius Rl as a solution whenever 2ωd Rd

l ≤ 1. That is l ≤ l∗d .

Next consider the case l > l∗d . Let � be the union of two disjoint balls B and B ′
with measure 1/2 each. Then

min{lλ2(�) + T (�) : |�| ≤ 1} ≤ lλ1(B) + 2T (B).

To prove the converse we note that for l > l∗d ,

min
{

lλ2(�) + T (�) : |�| ≤ 1
}

≥ min
{

(l − l∗d )λ2(�) : |�| ≤ 1
}

+ min
{

l∗dλ2(�) + T (�) : |�| ≤ 1
}

.

(4.10)

Theminimum in the first term in the right hand side of (4.10) is attained for B ∪ B ′ by
the Krahn-Szegö inequality, whereas the minimum in second term is attained for the
union of two disjoint balls with radius Rl∗d by our previous unconstrained calculation.
Since |BRl∗d

| = 1/2 = |B| = |B ′| we have by (4.10) that

min{lλ2(�) + T (�) : |�| ≤ 1} ≥ (l − l∗d )λ1(B) + l∗dλ1(B) + 2T (B)

= lλ1(B) + 2T (B).
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Uniqueness of the above minimizers follows by uniqueness of Krahn-Szegö and
Kohler-Jobin for the second eigenvalue. �

To replace the first eigenvalue in (4.1) be the j th eigenvalue ( j > 2) is a very
difficult problem sincewe do not know theminimizers of the j th Dirichlet eigenvalue
with ameasure constraint nor theminimizer of the j thDirichlet eigenvalue a torsional
rigidity constraint. However, if these two problems have a common minimizer then
information similar to the above can be obtained.

Putting together the facts listed inRemark2.2we obtain the following inequalities.

(i) By Faber-Krahn inequality we have x ≥ π j20,1 ≈ 18.168.
(ii) By Conjecture3.3 (if true) we have y ≥ 12/π2 ≈ 1.216.
(iii) By the bound on the torsion of Remark2.2 v) we have xy ≥ 8π ≈ 25.133.
(iv) By the Kohler-Jobin inequality we have y/x ≤ 8/(π j40,1) ≈ 0.076.
(v) The set E is conical, that is if a point (x0, y0) belongs to E , then all the half-line

{

(t x0, t y0) : t ≥ 1
}

in contained in E . This follows by taking �t = �/t and
by the scaling properties iii) and iv) of Remark2.2.

(vi) The set E is vertically convex, that is if a point (x0, y0) belongs to E , then all
points (x0, t y0) with 1 ≤ t ≤ 8/(π j40,1) belong to E . To see this fact, let �

be a domain corresponding to the point (x0, y0) ∈ E . The continuous Steiner
symmetrization path�t (with t ∈ [0, 1]) then continuously deforms the domain
� = �0 into a ball B = �1, preserving the Lebesgue measure and decreasing
λ1(�t ) (see [5] where this tool has been developed, and Sect. 6.3 of [8] for a
short survey). The curve

x(t) = λ1(�t ), y(t) = (

λ1(�t )T (�t )
)−1

then connects the point (x0, y0) to the Kohler-Jobin line
{

y = 8x/(π j40,1)
}

,
having x(t) decreasing. Since

(

x(t), y(t)
) ∈ E , the conicity of E then implies

vertical convexity.

A plot of the constraints above is presented in Fig. 2. Some particular cases can be
computed explicitly. Consider d = 2, and let

� = BR ∪ Br ,with BR ∩ Br = ∅, r ≤ R, and π(R2 + r2) = 1.

An easy computation gives that

λ1(�) = j20,1
R2

, T (�) = 2π2R4 − 2πR2 + 1

8π
,
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Fig. 2 The admissible region E is contained in the dark area

20 25 30 35

1.0

1.5

2.0

2.5

Fig. 3 The dashed line corresponds to two disks of variable radii

so that the curve

y = 8πx

x2 − 2π j20,1x + 2π2 j40,1
, π j20,1 ≤ x ≤ 2π j20,1

is contained in E (see Fig. 3).
If we consider the rectangle

� = (0, b) × (0, a) with a ≤ b, and ab = 1,

we have by Proposition3.1
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λ1(�) = π2

(
1

a2
+ 1

b2

)

= π2

(
1

a2
+ a2

)

,

T (�) ≥ a3b

12
− 11a4

180
= a2

12
− 11a4

180
.

Therefore y ≤ h
(

x/(2π2)
)

, where

h(t) = 90

π2t
(

11 + 15t − 22t2 − (15 + 2t)
√

t2 − 1
) , t ≥ 1.

By E being conical the curve

y = h
(

x/(2π2)
)

, π2 ≤ x < +∞

is contained in E (see Fig. 4).
Besides the existence of optimal domains for problem (2.1), the regularity of

optimal shapes is another very delicate and important issue. Very little is known
about the regularity of optimal domains for spectral optimization problems (see
for instance [4, 6, 17, 32]); the cases where only the first eigenvalue λ1(�) and
the torsion T (�) are involved could be simpler and perhaps allow to use the free
boundary methods developed in [1].

20 25 30 35 40 45 50
0.5

1.0

1.5

2.0

2.5

3.0

3.5

Fig. 4 The dashed line is an upper bound to the line corresponding to rectangles
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5 Torsional Rigidity and the Heat Equation

It is well known that the rich interplay between elliptic and parabolic partial differ-
ential equations provide tools for obtaining results in one field using tools from the
other. See for example the monograph by E. B. Davies [16], and [24–29] for some
more recent results. In this section we use some heat equation tools to obtain new
estimates for the torsional rigidity. Before we do so we recall some basic facts relat-
ing the torsional rigidity to the heat equation. For an open set � inRd with boundary
∂� we denote the Dirichlet heat kernel by p�(x, y; t), x ∈ �, y ∈ �, t > 0. So

u�(x; t) :=
∫

�

p�(x, y; t) dy,

is the unique weak solution of

⎧

⎪⎪⎨

⎪⎪⎩

∂u

∂t
= �u x ∈ �, t > 0,

limt↓0 u(x; t) = 1 in L2(�),

u(x; t) = 0 x ∈ ∂�, t > 0.

The latter boundary condition holds at all regular points of ∂�. We denote the heat
content of � at time t by

Q�(t) =
∫

�

u�(x; t) dx .

Physically the heat content represents the amount of heat in� at time t if� has initial
temperature 1, while ∂� is kept at temperature 0 for all t > 0. Since the Dirichlet
heat kernel is non-negative, and monotone in � we have that

0 ≤ p�(x, y; t) ≤ pRd (x, y; t) = (4πt)−d/2e−|x−y|2/(4t). (5.1)

It follows by either (5.1) or by the maximum principle that

0 ≤ u�(x; t) ≤ 1,

and that if |�| < ∞ then
0 ≤ Q�(t) ≤ |�|. (5.2)

In the latter situation we also have an eigenfunction expansion for the Dirichlet
heat kernel in terms of the Dirichlet eigenvalues λ1(�) ≤ λ2(�) ≤ . . . , and a
corresponding orthonormal set of eigenfunctions {ϕ1,ϕ2, . . .} ,

p�(x, y; t) =
∞

∑

j=1

e−tλ j (�)ϕ j (x)ϕ j (y).
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We note that the eigenfunctions are in L p(�) for all 1 ≤ p ≤ ∞. It follows by
Parseval’s formula that

Q�(t) =
∞

∑

j=1

e−tλ j (�)

(∫

�

ϕ j dx

)2

≤ e−tλ1(�)

∞
∑

j=1

(∫

�

ϕ j dx

)2

= e−tλ1(�)|�|.

(5.3)

Since the torsion function is given by

w�(x) =
∫ ∞

0
u�(x; t) dt,

we have that

T (�) =
∞

∑

j=1

λ j (�)−1

(∫

�

ϕ j dx

)2

.

We recover Proposition2.3 by integrating (5.3) with respect to t over [0,∞):

T (�) ≤ λ1(�)−1
∞

∑

j=1

(∫

�

ϕ j dx

)2

= λ1(�)−1|�|.

Let M1 and M2 be two open sets in Euclidean spacewith finite Lebesguemeasures
|M1| and |M2| respectively. Let M = M1 × M2. We have that

pM1×M2(x, y; t) = pM1(x1, y1; t)pM2(x2, y2; t),

where x = (x1, x2), y = (y1, y2). It follows that

QM(t) = QM1(t)QM2(t), (5.4)

and

T (M) =
∫ ∞

0
QM1(t)QM2(t) dt. (5.5)

Integrating (5.4) with respect to t , and using (5.2) for M2 we obtain that

T (M) ≤ T (M1)|M2|. (5.6)

This upper bound should be “sharp” if the decay of QM2(t) with respect to t is
much slower than the decay of QM1(t). The result belowmakes this assertion precise
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in the case where M2 is a convex set withHd2−1(∂M2) < ∞. The latter condition is
for convex sets equivalent to requiring that M2 is bounded. Here Hd2−1 denotes the
(d2 − 1)-dimensional Hausdorff measure.

Theorem 5.1 Let M = M1 × M2, where M1 is an arbitrary open set in R
d1 with

finite d1-measure and M2 is a bounded convex open set in R
d2 . Then there exists a

constant Cd2 depending on d2 only such that

T (M) ≥ T (M1)|M2| − Cd2λ1(M1)
−3/2|M1|Hd2−1(∂M2). (5.7)

For the proof of Theorem5.1 we need the following lemma (proved as Lemma
6.3 in [30]).

Lemma 5.2 For any open set � in R
d ,

u�(x; t) ≥ 1 − 2
∫

{y∈Rd :|y−x |>d(x)}
pRd (x, y; t) dy, (5.8)

where
d(x) = min{|x − z| : z ∈ ∂�}.

Proof of Theorem5.1 With the notation above we have that

T (M) = T (M1)|M2| −
∫ ∞

0
QM1(t)(|M2| − QM2(t)) dt

= T (M1)|M2| −
∫ ∞

0
QM1(t)

∫

M2

(1 − uM2(x2; t)) dx2 dt.

Define for r > 0,
∂M2(r) = {x ∈ M2 : d(x) = r}.

It is well known that (Proposition 2.4.3 in [8]) if M2 is convex then

Hd2−1(∂M2(r)) ≤ Hd2−1(∂M2). (5.9)

By (5.3), (5.8) and (5.9) we obtain that

∫ ∞

0
QM1(t)

∫

M2

(1 − uM2(x2; t)) dx2 dt

≤ 2|M1|Hd2−1(∂M2)

∫ ∞

0
dt e−tλ1(M1)

∫ ∞

0
dr

∫

{z∈Rd2 :|z−x |>r}
pRd2 (x, z; t) dz

= 2d2ωd2 |M1|Hd2−1(∂M2)

∫ ∞

0
dt e−tλ1(M1)(4πt)−d2/2

∫ ∞

0
dr rd2e−r2/(4t)

= Cd2λ1(M1)
−3/2|M1|Hd2−1(∂M2), (5.10)
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where

Cd2 = π1/2d2�((d2 + 1)/2)

�((d2 + 2)/2)
.

This concludes the proof. �
Proof of Proposition3.2 Let M1 = (0, ε) ⊂ R, M2 = ω ⊂ R

d−1. Since the torsion
function for M1 is given by x(ε−x)/2, 0 ≤ x ≤ εwehave that T (M1) = ε3/12.Then
(5.6) proves the upper bound. The lower bound follows from (5.7) since λ1(M1) =
π2/ε2, |M1| = ε. �

It is of course possible, using the Faber-Krahn inequality for λ1(M1), to obtain a
bound for the right-hand side of (5.10) in terms of the quantity |M1|(d1+3)/d1Hd2−1

(∂M2).
Our next result is an improvement of Proposition3.1. The torsional rigidity for

a rectangle follows by substituting the formulae for Q(0,a)(t) and Q(0,b)(t) given in
(5.12) below into (5.5). We recover the expression given on p.108 in [23]:

T (Ra,b) = 64ab

π6

∑

k=1,3,...

∑

l=1,3,...

k−2l−2

(
k2

a2
+ l2

b2

)−1

.

Nevertheless the following result is not immediately obvious.

Theorem 5.3 ∣
∣
∣
∣
T (Ra,b) − a3b

12
+ 31ζ(5)a4

2π5

∣
∣
∣
∣
≤ a5

15b
, (5.11)

where

ζ(5) =
∞

∑

k=1

1

k5
.

Proof A straightforward computation using the eigenvalues and eigenfunctions of
the Dirichlet Laplacian on the interval together with the first identity in (5.3) shows
that

Q(0,a)(t) = 8a

π2

∑

k=1,3,...

k−2e−tπ2k2/a2
. (5.12)

We write

Q(0,b)(t) = b − 4t1/2

π1/2
+

(

Q(0,b)(t) + 4t1/2

π1/2
− b

)

. (5.13)

The constant term b in the right-hand side of (5.13) gives, using (5.12), a contribution
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8ab

π2

∫

[0,∞)

dt
∑

k=1,3,...

k−2e−tπ2k2/a2 = 8a3b

π4

∑

k=1,3,...

k−4

= 8a3b

π4

( ∞
∑

k=1

k−4 −
∑

k=2,4,...

k−4

)

= 15a3b

2π4
ζ(4)

= a3b

12
,

which jibes with the corresponding term in (5.11). In a very similar calculation we
have that the − 4t1/2

π1/2 term in the right-hand side of (5.13) contributes

− 32a

π5/2

∫

[0,∞)

dt t1/2
∑

k=1,3,...

k−2e−tπ2k2/a2 = −31ζ(5)a4

2π5
,

which jibes with the corresponding term in (5.11). It remains to bound the contri-
bution from the expression in the large round brackets in (5.11). Applying formula
(5.12) to the interval (0, b) instead and using the fact that

∑

k=1,3,... k−2 = π2/8 gives
that

Q(0,b)(t) − b + 4t1/2

π1/2
= 8b

π2

∑

k=1,3,...

k−2
(

e−tπ2k2/b2 − 1
)

+ 4t1/2

π1/2

= −8

b

∑

k=1,3,...

∫

[0,t]
dτe−τπ2k2/b2 + 4t1/2

π1/2

= −8

b

∫

[0,t]
dτ

( ∞
∑

k=1

e−τπ2k2/b2 −
∞

∑

k=1

e−4τπ2k2/b2

)

+ 4t1/2

π1/2
.

(5.14)

In order to bound the right-hand side of (5.14) we use the following instance of the
Poisson summation formula.

∑

k∈Z
e−tπk2 = t−1/2

∑

k∈Z
e−πk2/t , t > 0.

We obtain that

∞
∑

k=1

e−tπk2 = 1

(4t)1/2
− 1

2
+ t−1/2

∞
∑

k=1

e−πk2/t , t > 0.
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Applying this identity twice (with t = πτ/b2 and t = 4πτ/b2 respectively) gives
that the right-hand side of (5.14) equals

− 8

π1/2

∫

[0,t]
dτ

(

τ−1/2
∞

∑

k=1

e−k2b2/τ − (4τ )−1/2
∞

∑

k=1

e−k2b2/(4τ )

)

.

Since k �→ e−k2b2/τ is non-negative and decreasing,

∞
∑

k=1

τ−1/2e−k2b2/τ ≤ τ−1/2
∫

[0,∞)

dke−k2b2/τ = π1/2(2b)−1.

It follows that ∣
∣
∣
∣
Q(0,b)(t) − b + 4t1/2

π1/2

∣
∣
∣
∣
≤ 8t

b
, t > 0.

So the contribution of the third term in (5.13) to T (Ra,b) is bounded in absolute value
by

64a

π2b

∫

[0,∞)

dt t
∑

k=1,3,...

k−2e−tπ2k2/a2 = 64a5

π6b

∑

k=1,3,...

k−6

= 63a5

π6b
ζ(6)

= a5

15b
.

This completes the proof of Theorem5.3. �

The Kohler-Jobin theorem mentioned in Sect. 2 generalizes to d-dimensions: for
any open set�with finitemeasure the ballminimizes the quantity T (�)λ1(�)(d+2)/2.
Moreover, in the spirit of Theorem5.1, the following inequality is proved in [31]
through an elementary heat equation proof.

Theorem 5.4 If T (�) < ∞ then the spectrum of the Dirichlet Laplacian acting in
L2(�) is discrete, and

T (�) ≥
(

2

d + 2

) (
4πd

d + 2

)d/2 ∞
∑

k=1

λk(�)−(d+2)/2.

Weobtain, using theAshbaugh-Benguria theorem (p.86 in [19]) forλ1(�)/λ2(�),
that
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T (�)λ1(�)(d+2)/2

≥
(

2

d + 2

) (
4πd

d + 2

)d/2

�

(

1 + d

2

)(

1 +
(

λ1(B)

λ2(B)

)(d+2)/2
)

. (5.15)

The constant in the right-hand side of (5.15) is for d = 2 off by a factor
j40,1 j41,1

8( j40,1+ j41,1)
≈

3.62 if compared with the sharp Kohler-Jobin constant. We also note the missing
factor mm/(m+2) in the right-hand side of (57) in [31].
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On a Classical Spectral Optimization
Problem in Linear Elasticity

Davide Buoso and Pier Domenico Lamberti

Abstract We consider a classical shape optimization problem for the eigenval-
ues of elliptic operators with homogeneous boundary conditions on domains in the
N -dimensional Euclidean space. We survey recent results concerning the analytic
dependence of the elementary symmetric functions of the eigenvalues upon domain
perturbation and the role of balls as critical points of such functions subject to volume
constraint. Our discussion concerns Dirichlet and buckling-type problems for poly-
harmonic operators, the Neumann and the intermediate problems for the biharmonic
operator, the Lamé and the Reissner–Mindlin systems.

Keywords Polyharmonic operators · Eigenvalues · Domain perturbation

Mathematics Subject Classification (2010) Primary: 35J40 · Secondary: 35J57 ·
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1 Introduction

Let � be a bounded domain (i.e., a bounded connected open set) in R
N . As is well

known the problem
{−�u = γu, in �,

u = 0, on �,

admits a divergent sequence of non-negative eigenvalues
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0 < γ1[�] < γ2[�] ≤ · · · ≤ γ j [�] ≤ . . . ,

where each eigenvalue is repeated as many times as its multiplicity (which is finite).
A classical problem in shape optimization consists in minimizing the eigenvalues
γ j [�] under the assumption that the measure of � is fixed. With regard to this, the
most famous result is probably the Rayleigh–Faber–Krahn inequality which reads

γ1[�∗] ≤ γ1[�], (1.1)

where �∗ is a ball with the same measure of �. In other words, the ball minimizes
the first eigenvalue of the Dirichlet Laplacian among all domains with prescribed
measure. Note that the first eigenvalue has multiplicity one. This inequality has been
generalized in several directions aiming at minimization or maximization results
in the case of other boundary conditions (for example, Neumann, Robin, Steklov
boundary conditions), other operators (for example, the biharmonic operator), more
general eigenvalue-type problems (for example, the buckling problem for the bihar-
monic operator) and other eigenvalues γ j [�] with j �= 1. It is impossible to quote
here all available results in this field and we refer to the monographs by Bucur and
Buttazzo [2], Henrot [18] and Kesavan [21] for extensive discussions and references.

We note that very little is known in the case of polyharmonic operators and sys-
tems.Wemention that in the case of the biharmonic operator with Dirichlet boundary
conditions inequality (1.1) is known as TheRayleigh Conjecture and has been proved
by Nadirashvili [27] for N = 2 and by Ashbaugh and Benguria [1] for N = 2, 3.
We also quote the papers by Bucur, Ferrero and Gazzola [3, 4] concerning the bihar-
monic operator with Steklov boundary conditions and Chasman [12] for Neumann
boundary conditions. See also the extensive monograph by Gazzola, Grunau and
Sweers [15] for more information on polyharmonic operators. As for systems, we
quote the papers by Kawohl and Sweers [19, 20] which contain interesting lower
bounds for the first eigenvalue of the Lamé system.

It should be noted that understanding the behavior of higher eigenvalues is a dif-
ficult task even in the case of the Dirichlet Laplacian. A famous result by Buttazzo
and Dalmaso [11] and its recent improvement by Mazzoleni and Pratelli [26] guar-
antee the existence of a minimizer for γ j [�] in the class of quasiopen sets but no
information on the shape of such minimizer is given. However, it is proved in Wolf
and Keller [30] that the minimizers of higher eigenvalues in general are not balls and
not even unions of balls. Moreover, the numerical approach by Oudet [28] allows to
get an idea of the shape of the minimizers of lower eigenvalues which confirms the
negative result in [30].

One of the problems arising in the study of higher eigenvalues is related to bi-
furcation phenomena associated with the variation of their multiplicity which leads
to complications such as, for example, lack of differentiability of the eigenvalues
with respect to domain perturbation. However, as it was pointed out in [23, 25]
this problem does not affect the elementary symmetric functions of the eigenvalues
which depend real-analytically on the domain. This suggests that the elementary
symmetric functions of the eigenvalues might be natural objects in the optimization
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of multiple eigenvalues. In fact, it turns out that balls are critical points with volume
constraint for the elementary symmetric functions of the eigenvalues. This property
was proved for the Dirichlet and Neumann Laplacians in [24] and later was proved
for polyharmonic operators in [7, 8].

In this survey paper, we adopt this point of view and show that the analysis initiated
in [22–25] can be extended to a large variety of problems arising in linear elasticity
including Dirichlet and buckling-type eigenvalue problems for polyharmonic oper-
ators, biharmonic operator with Neumann and intermediate boundary conditions,
Lamé and Reissner–Mindlin systems. Details and proofs can be found in [5–10].

Our aim is not only to collect results spread in different papers but also to present
them in a unitary way. In particular, we provide a Hadamard-type formula for the
shape derivatives of the eigenvalues of the biharmonic operator which is valid not
only for Dirichlet boundary conditions (as in the classical case) but also for Neumann
and intermediate boundary conditions. In the case of simple eigenvalues such formula
reads

dγn[φε(�)]
dε |ε=0

=
∫

∂�

(

|D2u|2 − 2

(
∂2u

∂ν2

)2

+ 2
∂u

∂ν

(

div∂�[(D2u)ν] + ∂�u

∂ν

)

− γu2

)

ψ · ndσ, (1.2)

where it is assumed that � is sufficiently smooth, u is an eigenfunction normalized
in L2(�) associated with a simple eigenvalue γn[�], and φε are perturbations of the
identity I of the type φε = I + εψ, ε ∈ R. See Theorems3.1, 3.2 and Lemma3.3 for
the precise statements and for the case of multiple eigenvalues. Note that in the case
of Dirichlet boundary conditions the previous formula gives exactly the celebrated
Hadamard formula

dγn[φε(�)]
dε |ε=0

= −
∫

∂�

(
∂2u

∂ν2

)2

ψ · ndσ, (1.3)

discussed by Hadamard [17] in the study of a clamped plate (see also Grinfeld [16]).
This paper is organized as follows: in Sect. 2 we formulate the eigenvalue prob-

lems under consideration, in Sect. 3 we state the available analyticity results for the
dependence of the eigenvalues upon domain perturbation, in Sect. 4 we show that
balls are critical points for the elementary symmetric functions of the eigenvalues.

2 The Eigenvalue Problems

Let � be an open set in RN . We denote by H m(�) the Sobolev space of real-valued
functions in L2(�) with weak derivatives up to order m in L2(�) endowed with its
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standard norm, and by H m
0 (�) the closure in H m(�) of C∞

c (�). We consider the
following eigenvalue problems on sufficiently regular open sets �.
Dirichlet and buckling problems for polyharmonic operators
For m, n ∈ N, 0 ≤ m < n, we consider the problem

Pnm :
{

(−�)nu = γ(−�)mu, in �,

u = ∂u
∂ν

= · · · = ∂n−1u
∂νn−1 = 0, on ∂�,

(2.1)

where ν denotes the unit outer normal to ∂�. The case m = 0 gives the classical
eigenvalue problem for the polyharmonic operator (−�)n with Dirichlet boundary
conditions, while the case m > 0 represents a buckling-type problem. For N = 2,
P10 arises for example in the study of a vibrating membrane stretched in a fixed
frame, P20 corresponds to the case of a vibrating clamped plate and P21 is related
to plate buckling. If � is a bounded open set of class C1 then problem(2.1) has a
sequence of eigenvalues γPnm

j which can be described by the Min–Max Principle.
Namely,

γPnm
j = min

E⊂H n
0 (�)

dimE= j

max
u∈E
u �=0

Rnm[u], (2.2)

for all j ∈ N, where Rnm[u] is the Rayleigh quotient defined by

Rnm[u] =

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

�
|�r u|2dx

∫

�
|�s u|2dx , if n = 2r, m = 2s,

∫

�
|�r u|2dx

∫

�
|∇�s u|2dx , if n = 2r, m = 2s + 1,

∫

�
|∇�r u|2dx

∫

�
|�s u|2dx , if n = 2r + 1, m = 2s,

∫

�
|∇�r u|2dx

∫

�
|∇�s u|2dx , if n = 2r + 1, m = 2s + 1.

Neumann and intermediate eigenvalue problems for the biharmonic operator
By Neumann eigenvalue problem for the biharmonic operator we mean the problem

N :

⎧

⎪⎨

⎪⎩

�2u = γu, in �,

∂2u
∂2ν

= 0, on ∂�,

div∂�[(D2u)ν] + ∂�u
∂ν

= 0, on ∂�,

(2.3)

where D2u denotes the Hessian matrix of u, div∂� denotes the tangential divergence
operator on ∂�. We recall that div∂� f = div f −[(∇ f )ν] ·ν, for any vector field f
smooth enough defined in a neighborhood of ∂�. Note that we need � to be at least
of class C2 for the classical formulation to make sense, since we need the normal ν
to be differentiable, as can easily be seen from the boundary conditions; however,
we shall interpret problem (2.3) in the following weak sense
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∫

�

D2u : D2ϕdx = γ

∫

�

uϕdx, ∀ ϕ ∈ H 2(�), (2.4)

where D2u : D2ϕ = ∑N
i, j=1 uxi x j ϕxi x j . It is well-known that if � is a bounded open

set of class C1 then problem (2.3) has a sequence of eigenvalues γN
j given by

γN
j = min

E⊂H 2(�)
dimE= j

max
u∈E
u �=0

∫

�
|D2u|2dx
∫

�
u2dx

, (2.5)

for all j ∈ N, where |D2u|2 = ∑N
i, j=1 u2

xi x j
.

If in (2.4) the space H 2(�) is replaced by the space H 2(�) ∩ H 1
0 (�) we obtain

the weak formulation of the classical eigenvalue problem

I :
⎧

⎨

⎩

�2u = γu, in �,

u = 0, on ∂�,

�u − K ∂u
∂ν

= 0, on ∂�,

(2.6)

where K denotes the mean curvature of ∂� (the sum of the principal curvatures).
Since H 2

0 (�) ⊂ H 2(�) ∩ H 1
0 (�) ⊂ H 2(�) and the spaces H 2

0 (�), H 2(�) are the
natural spaces associated with the Dirichlet problem P20 and the Neumann problem
N respectively, we refer to (2.6) as the eigenvalue problem for the biharmonic op-
erator with intermediate boundary conditions. If � is of class C1 then problem(2.6)
has a sequence of eigenvalues γI

j given by

γI
j = min

E⊂H 2(�)∩H 1
0 (�)

dimE= j

max
u∈E
u �=0

∫

�
|D2u|2dx
∫

�
u2dx

, (2.7)

for all j ∈ N.

Eigenvalue problem for the Lamé system
The eigenvalue problem for the Lamé system reads

L :
{−μ�u − (λ + μ)∇divu = γu, in �,

u = 0, on ∂�,
(2.8)

where the unknown u is a function taking values in RN and λ,μ > 0 are (the Lamé)
constants . If � is of class C1 then problem(2.8) has a sequence of eigenvalues γL

j
given by

γL
j = min

E⊂(H 1
0 (�))N

dimE= j

max
u∈E
u �=0

∫

�
μ|∇u|2 + (λ + μ)div2udx

∫

�
u2dx

, (2.9)

for all j ∈ N.
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Eigenvalue problem for the Reissner–Mindlin system
Finally, we consider the eigenvalue problem for the Reissner–Mindlin system

R :

⎧

⎪⎪⎨

⎪⎪⎩

− μ
12�β − μ+λ

12 ∇divβ − μ κ
t2 (∇w − β) = t2γ

12 β, in �,

−μ k
t2 (�w − divβ) = γw, in �,

β = 0, w = 0, on �,

(2.10)

where the unknown (β, w) = (β1, . . . ,βN , w) is a function with values in R
N+1

and λ,μ,κ, t > 0 are constants. According to the Reissner–Mindlin model for
moderately thin plates, for N = 2 system (2.10) describes the free vibration modes
of an elastic clamped plate � × (−t/2, t/2) with midplane � and thickness t . In
that case λ and μ are the Lamé constants, κ is the correction factor, w the transverse
displacement of the midplane, β = (β1,β2) the corresponding rotation and t2γ the
vibration frequency.

If � is of class C1 then problem(2.10) has a sequence of eigenvalues γR
j

given by

γR
j = min

E⊂(H 1
0 (�))N+1

dimE= j

max
(β,w)∈E

u �=0

∫

�

μ
12 |∇β|2η + μ+λ

12 div2β + μ κ
t2 |∇w − β|2dx

∫

�
w2 + t2

12 |β|2dx
, (2.11)

for all j ∈ N.

3 Analyticity Results

Let � be a bounded open set in R
N of class C1. In the sequel, we shall consider

problems (2.1), (2.3), (2.6), (2.8), (2.10) on families of open sets parametrized by
suitable diffeomorphisms φ defined on �. To do so, for k ∈ N we set

Ak
� =

{

φ ∈ Ck
b (� ;RN ) : inf

x1,x2∈�
x1 �=x2

|φ(x1) − φ(x2)|
|x1 − x2| > 0

}

,

where Ck
b (� ;RN ) denotes the space of all functions from � to R

N of class Ck ,
with bounded derivatives up to order k. Note that if φ ∈ Ak

� then φ is injective,
Lipschitz continuous and inf� |det∇φ| > 0. Moreover, φ(�) is a bounded open set
of class C1 and the inverse map φ(−1) belongs toAk

φ(�). Thus it is natural to consider
the above mentioned eigenvalue problems on φ(�) and study the dependence of the
corresponding eigenvalues γPnm

j [φ(�)], γN
j [φ(�)], γI

j [φ(�)], γL
j [φ(�)], γR

j [φ(�)]
on φ ∈ Ak

� for suitable values of k.
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The choice of k depends on the problem. In the sequel it will be always understood
that k is chosen as follows:

Problem Pnm : k = n,

Probelms N and I : k = 2,
Problems L and R : k = 1.

(3.1)

Moreover, in order to shorten our notation, we shall write γ j [φ] instead of γPnm
j

[φ(�)], γN
j [φ(�)], γI

j [φ(�)], γL
j [φ(�)], γR

j [φ(�)], with the understanding that
our statements refer to any of the problems (2.1), (2.3), (2.6), (2.8), (2.10). We
endow the space Ck

b (� ;RN ) with its usual norm defined by ‖ f ‖Ck
b (� ;RN ) =

sup|α|≤k, x∈� |Dα f (x)|. We recall that Ak
� is an open set in Ck

b (� ;RN ), see [23,
Lemma3.11]. Thus, it makes sense to study differentiability and analyticity proper-
ties of the maps φ �→ γ j [φ(�)] defined for φ ∈ Ak

�.
As in [23],wefix afinite set of indexes F ⊂ N andwe consider thosemapsφ ∈ Ak

�

for which the eigenvalues with indexes in F do not coincide with eigenvalues with
indexes not in F ; namely we set

Ak
F,� = {

φ ∈ Ak
� : γ j [φ] �= γl[φ], ∀ j ∈ F, l ∈ N \ F

}

.

It is also convenient to consider those maps φ ∈ Ak
F,� such that all the eigenvalues

with index in F coincide and set

�k
F,� = {

φ ∈ Ak
F,� : γ j1 [φ] = γ j2 [φ], ∀ j1, j2 ∈ F

}

.

For φ ∈ Ak
F,�, the elementary symmetric functions of the eigenvalues with index in

F are defined by

�F,h[φ] =
∑

j1,..., jh∈F
j1<···< jh

γ j1[φ] · · · γ jh [φ], h = 1, . . . , |F |. (3.2)

In order to state Theorems3.1 and 3.2, we need to define a quantity M[u, v]where
u, v are eigenfunctions associated with an eigenvalue γ on a smooth bounded open
set �. For each problem, M[u, v] is a real valued function defined on ∂� as follows:

• Problem Pnm :

M[u, v] = ∂nu

∂νn

∂nv

∂νn
; (3.3)

• Problem N :
M[u, v] = γuv − D2u : D2v; (3.4)
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• Problem I:

M[u, v] = D2u : D2v − 2�∂�

(
∂u

∂ν

∂v

∂ν

)

−
(

∂u

∂ν

∂3v

∂ν3
+ ∂u

∂ν

∂3v

∂ν3

)

; (3.5)

• Problem L:

M[u, v] = μ
∂u

∂ν
· ∂v

∂ν
+ (μ + λ)

(
∂u

∂ν
· ν

) (
∂v

∂ν
· ν

)

; (3.6)

• Problem R:

M[u, v] = μ

12

∂β

∂ν
· ∂θ

∂ν
+ μ + λ

12

(
∂β

∂ν
· ν

)(
∂θ

∂ν
· ν

)

+ κμ

t2
∂w

∂ν

∂u

∂ν
; (3.7)

where u = (β, w) and v = (θ, u).

In (3.5), �∂� denotes the tangential Laplacian on ∂�. Recall that �∂�u =
div∂�∇∂�u where ∇∂�u = ∇u − ∂u

∂ν
ν is the tangential gradient of u.

Moreover, formula (3.8) below is expressed in terms of a basis {ul}F of the
eigenspace associated with an eigenvalue γ on an open set φ̃(�). It will be un-
derstood that such basis is orthonormal with respect to the appropriate L2-scalar
product, which is the standard scalar product in L2(φ̃(�)) for problems (2.1) with
m = 0, (2.3), (2.6), (2.8) and the scalar product defined by

∫

φ̃(�)
(wv+ t2

12β ·η)dy for
problem (2.10). Note that in the case of problem (2.1) with arbitrary m, we use the
natural scalar product associated with right-hand side of the equation, i.e., the scalar
product defined by

∫

φ̃(�)
�

m
2 u�

m
2 vdy if m is even, and

∫

φ̃(�)
∇�

m−1
2 u∇�

m−1
2 vdy if

m is odd.
Then we have the following

Theorem 3.1 Let � be a bounded open set in R
N of class C1 and F be a finite

set in N. Let k ∈ N be as in (3.1). The set Ak
F,� is open in Ck

b (� ;RN ) and
the real-valued maps which take φ ∈ Ak

F,� to �F,h[φ] are real-analytic on Ak
F,�

for all h = 1, . . . , |F |. Moreover, if φ̃ ∈ �k
F,� is such that the eigenvalues γ j [φ̃]

assume the common value γF [φ̃] for all j ∈ F, and φ̃(�) is of class C2k then the
Frechét differential of the map �F,h at the point φ̃ is delivered by the formula

d|φ=φ̃�F,h[ψ] = −γh−1
F [φ̃]

(|F | − 1

h − 1

) |F |
∑

l=1

∫

∂φ̃(�)

M[ul, ul ]ζ · νdσ, (3.8)

for all ψ ∈ Ck
b (�;RN ), where {ul}l∈F is an orthonormal basis of the eigenspace

associated with γF [φ̃], and ζ = ψ ◦ φ̃(−1).

The proof of this theorem can be done by adapting that of [23, Theorem3.38] (see
also [25, Theorem2.5]). Namely, by pulling-back to � via φ the operator defined on
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φ(�), one reduces the problem to the study of a family of operators Tφ defined on
the fixed domain�. Such operators turn out to be self-adjoint with respect to a scalar
product also depending onφ, which is obtained by pulling-back the appropriate scalar
product defined of L2(φ(�)). Then it is possible to apply the abstract results of [23]
in order to prove the real-analyticity of the symmetric functions of the eigenvalues.
Formula (3.8) is also deducedby a general formula concerning the eigenvalues of self-
adjoint operators proved in [23] combined with lengthy calculations which depend
on the specific case under consideration. We refer to the papers indicated in the
introduction for details.

If we consider domain perturbations depending real analytically on one scalar
parameter, it is possible to describe all the eigenvalues splitting from a multiple
eigenvalue of multiplicity m by means of m real-analytic functions. For the sake
of completeness we state the following Rellich-Nagy-type theorem which can be
proved by using the abstract results [23, Theorem2.27, Corollary2.28] which, in
turn, are proved by an argument based on reduction to finite dimension.

Theorem 3.2 Let � be a bounded open set in R
N of class C1. Let k ∈ N be as

in (3.1), φ̃ ∈ Ak
� and {φε}ε∈R ⊂ Ak

� be a family depending real-analytically on
ε such that φ0 = φ̃. Let γ̃ be an eigenvalue on φ̃(�) of multiplicity m, namely
γ̃ = γn,t [φ̃] = · · · = γn+m−1,t [φ̃] for some n ∈ N. Then there exists an open interval
I containing zero and m real-analytic functions g1, . . . , gm from I to R such that
{γn,t [φε], . . . , γn+m−1,t [φε]} = {g1(ε), . . . , gm(ε)} for all ε ∈ I . Moreover, if φ̃(�) is
an open set of class C2k then the derivatives g′

1(0), . . . , g
′
m(0) at zero of the functions

g1, . . . , gm coincide with the eigenvalues of the matrix

(

−
∫

φ̃(�)

M[ui , u j ]ζ · νdσ

)

i, j∈{1,...,m}

where ui , i = 1, . . . , m, is an orthonormal basis of the eigenspace associated
with γ̃.

In the case of the biharmonic operator the quantities M[ui , u j ] can be represented
by one single formula which is valid for the Dirichlet problem P20, the Neumann
problem N and the intermediate problem I. Indeed, we can prove the following.

Lemma 3.3 Let u, v be eigenfunctions associated with the same eigenvalue γ of
one of the problems P20, N , I on a bounded open set � of class C4. Then

M[u, v] = 2
∂2u

∂ν2

∂2v

∂ν2
− D2u : D2v + γuv − ∂u

∂ν

(

div∂�[(D2v)ν] + ∂�v

∂ν

)

− ∂v

∂ν

(

div∂�[(D2u)ν] + ∂�u

∂ν

)

. (3.9)

In particular, in these cases formula (3.8) reads
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d|φ=φ̃�F,h[ψ] = − γh−1
F [φ̃]

(|F | − 1

h − 1

) |F |
∑

l=1

∫

∂φ̃(�)

(

2

(
∂2ul

∂ν2

)2

− |D2ul |2

+ γu2
l − 2

∂ul

∂ν

(

div∂�[(D2ul)ν] + ∂�ul

∂ν

))

ζ · νdσ. (3.10)

Proof In the case of problem P20, taking into account the boundary conditions u =
v = 0 on ∂� and ∇u = ∇v = 0 on ∂�, it follows that D2u : D2v = ∂2u

∂ν2
∂2v
∂ν2 on ∂�

hence the right-hand side of (3.9) equals the right-hand side of (3.3) with n = 2.
In the case of problemN , functions u and v satisfy the boundary conditions in

(2.3) hence we immediately conclude that the right-hand side of (3.9) equals the
right-hand side of (3.4).

Finally, we consider the intermediate problem I. In this case, several calculations
are required. To begin with, we note that since u = v = 0 on ∂� we have

�∂�

(
∂u

∂ν

∂v

∂ν

)

= �∂�

(
∂u

∂ν

)
∂v

∂ν
+ 2∇∂�

∂u

∂ν
∇∂�

∂v

∂ν
+ ∂u

∂ν
�∂�

(
∂v

∂ν

)

= div∂�[(D2u)ν]∂v

∂ν
+ 2∇∂�

∂u

∂ν
∇∂�

∂v

∂ν
+ ∂u

∂ν
div∂�[(D2v)ν].

(3.11)

On the other hand, we have

�∂�

(
∂u

∂ν

∂v

∂ν

)

= �∂� (∇u · ∇v) = �(∇u · ∇v) − ∂2(∇u · ∇v)

∂ν2

− K
∂(∇u · ∇v)

∂ν
= ∇�u · ∇v + ∇�v · ∇u + 2D2u : D2v

− 2[(D2u)ν)] · [(D2v)ν] − ∇u
∂2∇v

∂ν2
− ∇v

∂2∇u

∂ν2
− K∇u · ∂∇v

∂ν

− K∇v · ∂∇u

∂ν
= ∂�u

∂ν

∂v

∂ν
+ ∂�v

∂ν

∂u

∂ν
+ 2D2u : D2v

− 2∇∂�

∂u

∂ν
∇∂�

∂v

∂ν
− ∂u

∂ν

∂3v

∂ν3
− ∂v

∂ν

∂3u

∂ν3
− K

∂u

∂ν

∂2v

∂ν2
− K

∂v

∂ν

∂2u

∂ν2
. (3.12)

By taking into account that functions u and v satisfy the boundary condition ∂2u
∂ν2 =

∂2v
∂ν2 = 0 on ∂�, and by summing the first and last terms in the respective equalities
(3.11) and (3.12) we get
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2�∂�

(
∂u

∂ν

∂v

∂ν

)

= 2D2u : D2v + ∂u

∂ν

(

div∂�[(D2v)ν] + ∂�v

∂ν

)

× ∂v

∂ν

(

div∂�[(D2u)ν] + ∂�u

∂ν

)

− ∂u

∂ν

∂3v

∂ν3
− ∂v

∂ν

∂3u

∂ν3
.

(3.13)

The previous equality shows that in the case of problem I the right-hand side of (3.9)
equals the right-hand side of (3.5).

4 Isovolumetric Perturbations

Consider the following extremum problems for the symmetric functions of the eigen-
values

min
V [φ]=const

�F,h[φ] or max
V [φ]=const

�F,h[φ], (4.1)

where V [φ] denotes the N -dimensional Lebesgue measure of φ(�).
Note that if φ̃ ∈ Ak

� is a minimizer or maximizer in (4.1) then φ̃ is a critical
domain transformation for the map φ �→ �F,h[φ] subject to volume constraint, i.e.,

Ker d|φ=φ̃V ⊂ Ker d|φ=φ̃�F,h, (4.2)

where V is the real valued function defined on Ak
� which takes φ ∈ Ak

� to V [φ].
The following theorem provides a characterization of all critical domain transfor-

mations φ. See [24] for the case of the Dirichlet and Neumann Laplacians.

Theorem 4.1 Let � be a bounded open set in R
N of class C1. Let k ∈ N be as in

(3.1). Let F be a finite subset of N. Assume that φ̃ ∈ �k
F,� is such that φ̃(�) is of

class C2k and that the eigenvalues γ j [φ̃] have the common value γF [φ̃] for all j ∈ F.
Let {ul}l∈F be an orthornormal basis of the eigenspace corresponding to γF [φ̃]. Then
φ̃ is a critical domain transformation for any of the functions �F,h, h = 1, . . . , |F |,
with volume constraint if and only if there exists C ∈ R such that

∑

l∈F

M[ul, ul ] = C, on ∂φ̃(�). (4.3)

Formula (4.3) follows from an application of the Lagrange Multipliers Theorem
(see e.g., Deimling [14, Sect. 26] for a formulation valid in the case of infinite di-
mensional spaces) and formula (3.8).

Finally, thanks to the rotation invariance of the operators related to the problems
we have considered, it is possible to prove the following.
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Theorem 4.2 Let the same assumptions of Theorem4.1 hold. If φ̃(�) is a ball then
condition (4.3) is satisfied.

The proof of this theorem is based on the following main idea. First, we assume
that φ̃(�) is a ball with radius R centered at zero. In the case of polyharmonic op-
erators, we have that by the rotation invariance of the Laplace operator, if {ul}l∈F

is an orthonormal basis of an eigenspace, then {ul ◦ A}l∈F is also an orthonormal
basis of the same eigenspace for all A ∈ ON (R), where ON (R) denotes the group
of orthogonal linear transformations in R

N . Since both {ul}l∈F and {ul ◦ A}l∈F are
orthonormal bases of the same space, it follows that

∑|F |
l=1 u2

l ◦ A = ∑|F |
l=1 u2

l , for
all A ∈ ON (R). Thus

∑|F |
l=1 u2

l is a radial function. Then the radiality of
∑|F |

l=1 u2
l

combined with appropriate calculations and similar arguments as above, allows to
conclude that (4.3) is satisfied. (Note that in the case of vector-valued functions, say
in the case of the Lamé system for simplicity, one has clearly to rotate the vector
itself by considering At · (ul ◦ A) where we identify A with its matrix.)

Itwould be interesting to describe the family of open sets φ̃(�) forwhich condition
(4.3) is satisfied. In the case of problemP10 a classical result by Serrin [29] guarantees
that if condition (4.3) is satisfied for the first eigenfunction then φ̃(�) is a ball. The
same result has been proved by Dalmasso [13] in the case of problem P20 under
the assumption that the first eigenfunction does not change sign; for problem P21

a different method by Weinberger and Willms leads to the same conclusion (see
e.g., [18]).
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Abstract Inmodelling, optimization, control, or identificationproblemswith respect
to a family of subsets of a fixed hold-all in R

N , the nice vector space structure of
the calculus of variations and control theory is no longer available. The family of all
subsets of the Euclidean space is a group for the algebraic symmetric difference. One
way to construct a family of variable domains is to consider the images of a fixed
subset of R

N by some family of transformations of R
N . The group structure for the

composition of transformations induces a group structure on the space of variable
sets. Each variable set is parametrized by its associated transformation (homeomor-
phism or diffeomorphism). So it is topologically identical to the initial set. To get
around this limitation, metric spaces of set-parametrized functions (characteristic,
distance, oriented distance, support function) have been introduced (Hausdorff met-
ric associated with the distance function and Caccioppoli sets with the characteristic
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1 Introduction

In this paper the intuitive terminology geometry and shape is used in a very broad
sense. A geometry is a subset of a bigger but fixed set or hold-all D in the Euclidean
space R

N , N ≥ 1 an integer, and a shape is usually associated with the structure of
the boundary of the set which is not necessarily smooth.

In general, the sets under consideration will enjoy additional properties. For
instance, they can be manifolds which are sets that locally look like some Euclidean
space R

n , n ≥ 1. If properties such as volume and curvatures are required, a smooth
structure can be added to the manifold structure to make sense of integration and
differential calculus on that manifold (such as smooth, differential, Riemann mani-
folds). It provides a classification, a detailed analysis, and a differential calculus on
such sets via local bases and Christoffel symbols.

In order to properly formulate optimization, design, identification, and control
problems with respect to geometrical sets, a convenient representation of a set is
necessary to build an analytical framework in which the full power of function ana-
lytic methods can be exploited. This is very much in the spirit of Analysis that builds
more and more complex structures from simple ones.

The general objectives are

• to find analytical descriptions of geometries,
• to construct spaces of geometries,
• to relax geometrical properties: volume, perimeter, curvatures, etc.,
• to introduce topologies on spaces of geometries in order tomake sense of continuity
of shape functions and compact families,

• to characterize the tangent space to such spaces of geometries in order to build a
semidifferential calculus for geometrical objective functions,

and many other related issues. This is essential to deal with the existence, the char-
acterization and the approximation of optimal geometries. Those objectives have a
strong intersection with Differential Geometry and Shape Sensitivity Analysis but
also with Set-valued Analysis occurring in Optimization and a good dose of Func-
tional Analysis, Metric Spaces and Group Theory.

In order to structure the discussion, we begin with the fundamental issue of the
choice of a representation. The following two approaches are widely present in the
literature and lead to the construction of complete metric spaces (some of which are
infinite dimensional manifolds):

(i) to parametrize geometries by functions and
(ii) to parametrize functions by geometries.

Roughly speaking, the first approach amounts to consider images of a reference
set by a family of homeomorphisms or diffeomorphisms. The composition of trans-
formations induces a group structure on the family of sets and a metric structure by
specifying a metric on the family of homeomorphisms or diffeomorphisms. When
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the reference set is a smooth manifold,1 the images inherit many of its properties.
But, to its disadvantage, the topology of the images is the same as the one of the
reference set. As a result, this approach does not allow topological changes. This
includes the construction of (complete) Courant metrics by A.M. Micheletti [47]
in 1972 extended in Delfour and Zolésio [25, Chap.3] and constructions based on
geodesics, around 1995, by A. Trouvé [63, 65] using diffeomorphisms generated by
a family of velocity fields. In such constructions the key triangle inequality for the
metric is obtained by introducing some form of geodesic property. There are also
connections with the work of D. Mumford and his collaborators.

In this paper we privilege the second approach. It is in line with theHausdorff met-
ric [38] defined in term of the distance function in 1914 and theCaccioppoli sets [12]
defined in termof the characteristic function in 1952. Both are set-parametrized func-
tions. This allows arbitrary topological changes and the geometrical and smoothness
properties of the associated set are related to the smoothness of the set-parametrized
function in a neighborhood of the boundary of the set. This point of view is also
present in set-valued analysis (cf., for instance, Aubin and Frankowska [5]) that
deals with set-valued differential equations, subdifferentials and tangent cones in
control and optimization problems.

Looking at geometries as sets is conceptually different from other approaches that
look at geometries as manifolds, parametric surfaces (Reifenberg [58–61] around
1960), varifolds (Almgrem [2–4] around 1965), or currents (Federer–Fleming [33]
around 1960) as was illustrated in the solution of the Plateau’s problem of minimal
surfaces. Yet, in the end, they share a large intersection.

The paper samples material from Delfour and Zolésio [25] with complementary
and new results that sharpen earlier ones.

Section2 recalls the group structure induced by the symmetric difference and the
construction of the topological metric group of characteristic functions which are
functions parametrized by sets.

Section3 gives the simple example of the metric group obtained by a family of
transformations of an hypograph as an example of sets parametrized by functions.

Section4 discusses the issue of the analytical representation of geometries as illus-
trated by the examples of Sects. 2 and 3: parametrize sets by function or parametrize
functions by sets.

Section5 deals with the topological metric groups of characteristic functions in
L p-spaces for Lebesgue and Hausdorff measures. A short account of some compact
families is provided.

Section6 deals with families of distance functions of non-empty sets and the
construction of the metrics of uniform convergence, Lipschitz convergence, and
W 1,p-convergence. Unfortunately, unlike the family of characteristic functions, the
Abelian group structure is lost. In order to recover it, the neutral element∅ that is not
compatible with the above metrics is required. To get around this, we construct new
metrics which are equivalent to the previous ones on the family of distance functions

1In fact a closed set or a crack-free (see footnote 4 for the definition.) open set is sufficient.
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of non-empty sets, but whose completion contains the distance function of the empty
set. This is similar to the one-point compactification of R.

Section7 deals with metric spaces of oriented distance functions of sets with non-
empty boundary. Of special interest is the subfamily of oriented distance functions
of sets whose boundary has zero Lebesgue measure for which the volume functional
is continuous in the W 1,p-topology. As in Sect. 6, the Abelian group structure is lost
since the oriented distance function of the empty set ∅ is +∞ and the one of R

N

is −∞. Again we construct new metrics which are equivalent to the previous ones
on the family of oriented distance functions of sets with non-empty boundary, but
whose completion contains the oriented distance function of the empty set and R

N .
This is similar to the two-point compactification of R.

Section8 is devoted to the boundary properties of a set via the oriented distance
function and connections with Caccioppoli sets and sets of bounded curvature. It
introduces new complete metrics that provide control over the smoothness of the
boundary by using some truncated oriented distance function. This effectively con-
trols the smoothness of the oriented distance function in a fixed narrow band around
the boundary of each set.

Section9 discusses sets of positive reach and embedded submanifolds and their
relation to the smoothness of the squared distance function. New (complete) metrics
are constructed on families of embedded submanifolds.

Section10 briefly recalls the metric space associated with the support function of
Convex Analysis.

2 Group, Symmetric Difference, and Characteristic
Functions

2.1 Group Structure Induced by the Symmetric Difference

The first observation is that a space of geometries cannot be a vector space with
respect to the field R. Yet, a group, a vector space over the field Z2, and a Boolean
ring structure can be introduced.

Given a nonempty hold-all D, consider the power set2 of D

P(D)
def= {A : A ⊂ D} .

Several algebraic operations such as the union, the intersection, and the comple-
ment with respect to D can be defined onP(D), but the following one is particularly
interesting since it leads to a group structure. Denote by � the symmetric difference
of two sets A and B in P(D) (Fig. 1):

2Also denoted 2D which emphasizes the bijection between P(D) and the family of functions
χ : D → {0, 1}, that is, from D to the two-element set {0, 1}.
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A

B

A B

Fig. 1 Symmetric difference A � B

A � B
def= [

A ∩ �D B
] ∪ [

B ∩ �D A
] = [A ∪ B] ∩ �D [A ∩ B] ,

where �D A = {x ∈ D : x /∈ A}. By definition, � is commutative and associative
and ∅ is the neutral element

A � B = B � A, (A � B) � C = A � (B � C), A � ∅ = A.

An inverse B of A must verify

A � B = ∅ ⇐⇒ [

A ∩ �D B
] ∪ [

B ∩ �D A
] = ∅

⇐⇒ B ∩ �D A = ∅ = A ∩ �D B ⇐⇒ A = B.

Therefore A � A = ∅, every element A of P(D) is its own inverse, −A = A, and
(P(D),�) is an Abelian group. This yields a kind of triangle inequality:

(A � B) � (B � C) = A � C.

Because every element in this group is its own inverse, (P(D),�) is in fact a vector
space over the field Z2 with two elements. Finally, the intersection is distributive
over the symmetric difference:

A ∩ (B � C) = (A ∩ B) � (A ∩ C).

Hence the power set P(D) becomes a ring with symmetric difference as addition
and intersection as multiplication. It is the prototypical example of a Boolean ring.

2.2 Metric Structures via Characteristic Functions

As a simple illustrative example, we put the elements of P(D) in correspondence
with the characteristic functions which are set-parametrized functions and build a
complete metric space structure on this set of functions. Associate with A ∈ P(D),
the characteristic function
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χA(x)
def=

{

1, if x ∈ A
0, if x ∈ D\A

}

, X(D)
def= {χA : A ⊂ D}

P(D) � A ←→ χA ∈ X(D).

The symmetric difference � on P(D) induces an Abelian group structure on X(D):

(χA � χB) (x)
def= |χA(x) − χB(x)| = χA�B(x), x ∈ D. (2.1)

It is readily seen that X(D) is a closed subset of the Banach (vector) space of bounded
functions on D endowed with the topology of uniform convergence

B(D)
def= { f : D → R : f bounded on D}, ‖ f ‖B(D)

def= sup
x∈D

| f (x)|.

Therefore, X(D) is a complete metric space for the metric

ρD(A, B)
def= ‖χA − χB‖B(D) = ‖χA�B‖B(D)

and (P(D),⊂D) is a complete topological metric group. This metric is both left and
right-invariant

ρD(A � C, B � C) = ρD(A, B)
=ρD(A�B,∅)

= ρD(C � A, C � B). (2.2)

So, as in the case of vector spaces, it is sufficient to look at the neighbourhood of the
neutral element ∅. Similarly, the tangent space in any point A will be the same as
the tangent space in ∅. It turns out that this metric

ρD(A, B)
def= ‖χA − χB‖ = ‖χA�B‖ =

{

0, if A = B

1, if A �= B

defines the chaotic topology on P(D).

3 Parametrize Geometries by Functions: Hypographs

The basic idea is to construct a family of variable sets from the images of a reference
set by some group of homeomorphism or diffeomorphisms. As a simple example
consider the hypograph (Fig. 2)

G f
def= {

(x ′, x N f (x ′)) : x ′ ∈ U, 0 ≤ x N ≤ 1
}

(3.1)
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U x U x
0

1
xN

0

1
xN

G1 = U × [0, 1] Gf

f

Fig. 2 Hypographs of the functions 1 and f on U

of a continuous strictly positive bounded function f : U → R defined on a closed
subset U of R

N−1 and the following family of variable sets:

G(U × [0, 1]) def= {

G f : f ∈ C+(U )
}

, (3.2)

where C+(U ) is the set of continuous strictly positive bounded functions on U .
Choose as reference set G1 = U × [0, 1]. Associate with each f the transformation

(x ′, x N ) �→ T f (x ′, x N )
def= (x ′, x N f (x ′)) : U × R → U × R. (3.3)

It is easy to verify that T f is a bijection and that the composition

T f ◦ Tg = T f g = Tg ◦ T f

is well-defined and corresponds to the pointwise product ( f g)(x ′) = f (x)g(x ′) of
the functions f and g. The neutral element is T1 for the function identically equal
to 1, that is, T1 = I . The inverse of T f is T f −1 for f −1(x ′) = 1/ f (x ′) the pointwise
inverse of f . This defines an Abelian group which is isomorphic to the group C+(U )

endowed with the pointwise product. Consider this group of homeomorphisms of
the set G1 = U × R

F def= {

T f : f ∈ C+(U )
}

. (3.4)

With the above definitions, the set of variable sets will be the set of images of G1 by
the elements of the group F :

G(G1) = {

T f (G1) : f ∈ C+(U )
}

. (3.5)

A natural candidate for a metric on the images G f = T f (G1) and Gg = Tg(G1)

would be

ρ(T f , Tg)
def= sup

x∈G1

‖T f (x) − Tg(x)‖RN = sup
x ′∈U

| f (x ′) − g(x ′)| (3.6)
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but the completion of F with respect to that metric yields degenerate T f ’s. For
instance, pick the sequence of constant functions fn(x) = 1/n on U . The sequence
{ fn} ⊂ C+(U ), converges to the function f (x) = 0 onU and 0 /∈ C+(U ). Therefore,
the sequence {T fn } converges to T0 /∈ F . To avoid this we could use the metric

ρ0(T f , Tg)
def= sup

x∈G1

‖T f (x) − Tg(x)‖RN + sup
x∈G1

‖T −1
f (x) − T −1

g (x)‖RN

= sup
x ′∈U

| f (x ′) − g(x ′)| + sup
x ′∈U

| f −1(x ′) − g−1(x ′)|,
(3.7)

but we loose the right-invariance. If we build in the right-invariance

ρ1(T f , Tg)
def= ρ0(I, Tg ◦ T −1

f ),

we loose the triangle inequality and only get a semimetric.3

To get around this difficulty,Micheletti [47] introduced the following general con-
struction in 1972 that builds a metric from the function ρ0 using the group structure.
The first step is the construction of a distance from T f to the neutral element T1 = I
by introducing the finite factorizations of T f in F of the form

T f = T f1 ◦ · · · ◦ T fk , fi ∈ C+(U ).

and the function that minimizes the distance with respect to all finite factorizations
of T f in F

ρ(I, T f )
def= inf

T f =T f1◦···◦T fk
fi ∈F , k≥1

k
∑

i=1

ρ0(I, T fi ), (3.8)

Extend this function to all T f and Tg in F

ρ(T f , Tg)
def= ρ(I, Tg ◦ T −1

f ) = ρ(I, Tg f −1). (3.9)

From [25, Assumptions2.1 and 2.2 and Theorems2.1 and 2.2 in Chap.3] the triangle
inequality is verified and ρ is a right-invariant metric, that is, for all T f , Tg and Th

in F
ρ(T f , Tg) = ρ(T f ◦ Th, Tg ◦ Th).

3Given a space X , a function d : X × X → R is said to be a semimetric if

(i) d(F, G) ≥ 0, for all F, G,

(ii) d(F, G) = 0 ⇐⇒ F = G,

(iii) d(F, G) = d(G, F), for all F, G.

This notion goes back to Fréchet and Menger.
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In this definition, there is an implicit notion of geodesic when interpreting the fac-
torization as a path in F . This induces the following metric

d(G f , Gg)
def= ρ(T f , Tg), (3.10)

on the group G(G1) of images of G1 by F . So, in presence of a semimetric, there is
an intimate relation between the existence of geodesics and the triangle inequality.

As for the notion of semidifferential, it requires the characterization of the Bouli-
gand tangent cone in each point T f of F . It is obtained by taking the derivative at
t = 0 of paths of the form T f (1+tg) at a given f ∈ C+(U ) in the direction g ∈ C0(U ),
the space of bounded and uniformly continuous functions on U , and t �= 0. For t
sufficiently small f (1 + tg) ∈ C+(U ) and it is natural to consider the following
differential quotient

T f (1+tg) ◦ T −1
f − I

t
= T1+tg − I

t
(3.11)

= T1+tg − I

t
(x ′, x N ) = (0, x N g(x ′)). (3.12)

So, the tangent space contains the Banach space {0} × C0(U ). It cannot be larger
since for any t �= 0 and any f

1

t
(T f − I )(x ′, x N ) =

(

0,
xN

t
( f (x ′) − 1)

)

∈ {0} × C0(U ). (3.13)

This metric groupF is an example of an infinite dimensional differentiablemanifold.

4 Analytical Representations of Geometries

This section discusses the issue of the analytical representation of geometries as illus-
trated by the examples of Sects. 2 and 4: parametrize sets by function or parametrize
functions by sets.

4.1 Parametrize Geometries by Functions

The construction of Sect. 3 is generic and readily extends to more complex situations
where ρ0 is only a semimetric. Such metrics have been called Courant metrics by
Micheletti [47].

In summary, the elements of the construction are (Figs. 3 and 4)

(i) F a group of transformations F of some subset D of R
N



66 M.C. Delfour

Ω0 F (Ω0)
F−1

F

Fig. 3 Image of a fixed set �0 by a bijection or transformation F : R
2 → R

2

Ω0 F (Ω0)
F−1

F

Fig. 4 Image of a fixed triangulation of a set by a bijection or transformation F : R
2 → R

2

(ii) �0, an open crack free4 or closed subset of D
(iii) the variable domains are the images of �0 by the elements F ∈ F

4A set � is crack-free if �� = ��. Clearly,

�� = �� ⇐⇒ int� = int� ⇐⇒ ∂� = ∂�. (4.1)

(cf. for instance, Delfour and Zolésio [25, Definition7.1(ii), Chap.8]). If, in addition, � is open,

then � is crack-free if �� = �� or, equivalently, if � = int�. In 1994 Henrot [39] introduced
the terminology Carathéodory set for such a set that was later adopted by Tiba [62], and others
such as [55], and [40]. However, this terminology does not seem to be standard. For instance, in the
literature on polynomial approximations in the complex plane C, a Carathéodory set is defined as
follows.

Definition 4.1 (Dovgoshey [28] orGaier [34]). A bounded subset� ofC is said to be aCarathéodory
set if the boundary of� coincideswith the boundary of the unbounded component of the complement
of � (Figs. 5 and 6). A Carathéodory domain is a Carathéodory set if, in addition, � is simply
connected. �

This definition excludes not only interior cracks but also bounded holes inside the set � as can
be seen from the example of the annulus � = {x ∈ R

2 : 1 < |x | < 2} in R
2. So, it is more

restrictive than ∂� = ∂�. In order to avoid any ambiguity, we prefer the more intuitive and less
ambiguous terminology crack-free.
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Ω0 F (Ω0)
F−1

F

Fig. 5 Image of a fixed line or circle by a transformation F : R
2 → R

2

Ω0

Ft1(Ω0)

Ft2(Ω0)

Ft3(Ω0)
times 0 < t1 < t2 < t3

Fig. 6 Trajectory of a variable set

(iv) identify the images F(�0) of �0 with the quotient groupF/{F ∈ F : F(�0) =
�0}

(v) the Courant metric is a right-invariant metric on the quotient group.

The work of Micheletti [47] in 1972 was overlooked for decades. In that period,
Murat-Simon [54] in 1976 constructed pseudometrics (that is, a semimetric in the
terminology of footnote 3) and Azencott [6] and Trouvé [63–65] in 1995 constructed
metrics using the idea of geodesics in the space of diffeomorphisms generated by a
velocity field. A fairly complete account of Courant metrics, related constructions,
and many examples can be found in Delfour and Zolesio [25, Chaps. 3 and 4]. It
considerably expands the material in the 2001 edition of the book that emphasized
and generalized the work of Micheletti.

For instance, in R
3, �0 can be

(a) a finite line (set of curves),
(b) a circle (set of closed curves),
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(c) a sphere (set of closed surfaces with boundary), or
(d) an open ball (open sets whose boundary has no boundary).

The construction of Courant metrics on groups of transformations is to be com-
paredwith the constructions ofMichor andMumford [48–50], andYounes et al. [74].

4.2 Parametrize Functions by Geometries

In the example of Sect. 2 each set was identified with its characteristic function.
This construction extends to measurable sets by introducing equivalence classes of
sets and to many other set-parametrized functions such as, for instance, the distance
function, the oriented distance function, and the support function.

� Identify a set with its characteristic function

� ←→ χ� χ�
def=

{

1, if x ∈ �

0, if x /∈ �

}

.

Ifwe go toμ-measurable sets, then the correspondencewill bewith the equivalence
class [�]μ of sets equal μ-almost everywhere to �. This is related to the measure
theory of Lebesgue (1907) where the Lebesgue measure is a relaxation of the
notion of volume, to the Caccioppoli sets where the norm of the distributional
gradient of χ� regarded as a measure yields a relaxation of the perimeter, and to
geometric measure theory of Federer [32] (1969).
� Identify a set with its distance function

[�] ←→ d� d�(x)
def=

⎧

⎨

⎩

inf
y∈�

‖y − x‖, if � �= ∅

+ ∞, if � = ∅

⎫

⎬

⎭
, [�] def=

{

�′ : �′ = �
}

.

This is related to the Hausdorff (1914) metric that formalizes the early notion
of écart mutuel of Pompéju (1905), to the sets of positive reach and curvature
measures of Federer [31] (1959), and to set-valued analysis.
� Identify a set with its oriented distance function

[�] ←→ b� b�(x)
def= d�(x) − d��(x), [�] def=

{

�′ : �′ = � and ∂�′ = ∂�
}

.

This is a finer partition than the one with the distance function where both the
closure of the set and its boundary are invariants. It is related to the geometry of
and the calculus on hypersurfaces.
� Identify a set with its support function

[�] ←→ σ� σ�(x)
def= sup

y∈�

x · y, [�] def= {

�′ : co �′ = co �
}

,

where co � denotes the closed convex hull of�. This is related to convex analysis.
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5 Metric Structures via Characteristic Functions
of Measurable Sets

We have already seen in Sect. 2.2 that a (complete) metric structure can be associated
with theAbeliangroupof characteristic functions of subsets of a set. This construction
extends to measurable subsets of a set.

5.1 L∞-Convergence of Measurable Sets

Given a measure5 μ and a μ-measurable subset D ⊂ R
N , let L∞(D,μ) denote

the Banach space of equivalence classes of μ-measurable functions bounded almost
everywhere on D. Denote by [A]μ the equivalence class of μ-measurable subsets of
D that are equal almost everywhere. Identify equivalence classes and characteristic
functions

{[A]μ : A ⊂ D μ-easurable
} ⊃ [A]μ

←→
χA ∈ Xμ(D)

def= {χA : A ⊂ D μ-measurable} .

Since A � B is μ-measurable for A and B μ-measurable, we obtain a group in
L∞(D,μ) which is closed for the metric

ρD(A, B)
def= ‖χB − χA‖L∞(D,μ).

Again we have an Abelian group, a left and right invariant metric, and completness
of (Xμ(D), ρD). This includes Lebesque and Hausdorff measures of all dimensions.

5.2 L p-Convergence of Measurable Sets, 1 ≤ p < ∞

Given a μ-measurable subset D ⊂ R
N , consider the Banach space of equivalence

classes of μ-measurable p-integrable functions

L p(D,μ)
def=

{

f : D → R :
∫

D
| f |p dμ < ∞

}

, 1 ≤ p < ∞.

5In the sense of Evans and Gariepy [30, Definition and Warning, p. 1].
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The set

Xμ(D) ∩ L1(D,μ) = {χA : A ⊂ D is μ-measurable and μ(A) < ∞} (5.1)

is a subgroup of

Xμ(D)
def= {χA : A ⊂ D is μ-measurable} .

in L p(D,μ) with respect to �.

Theorem 5.1 Let 1 ≤ p < ∞, let μ be a measure on R
N , and let ∅ �= D ⊂ R

N be
μ-measurable.

(i) Xμ(D) ∩ L1(D,μ) is closed in L p(D,μ). The function

ρD,p([A2]μ, [A1]μ) def= ‖χA2 − χA1‖L p(D,μ)

defines a complete metric structure on the Abelian group Xμ(D)∩ L1(D,μ) that
makes it a topological group. If μ(D) < ∞, then Xμ(D) ∩ L1(D,μ) = Xμ(D).

(ii) If, in addition, D is σ-finite with respect to μ for a family {Dk} of μ-measurable
subsets of D such that μ(Dk) < ∞, for all k ≥ 1, then Xμ(D) is closed in
L p

loc(D,μ) and

ρD,p([A2]μ, [A1]μ) def=
∞

∑

k=1

1

2n

‖χA2 − χA1‖L p(Dk ,μ)

1 + ‖χA2 − χA1‖L p(Dk ,μ)

defines a complete metric structure on the Abelian group Xμ(D) that makes it a
topological group. When μ is a Radon measure on R

N , the assumption that D
is σ-finite with respect to μ can be dropped.

An important property is that all the L p-metrics, 1 ≤ p < ∞, are equivalent. Part
(i) covers sets of finite measure. Part (ii) handles sets with infinite Lebesgue measure,
but not sets with infinite Hausdorff measure.

We can introduce families of sets in P(D) with more than one property and
combine the associated metrics. For instance, the sum or the maximum of a finite
number of metrics is a metric and other constructions that we shall see later.

5.3 Compact Families

Among the examples of compact families in L1 are the celebrated finite perimeter or
Caccioppoli sets (cf. [12] in 1952) as we shall see later in Sect. 8.1. They have been
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used by E. De Giorgi [26]6 in 1953 and [27]7 in 1954 to solve Plateau’s problem of
minimal surface in the fifties.

Other more recent compact families have been constructed by adding the uniform
cone property (D. Chenais [13] in 1975), the uniform fat segment property (a version
on epigraphs was announced in a note by W. Liu et al. [44] in 2000 without proof
followed by a paper by Tiba [62] in 2003; a geometrical (equivalent) version with
proof was introduced in Delfour–Zolésio [24] in 2001 and expanded in [23] in 2007
and in [25] in 2011), and a bound on the density perimeter (Bucur–Zolésio [10]
in 1996), or a bound on the distribution curvature tensor ([24] in 2001 and [25,
Sect. 5, Chap. 7, pp. 354–358] in 2011). General capacity conditions have also been
introduced by Bucur–Zolésio [9] in 1995.

It turns out that, for those families, we get much more than the L p-convergence of
characteristic functions. We get the stronger and richer W 1,p-convergence of the ori-
ented the distance function of Sect. 7.2.3 (cf. see also Delfour–Zolésio [25, Sects. 13
and14, pp. 387–394]).

Other types of convergence can be found in the literature. In 1959, H. Federer
[31, Sect. 4] introduced sets of positive reach associated with the square of distance
function as we shall see in Sect. 9. He gives a compactness theorem (Theorem9.1 in
Sect. 9) with C1-convergence of the square of the distance function for the family of
subsets A of a bounded open hold all D that have a unique projection onto A from
points in their tubular neighbourhood (cf. [31, Theorem4.13], [25, Theorem4.6,
Chap.6], and Theorem9.2 in Sect. 9).

6 Metric Structures via Distance Functions

6.1 Pompéiu’s Ecart Mutuel and Hausdorff Metric
on Compact Sets

The distance function from a point x to a set A

dA(x)
def=

⎧

⎨

⎩

inf
y∈A

|y − x |, A �= ∅,

+∞, A = ∅,
(6.1)

is another example of a family of functions that is parametrized by sets. If A �= ∅,
this function is Lipschitz continuous with constant equal to 1

|dA(y) − dA(x)| ≤ |y − x |.

6The first note published by De Giorgi describing his approach to Caccioppoli sets
7The first complete exposition by De Giorgi of the theory of Caccioppoli sets.
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So, it is uniformly continuous on R
N and belongs to W 1.p

loc (RN ), 1 ≤ p ≤ ∞. The
écart mutuel

ρH (A, B)
def= max

{

sup
x∈B

dA(x), sup
y∈A

dB(y)

}

, (6.2)

was introduced in the thesis of D. Pompéiu [57, Chap. III, pp. 281–282] in 1905. This
notion was further studied as a metric on the family of compact subsets of R

N by
F. Hausdorff in 1914. The compactness of the sets A and B is necessary to make this
expression finite and to single out the unique closed representative in the associated
equivalent classes of sets with the same distance function. Yet, a slightly different
point of view makes it possible to relax the compactness assumption and consider
stronger metrics.

6.2 Metric of Uniform Convergence

Given a hold-all D ⊂ R
N and a subset A of D, there are bijections between the

distance function dA, the equivalence class [A]d , and the closure A

dA ←→ [A]d
def= {

B ⊂ D : B = A
} ←→ A. (6.3)

To define a metric on non-empty closed subsets that are not necessarily bounded is
equivalent to define a metric on the family of distance functions

Cd(D)
def= {

dA : ∀A, ∅ �= A ⊂ D
}

, (6.4)

where D is an arbitrary non-empty hold-all in R
N . To work with open subsets � of

an open hold-all D it is customary to use the distance to the complement �� and the
family

Cc
d(D)

def= {d�� : � open and � � D} (6.5)

of distance functions to the complement.
First consider the case of a bounded hold-all D. Denote by C(D) the Banach

space of uniformly continuous functions endowed with the norm

‖ f ‖C(D) = sup
x∈D

| f (x)|. (6.6)

Since the distance functions are uniformly continuous onR
N , this induces a complete

metric
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ρ([A]d , [B]d)
def= ‖dA − dB‖C(D) = sup

x∈D
|dA(x) − dB(x)| (6.7)

which coincides with the Hausdorff metric. Moreover, Cd(D) is compact for that
metric. So, it is a very weak topology. In particular, it does not preserve the volume.

When D is not bounded, use the Fréchet topology associatedwith compact subsets
of D as we did for the characteristic function. Denoting this space by Cloc(D),
Cd(D) is a complete metric space as a closed subspace of Cloc(D). Therefore, the
compactness assumption of the classical definition of the Hausdorff metric has been
removed. Hence, Cd(R

N ), the set of all non-empty closed subsets of R
N , has a

complete metric space structure.

6.3 Metric of Lipschitz Convergence

Adopting this point of view opens the door to other metrics by replacing the space
of continuous functions Cloc(D) by a function space compatible with the properties
of the distance function. Indeed, since dA is Lipschitz continuous on R

N , it belongs
to the Banach space C0,1(RN ) of Lipschitz continuous functions on R

N with norm

‖ f ‖ def= | f (x0)| + sup
x,y∈D
x �=y

| f (y) − f (x)|
|y − x | (6.8)

for some fixed but arbitrary point x0 ∈ D. This induces the following complete
metric on Cd(D)

ρ([A]d , [B]d)
def= |dB(x0) − dA(x0)|

+ sup
x,y∈D
x �=y

|dB(y) − dA(y) − (dB(x) − dA(x))|
|y − x | .

(6.9)

With this metric Cd(D) is no longer compact when D is bounded.

6.4 Metric of W1, p-Convergence, 1 ≤ p < ∞

For D bounded open the family of distance functions Cd(D) is a subset of W 1,p(D),
1 ≤ p < ∞. This induces a new complete metric on Cd(D)

ρ([A]d , [B]d)
def= ‖dA − dB‖W 1,p(D). (6.10)
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As for the previous Lipschitz convergence, Cd(D) is no longer compact when D is
bounded, but the volume of the closure of the subsets is a continuous function. Some
additional conditions such as the uniform cone or uniform fat segment properties, the
density perimeter, etc…are required to get compact families (cf. Sects. 5.3 and 7 on
the oriented distance function).

When D is not bounded, use the Fréchet topology associated with compact sub-
sets of D as we did for the characteristic function. The above W 1,p(D)-metrics are
equivalent for all p, 1 ≤ p < ∞.

6.5 Metrics Compatible with the Abelian Group Structure

To our best knowledge, the following metric spaces are new. In contrast with the
family X(D) of characteristic functions, the family Cd(D) of distance functions
excludes the empty set for which d∅ = +∞. As a result the Abelian group structure
is lost. In order to recover the Abelian group structure (P(D),�) on Cd(D)we need
to add the neutral element d∅ = +∞,

Cd(D)
def= {

dA : A ⊂ D
}

,

where the group operation on Cd(D) is defined as follows:

dA � dB
def= dA�B

dA � d∅ = dA, dA � dB = dB � dA, dA � dA = d∅.

But this is incompatible with the definition of the Hausdorff metric. To get around
the presence of +∞, introduce the following equivalent metric on Cd(D)

ρ(A, B)
def= sup

x∈D

∣
∣
∣
∣

dA(x)

1 + dA(x)
− dB(x)

1 + dB(x)

∣
∣
∣
∣
= sup

x∈D

|dA(x) − dB(x)|
(1 + dA(x))(1 + dB(x))

ρ(A, ∅) = sup
x∈D

{

1 − dA(x)

1 + dA(x)

}

= sup
x∈D

1

1 + dA(x)
, ρ(∅, ∅) = 0.

The completion of Cd(D)with respect to that metric is precisely Cd(D). The under-
lying construction is a classical compactification of R by adding points at infinity
+∞ or −∞ (here we only add +∞ since dA is always positive). Other variations
of that construction can be obtained by using a W 1,p-norm rather than the sup norm
over D.
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7 Metric Structures via Oriented Distance Functions

7.1 Oriented Distance Function: Definition and Some
Properties

Given A ⊂ R
N , the oriented distance function

bA(x)
def= dA(x) − dRN \A (7.1)

is another example of a family of function that is parametrized by sets. It is finite if
and only if the boundary ∂ A = A ∩ RN \A of A is not empty since

bA(x) =

⎧

⎪⎨

⎪⎩

+ ∞, if A = ∅

∈ R, if ∂ A �= ∅

− ∞, if A = R
N .

(7.2)

If ∂ A �= ∅, bA is Lipschitz continuous with constant equal to 1

|bA(y) − bA(x)| ≤ |y − x | .

So, it is uniformly continuous on R
N and a W 1.p

loc (RN ) function, 1 ≤ p ≤ ∞.
As in the case of the distance function, we can define a metric on the family of

oriented distance functions of subsets (not necessarily bounded) of D,∅ �= D ⊂ R
N

open,

Cb(D)
def= {

bA : ∀A, A ⊂ D, ∅ �= ∂ A
}

(7.3)

by using the bijection between bA and the equivalence class

[A]b
def= {

B ⊂ D : B = A and ∂B = ∂ A
} ←→ bA. (7.4)

It is a finer partition than the one given by the distance function dA. The closures A
and �A, the boundary ∂ A, and the interiors

int A
def= �

(

�A
)

and int �A
def= �A (7.5)

are invariants in the equivalence class [A]b, but, in general,

bA � bA � bint A. (7.6)
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For instance, consider the closed disk in R
2 with an interior crack and hairs outside.

The following conditions are necessary and sufficient

bint A = bA ⇐⇒ ∂ int A = ∂ A and bA = bA ⇐⇒ ∂ A = ∂ A. (7.7)

Hence we get the following characterization: a set A, ∂ A �= ∅, is crack free (in the
sense of the definition of the footnote 4) if and only if

bA = bA.

At that level of generality, the boundary ∂ A may have a non-zero “volume”, that
is, a non-zero N -dimensional Lebesgue measure mN (∂ A) > 0. Having a boundary
with zero volume is closer to the intuitive notion of a geometric set. So, it will be
natural to introduce the following terminology and notation.

Definition 7.1 (i) A set A ⊂ R
N , ∂ A �= ∅, is said to have a thin8 boundary if

mN (∂ A) = 0.
(ii) Denote by

C0
b (D)

def= {

bA : ∀A, A ⊂ D, ∅ �= ∂ A and mN (∂ A) = 0
}

(7.8)

the subset of oriented distance functions with thin boundaries. (Cf. [25, Chap.7,
p. 349].) �

7.2 Some General Metrics on Cb(D)

In view of the fact that the function bA has the same properties as the function dA,
we can define the same metrics on the family Cb(D) as we did on Cd(D).

7.2.1 Metric of Uniform Convergence

When D is bounded, we get a first complete metric

ρ([A]b, [B]b)
def= ‖bA − bB‖C(D) = sup

x∈D
|bA(x) − bB(x)| (7.9)

similar to the one of Pompéiu–Hausdorff. This result is much more difficult to prove
than its counterpart for the set of distance functions.

8This terminology should not be confused with the notion of thin set in the capacity sense.
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When D is bounded Cb(D) is also compact and when D is not bounded, use the
Fréchet topology associated with compact subsets of D to get a complete metric.

7.2.2 Metric of Lipschitz Convergence

We now introduce a new metric. Since bA is Lipschitz continuous on R
N , it belongs

to the Banach space C0,1(RN ) of Lipschitz continuous functions on R
N with norm

‖ f ‖C0,1
def= | f (x0)| + sup

x,y∈D
x �=y

| f (y) − f (x)|
|y − x | (7.10)

for some fixed but arbitrary point x0 ∈ D. This induces the following complete
metric on Cb(D)

ρ([A]b, [B]b)
def= |bB(x0) − bA(x0)| + sup

x,y∈D
x �=y

|bB(y) − bA(y) − (bB(x) − bA(x))|
|y − x | .

With this metric Cb(D) is no longer compact when D is bounded, but the volume
is preserved. Some additional conditions such as the uniform cone or uniform fat
segment properties are required to get compact families.

7.2.3 Metric of W 1, p-convergence, 1 ≤ p < ∞

For D bounded open the distance functions of Cb(D) belong to W 1,p(D), 1 ≤ p <

∞. This induces a new complete metric on Cb(D) (cf. [25, Chap.7, p. 352])

ρ([A]b, [B]b)
def= ‖bA − bB‖W 1,p(D). (7.11)

When D is not bounded, use the Fréchet topology associated with compact subsets
of D as we did for the characteristic and distance functions. The above metrics are
all equivalent for 1 ≤ p < ∞.

By definition, we can recover distance functions from the oriented distance func-
tion

dA(x) = b+
A (x)

def= max{bA(x), 0}, d�A(x) = b−
A (x)

def= max{−bA(x), 0},
d∂ A(x) = |bA(x)| = dA(x) + d�A(x).

For simplicity, let D be bounded open. Then the corresponding mappings

bA �→ (dA, d�A, d∂ A) : W 1,p(D) → W 1,p(D) × W 1,p(D) × W 1,p(D)
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are Lipschitz continuous of constant one. This means the W 1,p-convergence for a
sequence {bAn } implies the W 1,p-convergence for the sequences {dAn }, {d�An

}, and
{d∂ An }. Moreover, since bA is differentiable and |∇bA| ≤ 1 almost everywhere, we
can also recover characteristic functions of the closure, interior and boundary of the
set A: for almost all x

χA(x) = 1 − |∇dA(x)| = 1 − ∣
∣∇b+

A (x)
∣
∣ , χint �A = ∣

∣∇b+
A (x)

∣
∣

χ�A(x) = 1 − |∇d�A(x)| = 1 − ∣
∣∇b−

A (x)
∣
∣ , χint A = ∣

∣∇b−
A (x)

∣
∣

χ∂ A(x) = 1 − |∇d∂ A(x)| = 1 − |∇ (dA(x) + d�A(x))| = 1 − |∇bA(x)| .
(7.12)

In general A need not be Lebesguemeasurable, but its closure, interior, and boundary
are and we get the Lipschitz continuity of the mapping

bA �→ (χA,χint A,χ∂ A) : W 1,p(D) → L p(D) × L p(D) × L p(D). (7.13)

7.2.4 W 1, p-metric on C0
b(D) and Volume Functional

In view of the continuity of the mapping (7.13), the subfamily C0
b (D) of subsets of

D whose boundary has zero Lebesgue measure is closed in W 1,p(D) and C0
b (D)

is a complete metric space. The direct consequence of this is that any set A such
that ∅ �= ∂ A and mN (∂ A) = 0 is Lebesgue measurable since the outer measure of
A\int A ⊂ ∂ A and A\A ⊂ ∂ A are zero. Hence

mN (A) = mN (A) = mN (int A) (7.14)

and the notion of volume is locally well-defined and is an invariant in the equivalence
class [A]b. Both int A and A belong to the equivalence class

[A]χ def= {

B ⊂ D : χB = χA mN -a.e.
}

. (7.15)

As a consequence, the volume functional is well-defined and continuous

bA �→ mN (A) =
∫

D

∣
∣∇b−

A (x)
∣
∣ dmN : W 1,p(D) → R (7.16)

is continuous. Observe that it would not have been possible to specify thatmN (∂ A) =
0 at the level of the family XmN (D) of mN -measurable characteristic functions as
defined by (5.1) in Sect. 5.2.

In view of the above properties, the W 1,p-topology on the family C0
b (D) of ori-

ented distance functions plays a central role and it will be advantageous to prove
compactness of subfamilies at the level.
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7.3 Metrics Compatible with the Abelian Group Structure

To our best knowledge, the following metric spaces are new. Before leaving this
section it is interesting to ask if there is some group structure on the families Cb(D)

and C0
b (D) as in the case of Xμ(D). In order to induce the Abelian group structure

(P(D),�) on Cb(D) we need to include the sets ∅ and possibly R
N when D = R

N

bA(x)
def= dA(x) − dRN \A(x),

⇒ b∅ = d∅ − dRN = +∞, bRN = dRN − dRN \RN = −∞
Cb(D)

def= {

bA : A ⊂ D
}

.

The group operation on Cb(D) can now be defined as follows:

bA � bB
def= bA�B

bA � b∅ = bA, bA � bB = bB � bA, bA � bA = b∅.

To get around the ±∞, introduce the following equivalent metric on Cb(D)

ρ(A, B)
def= sup

x∈D

∣
∣
∣
∣

bA(x)

1 + |bA(x)| − bB(x)

1 + |bB(x)|
∣
∣
∣
∣

ρ(A, ∅) = sup
x∈D

∣
∣
∣
∣

bA(x)

1 + |bA(x)| − 1

∣
∣
∣
∣
, ρ(A, R

N ) = sup
x∈RN

∣
∣
∣
∣

bA(x)

1 + |bA(x)| + 1

∣
∣
∣
∣
.

The completion of Cb(D) with respect to that metric is precisely Cb(D). Similar
constructions can be done with the W 1,p-metric in place of the sup metric.

8 Boundary Properties of Sets in C0
b(D)

8.1 Finite Perimeter or Caccioppoli Sets

Henri Lebesgue [41] was a pioneer in relaxing the notion of volume to the one of
measure in 1904 and in showing that not all sets are measurable. In view of the
correspondence between subsets of R

N and characteristic functions, a subset of R
N

is measurable if and only if its characteristic function is a measurable function.
In the same spirit Renato Caccioppoli and Ennio de Giorgi used characteristic

functions to extend the notion of surface measure of the boundary of a Lebesgue
measurable set with smooth boundary to the case of a nonsmooth boundary. This
measure was defined as a set function for the first time in 1927 by Caccioppoli [11].
In 1952 de Giorgi presented his first results developing the ideas of Caccioppoli on
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the definition of the measure of boundaries of sets at the Salzburg Congress of the
Austrian Mathematical Society independently proving some results of Caccioppoli.
He published his first papers on the topic ([26] in 1953, [27] in 1954) and, after the
death of Caccioppoli, started to call sets of finite perimeter Caccioppoli sets. In 1960
Herbert Federer and Wendell Fleming [33] and in 1969 Federer [32] introduced the
notions of normal and integral currents and showed that Caccioppoli sets can be
studied within the framework of the theory of currents. Yet, it is now customary to
use the framework of functions of bounded variation.

We quote a few definitions and theorems from Giusti [35].

Definition 8.1 Given an open set D in R
N and a function f ∈ L1(D).

(i) The total variation of f in D

V ( f, D)
def= sup

g=(g1,...,gN )∈C1
c (D;RN )

|g(x)|≤1 in D

∫

D
f div g dx, (8.1)

where C1
c (D; R

N ) is the space of continuously differentiable vector functions
on D with compact support in D.9

(ii) The space of functions of bounded variation

BV(D)
def= {

f ∈ L1(D) : V ( f, D) < +∞}

. (8.3)

The space of functions of locally bounded variation

BVloc(D)
def= { f : D → R : ∀� ⊂ D bounded open, f ∈ BV(�)} . (8.4)

(iii) A Lebesgue measurable subset A of R
N is said to have finite perimeter with

respect to an open set D if

χA|D ∈ BV(D) (8.5)

and we shall use the following notation for the perimeter relative to D

PD(A)
def= V (χA, D); (8.6)

9Equivalently, given a function f ∈ L1(D), the linear function �ϕ �→ − ∫

D f div �ϕ dx is the
distributional gradient ∇ f of f . The condition (8.1) means that this vector function is continuous
on the space B0(D)N of bounded continuous vector functions on D. So it is an element of the dual
of B0(D)N . The space of continuous linear functions L : B(D) → R is denoted M1(D) with the
usual norm

‖L‖M1(D) = sup
ϕ∈B0(D)

‖ϕ‖B(D)≤1

|L(ϕ)|, ‖ϕ‖B(D)
def= sup

x∈D
|ϕ(x)|. (8.2)

So, the dual of B0(D)N is M1(D)N .
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a Lebesgue measurable subset A of R
N is said to have locally finite perimeter

with respect to D if for all bounded open subset � of D

χA|� ∈ BV(�). (8.7)

Note that the above definitions slightly differ from the standard ones where A
is assumed to be a Borel subset of D. �

By definition, sets A with zero Lebesgue measure have zero perimeter even if their
boundary has a strictly positive Lebesgue measure.

Example 8.1 Consider the set A of points with rational coordinates in the open unit
disk B1(0) centered at the origin in R

2. Then ∂ A = B1(0), m2(A) = 0, m2(∂ A) =
π > 0, and ∂ A has an interior B1(0) and a boundary ∂(∂ A) equal to the unit
circle. �

Submanifolds M of R
N such that M = ∂M and mN (∂M) = 0 all have zero perime-

ters. This means that the notion of perimeter as an abstract boundary measure is only
pertinent for sets A of non-zero Lebesguemeasure. It is not a substitute for Hausdorff
measures that work in all subdimensions. We shall come back to submanifolds later
on.

Example 8.2 Similarly to Example 8.1, consider the set E of points with irrational
coordinates in the openunit disk B1(0) centered at the origin inR

2. Then∂E = B1(0),
m2(E) = π, m2(∂E) = π > 0, and ∂E has an interior B1(0) and a boundary ∂(∂E)

equal to the unit circle. The sets E , B1(0), and B1(0) belong to the same equivalence
class in L1(D) but their boundaries differ: ∂E = B1(0) �= ∂B1(0) = ∂B1(0). Yet,
the boundary measure of E , B1(0), and B1(0) relative to R

N are the same and their
perimeters are all equal to 2π. Thus within the class it is more natural to work with
the open set B1(0) rather than the set E since the boundary of B1(0) is smooth and
the perimeter of B1(0) coincides withe its classical surface area. This motivates the
introduction of a nice representative in the equivalence class of a set χE ∈ BV(D)

[E]BV(D)
def= {χA : χA = χE in BV(D)}

for which the relation between its boundary and the perimeter would be more intu-
itive. It is similar to the nice representative in the equivalence class of a function of
L1(D) (functions equal almost everywhere) compared to the nice representative in
the equivalence class of a function in the Sobolev space W 1,1(D) (functions equal
quasi-everywhere). �

We have the following characterization of a set with locally finite perimeter that
emphasizes the fact that all the action takes place in arbitrary small neighbourhoods
of boundary points.

Theorem 8.1 A Lebesgue measurable subset A of R
N is locally of finite perimeter

if and only if
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∀x ∈ ∂ A, ∃r > 0 such thatχA ∈ BV(Br (x)), (8.8)

where Br (x) is the open ball in x of radius r .

The important compactness theorem associated with finite perimeter sets is the
following (see, for instance, Giusti [35, Theorem1.19]).

Theorem 8.2 Let D be a bounded open subset which is sufficiently regular for the
Rellich Theorem to hold. The sets of functions uniformly bounded in theBV(D)-norm
are relatively compact in L1(D)-strong.

Given a bounded open set D in R, the family of Caccioppoli sets

{χA : A ⊂ D, χA ∈ BV(D)}

endowed with the metric

ρ([A], [B]) def= ‖χA − χB‖BV(D)

is closed in BV(D). The family

{

χA ∈ L1(D,mN ) : χA ∈ BV(D) ≤ c
}

for some constant c and the Lebesgue measure mN , is sequentially compact (and,
hence, compact) in L1(D).

Unfortunately, this theorem does not preserve the zero mN -measure of the bound-
ary as can be seen from the following examplewhich is an adaptation of Example 1.10
in [35, Example1.10, p. 7].

Example 8.3 ([25, Example6.2, p. 249]) Let D = B(0, 1) in R
2 be the open ball

in 0 of radius 1. For i ≥ 1, let {xi } be an ordered sequence of all points in D with
rational coordinates. Associate with each i the open ball

Bi = {x ∈ D : |x − xi | < ρi }, 0 < ρi ≤ min{2−i , 1 − |xi |}, i ≥ 1.

Define the new sequence of open subsets of D,

�n =
n

⋃

i=1

Bi , n ≥ 1,

and notice that
∀n ≥ 1, m2(∂�n) = 0, PD(�n) ≤ 2π,

where ∂�n is the boundary of �n . Moreover, since the sequence of sets {�n} is
increasing,
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χ�n → χ� in L1(D), � =
∞
⋃

i=1

Bi , PD(�) ≤ lim inf
n→∞ PD(�n) ≤ 2π.

Observe that � = D and that ∂� = � ∩ �� ⊃ D ∩ �� and

m2(�n) ≤
n

∑

i=1

m2(Bi ) ≤
n

∑

i=1

π2−2i ≤
∞

∑

i=1

π2−2i = π

3
⇒ m2(�) ≤ π

3
.

Thus

m2(∂�) = m2(D ∩ ��) ≥ m2(D) − m2(�) ≥ π − π

3
= 2π

3
,

since m2(D) = m2(D) = π. For p, 1 ≤ p < ∞, the sequence of characteristic
functions {χ�n } converges toχ� in L p(D)-strong. However, for all n, m2(∂�n) = 0,
but m2(∂�) > 0. �

8.2 Preliminary Considerations

Having established that the Lebesgue measure of A is an invariant in the equivalence
class [A]b of elements of C0

b (D), it is natural to turn to the properties of its boundary
∂ A. Underwhich conditions canwe say that ∂ A is locally of finiteHausdorffmeasure
in some dimension as, for instance, forCaccioppoli sets. Under which conditions can
wemake sense of its curvatures as, for instance, the curvature measures of H. Federer
[31] for sets of positive reach.

For simplicity, let D be a bounded open Lipschitzian domain. Since for bA ∈
C0

b (D), A is Lebesgue measurable, we can consider the space

C0
b (BV(D))

def= {

bA : A ⊂ D, ∂ A �= ∅, mN (∂ A) = 0, χA ∈ BV(D)
}

(8.9)

which nicely combines the constraints on bA and χA. In so doing we eliminate Cac-
cioppoli sets for which mN (∂ A) > 0 (cf. [35, Example1.10] and [25, Example6.2,
p. 249]). In view of the continuities (7.12), it is a complete metric space for the metric

ρ(A, B)
def= ‖bA − bB‖W 1,p(D) + ‖χA − χB‖BV(D), 1 ≤ p < +∞. (8.10)

In the above mentioned example the Caccioppoli set � with mN (∂�) > 0 is
constructed from a sequence of sets �n that belong to the space C0

b (BV(D)) and
whose perimeter is uniformly bounded. So, the characteristic functions χ�n con-
verge strongly to χ�. However, the corresponding oriented distance functions b�n

only weakly converge in W 1,p(D) to some bA which means that mN (∂ A) may not
be zero and that A and � may not be in the same equivalence class. Otherwise, we
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would have had mN (∂�) = 0. Therefore, the compactness theorem of De Giorgi
does not extend to the simultaneous strong convergence of the oriented distance
functions in W 1,p(D). Somehow, we need an extra condition on a sequence {bAn } in
C0

b (BV(D)) (for instance, ‖∇χAn ‖BV(D) ≤ c) to get the sequential compactness. To
our best knowledge, this is an open question.

8.3 Sets of Bounded Curvature

We recall the definition of the family of sets with bounded or locally bounded curva-
ture (cf. [25,Chap. 7, p. 381]). They includeC1,1-domains, convex sets, and the sets of
positive reach of H. Federer [31]. They yield compactness theorems for subfamilies
of Cb(D) and C0

b (D) in the W 1,p(D)-metric.

Definition 8.2 (i) Given a bounded open nonempty holdall D in R
N and a subset

A of D, ∂ A �= ∅, its boundary ∂ A is said to be of bounded curvature with
respect to D if

∇bA ∈ BV(D)N . (8.11)

This family of sets will be denoted as follows

BCb(D)
def= {

bA ∈ Cb(D) : ∇bA ∈ BV(D)N
}

and the subfamily of subsets whose boundary has zero Lebesgue measure

BC0
b(D)

def= {

bA ∈ C0
b (D) : ∇bA ∈ BV(D)N

}

.

(ii) Given a subset A of R
N , ∂ A �= ∅, its boundary ∂ A is said to be of locally

bounded curvature if ∇bA belongs to BVloc(R
N )N . The family of sets whose

boundary is of locally bounded curvature will be denoted by

BCb
def= {

bA ∈ Cb(R
N ) : ∇bA ∈ BVloc(R

N )N
}

and the subfamily of subsets whose boundary has zero Lebesgue measure

BC0
b
def= {

bA ∈ C0
b (RN ) : ∇bA ∈ BVloc(R

N )N
}

.

�

Afirst observation is that at any point x /∈ ∂ A, there exists a ball Br (x) ⊂ R
N \∂ A

where the components of ∇bA are always of locally bounded variation. This means
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that it is sufficient to impose that condition locally at each point of the boundary
∂(∂ A) (recall that ∂ A = b−1

A {0} may have a non-empty interior).

Theorem 8.3 ([25, Theorem5.1, p. 354]) Let A, ∂ A �= ∅, be a subset of R
N . Then

A is of locally bounded curvature if and only

∀x ∈ ∂(∂ A), ∃ρ > 0 such that ∇bA ∈ BV(B(x, ρ))N , (8.12)

where B(x, ρ) is the open ball of radius ρ > 0 in x.

It turns out that the sets A such that bA ∈ BC0
b(D) are sets of finite perimeters and

that those such that bA ∈ BC0
b are sets of locally finite perimeter. The next theorem

nicely completes [25, Theorem5.2, p. 354 and Theorems11.1 and 11.2, p. 382] that
only proved the result for χ∂ A and mN (∂ A) not necessarily equal to zero.

Theorem 8.4 (i) Given an open set D and A ⊂ D such that ∂ A �= ∅ and bA ∈
BC0

b(D), then ∇dA ∈ BV(D)N and χA ∈ BV(D).
(ii) Given bA ∈ BC0

b, then ∇bA ∈ BVloc(R
N )N and χA ∈ BVloc(R

N ).

Proof (i) For an arbitrary ϕ ∈ D(D),

∫

D
∂i dA(x) ∂ jϕ(x) dx =

∫

D\A
∂i dA(x) ∂ jϕ(x) dx =

∫

D\A
∂i bA(x) ∂ jϕ(x) dx,

since mN (∂ A) = 0, dA(x) = max{0, bA(x)}, and

∇dA = ∇bA a.e. on D\A.

Hence,
V (∂i dA, D) = V (∂i bA, D\A) ≤ V (∂i bA, D) < ∞

since ∂i bA ∈ BV(D). This implies that ∇dA ∈ BV(D)N .
For ∇dA in BV(D)N , there exists a sequence {uk} in C∞(D)N such that10

uk → ∇dA in L1(D)N and ‖Duk‖M1(D) → ‖D2dA‖M1(D)

as k goes to infinity, and since |∇dA(x)| ≤ 1, this sequence can be chosen in such a
way that

∀k ≥ 1, |uk(x)| ≤ 1.

This follows from the use of mollifiers (cf. [35, Theorem1.17, p. 15]). Since
mN (∂ A) = 0,

χA = χA = 1 − |∇dA| = 1 − |∇dA|2 .

10See footnote 9 for the definition of M1(D) in the scalar case. Here we use the same notation for
N × N matrices of such functions.
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For all V in D(D)N

−
∫

D
χA div V dx =

∫

D
(|∇dA|2 − 1) div V dx =

∫

D
|∇dA|2 div V dx .

For each uk

∫

D
|uk |2div V dx = −2

∫

D
[ ∗Duk]uk · V dx = −2

∫

D
uk · [Duk]V dx,

where ∗Duk is the transpose of the Jacobian matrix Duk and

∣
∣
∣
∣

∫

D
|uk |2 div V dx

∣
∣
∣
∣
≤ 2

∫

D
|uk | |Duk | |V | dx

≤ 2 ‖Duk‖L1‖V ‖C(D) ≤ 2 ‖Duk‖M1‖V ‖C(D)

since for W 1,1(D)-functions ‖∇ f ‖L1(D)N = ‖∇ f ‖M1(D)N . Therefore, as k goes to
infinity,

∣
∣
∣
∣

∫

D
χA div V dx

∣
∣
∣
∣
=

∣
∣
∣
∣

∫

D
|∇dA|2 div V dx

∣
∣
∣
∣
≤ 2‖D2dA‖M1‖V ‖C(D).

Therefore, ∇χA ∈ M1(D)N .
(ii) It is sufficient to check the property at every point x ∈ ∂ A using Br (x), r > 0,

in place of D in part (i). �

Now, for sets with bounded curvature, we have both global and local compactness
theorems. We add a part (ii) below that gives the convergence of the characteris-
tic functions for sets whose boundary has zero measure. The condition is slightly
stronger than the one in the compactness Theorem8.2 of de Giorgi. Could it be used
to prove existence of minimal surfaces?

Theorem 8.5 ([25, Theorem11.1, p. 382]) Let D be a nonempty bounded open
Lipschitzian subset of R

N .

(i) Then, for any sequence {An}, ∂ An �= ∅, of subsets of D such that

∃c > 0,∀n ≥ 1, ‖D2bAn ‖M1(D) ≤ c, (8.13)

there exist a subsequence {Ank } and a set A, ∂ A �= ∅, such that ∇bA ∈ BV(D)N

and

bAnk
→ bA in W 1,p(D)-strong and χint Ank

→ χint A in L p(D)-strong

for all p, 1 ≤ p < ∞. Moreover, for all ϕ ∈ D0(D),
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lim
n→∞〈∂i j bAnk

,ϕ〉 = 〈∂i j bA,ϕ〉, 1 ≤ i, j ≤ N , ‖D2bA‖M1(D) ≤ c. (8.14)

(ii) If, in addition, mN (∂ An) = 0 for all n, then χA belongs to BV(D) and χAnk
→

χAinL p(D)-strong.

A more interesting version of the above theorem is obtained by localizing the con-
dition (8.13) around the boundary of each set A.

Given h > 0 and a subset A ⊂ R
N , introduce the tubular neighbourhoods of

thickness h > 0 around A and around ∂ A:

Uh(A)
def= {

x ∈ R
N : dA(x) < h

} ⇒ Uh(∂ A) = {

x ∈ R
N : |bA(x)| < h

}

,

since d∂ A(x) = |bA(x)|.
Theorem 8.6 ([25, Theorem11.2, p. 382]) Let ∅ �= D ⊂ R

N be bounded open
and {An}, ∂ An �= ∅, be a sequence of subsets of D. Assume that there exist h > 0
and c > 0 such that

∀n, ‖D2bAn ‖M1(Uh(∂ An)) ≤ c. (8.15)

(i) Then, there exist a subsequence {Ank } and A ⊂ D, ∅ �= ∂ A, such that ∇bA ∈
BVloc(R

N )N and for all p, 1 ≤ p < ∞,

bAnk
→ bA in W 1,p(Uh(D))-strong. (8.16)

Moreover, for all ϕ ∈ D0(Uh(∂ A)),

lim
k→∞〈∂i j bAnk

,ϕ〉 = 〈∂i j bA,ϕ〉, 1 ≤ i, j ≤ N , ‖D2bA‖M1(Uh(∂ A)) ≤ c.

(ii) If, in addition, mN (∂ An) = 0 for all n, then χA belongs to BVloc(R
N ) and

χAnk
→ χA in L p

loc(R
N )-strong.

8.4 Metrics for Families of Sets with Smooth Boundaries

8.4.1 Oriented Distance Function and Differential Geometry

The connection between the smoothness of the boundary of a set and the smoothness
of the orienteddistance function in a neighbourhoodof its boundaryhas a longhistory.
However, the statements and the proofs have been and are not always accurate or
complete (cf. [25, Theorem8.1 and footnote 4, Chap. 7, p. 365]). It is true for sets of
class Ck , k ≥ 2, and the equivalence remains true down to C1,1.
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Theorem 8.7 (Local version) Let A ⊂ R
N , ∂ A �= ∅ and let x ∈ ∂ A. A is locally

a set of class C1,1 at x if and only if

∃ρ > 0 such that bA ∈ C1,1(Bρ(x)) and mN (∂ A ∩ Bρ(x)) = 0. (8.17)

Moreover, on ∂ A, the gradient ∇bA coincides with the exterior unit normal n to ∂ A,
the projection p∂ A onto ∂ A is given by

p∂ A(x)
def= x − bA(x)∇bA(x),

∇bA = n ◦ p∂ A in Bρ(x), and ∂ A is locally a C1,1-submanifold of dimension N − 1
at x.

The orthogonal projection P onto the tangent plane Tx∂ A is given by

P(x)
def= I − ∇bA(x) ∗∇bA(x),

where ∗V denotes the transpose of a column vector V in R
N . Thus, V ∗V is a square

matrix and ∗V V is the inner product of V with itself. In summary, at each point
x ∈ ∂ A

(1) ∇bA(x) is the unit exterior normal to the set A,

(2) P(x)
def= I − ∇bA(x) ∗∇bA(x) is the first fundamental form of ∂ A,

(3) D2bA(x) is the second fundamental form of ∂ A,
(4) (D2bA(x))2 is the third fundamental form of ∂ A,
(...) …
(N + 1) (D2bA(x))N−1 is the Nth fundamental form of ∂ A,

where D2bA(x) is the Hessian matrix of bA(x).
The eigenvalues of the matrix D2bA(x) are 0 and the N − 1 principal curvatures

of ∂ A at the point x . Therefore, �bA(x) is equal to the sum of the eigenvalues
which is called the mean curvature by mathematicians while in other areas “mean”
means the sum of the eigenvalues divided by N − 1. With this definition of bA, the
curvatures of the boundary of the unit ball in R

N all are positive. Hence, there is
an implicit orientation of the boundary ∂ A which is an embedded submanifold of
dimension N − 1.

From this a complete intrinsic tangential differential calculus is available without
local covariant and contravariant bases and Christoffel symbols. For instance, given
a function f : ∂ A → R, we consider its extention f ◦ p∂ A in a neighbourhood V (x)

of a point x ∈ ∂ A. The so-called tangential gradient ∇∂ A f of f and the tangential
Jacobian matrix D∂ A �v of a vector function �v : ∂ A → R

N are given by the usual
gradient and Jacobian matrix of their extension, that is,

∇∂ A f = ∇( f ◦ p∂ A)|∂ A and D∂ A f = D( f ◦ p∂ A)|∂ A on V (x) ∩ ∂ A. (8.18)
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The tangential Laplacian or Laplace-Beltrami �∂ A f is given by

�∂ A f = �( f ◦ p∂ A)|∂ A on V (x) ∩ ∂ A. (8.19)

Furthermore, since ∇bA = ∇bA ◦ p∂ A = n ◦ p∂ A, n the unit exterior normal, in the
neighborhood V (x), the second fundamental form of ∂ A is given by

D∂ An = D∂ A(∇bA) = D(∇bA ◦ p∂ A)|∂ A = D(∇bA)|∂ A = D2bA|∂ A (8.20)

(cf. Delfour–Zolésio ([19, 25]) and Delfour ([14–16]) for a complete account of this
approach with applications to the theory of thin and asymptotic shells).

8.4.2 Some Observations: Towards a Classification of Sets

There is an interesting pattern emerging from the previous section: smoothness of
the boundary in terms of the smoothness of bA in a neighbourhood of ∂ A and the
boundary ∂ A has zero volume, that is, zero Lebesgue measure. Yet, the equivalence
breaks down for sets of class C1,1−ε, 0 ≤ ε < 1, as can be seen from the example
of the hypergraph of a C1,1−ε-function (cf. [25, Example6.2, Chap. 6, p. 313]). The
boundary is a C1,1−ε submanifold, but the distance function is not even C1 in any
neighbourhood of the point (0, 0).

Example 8.4 Consider the two-dimensional domain � defined as the epigraph of
the function f :

�
def= {(x, z) : f (x) > z, ∀x ∈ R} , f (x)

def= |x |2− 1
n

for some arbitrary integer n ≥ 1. � is a set of class C1,1−1/n and ∂� is a C1,1−1/n-
submanifold of dimension 1. In view of the presence of the absolute value in (0, 0),
it is the point where the smoothness of ∂� is minimum. We claim that

Sk(∂�) = Sk(�) = {(0, y) : y > 0} and ∂� ∩ Sk(∂�) = (0, 0) �= ∅.

Because the skeleton is a line touching ∂� in (0, 0), d2
∂� and d2

� cannot be C1 in any
neighborhood of (0, 0). �

For sets such that ∂ A �= ∅, the smoothness of the boundary around a point x ∈ ∂ A
is related to the smoothness of bA in a neighbourhood of x :

∂ A locally C1,1 at x ⇐⇒
∃ρ > 0 such that bA ∈ C1,1(Bρ(x)) and mN (∂ A ∩ Bρ(x)) = 0.

This extends the older result of Gilbart and Trudinger: for k ≥ 2 and x ∈ ∂ A
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∂ A locally Ck at x ⇐⇒
∃ρ > 0 such that bA ∈ Ck(Bρ(x)) and mN (∂ A ∩ Bρ(x)) = 0.

The condition that ∂ A has zero measure is often missing in the literature. So the first
step in introducing a metric on sets with smooth boundaries is to restrict the family
of oriented distance functions to

C0
b (D)

def= {bA ∈ Cb(D) : mN (∂ A) = 0}

which happens to be a closed subset of C0,1(D) and the metric topology associated
with W 1,p(D) since the other distance functions can be recovered from the map

bA �→ (b+
A , b−

A , |bA|) = (dA, d�A, d∂ A)

and the characteristic functions from the maps

bA �→ b−
A = d�A �→ χint A = |∇d�A|, (8.21)

bA �→ b+
A = dA �→ χint �A = |∇dA|, (8.22)

bA �→ χ∂ A = 1 − |∇bA|. (8.23)

One of the advantages of the function bA is that the W 1,p-convergence of sequences
will imply the L p-convergence of the characteristic functions of int A, int �A, and
∂ A, that is, continuity of the volume of those sets.

The second step is to enrich the C0,1 and W 1,p norms with some seminorms
on the derivatives of bA as in the construction of norms on Sobolev spaces and k-
differentiable functions.Unfortunately, it is not that simple since the oriented distance
function bA of an open domain with a C∞ boundary is not necessarily C∞ in R

N . It
is C∞ only in a neighbourhood of ∂ A.

8.4.3 Smooth Truncation in a Narrow Band Around the Boundary

Let k > 0 be an arbitrary number and consider the tubular neighbourhood of ∂ A:

Uk(∂ A)
def= {

x ∈ R
N : |bA(x)| < k

}

.

Given a (small) number h > 0, let β : R → 0, 1 be an infinitely differentiable cut-off
function such that
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β(y)
def=

⎧

⎪⎨

⎪⎩

1, if |y| ≤ h,

∈ (0, 1), if h < |y| < 2h,

0, if |y| ≥ 2h.

Associate with bA the truncated oriented distance function

bh
A(x)

def= β(bA(x)) bA(x) ⇒ bh
A = bA in Uh(∂ A)

The function bh
A coincides with bA in the narrow band Uh(∂ A) around ∂ A and is

zero outside of U2h(∂ A) where the skeleton might be present. The function bh
A was

introduced in [21] in 2004. Consider the families of sets

C1,1
bh

def= {

bA ∈ C0
b (D) : bh

A ∈ C1,1(D)
}

,

Ck
bh

def= {

bA ∈ C0
b (D) : bh

A ∈ Ck(D)
}

, k ≥ 2,

and, for D bounded, the metrics

ρC1,1(A, B)
def= ‖bA − bB‖C0,1(D) + ‖bh

A − bh
B‖C1,1(D)

ρCk (A, B)
def= ‖bA − bB‖C0,1(D) + ‖bh

A − bh
B‖Ck (D), k ≥ 2.

Similarly, with Sobolev spaces

CW m,p

bh

def= {

bA ∈ C0
b (D) : bh

A ∈ W m,p(D)
}

,

ρW m,p (A, B)
def= ‖bA − bB‖W 1,p(D) + ‖bh

A − bh
B‖W m,p(D), m ≥ 1, p ≥ 1.

The choice of β is not unique. For instance, we could use two parameters 0 < h < k
instead of 0 < h < 2h. The spaces depend on β, but it seems to be the minimal
price to pay to effectively control the smoothness of the boundary through a global
smoothness condition on D. To our best knowledge, it is the first time that a metric
is defined on families of sets with smooth boundaries without constraints on the
topology of the sets such as, for instance, in the case of the images of a fixed set
endowed with Courant metrics.
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9 Sets of Positive Reach, Submanifolds, Squared Distance
Functions

9.1 Sets of Positive Reach

Roughly speaking a subset A of R
N is of positive reach if there exists h > 0 such

that the projection onto A of all points in the tubular neighbourhoodUh(A) is unique.
Such sets have been introduced by Federer [31] in 1959 in the context of curvature
measures (cf. also [25, Sect. 6, Chap. 6]).

The projection pA(x) onto A is directly connected with the square of the distance
function: the set�A(x) of projections corresponds to theminimizers in the following
problem

inf
x∈A

‖a − x‖ = dA(x).

For instance, when A is convex, the projection is unique and denoted by pA(x) for
each point x in R

N . The function

x �→ f A(x)
def= 1

2

(‖x‖2 − d2
A(x)

) : R
N → R (9.1)

is convex and continuous. Its Hadamard semi-differential dH f A(x; v) exists at each
point x ∈ R

N and in all directions v ∈ R
N and

dH f A(x; v) = max
p∈�A(x)

p · v ⇒ dH d2
A(x; v) = 2 min

p∈�A(x)
(x − p) · v. (9.2)

The distributional gradients of f A and d2
A belong to BVloc(R

N )N (cf [25, Chap.6,
Theorems3.2(ii) and 3.3(ii)–(iv)]).

When �A(x) is a singleton, �A(x) = {pA(x)}, then

dH f A(x; v) = pA(x) · v ⇒ ∇ f A(x) = pA(x) (9.3)

and f A and d2
A are both Fréchet différentiable in x . In particular,

∇d2
A(x) = 2 (x − pA(x)) ⇒ pA(x) = x − 1

2
∇d2

A(x) = ∇ f A(x)

and∇dA(x) exists for x /∈ ∂ A. From [25, Theorem6.3, Chap. 6] we have the follow-
ing equivalence: there exists h > 0 such that the projection of points in Uh(A) onto
A is unique if and only if for all k, 0 < k < h, d2

A ∈ C1,1(Uk(A)). For convex sets
h = +∞ and d2

A ∈ C1,1
loc (R

N ).
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The following simple compactness theorem for sets of positive reach was given
in H. Federer [31, Theorem4.13, Remark4.14] (cf. also, [24, Theorem8.1, Sect. 8,
Chap. 4, p. 194]).

Theorem 9.1 Let D be a fixed bounded open subset of R
N . Let {An}, An �= ∅, be

a sequence of subsets of D. Assume that there exists h > 0 such that

∀n, d2
An

∈ C1,1(Uh(An)). (9.4)

Then there exist a subsequence {Ank } and A ⊂ D, A �= ∅, such that d2
A ∈

C1,1(Uh(A)) and
d2

Ank
→ d2

A in C1(Uh(A)).

This is a compactness theorem similar to the compactness of Cd(D) in C0(D) for
some bounded open subset D of R

N .
From this, we can introduce metric spaces of sets of positive reach.

Theorem 9.2 (cf. [25, Theorems6.6 and 6.7, Sect. 6.3, Chap. 6]) Given an open
(resp. bounded open) holdall D in R

N and h > 0, the family

Cd,h(D)
def=

{

dA : ∅ �= A ⊂ D, dA ∈ C1,1(Uh(A))
}

(9.5)

is closed in Cloc(D) (resp. compact in C(D)).

9.2 Ck-Submanifolds, k ≥ 2

We can eliminate all sets of positive reach such that ∂ A = ∅, since either A = ∅

and dA = +∞ or A = R
N and dA = 0.

If ∂ A �= ∅, we have two cases: either int A �= ∅ or int A = ∅, that is, A = ∂ A.
The first case includes all convex sets with a non-empty interior, but, in general, it
cannot occur under the smoother assumption d2

A ∈ C2(Uh(A)).

Theorem 9.3 Let A ⊂ R
N , ∂ A �= ∅, and assume that

∃h > 0 such that d2
A ∈ C2(Uh(A)). (9.6)

Then ∂ A = A, �A = R
N , int A = ∅, and mN (∂ A) = 0.

Proof By definition of f A in terms of d2
A, f A ∈ C2(Uh(A)). Hence, the projection

onto A is pA(x) = ∇ f A(x) ∈ C1(Uh(A)), and DpA(x) = D2 f A(x) ∈ C0(Uh(A)).
As such pA ◦ pA = pA,
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D2 f A ◦ pA D2 f A = D2 f A ⇒ D2 f A ◦ pA D2 f A ◦ pA = D2 f A ◦ pA,

and D2 f A ◦ pA is an orthogonal projector of R
N onto Im D2 f A ◦ pA. For x ∈ int A,

∇d2
A(x) = 0 and D2d2

A(x) = 0 which implies that ∇ f A(x) = x and D2 f A(x) = I .
In particular, by continuity, D2 f A(x) = I and D2d2

A(x) = 0 for all x ∈ ∂ A.
Now,

d2
A(x) = ‖x − pA(x)‖2 =

∥
∥
∥
∥

1

2
∇d2

A(x)

∥
∥
∥
∥

2

⇒ ∇d2
A(x) = 1

2
D2d2

A(x)∇d2
A(x).

For x ∈ Uh(A)\A, dA(x) > 0, ∇dA(x) exists, ‖∇dA(x)‖ = 1, and

∇dA(x) = ∇d2
A(x)

2dA(x)
= 1

2
D2d2

A(x)
∇d2

A(x)

2dA(x)
= 1

2
D2d2

A(x)∇dA(x).

The ray xt = pA(x)+ t ∇dA(x), 0 < t ≤ dA(x), belongs to Uh(A)\A and pA(xt ) =
pA(x) and ∇dA(xt ) = ∇dA(x) with ‖∇dA(x)‖ = 1. As a result, by continuity of
D2d2

A,

0 �= ∇dA(x) = 1

2
D2d2

A(xt )∇dA(x) → 1

2
D2d2

A(pA(x))∇dA(x) = 0

which yields a contradiction. Therefore, int A = ∅.
If mN (A) > 0,

0 < mN (A) = mN (∂ A) + mN (int A) = mN (int A) ⇒ int A �= ∅

which contradicts the first part of the proof. �
So the smoothness of the square of the distance function is more appropriate for
submanifolds11 of R

N of co-dimension greater or equal to one than for sets with a
non-empty interior.12

Theorem 9.4 Let A ⊂ R
N such that ∂ A �= ∅ and let k ≥ 2, be an integer. The

following conditions are equivalent:

(i) there exists h > 0 such that d2
A ∈ Ck(Uh(A));

(ii) A is a Ck-submanifold of R
N of dimension less or equal to N − 1.

11The notion of submanifold of R
n used here is the one of Berger and Gostiaux [8, Definition2.1.1

and Theorem2.1.2 in Chap.2]. It coincides with the notion of embedded submanifold of J.M. Lee
[42, p. 174, Chap.8].
12In absence of a precise reference, Poly andRaby [56] (see also [25, Chap. 6, Sect. 6.2, p. 310–315])
gave a proof of the following folk theorem for 2 ≤ k ≤ +∞ and A closed:

A is locally a Ck -submanifold at x ⇐⇒ d2
A ∈ Ck(V (x)) in some neighbourhood of x .

.
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Under the above conditions, A = ∂ A, int A = ∅, �A = R
N , mN (A) = 0, the

tangent space at x ∈ A is Im D2 f A(x), and the dimension of A is equal to the
dimension of Im D2 f A(x).

Proof Cf. [25, Theorem6.5, Sect. 6.2, Chap. 6]. �

The range between C1,1 and C2 still needs to be investigated. Another issue
that we shall address in the next section is the fact that a local condition such as
d2

A ∈ Ck(Uh(A)) is not very convenient. This can be fixed by putting the condition
on the function dh

A(x) = β(dA(x)) dA(x) similar to the function bh
A introduced in

Sect. 8.4.3.
Note that we can replace A by ∂ A and dA by d∂ A in the above considerations and

start with bA since d2
∂ A = b2

A.

Theorem 9.5 Let A ⊂ R
N such that ∂ A �= ∅ and let k ≥ 2, be an integer. The

following conditions are equivalent:

(i) there exists h > 0 such that b2
A ∈ Ck(Uh(∂ A));

(ii) ∂ A is a Ck-submanifold of R
N of dimension less or equal to N − 1.

Under the above conditions, ∂ A = ∂(∂ A), int ∂ A = ∅, mN (∂ A) = 0, the tangent
space at x ∈ ∂ A is Im D2 f∂ A(x), and the dimension of ∂ A is equal to the dimension
of Im D2 f∂ A(x).

9.3 Metric on Families of Submanifolds

An (embedded) submanifold13 A ofRN has the property that �A = R
N which implies

that
bA = dA ⇐⇒ d�A = 0 ⇐⇒ �A = R

N ⇐⇒ A = ∂ A.

In addition, it is expected that mN (A) = 0. Note that the fact that A = ∂ A does not
imply that the Lebesgue measure of ∂ A is zero.

We have the following unexpected and apparently new results that emphasizes
the fundamental role of bA over dA and the natural transition from one to the other.

Theorem 9.6 Let D ⊂ R
N be a bounded open hold-all in R

N .

(i) The family

Sd(D)
def=

{

dA : ∅ �= A ⊂ D, �A = R
N
}

is a closed subset of Cd(D) with the C0-norm.

13Cf. Footnote 11 for the definition of an (embedded) submanifold.
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(ii) The subfamily

S0
d (D)

def=
{

dA : ∅ �= A ⊂ D, �A = R
N and mN (A) = 0

}

is a closed subset of C0
d (D) with the C0,1, or W 1,p-metrics.

Proof (i) Let {dAn }, An �= ∅, be a Cauchy sequence in S0
d (D) in the C0-metric. By

definition, ∂ An = An �= ∅. Since bAn = dAn , {bAn } is also a Cauchy sequence in the
C0-metric. By completeness of Cb(D), there exists A ⊂ D such that ∂ A �= ∅ and
bAn → bA in C0(D). But 0 = d�An

→ d�A and �A = R
N and dAn → dA in C0(D).

(ii) Same proof as in (i) with the additional property that, by continuity, the
measure mN (A) = mN (∂ A) = 0 of the boundary is preserved in the C0,1 or W 1,p-
metrics. �

As seen in Theorem 9.4, the smoothness of a set A such that A = ∂ A is charac-
terized by the smoothness of d2

A rather than the one of bA.
To our best knowledge, the following complete metric spaces are new and provide

a powerful framework for optimization problemswhere the smoothness of the bound-
ary needs to be controlled without constraint on the topology of the sets. Consider
the families (recall that bA = dA so that dh

A = bh
A)

C1,1
dh

def= {

dA ∈ S0
d (D) : (dh

A)2 ∈ C1,1(D)
}

,

Ck
dh

def= {

dA ∈ S0
b (D) : (dh

A)2 ∈ Ck(D)
}

, k ≥ 2,

and, for D bounded, the metrics

ρC1,1(A, B)
def= ‖dA − dB‖C0,1(D) + ‖(dh

A)2 − (dh
B)2‖C1,1(D)

ρCk (A, B)
def= ‖dA − dB‖C0,1(D) + ‖(dh

A)2 − (dh
B)2‖Ck (D), k ≥ 2.

Similarly, for D bounded open, with Sobolev spaces

SW m,p

dh

def= {

dA ∈ S0
b (D) : (dh

A)2 ∈ W m,p(D)
}

,

ρW m,p (A, B)
def= ‖dA − dB‖W 1,p(D) + ‖(dh

A)2 − (dh
B)2‖W m,p(D), m ≥ 1, p ≥ 1.

They are all complete metric spaces. The smoothness of d2
A in a narrow band around

A effectively controls the smoothness of ∂ A = A without imposing a constraint on
the topology as in the case of Courant metric spaces of images.
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10 Metric Structure via the Support Function

To further illustrate the use of set parametrized functions, we give a last example
for families of closed convex sets. Associate with a set ∅ �= A ⊂ R

N , its support
function and the following equivalence classes

σA(x)
def= sup

y∈A
x · y, [A] def= {

A′ : co A′ = co A
}

.

Recall that

� σA is convex, upper semicontinuous and positively homogeneous.
� σA is uniformly Lipschitz continuous if and only if A is bounded.

Identify
[A] ←→ σA

From [18], the family

Cσ(R
N )

def= {

σA; ∅ �= A ⊂ R
N and bounded

}

is a complete metric space for the metric

ρ(A, B)
def= sup

x∈B1(0)
|σA(x) − σB(x)| , B1(0)

def= {

x ∈ R
N : ‖x‖ < 1

}

.

If D is bounded, thenCσ(D) is compact. Thismetric structure is particularly interest-
ing for problems where the variable domains are closed convex sets. It is interesting
that the family of closed convex subsets of a bounded hold-all D is compact in all
the metric topologies associated with χA, dA, bA. So, it is sufficient to have the lower
semicontinuity of the objective functional in any one of thosemetric space topologies
to get the existence of minimizers.

11 Some Concluding Remarks

Several new constructions and metric spaces have been presented in this paper. For
instance, the topological group structure of characteristic functions via the symmetric
difference can now be preserved for the families of distance (oriented distance)
functions of subsets that include the empty set and the whole space by introducing
new equivalent metrics that contain the distance (oriented distance) functions of the
empty set and the whole space in their completion. Another example are the new
metrics that effectively controls the smoothness of variable sets in a narrow band of
fixed thickness around the boundary of the sets without constraint on the topology
of the sets. They complement the constructions and metric spaces in [25].
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It is clear that important patterns are emerging. One may or may not want to use
them in specific applications, but they exist and it is better to take advantage of them.

• It is possible to construct a wide range of metrics and complete metrics spaces.
The choice is application dependent.

• The metric spaces associated with the oriented distance function are well adapted
to deal with a wide range of families of open sets with a smooth boundary.
For instance, the classical uniform cone property, the more recent uniform cusp
property, the density perimeter, and the uniform bound on families of sets with
bounded curvatures all lead to optimal compactness theorems with convergence
of the oriented distance function in the W 1,p-strong metric. By optimal, we mean
the strongest convergence. For instance, the uniform cone property was initially
proved for the strong convergence of the characteristic function χA in L p, but, in
fact, we have the strong convergence of the oriented distance function bA in W 1,p

and hence the convergence in all the other topologies related to χA, dA, d�A, and
d∂ A.

• In some cases the group and the metric structures are sufficiently compatible to
introduce some form of tangent space (not necessarily a Hilbert or Banach space)
and, possibly, semidifferentials or differentials of functions.

• Similar techniques can be developed for families of submanifolds of R
N of co-

dimension greater or equal to one.

Finally, it is urgent to explore connections with the construction ofmetrics andmetric
structures introduced in the work of Gromov [37] and its pressing applications in
areas such as in Image Processing by Memoli [45] and Memoli and Shapiro [46].
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A Phase Field Approach for Shape
and Topology Optimization in Stokes Flow

Harald Garcke and Claudia Hecht

Abstract Anew formulation for shape and topology optimization in a Stokes flow is
introduced. The investigated problemminimizes the total potential power of the flow.
By combining a porous medium and a phase field approach we obtain a well-posed
problem in a diffuse interface setting that can be reformulated into a problemwithout
state equations. We can derive a sharp interface problem with zero permeability
outside the fluid region as a �-limit of this porous medium—phase field problem.

Keywords Shape and topology optimization · Phase field method · Diffuse inter-
faces · Stokes flow · Fictitious domain · �-convergence
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1 Introduction

By shape optimization in fluids one generally refers to the problem of finding a
shape of a fluid region, or of an obstacle inside a fluid, respectively, such that a
certain objective functional is minimal. Often, one does not want to prescribe the
topology of this region in advance, as one may not know how many connected
components or holes of the shape are optimal for instance. There are several well-
developed approaches for shape and topology optimization when it comes to finding
the optimal configuration in a mixture of several conducting or elastic materials,
see [4]. But even though there are numerous applications in the field of shape opti-
mization in fluids, such as optimizing airplanes and cars, biomechanical design or
several problems in the machine industry, the mathematical theory is not yet so elab-
orated than in other areas of shape and topology design. In industry, like in aerospace
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engineering, practical methods are quite sophisticated and one can find many math-
ematical contributions to those numerical methods, for instance in the field of shape
sensitivity analysis. However, even basic mathematical questions like the existence
of aminimizer remain open. In general, shape optimization problems are known to be
not well-posed, see for instance [5], and hence several ideas have been developed in
different areas to overcome this issue. Important contributions for this can be found
in the field of finding optimal material configurations. Mentionable are certainly the
ideas of using a perimeter penalization in optimal shape design and considering this
problem in the framework of Caccioppoli sets, see [2], and of introducing a so-called
ersatz material approach, see [8]. The latter replaces the void regions by a fictitious
material which may be very weak for instance, see [1]. A comparable idea in a fluid
dynamical setting has been proposed by [7], where the non-fluid region is replaced
by a porous medium with small permeability. In this work, we extend this porous
medium approach by including an additional perimeter penalization in order to arrive
in a problem that can be generalised to nonlinear state equations and a large class of
objective functionals. Anyhow, in this work we introduce this formulation by means
of the well-known problem of minimizing the total potential power in a Stokes flow.
This yields in particular a special structure of the problem where the state equations
can be dropped. This is the best understood setting in shape optimization problems,
see also comparable settings in material design [2, 8]. The design variable in the
porous medium approach does not only take two discrete values for material and
fluid, but can also have values in between and hence we obtain a diffuse interface.
Consequently, also the perimeter functional is replaced by a functional, here the
Ginzburg-Landau energy, corresponding to the perimeter on the diffuse interface
level. The resulting porous medium—phase field problem will be introduced and
discussed in more detail in Sect. 2 and can be roughly outlined as

min
(ϕ,u)

∫

�

1

2
αε (ϕ) |u|2 + μ

2
|∇u|2 − f · u + γε

2
|∇ϕ|2 + γ

ε
ψ (ϕ) dx

subject to
∫

�

αε (ϕ) u · v + μ∇u · ∇v dx =
∫

�

f · v dx ∀v.

This problem is formulated in more detail in (7) and we will show that it admits
a minimizer. Additionally, we prove that the objective functional �-converges as
the interfacial thickness tends to zero to a perimeter penalized sharp interface shape
optimization problem where in particular the permeability of the non-fluid region is
zero. The sharp interface problem, which is described in more detail in (11) and (12)
in Sect. 3, is in a simplified form given as

min
(ϕ,u)

∫

{ϕ=1}
μ

2
|∇u|2 − f · u dx + γc0P� ({ϕ = 1})

subject to
∫

{ϕ=1}
μ∇u · ∇v dx =

∫

{ϕ=1}
f · v dx ∀v.
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2 Porous Medium—Phase Field Formulation

The investigated problem in this work is to minimize a certain objective functional,
depending on the velocity of some fluid, by optimizing the shape, geometry and
topology of the region which is filled with this fluid. This region can be chosen in a
large class of admissible shapes but has to stay inside a given, fixed holdall container
� ⊂ Rd which is chosen such that

(A1) � ⊆ Rd , d ∈ {2, 3}, is a bounded Lipschitz domain with outer unit normal n.

The velocity u and the pressure p of the fluid, whose viscosity is denoted by
μ > 0, are described by the Stokes equations

−μ�u + ∇ p = f , div u = 0 (1)

inside the fluid region. We use Dirichlet boundary conditions on the boundary of �,
hence we may prescribe some in-or outflow region on the boundary. Additionally,
we allow here external forces f to act on the whole of �.

(A2) Let f ∈ L2(�) denote the applied body force and g ∈ H
1
2 (∂�) the given

boundary function such that
∫

∂�
g · n dx = 0.

We remark, that throughout this work Rd -valued functions of function spaces of
Rd -valued functions are denoted by boldface letters.

The design variable describing the regions filled with fluid and the ones not filled
with fluid is in general denoted by ϕ and is chosen in H 1(�). As already indicated
in the introduction, we do not only allow ϕ to take the values that correspond to fluid
regions (which means ϕ = 1) and non-fluid regions (hence ϕ = −1), but also values
in between (i.e. |ϕ| < 1) and so we arrive in a diffuse interface setting. Additionally,
we want to include a volume constraint on the design variable, so we only optimize
over all ϕ ∈ H 1(�) fulfilling

∫

�
ϕ dx ≤ β|�|. The constant β ∈ (−1, 1) is fixed but

arbitrary and can be chosen dependent on the application. Including this constraint
yields an additional upper bound on the amount of fluid that can be used during the
optimization process. Hence, the admissible shapes in the optimization problem are
described by all design functions inside

�ad :=
{

ϕ ∈ H 1(�) | |ϕ| ≤ 1 a.e. in �,

∫

�

ϕ dx ≤ β |�|
}

. (2)

It is a known fact, that shape optimization problems lack in general existence of a
minimizer, compare for instance the discussions in [15]. One approach to overcome
this problem is the so called perimeter penalization, where amultiple of the perimeter
of the fluid region is added to the objective functional. This excludes oscillations and
microscopic perforations, see for instance [5], and hence realizes simultaneously
certain engineering constraints. As we work in a diffuse interface setting, i.e. the
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design variable does not only take discrete values, we do not add a multiple of
perimeter functional to the objective functional butmerely amultiple of theGinzburg-
Landau energy, namely

γ

∫

�

ε

2
|∇ϕ|2 + 1

ε
ψ(ϕ) dx,

since this energy is known to be a diffuse interface approximation of a multiple of
the perimeter functional, see for instance [16]. Here, γ > 0 is an arbitrary constant
which can be considered as a weighting parameter for the perimeter penalization and
ψ : R → R := R∪{+∞} is a potential with two global minima at±1. In this work
we choose a double obstacle potential, hence

ψ(ϕ) :=
{

1
2

(

1 − ϕ2
)

, if |ϕ| ≤ 1,

+∞, otherwise.

This gives rise to a so-called phase field problem where the phase field variable
is given by the design function ϕ and the phase field parameter ε > 0 describes the
interface thickness. To be precise, the thickness of the interface is proportional to the
small parameter ε > 0.

Similar to [7], we replace the region outside the fluid by a porous medium with
small permeability (αε)

−1 > 0. Thus we couple the permeability to the phase field
parameter ε > 0. The velocity u of the fluid in this porous medium is then, due to
Darcy’s law, described by

αεu − μ�u + ∇ p = f , div u = 0, (3)

where p denotes the corresponding pressure. In the interfacial region we interpolate
between the equations of flow through porous medium (3) and the Stokes equations
(1) by using an interpolation function αε : [−1, 1] → [0,αε] fulfilling the following
assumptions:

(A3) Let αε : [−1, 1] → [0,αε] be decreasing, surjective and continuous for every
ε > 0.
It is required that αε > 0 is chosen such that limε↘0 αε = +∞ and αε con-
verges pointwise to some function α0 : [−1, 1] → [0,+∞]. Additionally, we
impose αδ(x) ≥ αε(x) if δ ≤ ε for all x ∈ [−1, 1], limε↘0 αε(0) < ∞ and a

growth condition of the form αε = o
(

ε− 2
3

)

.

Remark 1 For space dimension d = 2 we can even choose αε = o
(

ε−κ
)

for any
κ ∈ (0, 1), compare also the proof of Theorem2.
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The complete state equations for our problem can be written in its strong form as

αε(ϕ)u − μ�u + ∇ p = f in �, (4a)

div u = 0 in �, (4b)

u = g on ∂�. (4c)

The weak formulation of this system is given as follows: find u ∈ U := {v ∈
H1(�) | div v = 0, v|∂� = g} such that

∫

�

αε (ϕ) u · v + μ∇u · ∇v dx =
∫

�

f · v dx ∀v ∈ V (5)

with V := {v ∈ H1
0(�) | div v = 0}.

As mentioned above, our goal is to minimize the total potential power

∫

�

1

2
αε(ϕ) |u|2 + μ

2
|∇u|2 − f · u dx (6)

of the fluid. The first term in (6) can also be considered as a penalization term ensuring
that |u| is small enough outside the fluid region (i.e. ϕ = −1), and vanishes in the
limit ε ↘ 0. In the sharp interface problem (hence “ε = 0”) the fact of u vanishing
outside the fluid region is essential, compare Sect. 3.

We finally arrive in a porous medium—phase field formulation of the shape
optimization problem:

min
(ϕ,u)

Jε (ϕ, u) :=
∫

�

1

2
αε (ϕ) |u|2 dx +

∫

�

μ

2
|∇u|2 − f · u dx

+ γ

∫

�

ε

2
|∇ϕ|2 + 1

ε
ψ (ϕ) dx

subject to(ϕ, u) ∈ �ad × U and (5).

(7)

We notice, that for fixed ϕ ∈ �ad the weak formulated state equations (5) corre-
spond exactly to the necessary and sufficient first order optimality conditions of the
convex optimization problem

min
u∈U

Jε(ϕ, u).

Therefore, the optimization problem (7) is in this case equivalent to

min
(ϕ,u)∈�ad×U

Jε (ϕ, u) :=
∫

�

1

2
αε (ϕ) |u|2 dx +

∫

�

μ

2
|∇u|2 − f · u dx

+ γ

∫

�

ε

2
|∇ϕ|2 + 1

ε
ψ (ϕ) dx . (8)



108 H. Garcke and C. Hecht

In this formulation, no explicit state equations as constraint are necessary any
more.

One major advantage of this porous medium—phase field formulation for shape
optimization problems in fluids is the existence of a minimizer, as the following
theorems shows:

Theorem 1 For every ε > 0 there exists a minimizer (ϕε, uε) ∈ �ad × U of the
optimization problem (8).

Proof This can be established quite easily by using the direct method in the calculus
of variations. For details we refer to [14]. �
Remark 2 We introduced the porousmedium—phase field approach for the problem
of minimizing the total potential power in a Stokes flow here. But this approach can
also be applied to a larger class of objective functionals and also to different state
equations like the stationaryNavier-Stokes equations, see [14].We could also include
a term in the objective functional including the pressure of the fluid.

3 Sharp Interface Problem

The optimization problem (8) introduced in the previous section depends on the
phase field parameter ε > 0, which describes both the interfacial thickness and
the permeability of the porous medium outside the fluid region. The natural question
arising is what happens if ε tends to zero.We expect to arrive in a perimeter penalized
sharp interface problem, whose solutions can be considered as so-called black-and-
white solutions (see for instance [13]), which means that there exists only pure
fluid regions and pure non-fluid regions with zero permeability. And actually, it
can be verified in the framework of �-convergence that problem (8) has a sharp
interface analogue. For a detailed introduction to the notion of �-convergence and
its applications we refer here for instance to [11].

The resulting problem in the limitwill be a shape optimization problem formulated
in the setting of Caccioppoli sets. In order to formulate this problem in the right
manner we briefly introduce some notation. However, for a detailed introduction
into the theory of Caccioppoli sets and functions of bounded variation we refer here
to [3, 12]. We call a function ϕ ∈ L1(�) a function of bounded variation if its
distributional derivative is a vector-valued finite Radon measure. The space of a
functions of bounded variation in � is denoted by BV (�), and by BV (�, {±1})
we denote functions in BV (�) having only the values ±1 a.e. in �. We then call
a measurable set E ⊂ � Caccioppoli set, if χE ∈ BV (�). For any Caccioppoli
set E , one can hence define the total variation |DχE | (�) of DχE , as DχE is a
finite measure. This value is then called the perimeter of E in � and is denoted by
P� (E) := |DχE | (�).

An important point in the formulation of the sharp interface problem is that the
velocity u of the fluid is still defined on the whole of �, even though we have black-
and-white solutions and there are only certain regions inside of � filled with fluid.
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This is done by defining u to be zero if no fluid is present, which is the case if
ϕ = −1. And hence the velocity is here an element in Uϕ := {u ∈ U | u = 0
a.e. in {ϕ = −1}} if ϕ ∈ L1(�). And correspondingly, we introduce the space
V ϕ := {u ∈ V | u = 0 a.e. in {ϕ = −1}}.

The design space for the sharp interface problem is given as

�0
ad :=

{

ϕ ∈ BV (�, {±1}) |
∫

�

ϕ dx ≤ β|�|, Uϕ = ∅
}

.

The constraint Uϕ = ∅ is a necessary condition in order to obtain at least one
admissible velocity field for this case, since the two conditions of u = 0 if ϕ = −1
and u|∂� = g may be conflicting.

We extend Jε to the whole space L1(�) × H1(�) by defining Jε : L1(�) ×
H1(�) → R as

Jε(ϕ, u) :=

⎧

⎪⎨

⎪⎩

∫

�
1
2αε (ϕ) |u|2 dx + ∫

�

μ
2 |∇u|2 − f · u dx+

+γ
∫

�
ε
2 |∇ϕ|2 + 1

ε
ψ (ϕ) dx, if ϕ ∈ �ad , u ∈ U,

+∞, else.
(9)

We will show in Sect. 4 that the �-limit of (Jε)ε>0 for ε ↘ 0 is given by J0 :
L1(�) × H1(�) → R, where

J0(ϕ, u) :=
{∫

�

μ
2 |∇u|2 − f · u dx + c0γP� ({ϕ = 1}), if ϕ ∈ �0

ad , u ∈ Uϕ,

+∞, else.

The constant c0 := ∫ 1
−1

√
2ψ(s) ds = π

2 arises due to technical reasons, compare
Sect. 4.

We find as in the previous section, that the optimization problem

min
(ϕ,u)∈L1(�)×H1(�)

J0(ϕ, u) (10)

is equivalent to the optimization problem with state constraints given by

min
(ϕ,u)

J0 (ϕ, u) :=
∫

�

μ

2
|∇u|2 − f · u dx + γc0P�({ϕ = 1}) (11)

subject to ϕ ∈ �0
ad , u ∈ Uϕ and

−μ�u + ∇ p = f in {ϕ = 1}, (12a)

div u = 0 in �, (12b)

u = g on ∂�. (12c)
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The strong formulation (12) of the state equations are to be understood in the fol-
lowing weak sense: find u ∈ Uϕ such that

∫

�

μ∇u · ∇v dx =
∫

�

f · v dx ∀v ∈ V ϕ.

The shape optimization problem (10) allows in particular every Caccioppoli set
as admissible shape, which yields that no geometric properties are prescribed. Addi-
tionally, no boundary regularity of the shapes is necessary and even the topology
can change during the optimization process. Hence this yields a very large class of
possible solutions, in contrast to existing formulations in shape optimization, see for
instance [9, 10, 18]. Additionally, we will see in the next section, that there exists
a minimizer for J0, compare Remark3, which is, as already mentioned above, not a
trivial fact in shape optimization problems.

4 Sharp Interface Limit

Let X denote the topological space L1(�)× H1(�) equipped with the strong L1(�)

and weak H1(�) topology. In this section we will show the already announced result
that (Jε)ε>0 converges in the sense of �-convergence to J0 as ε ↘ 0 in X , hence
in L1(�) × H1(�) with respect to the topology of X . One important ingredient
here is the special structure of the objective functional, hence that no state equations
are necessary to be stated explicitly. The proof is based on the result of [16] which
ensures that the Ginzburg-Landau energy �-converges in L1(�) to a multiple of the
perimeter functional as the phase field parameter ε tends to zero. We directly state
the main result:

Theorem 2 The functionals (Jε)ε>0 converge in the sense of �-convergence in X to
J0 as ε ↘ 0.

A direct and important consequence of this theorem is given by the following
corollary:

Corollary 1 Let (ϕε, uε) be a minimizer of Jε for every ε > 0, whose existence is
guaranteed by Theorem1. Then there exists a subsequence, which will be denoted
by the same, such that (ϕε, uε)ε>0 converges (strongly) in L1(�) × H1(�) to some
limit (ϕ0, u0). Additionally, (ϕ0, u0) is a minimizer of J0 and limε↘0 Jε(ϕε, uε) =
J0(ϕ0, u0).

Remark 3 Corollary1 ensures in particular the existence of a minimizer of J0 and
hence also the existence of a minimizer of the constrained optimization problem (11)
and (12).
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We start by proving the �-convergence result of Theorem2:

Proof of Theorem 2 We use the sequential characterization of the �-limit, see [11].
Hence we have to prove two properties in order to deduce the theorem. First we
show that for every (ϕ, u) ∈ L1(�)× H1(�), there exists a sequence (ϕε, uε)ε>0 ⊂
L1(�) × H1(�) converging to (ϕ, u) in X such that

lim sup
ε↘0

Jε(ϕε, uε) ≤ J0(ϕ, u).

This sequence is often called recovery sequence. The second step is to show that J0
provides a lower bound, i.e. we have to show that for every sequence (ϕε, uε)ε>0 ⊂
L1(�) × H1(�) converging to some element (ϕ, u) in X it holds

J0(ϕ, u) ≤ lim inf
ε↘0

Jε(ϕε, uε). (13)

For this purpose, we start with a preparatory observation. Let (ϕε)ε>0 be any
sequence converging pointwise almost everywhere in � to some ϕ ∈ L1(�). As it
holds αδ ≤ αε for all ε ≤ δ we obtain for fixed δ > 0 that

αδ(ϕ(x)) = lim
ε↘0

αδ (ϕε (x)) ≤ lim inf
ε↘0

αε(ϕε(x))

and thus, as δ ↘ 0,

α0(ϕ(x)) = lim
δ↘0

(αδ (ϕ (x))) ≤ lim inf
ε↘0

αε(ϕε(x))

for almost every x ∈ �. On the other hand we have, as αε ≤ α0, also

lim sup
ε↘0

αε(ϕε(x)) ≤ lim sup
ε↘0

α0(ϕε(x)) = α0(ϕ(x)).

Altogether we thus find

lim
ε↘0

αε (ϕε (x)) = α0(ϕ(x)) for a.e. x ∈ �. (14)

We next construct the recovery sequence and choose some (ϕ, u) ∈ �0
ad × Uϕ

with J0(ϕ, u) < ∞. To this end, we use the construction of [16], see also [6, 17],
which ensures the existence of a sequence (ϕε)ε>0 converging strongly in L1(�) to
ϕ such that ∫

�

ϕε dx ≤
∫

�

ϕ dx ≤ β|�| ∀ε � 1
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and

lim sup
ε↘0

∫

�

ε

2
|∇ϕε|2 + 1

ε
ψ(ϕε) dx ≤ c0P�({ϕ = 1}).

The construction yields additionally the convergence rate

‖ϕε − ϕ‖L1(�) = O(ε). (15)

For details on this construction, in particular on the convergence rate, we refer also
to [14]. From u|{ϕ=−1} = 0 and (14) we find limε↘0 αε(ϕε(x))|u|2(x) = 0 for almost
every x ∈ �. This gives us in view of Lebesgue’s dominated convergence theorem
and by using the pointwise estimate

αε(ϕε)|u|2 ≤ αε(0)|u|2 ≤ α0(0)|u|2 a.e. in {ϕε ≥ 0}

that

lim
ε↘0

∫

{ϕε≥0}
αε(ϕε)|u|2 dx = 0.

We can use the pointwise estimates |ϕε| ≤ 1, |ϕ| ≤ 1 and the inclusion {u = 0} ⊂
{ϕ = 1} to obtain

∫

{ϕε≤0}
αε(ϕε)|u|2 dx ≤ αε

∫

�

χ{ϕε≤0,ϕ=1} |ϕε − ϕ|
︸ ︷︷ ︸

≥1

|u|2 dx

≤ Cαε‖ϕ − ϕε‖
2
3

L1(�)
‖v‖2L6(�)

.

Combining the convergence rate (15) and αε = o
(

ε− 2
3

)

, see Assumption (A3), we

hence deduce limε↘0
∫

{ϕε≤0} αε(ϕε)|u|2 dx = 0 and so we end up with

lim
ε↘0

∫

�

αε(ϕε)|u|2 dx = 0.

Altogether, this yields
lim sup

ε↘0
Jε (ϕε, u) ≤ J0(ϕ, u)

and finishes the first step in this proof.

It remains to show that J0 is a lower bound on (Jε)ε>0 as described above. For
this purpose, we choose an arbitrary sequence (ϕε, uε)ε>0 ⊂ L1(�) × H1(�)

converging to some element (ϕ, u) in X . Without loss of generality we assume
lim infε↘0 Jε (ϕε, uε) < ∞, otherwise (13) is trivial. We use again the results
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of [16] to observe that for an arbitrary sequence (ϕε, uε)ε>0 ⊂ L1(�) × H1(�)

converging to some element (ϕ, u) in X it holds

c0P�({ϕ = 1}) ≤ lim inf
ε↘0

∫

�

ε

2
|∇ϕε|2 + 1

ε
ψ(ϕε) dx .

Besides, we obtain with the pointwise considerations (14) and Fatou’s lemma

∫

�

α0 (ϕ) |u|2 dx =
∫

�

lim inf
ε↘0

(αε (ϕε))

(

lim inf
ε↘0

|uε|2
)

dx

≤
∫

�

lim inf
ε↘0

(

αε (ϕε) |uε|2
)

dx ≤ lim inf
ε↘0

∫

�

αε (ϕε) |uε|2 dx .

This yields in particular u = 0 a.e. in {ϕ = −1} and hence u ∈ Uϕ. Additionally,

H1(�) � u �→
∫

�

μ

2
|∇u|2 − f · u dx

is a continuous, convex and thusweakly lower semicontinuous functional. And hence
we obtain

J0(ϕ, u) ≤ lim inf
ε↘0

Jε(ϕε, uε)

and can hence finish the proof. For some additional technical details and generaliza-
tions we refer to [14]. �

Proof of Corollary 1 Similar as in the proof of Theorem2 we construct for some
arbitrary element (ϕ, u) ∈ L1(�) × H1(�) with J0(ϕ, u) < ∞ a sequence
(ϕ̃ε, ũε)ε>0 ⊂ L1(�) × H1(�) such that lim supε↘0 Jε (ϕ̃ε, ũε) ≤ J0(ϕ, u). Using
the minimizing property of (ϕε, uε) for each ε > 0 this implies that there is some
constant C > 0 such that

Jε(ϕε, uε) ≤ Jε (ϕ̃ε, ũε) < C ∀ε � 1. (16)

Therefrom, we find directly that
∫

�

(
ε
2 |∇ϕε|2 + 1

ε
ψ(ϕε)

)

dx ≤ C . As in [16] we
can hence estimate

∫

�
|∇φ (ϕε)| dx with φ(t) = ∫ t

0

√
2ψ(s) ds and with the help

of the compactness argument in [16, Proposition3] we get thus the existence of a
subsequence of (ϕε)ε>0, which we will denote by the same, converging in L1(�)

to some limit element ϕ0. Additionally, we obtain thanks to (16) a subsequence of
(uε)ε>0, which is again denoted by the same, that converges weakly in H1(�) to
some limit element u0. This gives us in view of standard results for �-convergence,
see [11], and the �-convergence result of Theorem2 that the limit point (ϕ0, u0) is
a minimizer of J0 and

lim
ε↘0

Jε(ϕε, uε) = J0(ϕ0, u0). (17)
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Finally we combine

0 ≤ lim inf
ε↘0

∫

�

αε (ϕε) |uε|2 dx, c0P�({ϕ0 = 1})

≤ lim inf
ε↘0

∫

�

ε

2
|∇ϕε|2 + 1

ε
ψ(ϕε) dx,

see [16], and

∫

�

μ

2
|∇u0|2 − f · u0 dx ≤ lim inf

ε↘0

(∫

�

μ

2
|∇uε|2 − f · uε dx

)

to deduce from (17) that

∫

�

μ

2
|∇u0|2 − f · u0 dx = lim

ε↘0

(∫

�

μ

2
|∇uε|2 − f · uε dx

)

.

And hence we can conclude the strong convergence of (uε)ε>0 to u0 in H1(�). For
more details we refer to [14]. �
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An Overview on the Cheeger Problem

Gian Paolo Leonardi
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1 Introduction

Let us fix a bounded open set � ⊂ R
n, with n ≥ 2. Given a Borel set F ⊂ R

n we
denote by |F| its Lebesgue measure (from now on, the volume of F) and by P(F) its
perimeter (see Sect. 3 for the definition of the perimeter functional). Then we define
the Cheeger constant of � as

h(�) := inf

{
P(F)

|F| : F ⊂ �, |F| > 0

}

. (1)

Any set E ⊂ � such that P(E)

|E| = h(�) is called a Cheeger set of �. We shall
generically refer to the Cheeger problem, as far as the computation or estimation of
h(�), or the characterization of Cheeger sets of�, are concerned. Aswewill see later
on, the Cheeger problem is deeply connected to other variational problems, ranging
from eigenvalue estimates to capillarity models, and even to image segmentation
techniques.

The purpose of this note is twofold. First, in order to provide some motivations
to the reader, we shall briefly review three relevant problems that show a close
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connection to the Cheeger problem. Second, after some essential definitions and
basic results we give an account of known facts about the Cheeger problem, as well
as of some more recent results obtained by A. Pratelli and the author in [27]. Some
key examples are presented in the final section. We also address the interested reader
to [5–7, 10, 11, 20, 21, 33], where further applications, developments and extensions
of the Cheeger problem are considered.

2 Some Motivations

In this section we synthetically describe three variational problems that are closely
connected with the Cheeger problem.

2.1 Estimating the Smallest Eigenvalue of the Laplacian

The historical motivation of the Cheeger problem is an isoperimetric-type inequality
that was first proved by J. Cheeger in [13] in the context of compact, n-dimensional
Riemannian manifolds without boundary. As a consequence, one obtains the validity
of a Poincaré inequality with optimal constant uniformly bounded from below by
a geometric constant. Let λ2(M) be the least non-zero eigenvalue of the Laplace-
Beltrami operator on M, then Cheeger proved that

λ2(M) ≥ inf
A⊂⊂M

P(A)2

4min{V (A), V (M \ A)}2 , (2)

where V (A) and P(A) denote, respectively, the Riemannian volume and perimeter
of A. Here we skip the discussion of the problem on Riemannian manifolds and
consider the analogous problem for the p-Laplacian (1 ≤ p < ∞) with Dirichlet
boundary conditions, with M replaced by a bounded open set � ⊂ R

n. To be more
specific, we assume that � coincides with its essential interior, i.e., that it contains
all points x ∈ R

n for which there exists r > 0 such that |B(x, r) \ �| = 0. Under
this assumption, all (slightly) different definitions of the Cheeger constant, that have
been proposed or considered in previous works, actually agree. We thus exclude
from our analysis domains (like, for instance, a planar open disc minus a diameter)
which from the point of view of the Lebesgue measure (and of the perimeter) are not
distinguishable from their essential interiors. By approximation (see Theorem 3.7)
it will then be possible to deduce estimates that are valid for more general domains
(and for the more “classical” definition of Cheeger constant, i.e. the minimization of
the ratio P(F)

|F| among relatively compact subdomains F ⊂⊂ �).
Let λp(�) denote the smallest “eigenvalue” of the p-Laplacian with Dirichlet

boundary conditions, for 1 ≤ p < ∞:
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λp(�) := inf
u∈W 1,p

0 (�)

‖∇u‖p
p

‖u‖p
p

.

Arguing as in Cheeger’s paper (see [22, 26]) one can easily show that

λp(�) ≥ h(�)p

pp
, (3)

where h(�) is defined in (1). The proof of (3) goes as follows: take u ∈ W 1,p
0 (�)

with a positive Sobolev norm, and set q = p
p−1 . By noting that p/q = p − 1 and

thanks to Hölder’s inequality, one finds

∫

|∇u|p
∫

|u|p
≥

(∫

|u|p−1|∇u|
)p

(∫

|u|p
)p =

(∫

|∇|u|p|
)p

pp

(∫

|u|p
)p . (4)

Setting f = |u|p, by coarea formula (see [4]) one gets

∫

|∇f | =
∫ +∞

0

P({f > t})
|{f > t}| · |{f > t}| dt ≥ h(�) ·

∫ +∞

0
|{f > t}| dt

= h(�) ·
∫

f , (5)

then by (5) one deduces that

(∫

|∇|u|p|
)

(∫

|u|p
) =

∫

|∇f |
∫

f
≥ h(�).

Therefore, (3) follows from this last inequality combined with (4).

Remark 2.1 We note that, as p → 1, the left-hand side of (3) tends to λ1(�) while
the right-hand side tends to h(�). Moreover, we have

λ1(�) = h(�), (6)

which means that (3) becomes sharp as p → 1. Proving (6) amounts to show that
λ1(�) ≤ h(�), as the other inequality directly follows from (3). To this aim, one can
exploit (5) on a function f ∈ W 1,1

0 (�) that suitably approximates the characteristic
function of a set of finite perimeter F ⊂ �, for which P(F)

|F| 
 h(�). To this aim, it is
not restrictive to assume thatF is relatively compact in� and that∂F is smooth, hence
f can be defined as a standard regularization of χF , in such a way that 0 ≤ f ≤ 1,
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|F| 

∫

f and P(F) 

∫

|∇f |. In conclusion one obtains

∫

|∇f | 
 P(F)

|F|
∫

f 
 h(�)

∫

f ,

which implies (6).

2.2 Existence of Graphs with Prescribed Mean Curvature

Let � ⊂ R
n be a bounded open domain with Lipschitz boundary. The prescribed

mean curvature equation is a nonlinear elliptic partial differential equation of the
form

div

(

∇u
√

1 + |∇u|2
)

= H(x), (7)

where H is a given function on �. For the moment we do not specify any further
property of H and u. It is well-known that the left-hand side of (7) represents the
scalar mean curvature of the graph t = u(x), up to a division by n−1. The prescribed
mean curvature equation arises as the Euler–Lagrange equation of the functional

J [u] =
∫

�

√

1 + |∇u(x)|2 dx +
∫

�

H(x)u(x) dx

+
∫

∂�

|u(y) − ϕ(y)| dHn−1(y) (8)

where Hn−1 denotes the Hausdorff (n − 1)-dimensional measure in R
n and ϕ ∈

L1(∂�) is a boundary datum. The minimization of (8) corresponds to the physical
problem of finding the stable equilibrium configurations for a fluid-gas interface in
a cylindrical tube of cross-section �, subject to surface tension, bulk forces, and
boundary conditions. In [19] (see also [18]) some conditions for the existence and
uniqueness of solutions to (7) (even without specifying boundary conditions) are
found. In particular, we have the following result.

Theorem 2.2 ([19]) Let � be a bounded Lipschitz domain, and let H ∈ Lip(�).
Then, the Eq. (7) admits at least a solution u ∈ C2(�) if and only if

∣
∣
∣
∣

∫

A
H(x) dx

∣
∣
∣
∣
< P(A) (9)

for all A ⊂ � with 0 < |A| < |�|. If, in addition,
∣
∣
∫

�
H(x)

∣
∣ = P(�), then the

solution u to (7) is unique up to additive constants and has a “vertical contact”
at ∂�.
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The proof of Theorem 2.2 uses a straightforward application of the divergence
theorem for the “only if” part, while becomesmore technical in the “if” part. The case
| ∫

�
H(x)| < P(�) is easier and can be handled by showing the existence of smooth

minimizers of the functionalJ [u] defined in (8). The critical case | ∫
�

H(x)| = P(�)

is more subtle and requires the notion of generalized solution of (7) in the sense of
Miranda [28]. We refer to [19] for more details.

In order to better exploit the link between the existence of solutions to (7) and the
Cheeger problem, we focus on the case H(x) = H constant. We also assume without
loss of generality that H ≥ 0. Then, Theorem 2.2 implies that a solution u ∈ C2(�)

to the constant mean curvature equation

div

(

∇u(x)
√

1 + |∇u(x)|2
)

= H (10)

exists if and only if H ≤ h(�) and no proper subset A of � is Cheeger in �. In this
sense, the Cheeger constant provides a threshold for the prescribed mean curvature,
in order that a solution to (10) may exist. A particularly interesting situation occurs in
the limit case H = h(�) and when � is uniquely self-Cheeger, in the sense that � is
Cheeger in itself and no other proper subset of� is Cheeger in�. Indeed, in this case
one gains not only existence but also uniqueness (up to a vertical translation) of the
solution to (10). This much more rigid situation corresponds to the case of a graph
with constant mean curvature H = h(�), that meets the boundary of the cylinder
� ×R in a tangential way (thus, the gradient ∇u(x) blows up as x tends to ∂�) and
whose geometrical shape is, therefore, uniquely determined up to a translation. The
physical interest for these optimal shapes becomes immediately apparent: indeed,
they represent the equilibrium configurations of the capillary free-surfaces formed
by perfectly wetting fluids inside a cylindrical container of cross-section � under
zero gravity conditions.

2.3 Stable Shapes for Total Variation Minimization

In [31] (see also the analysis performed in [12]) a variational method, now called
ROF model, was proposed for the regularization of noisy images. Let g ∈ L2(R2) be
a given image to be regularized. The idea is to preserve the essential contours and
textures of the objects depicted in the image, while removing noise. To this aim, one
can solve the following variational problem:

min
u∈L2(Rn)∩BV (Rn)

∫

Rn

|Du| + 1

2λ

∫

Rn

|u − g|2, (11)

where |Du| is the total variation measure associated with the distributional gradient
of u, and λ is a positive parameter. We notice that the functional defined in (11)



122 G.P. Leonardi

is strictly convex, and it is not difficult to prove existence (and uniqueness!) of a
solution. One could then be tempted to write the following Euler–Lagrange equation
associated with (11):

λ div

(
Du

|Du|
)

= u − g. (12)

However this is far from being correct, since one expects that some “staircasing
effects” occurs in the solution, and therefore that its gradient vanishes on regions of
positive Lebesgue measure. The correct way of writing the Euler–Lagrange equation
can thus be found by means of convex analysis. We recall that the total variation of
Du is the convex functional defined by

|Du|(Rn) =
∫

Rn

|Du| := sup

{∫

u div ξ : ξ ∈ C1
c (R

n;Rn), |g| ≤ 1

}

.

We shall also set J[u] = |Du|(Rn). Being J[u] convex, we can consider its subdif-
ferential at u ∈ L2(Rn):

∂J[u] = {v ∈ L2(Rn) : J[u + w] ≥ J[u] + 〈v,w〉 for all w ∈ L2(Rn)}.

Then, the Euler–Lagrange relation derived from the minimality of u with respect to
problem (11) is 0 ∈ ∂J[u] + u−g

λ
or, equivalently,

g − u

λ
∈ ∂J[u]. (13)

It is possible to show that the subdifferential ∂J[u] consists of the divergences of
vector fields that “calibrate” the distributional gradient Du. More precisely, one can
rewrite the Euler–Lagrange inclusion (13) in the following, equivalent form: there
exists a vector field ξu ∈ L∞(Rn) such that |ξu| ≤ 1, div ξu ∈ L2(Rn), Du =
ξu|Du| and

div ξu = u − g

λ
. (14)

Let us assume from now on that g = χ� is the characteristic function of some
bounded Lipschitz domain �. The goal is to characterize the domains � for which
the solution u of (11) with g = χ� is a “scaled copy of g”, i.e. of the form u = μχ�,
with μ ≥ 0. This means that the regularization produced by the ROF model (11)
determines, in this case, a change of the contrast, but not of the shape of the initial
image g = χ�.

Following [2], we say that a Lipschitz domain � is calibrable if P(�) < ∞ and
if there exists a vector field ξ ∈ L∞(Rn;Rn) such that |ξ| ≤ 1, ξ = ν� Hn−1-almost
everywhere on ∂�, and

− div ξ = P(�)

|�| χ�
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in the distributional sense. This notion of calibrability is already present in the context
of existence and uniqueness problems for graphswith prescribedmean curvature (see
[19]). By using (14) one can derive the following result (see [2, 3]).

Theorem 2.3 The function uλ =
(

1 − P(�)

|�| λ
)+

χ� is the unique minimizer of (11)

with g = χ� if and only if � is calibrable.

Proof First we consider the case λ <
|�|

P(�)
, so that

uλ =
(

1 − P(�)

|�| λ

)

χ�.

Then we can easily check that uλ is the unique minimizer of (11) if and only if there
exists a vector field ξ ∈ K satisfying Dχ� = ξ|Dχ�| and such that (14) holds for
g = χ�, which means that

− div ξ = P(�)

|�| χ�,

that is,� is calibrable. Concerning the caseλ ≥ |�|
P(�)

, we observe that (14) is satisfied
when u = 0, g = χ� and

ξu = ξ0 = |�|
λP(�)

ξ,

where ξ denotes a calibrating vector field for �. Note that |ξ0| ≤ 1 in this case, thus
div ξ0 ∈ ∂J[0]. �

One can appreciate the close connection between ROF minimization and the
Cheeger problem, through this notion of calibrability. To clarify this point, let us
first recall the notion of mean-convexity. We say that an open set � ⊂ R

n with finite
perimeter is mean-convex if for any Borel set F ⊂ R

n such that � ⊂ F we have
P(�) ≤ P(F). In other words, � minimizes the perimeter with respect to outer
variations. Since the orthogonal projection onto a convex set is a 1-Lipschitz map,
by the area formula one can easily infer that (bounded) convex sets are also mean-
convex (the converse being not true in general). The following proposition holds.

Proposition 2.4 Let � be a Lipschitz domain.

(i) if � is calibrable, then it is also mean-convex and self-Cheeger;
(ii) if � is convex and self-Cheeger, then it is calibrable.

The proof of claim (ii) of Proposition 2.4 can be found in [2]. Here we only de-
scribe how to prove (i). Let A ⊂ � be a relatively compact subdomain with smooth
boundary, then by the divergence theorem applied to the calibrating vector field ξ we
get

P(�)

|�| |A| = −
∫

A
div ξ = −

∫

∂A
ξ · νA ≤ P(A),
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whence P(�)

|�| ≤ P(A)

|A| . Since we can fix a sequence of relatively compact subdo-
mains �h converging to � both in measure and in perimeter, we also conclude that
h(�) = P(�)

|�| , that is, � is self-Cheeger. To prove that � minimizes the perimeter
with respect to outer variations, we fix a bounded open set F with Lipschitz boundary
and strictly containing �, then we apply the divergence theorem to the calibrating
vector field ξ on F \ �:

0 =
∫

F\�
div ξ =

∫

∂F
ξ · νF dHn−1 −

∫

∂�

ξ · νF dHn−1

≤ P(F) − P(�),

which implies that � is mean-convex.

3 Some General Results on the Cheeger Problem

After recalling some basic facts about sets of finite perimeter, we shall present some
general (and mostly known) results on the Cheeger problem for domains in R

n. We
shall also recall some more specific results valid for planar domains, that will be
needed in Sect. 4.

For a given x ∈ R
n and r > 0, we set Br(x) = {y ∈ R

n : |y − x| < r}, where
|v| is the Euclidean norm of the vector v ∈ R

n. Given A ⊂ R
n we denote by χA its

characteristic function.With a slight abuse of notation, we write |A| for the Lebesgue
(outer) measure of A. We then set ωn = |B1(0)|. We define the perimeter of a Borel
set E as

P(E) = sup

{∫

E
div g : g ∈ C1

c (R
n;Rn), |g| ≤ 1

}

.

When P(E) < +∞, we say that E has finite perimeter (in R
n). In this case, P(E)

coincides with the total variation of the distributional gradient of the characteristic
function of E:

P(E) = |DχE |(Rn),

which more generally allows us to define the relative perimeter

P(E; A) := |DχE |(A)

for any Borel set A ⊂ R
n. By Radon-Nikodym Theorem we can find a Borel Rn-

valued function νE such that |νE | = 1 |DχE |-almost everywhere and

DχE = −νE |DχE |.
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One can interpret νE as a generalized exterior normal to the boundary of E. In order
to clarify this concept, we recall the definition of reduced boundary ∂∗E. We say
that x ∈ ∂∗E if 0 < |E ∩ B(x, r)| < ωnrn for all r > 0 and

∃ νE(x) := − lim
r→0+

DχE(Br(x))

|DχE |(Br(x))
, |νE(x)| = 1.

Then we quote a classical result by De Giorgi [14].

Theorem 3.1 (De Giorgi) Let E be a set of finite perimeter, then

(i) ∂∗E is countably Hn−1-rectifiable in the sense of Federer [17];
(ii) for any x ∈ ∂∗E, χt(E−x) → χHνE (x) in L1

loc(R
n) as t → +∞, where Hν denotes

the half-space through 0 whose exterior normal is ν;
(iii) for any Borel set A, P(E; A) = Hn−1(A ∩ ∂∗E);
(iv)

∫

E div g = ∫

∂∗E g · νE dHn−1 for any g ∈ C1
c (R

n;Rn).

The perimeter functional extends the usual notion of (n−1)-dimensional measure
of the boundary of a set, in the sense that, for instance, P(E) = Hn−1(∂E) for
any bounded set E with Lipschitz boundary. The advantage of using the perimeter
functional instead of the Hausdorff measure in geometric variational problems is
mainly due to the lower-semicontinuity and compactness properties stated in the
following proposition (see, e.g., [4]).

Proposition 3.2 (Lower-semicontinuity and compactness) Let � ⊂ R
n be an open

set and let (Ej)j be a sequence of Borel sets. We have the following well-known
properties:

(i) if E is a Borel set, such thatχEj → χE in L1
loc(�), then P(E;�) ≤ lim inf

j
P(Ej;�);

(ii) if there exists a constant C > 0 such that P(Ej;�) ≤ C for all j, then there
exists a subsequence Ejk and a Borel set E such that χEjk

→ χE in L1
loc(�).

Other useful properties of the perimeter (invariance by isometries and scaling
property, isoperimetric inequality, lattice property) are collected in the next propo-
sition.

Proposition 3.3 Given two Borel sets E, F ⊂ R
n of finite perimeter, λ > 0 and an

isometry T : Rn → R
n, we have

P(λT(E)) = λn−1P(E) , (15)

P(E) ≥ nω
1
n
n |E| n−1

n , (16)

P(E ∪ F) + P(E ∩ F) ≤ P(E) + P(F). (17)

We point out that sets of finite perimeter can be extremely weird. For instance,
let G be the countable union of open balls of radius 2−i centered at qi, i ∈ N,
where (qi)i∈N is any enumeration of all points with rational coordinates in R

2. By
(17) and lower-semicontinuity of the perimeter, G has finite perimeter. However, its
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topological boundary has a positive Lebesgue measure (thus in particular its (n−1)-
dimensional Hausdorff measure is +∞). While generic sets of finite perimeter may
thus be very irregular, a regularity theory is available in particular for minimizers of
the perimeter subject to a volume constraint (see [35]).

Theorem 3.4 (Regularity of perimeter minimizers with volume constraint) Let � be
a fixed open domain, and assume E is a Borel set satisfying the following property:
P(E;�) < +∞ and for all Borel F such that E� F ⊂⊂ � and |F ∩ �| = |E ∩ �|,
it holds

P(F;�) ≤ P(E;�).

Then, ∂∗E ∩� is an analytic surface with constant mean curvature, and the singular
set (∂E \ ∂∗E) ∩ � is a closed set with Hausdorff dimension at most n − 8.

We now focus on the Cheeger problem, and in doing so we first present some
general properties of the Cheeger constant h(�) and of Cheeger sets inside �, valid
for any dimension n ≥ 2 (see [22, 23, 34]).

Proposition 3.5 Let �, �̃ ⊂ R
n be bounded, open sets. Then the following proper-

ties hold.

(i) If � ⊂ �̃ then h(�) ≥ h(�̃).
(ii) For any λ > 0 and any isometry T : Rn → R

n, one has h(λT(�)) = 1
λ

h(�).

(iii) There exists a (possibly non-unique) Cheeger set E ⊂ �, i.e. such that P(E)

|E| =
h(�).

(iv) If E is Cheeger in �, then E minimizes the relative perimeter among sets with
the same volume; consequently, ∂E ∩ � has the regularity stated in Theorem
3.4, and in particular ∂∗E ∩ � is a hypersurface of constant mean curvature

equal to h(�)

n−1 .

(v) If E is Cheeger in � then |E| ≥ ωn

(
n

h(�)

)n
.

(vi) If E and F are Cheeger in �, then E ∪ F and E ∩ F (if it is not empty) are also
Cheeger in �.

(vii) If E is Cheeger in � and � has finite perimeter, then ∂E ∩ � can meet ∂∗�
only in a tangential way, that is, for any x ∈ ∂∗� ∩ ∂E one has that x ∈ ∂∗E
and νE(x) = ν�(x).

Idea of proof (i) and (ii) are immediate consequences of the definition of Cheeger
constant and of (15) coupled with |λ�| = λn|�|. The proofs of (iii) and (iv) are
accomplished by, respectively, Proposition 3.2 and Theorem 3.4. The proof of (v)
follows from the isoperimetric inequality (16) and the fact that P(E) = h(�)|E|. To
prove (vi) we apply (17) and get

h(�)(|E ∪ F| + |E ∩ F|) = h(�)(|E| + |F|)
= P(E) + P(F)

≥ P(E ∪ F) + P(E ∩ F)

≥ h(�)(|E ∪ F| + |E ∩ F|),
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hence all previous inequalities are actually equalities and this happens if and only if

P(E ∪ F) = h(�)|E ∪ F| and P(E ∩ F) = h(�)|E ∩ F|,

which proves (vi). While the proofs of (i)–(vi) are essentially known and can be
found in the previously cited references, for the proof of (vii) we refer to [27]. �

Remark 3.6 We notice that, by Proposition 3.5 (v) and (vi), we can always find
minimal Cheeger sets in � (possibly not unique) and a unique maximal Cheeger set
(this last can be obtained as the union of all minimal Cheeger sets of�). An example
of a domain with two disjoint minimal Cheeger sets is shown in Fig. 8.

We consider the problem of continuity of the Cheeger constant h(�) with respect
to some suitable notions of convergence of domains. In [27] we prove Theorem 3.7
below (see also [30] for the special case of convex domains). Since the proof is
particularly simple, we quote it below with full details.

Theorem 3.7 (Continuity properties of the Cheeger constant, [27]) Let �,�j ⊂ R
n

be nonempty open bounded sets for all j ∈ N. If χ�j → χ� in L1, then

lim inf
j→∞ h(�j) ≥ h(�). (18)

If in addition �,�j are sets of finite perimeter and P(�j) → P(�) as j → ∞, then

lim
j→∞ h(�j) = h(�). (19)

Proof Let Ej be a Cheeger set in �j (whose existence is guaranteed by Proposition
3.5 (iii)). Without loss of generality we assume that lim inf

j→∞ P(Ej) is finite, then by

Proposition 3.2 we deduce that χEj → χE in L1 as j → ∞, up to subsequences and
for some Borel set E with positive volume. Since Ej ⊂ �j and χ�j → χ� in L1 as
j → ∞, one immediately infers that E ⊂ � up to null sets. Then by Proposition 3.2
and by the convergence of |Ej| to |E|, one has

h(�) ≤ P(E)

|E| ≤ lim inf
j→∞

P(Ej)

|Ej| ,

which proves (18). If in addition P(�j) → P(�) as j → ∞, then we consider E
Cheeger in � and define Ej = �j ∩ E. One can easily check that Ej → E and
E ∪ �j → � in L1, as j → ∞. Therefore by (17) we find

lim sup
j→∞

P(Ej) ≤ P(E) + lim sup
j→∞

P(�j) − lim inf
j→∞ P(E ∪ �j)

≤ P(E) + P(�) − P(�)

= P(E),
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which combined with (18) gives (19). �

3.1 The Cheeger Problem in Convex Domains

Further properties of the Cheeger constant and of Cheeger sets are known when the
domain � is convex. In particular, we refer to [1] and to the references therein for
the proof of the following result.

Theorem 3.8 Let � ⊂ R
n be a convex domain. Then there exists a unique Cheeger

set E in �. Moreover, E is convex and of class C1,1.

We remark that Theorem 3.8 was proved in [8] under stronger assumptions on �.
The proof is essentially based on exploiting the link between the Cheeger problem
and the capillary problemwith zero gravity (i.e., with vertical contact at the boundary,
see the discussion in the previous section). In particular, one has that a convex domain
� is self-Cheeger if and only if it is calibrable, and this happens precisely when �

is of class C1,1 and the mean curvature of ∂� is bounded from above by P(�)

(n−1)|�| .
More can be said about Cheeger sets of convex domains of the plane. For the

proof of the following result, see [23, 34].

Theorem 3.9 Let � be a bounded convex set in R
2. Then the unique Cheeger set E

of � is the union of all balls of radius r = h(�)−1 that are contained in �. Moreover,
if we define the inner Cheeger set as

Er = {x ∈ � : dist(x, ∂�) > r} (20)

we have E = Er + B(0, r) (as a Minkowski sum) and it holds

|Er | = πr2. (21)

The proof of Theorem 3.9 is essentially based on Steiner’s formulae for area and
perimeter of tubular neighbourhoods of convex sets in the plane ([32]): if A ⊂ R

2 is
a bounded convex set and ρ > 0, then setting Aρ = A + Bρ we have

|Aρ| = |A| + ρ P(A) + πρ2, (22)

P(Aρ) = P(A) + 2πρ. (23)

We recall that Steiner’s formula (22) has been generalized by Weyl to n dimensional
domains with boundary of class C2 (the so-called tube formula, see [36]) and then
by Federer [16] under the assumption of positive reach, that we introduce hereafter.
Given K ⊂ R

n compact, we define the reach of K as

R(K) = sup{ε ≥ 0 : dist(x, K) ≤ ε ⇒ x has a unique

projection onto K}.
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We say that K has positive reach if R(K) > 0. Notice that if K is convex, then
R(K) = +∞. It is convenient to introduce the outer Minkowski content of an open
bounded set A, defined as

M(A) = lim
ρ→0

|Aρ| − |A|
ρ

,

provided that the limit exists. Then we have the following result (see [27]).

Proposition 3.10 Let A ⊂ R
2 be a bounded open set with Lipschitz boundary. Let

us assume that R(A) > 0. Then P(A) < +∞ and Steiner’s formulae (22), (23) hold
for all 0 < ρ < R(A).

Remark 3.11 To see how the inner Cheeger formula (21) can be used to derive
information on the Cheeger problem for convex planar domains, we compute the
Cheeger constant of a unit square Q = (0, 1)2. First, we observe that the inner
Cheeger set of Q is a concentric square of side length 1−2r. Therefore (21) becomes

(1 − 2r)2 = πr2,

and by coupling this equation with the condition 1 − 2r > 0 we infer after some
elementary computations that

r = 1

2 + √
π

,

whence h(Q) = 2 + √
π. A general algorithm for computing the Cheeger constant

of a convex polygon (with some extra property, i.e., that there is a one-to-one cor-
respondence between the connected components of the boundary of the Cheeger set
in the interior of the polygon and the vertices of the polygon) can be found in [23].

3.2 Some Further Results About Cheeger Sets in R
2

Let E be a Cheeger set inside an open bounded domain � ⊂ R
2, and set r = h(�)−1

as before. Then a first, general fact is that a connected component of ∂E ∩ � is an
arc of radius r, that cannot be longer than πr (i.e., it can be at most a half-circle).

Lemma 3.12 ([27]) Let ∂E ∩ � be nonempty and let S be one of its connected
components. Then S is an arc of circle of radius r, whose length does not exceed πr.

An apparently, very intuitive property of a planar Cheeger set E could be the
fact that E satisfies an internal ball condition of radius r = |E|

P(E)
(i.e., that it is a

union of balls of radius r). However, this property is false in general (see Fig. 5 and,
in particular, Example 5.2). Anyway, the following result holds true: as soon as a
maximal Cheeger set E in � contains some ball Br(x0), one can roll this ball inside
� following any sufficiently smooth path of centers, and in doing so the moving ball
will remain inside E.but without exiting from E.
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Theorem 3.13 (Moving ball, [27]) Let r = 1/h(�) and let E be a maximal Cheeger
set in � containing a ball Br(x0). Assume that there exists a curve γ : [0, 1] → � of
class C1,1 and curvature bounded by h(�), such that x0 = γ(0) and Br(γ(t)) ⊂ �

for all t ∈ [0, 1]. Then Br(γ(t)) ⊂ E for all t ∈ [0, 1].
Remark 3.14 The requirement in Theorem 3.13 of maximality of E can be dropped
whenever the moving ball remains at a positive distance from ∂�. In this case, one
can prove by using Lemma 3.12 that the moving ball will never intersect ∂E.

4 Characterization of Cheeger Sets in Planar Strips

In [25], D. Krejčiřík and A. Pratelli consider the Cheeger problem for a class of
generically non-convex planar domains, called strips. Let γ : [0, L] → R

2 be a
curve of class C1,1 parametrized by arc-length, such that the modulus of its curvature
is bounded by 1. For t ∈ [0, L] we denote by σ(t) the relatively open segment of
length 2 whose midpoint is γ(t) and such that γ̇(t) is orthogonal to σ(t). We also
assume that 0 ≤ t1 < t2 ≤ L implies σ(t1) ∩ σ(t2) = ∅ (no-crossing condition).
Then, the set

S = Int

(
⋃

t∈[0,L]
σ(t)

)

is an open strip of width 2 and length L (here Int(A) denotes the set of interior
points of A). We call γ the spinal curve of the strip S. If the no-crossing condition
holds for all t1 < t2 ∈ (0, L), but σ(0) = σ(L), then we say that S is a closed
strip (of course, this requires that the curve γ is closed, too). In particular, an open
strip is a C1,1-diffeomorphic image of (0, L) × (−1, 1), while a closed strip is a
C1,1-diffeomorphic image of [0, L]× (−1, 1) with identification of points (0, y) and
(L, y). More precisely we can take (t, u) ∈ [0, L] × (−1, 1) and define the map

�(t, u) = γ(t) + u ν(t),

where ν(t) denotes the counter-clockwise rotation of the unit vector γ̇(t) by 90
degrees. In the following we shall focus on open strips, as the Cheeger problem for
closed ones has been completely treated in [25].One can check that themap� defined
above is a diffeomorphismof classC1,1 between the rectangle (0, L)×(−1, 1) and the
(open) strip S. Using the (t, u) coordinate system, i.e. the representation of a generic
point x of the strip by means of its coordinates (t, u) = �−1(x), can sometimes be
of help (Fig. 1).

Up to a scaling, we can more generally define strips of width 2s (in this case we
must require that the modulus of the curvature of γ is smaller than 1/s). Without
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Fig. 1 A planar strip S

loss of generality, we shall consider only strips of width s = 2. Moreover, we shall
also assume that the curvature of γ is everywhere < 1, as we can recover the case
≤ 1 by approximation, owing to Theorem 3.7. Strips naturally appear in spectral
problems, as they model 2-dimensional waveguides (see [15, 24]). In this sense,
a number of interesting questions involve the spectral behaviour of a strip when its
length L becomes very large. In [25] the authors prove some results specifically on
the Cheeger problem for strips. First, they show that closed strips are Cheeger in
themselves. Then they prove by means of a suitable symmetrization technique the
following bounds on the Cheeger constant of a strip (see Theorem 10 in [25]).

Theorem 4.1 ([25]) Let S be a strip of length L and width 2. Then

1 + 1

400 L
≤ h(S) ≤ 1 + 2

L
. (24)

In [27] we push forward the analysis done in [25] and, by means of a finer charac-
terization of Cheeger sets inside open strips, we prove the following result.

Theorem 4.2 ([27]) Let S be an open strip of length L ≥ 9π
2 and width 2. Then

h(S) =
(

1 + π

2L
+ O(L−2)

)

as L → +∞. (25)

The asymptotic estimate (25) is optimal. Its derivation is based on a key result proved
in [27]. This result (Theorem 4.3 recalled below) essentially shows that, concerning
the Cheeger problem, strips are not too different from convex domains.

Theorem 4.3 ([27]) Let S be an open strip of length L ≥ 9π/2, and let r = h(S)−1.
Assume E is a Cheeger set of S. Then there exists two continuous functions ρ+, ρ− :
[0, L] → [−1, 1] such that

E = �
({(t, s) : 0 < t < L, ρ−(t) < s < ρ+(t)}) . (26)

Moreover, E is unique and coincides with the union of all balls of radius r contained
in S, it is simply connected and can be obtained as the Minkowski sum E = Er + Br,
where

Er = {x ∈ S : dist(x, ∂S) ≥ r}
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is a set with Lipschitz boundary and positive reach R(Er) ≥ r. Finally, the inner
Cheeger formula

|Er | = πr2 (27)

holds true.

Remark 4.4 We stress that the conclusions of Theorem 4.3 (in particular, the fact
that the Cheeger set E is the union of balls of radius r contained in S, and that (27)
holds true) are not satisfied by any planar domain. Two examples showing that no
inclusion between Cheeger sets and unions of balls of radius r is generally true,
are given in the last section (Examples 5.1 and 5.2). Concerning the inner Cheeger
formula (27), there exists a star-shaped domain whose Cheeger set is the union of all
included balls of radius r, but for which the formula fails (see Example 5.3).

Theorem 4.2 directly follows from Theorem 4.3. Indeed, by the special geometric
properties of S we infer that

2(L − 9π)(1 − r) ≤ |Er | ≤ 2L(1 − r).

By combining these two inequalities with the inner Cheeger formula (27), we finally
get

2(L − 9π)(1 − r) ≤ πr2 ≤ 2L(1 − r),

which implies (25) by an elementary computation.
We synthetically present themain ideas and tools, which the proof of Theorem 4.3

is based on. Again, we refer the reader to [27] for the details. We start recalling two
key lemmas that are used in the proof of Theorem 4.3. The first lemma states that,
if E is a Cheeger set in S, and the length of S is large enough, then any osculating
ball to ∂E ∩ S is entirely contained in S (see Fig. 2).

Lemma 4.5 (Arc-ball property) Let E be a Cheeger set inside a strip S of length
L ≥ 9π

2 . Set r = h(S)−1. Then ∂E ∩ S is non-empty, and for any circular arc α
contained in ∂E ∩ S the unique ball Br, such that α ⊂ ∂Br, is contained in S.

The second lemma establishes a ball-to-ball connectivity property of a generic
strip, that is, the possibility of connecting two balls of radius r that are contained in
S by moving one of them towards the other, following a suitable path of centers with
controlled curvature and preserving the inclusion in S (see Fig. 3).

Fig. 2 The arc-ball property
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Fig. 3 The ball-to-ball
property

Lemma 4.6 (Ball-to-ball property) If Br(x0) and Br(x1) are two balls of radius
r ≤ 1, and both are contained in a strip S, then there exists a piece-wise C1,1 curve
β : [0, 1] → S such that β(0) = x0, β(1) = x1, the curvature of β is smaller than
r−1, and Br(β(t)) ⊂ S for all t ∈ (0, 1).

The main difficulties in proving Lemmas 4.5 and 4.6 are of topological type.
Roughly speaking, one has to exploit the structural properties of the strip in order to
exclude some weird behaviour of its boundary. As it happens for many intuitively
clear statements concerning planar objects, proving such lemmas is not as easy as
one could imagine at a first sight. For instance, we found no particular simplifications
in those proofs by working in the (t, u) coordinate system: this can be understood if
one considers that the pre-image of a ball with respect to the map � is no more a
ball in the (t, u) coordinates. In several steps of the proofs we find it convenient to
argue by contradiction, since a number of (a-posteriori impossible) situations, like
for instance the one where an internal ball of radius ε < r is tangent to more than
one point of ∂+S, or the other where two distinct balls of radius r centered on the
spinal curve γ are both tangent to σ(0), must be excluded.

With these two lemmas at hand, we can prove Theorem4.3. Hereafter we provide
only a sketch of its proof.

Proof sketch of Theorem 4.3 First of all, we show that there exist exactly four balls
of radius r and centers x0,0, x1,0, x0,1, x1,1, such that the boundary of Br(xi,j) contains
the connected component of ∂E ∩ S that is tangent to

σ(0) and ∂−S if i = j = 0;
σ(0) and ∂+S if i = 0 and j = 1;
σ(L) and ∂−S if i = 1 and j = 0;
σ(L) and ∂+S if i = j = 1.

This can be accomplished by combining Lemmas 4.5, 4.6, and Theorem 3.13. With
this result in force, we are able to define the two functions ρ± satisfying (26), which
completely characterize the boundary of E. The simply connectedness of E is imme-
diate, as its homeomorphic representation in coordinates (t, u) clearly satisfies this
property. On the other hand, we can prove that the union Ur of all balls of radius r
that are contained in S admits in the (t, u) coordinate system the same representation
as E:

Ur = �
({(t, u) : 0 < t < L, ρ−(t) < u < ρ+(t)}) ,
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Fig. 4 The decomposition of the Cheeger set. The inner Cheeger set Er is colored in dark grey.
One can see the eight regions of the decomposition of E \ Er colored in light grey

hence E = Ur . Finally, the properties concerning the inner Cheeger set Er can be
proved as follows. For i, j = 0, 1 we denote by ai,j the first coordinate of xi,j in the
(t, u) representation, then set

pi,j = the orthogonal projection of xi,j onto σ(iL);
Qi = the rectangle of vertices xi,1, xi,0, pi,1, pi,0;
Di,j = the circular sector with center xi,j and boundary arc Si,j;
R+ = the region spanned by σ(t; (1 − r, 1)) as t ∈ [a0,1, a1,1];
R− = the region spanned by σ(t; (−1, r − 1)) as t ∈ [a0,0, a1,0].

In the above definitions, σ(t; A) denotes the set {γ(t)+u ν(t) : u ∈ A}. Consequently
we have the decomposition

E \ Er = Q0 ∪ Q1 ∪
1

⋃

i,j=0

Di,j ∪ R+ ∪ R−.

Finally, we show that Er has a Lipschitz boundary and that any points of E \ Er has
a unique projection onto Er (which can be more precisely identified according to
the above decomposition, see Fig. 4). We can thus apply Steiner’s formulae (22) and
(23), as in the proof of Theorem 3.9, and obtain the inner Cheeger formula (27), thus
concluding the proof of the theorem. �

5 Some Planar Examples

We conclude by collecting some examples of non-convex planar domains, together
with their Cheeger sets.

We start from an example of a domain G, whose Cheeger set is strictly contained
in the union of balls of radius r = h(G)−1 that are contained in G.

Example 5.1 ([23]) Let G be the union of two disjoint balls B1 and B 2
3
, of radii 1 and

2
3 respectively (see Fig. 5). One has

P(G)

|G| = 30
13 > 2. It is not difficult to check that the

Cheeger set E of G coincides with B1, hence h(G) = 2. However, G coincides with
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the union of all balls of radius r = h(G)−1 = 1
2 contained in G, which is therefore

strictly larger than E.

Fig. 5 A union of two disjoint balls B1 and B 2
3
, whose Cheeger set E coincides with the largest

ball B1

The next example shows a Cheeger setW strictly containing the union of all balls
of radius h(W)−1 contained inW . This example and the one depicted in Fig. 5 show
that, in general, no inclusion holds between a Cheeger set of � and the union of all
balls of radius r = h(�)−1 contained in �.

Example 5.2 ([27]) Let us consider a unit-side equilateral triangle T , as in Fig. 6,
together with its Cheeger set ET (depicted in grey). Then, cut T with the vertical line
tangent to E and reflect the portion on the left to the right, as shown in the picture.
This produces a bow-tie W . Let now EW be a Cheeger set inside W . By the 2-
symmetry ofW one can infer the 2-symmetry of EW . On the other hand, EW cannot
have a connected component F completely contained in T , since otherwise F would
be Cheeger inside W and, at the same time, it would coincide with ET . But then
ET ∪ E′

T (where we have denoted by E′
T the reflected copy of ET with respect to the

cutting line) would be Cheeger inW , which is not possible since ∂(ET ∪ E′
T )∩W is

not everywhere smooth, as it should according to Proposition3.5. Being necessarily
∂EW ∩ W equal to a finite union of circular arcs with the same curvature = h(W),
it is not difficult to rule out all possibilities except the one in which ∂EW ∩ W is
composed by four congruent arcs, one for each convex corner in the boundary ofW .
Moreover one has the strict inequality h(W) < h(T), therefore the union of all balls
of radius h(W)−1 contained in W does not contain EW (indeed, some small region
around the two concave corners cannot be covered by those balls).

The next example is obtained as a slight variation of Example 5.2. In this
case, the resulting Cheeger set is simply connected, while the inner Cheeger set is
disconnected. As a result, we derive the impossibility for the inner Cheeger formula
(27) to hold.

Example 5.3 ([27]) Take the bow-tie W constructed in the previous example and
vertically move the two concave corners a bit far apart. By the continuity of the
Cheeger constant (see (19)) we infer the existence of some minimal displacement
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Fig. 6 The construction of the bow-tie W (left) and the Cheeger set EW in the bow-tie (right).
Notice that the region between the two dashed lines in the picture on the right is the difference
between the Cheeger set EW and the (strictly smaller) union of all balls of radius r included in W

Fig. 7 A loose bow-tie for
which the inner Cheeger
formula does not hold

of the two corners, such that the Cheeger set in the modified bow-tie W̃ actually
coincides with the union of all balls of radius r = h(W̃)−1. This corresponds to the
situation represented in Fig. 7. It is then easy to check that the formula |Er | = πr2

does not hold in this case, essentially because the inner Cheeger set Er (depicted in
dark grey) does not satisfyR(Er) ≥ r. We also notice that, while the Cheeger set E
is connected, the inner Cheeger set Er is disconnected. Finally, one can easily check
that the true formula, that is satisfied by the inner Cheeger set in this case, is

|Er | = 2αr2 > πr2,

where α is the angle depicted in Fig. 7.

Before getting to the last examples, we recall a result of generic uniqueness for
the Cheeger set inside a domain � ⊂ R

n, proved in [9].

Theorem 5.4 ([9]) Let � ⊂ R
n be any bounded open set, and let ε > 0 be fixed.

Then there exists an open set �ε ⊂ �, such that |� \ �ε| < ε and the Cheeger set
of �ε is unique.

Idea of proof LetE be aminimal Cheeger set of�, and letωε be a relatively compact,
open subset of�with smooth boundary, such that |�\ωε| < ε. Define�ε = E ∪ωε,
then by an application of the strong maximum principle for constant mean curvature
hypersurfaces one can show that E is the unique Cheeger set of �ε. �
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Example 5.5 ([23]) Figure8 shows a simply connected domain consisting of two
congruent squares connected by a small strip. Each square with suitably rounded
corners is a minimal Cheeger set, while their union is the maximal Cheeger set of
the domain.

Fig. 8 A simply connected
domain whose Cheeger set is
not unique

Amore sophisticated example of non-uniqueness is constructed below. Indeed one
may ask whether it is possible to find a domain admitting infinitely many distinct
Cheeger sets. The answer to this question is in the affirmative, as shown by the
following example (we point out that a similar example was numerically discussed
by E. Parini in [29]).

Example 5.6 ([27]) LetPθ be the union of a unit disc B1 centered at (0, 0) and a disc
of radius r = sin θ and center (cos θ, 0), where θ ∈ (0,π/2) will be chosen later.
The perimeter of Pθ is

P(θ) = 2(π − θ) + π sin θ,

while its area is

A(θ) = (π − θ) + sin θ cos θ + π sin2 θ

2
.

Then one shows the existence and uniqueness of θ0 ∈ (0,π/2) such that

P(θ0)

A(θ0)
= 1

sin θ0
,

that is,

2(π − θ0) sin θ0 + π

2
sin2 θ0 − (π − θ0) − sin(2θ0)

2
= 0. (28)

Now we set for brevity P0 = Pθ0 and observe that the ratio P(θ0)
A(θ0)

equals the inverse
of the radius of the smaller arc inside ∂P0. Then by a direct comparison with other
possible competitors one infers thatP0 is Cheeger in itself (Fig. 9). Now we consider
the one parameter family Pt , t ∈ [0,+∞) of sets obtained by “elongating the nose”
of P0 (see Fig. 10). It turns out that Pt is Cheeger in Pτ whenever t ≤ τ , and this
property is stable if one even “bends the nose” of Pt . Indeed, the Cheeger ratio of Pt

is constantly equal to 1
sin θ0

.
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Fig. 9 The set Pθ

Fig. 10 The one-parameter
family of Cheeger sets
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Shape- and Topology Optimization
for Passive Control of Crack Propagation

Günter Leugering, Jan Sokołowski and Antoni Zochowski

Abstract In this review article the theoretical foundations for shape-topological
sensitivity analysis of elastic energy functional in bodies with nonlinear cracks and
inclusions are presented. The results obtained can be used to determine the location
and the shape of inclusions which influence in a desirable way the energy release
at the crack tip. In contrast to the linear theory, where in principle, crack lips may
mutually penetrate, here we employ nonlinear elliptic boundary value problems in
non-smooth domains with cracks with non-penetration contact conditions across
the crack lips or faces. A shape-topological sensitivity analysis of the associated
variational inequalities is performed for the elastic energy functional. Topological
derivatives of integral shape functionals for variational inequalities with unilateral
boundary conditions are derived. The closed form results are obtained for the Lapla-
cian and linear elasticity in two and three spatial dimensions. Singular geometrical
perturbations in the form of cavities or inclusions are considered. In the variational
context the singular perturbations are replaced by regular perturbations of bilinear
forms. The obtained expressions for topological derivatives are useful in numerical
method of shape optimization for contact problems as well as in passive control of
crack propagation.
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Keywords Frictionless contact · Elastic bodies with cracks · Signorini conditions
on cracks ·Variational inequality · Shape functional · Shape sensitivity ·Topological
sensitivity ·Domain decomposition · Steklov-Poincaré operator · Contact problems

1 Introduction and Overview

Understanding of nucleation, growth and propagation of single cracks and crack pat-
terns in the context of composite materials is a grand challenge in material sciences.
This is even more true for the controlled interaction between shapes and geometries
of material inclusions on the one side and defects leading to damage, cracks and
finally failure on the other side. Within the last century there have been developed
a number of theories describing the propagation of cracks in solids. From the point
of view of mathematical rigour, the approaches by Griffith and Barenblat are by
now well established and widely accepted. Given a particular distribution of inclu-
sions in a matrix material of an elastic body, it is possible, using Griffith’s theory,
to evaluate the stress concentrations at the tip of an incipient crack. This provides a
structure-property map from the shapes and geometries - and of course also themate-
rial properties - of the inclusions to the dissipated energy or the energy release rate.
This mapping can be described in terms of the Griffith functional. Optimal design of
composites with respect to influencing crack-properties is then amatter of ’inverting’
that map, in the sense of inverse engineering. Mathematically, this inversion is at the
heart of inverse problems and, more precisely in this context, of sensitivity based
shape and topology optimization. To this end, directional derivatives of the Griffith
functional play a major role in the context of control of crack propagation in brittle
materials where the Griffith criterion applies. The idea of designing composites with
this aim is not new, some attempts have been made in the literature. See [6] who
initialized this field of research in studying a distributed control problem for the
Laplacian with a linear crack, that is a crack where no non-penetration condition is
assumed to hold. The goal of that paper was to stop the crack propagation under the
action of the control. In [16] the problem of crack control has been treated with non-
penetration condition along the crack and boundary controls. The authors of [37]
consider the shape of inclusions with different material properties as controls but
take a linear crack model for a problem in conductivity. See also [51] for examples in
mechanical engineering, where sensitivities are typically based on FEM-models. All
articles mentioned are concerned with the reduction of the energy release rate. There
are only very few articles concerned with shape variations of rigid or elastic inclu-
sions in order to influence the energy release rate associated with non-penetrating
cracks. This leads to a problem of shape-optimization in the context of variational
inequalities; see [18] for an approach involving obstacles. The maximization of the
energy release rate, rather its reduction, is important in some cases, where one wants
to release as much energy as possible such that the material does not undergo a global
crack. A first attempt towards optimization of the shape of inclusion with respect to
maximizing the energy release rate have been reported in [21, 29, 30, 34, 48–50].
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However, a rigorous mathematical treatment on the infinite dimensional level is still
in its infancy. This article aims at a self-contained description of sensitivity based
crack-control in the particular sense that the design of composites is geared towards
influencing the crack resistance and, finally, the crack propagation. The sensitivities
used in order to optimize the crack propagation are topological and shape derivatives
of the Griffith functional with respect to changes in the inclusions constituting the
composite.

Topological derivatives of shape functionals are introduced in [54] for linear ellip-
tic boundary value problems. The corresponding expressions depend on pointwise
values of solutions as well as of its gradients [46]. Therefore, the expressions for
topological derivatives are not well defined on the energy spaces associated with the
boundary value problems. In this paper we propose equivalent expressions for the
topological derivatives for variational inequalities which are derived by a domain
decomposition technique. Such expressions are given by line integrals in two spatial
dimensions, or by surface integrals in three spatial dimensions. In addition, the new
expressions are well defined on the energy space. In order to derive the topological
derivatives by an application of the domain decomposition technique an artificial
interface � ⊂ � is introduced and � := �1 ∪ � ∪ �2 is decomposed into two
subdomains. The functional under consideration is the elastic energy E(�) of the
whole domain �. Mixed shape-topological or topological-shape second order deriv-
atives of the energy are evaluated. While shape sensitivity analysis is performed in
�2, asymptotic analysis is performed in �1. In the framework of shape-topological
sensitivity analysis the velocity method is applied in order to determine the shape
functional J (�) := dE(�; V ), where V is the specific vector field in derivation of
V → dE(�; V ). Then an asymptotic expansion of ε → J (�ε) is obtained. In the
framework of topological-shape sensitivity analysis, first the asymptotic expansion
of ε → E(�ε) is performed, and the first order term of such an expansion is called
the topological derivative. It turns out [46, 54] that the topological derivative of the
energy functional is unbounded in the energy space of the elasticity boundary value
problems under considerations. Therefore, we study an equivalent representation of
topological derivatives which are well defined in the energy space. These represen-
tations can be used as well to modify the state equations by replacing the singular
domain perturbations by the regular perturbations of bilinear forms in variational
setting.

The asymptotic analysis of the energy functional performed in one subdomain,
e.g., �1, can be used in the second subdomain �2 by means of an asymptotic expan-
sion of the Steklov-Poincaré operator on the interface. The method is justified by the
fact that the first order expansion of the energy functional in the subdomain leads
to the first order asymptotic expansion of the Dirichlet-to-Neumann mapping on the
interface between subdomains. Thus, a first order expansion of the Steklov-Poincaré
operator on the interface for the second subdomain is obtained. In this way, the first
order expansion of the energy functional in the truncated domain �2 is derived.
The precision of the obtained expansion is sufficient [56, 58] to replace the original
energy functional by its first order expansion, provided the obtained expression is
well defined on the energy space. Furthermore, the first order approximation of the
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energy functional in � is established. We point out that another method of approx-
imation of the state equation by using the so-called self-adjoint extensions of the
elliptic operators can be considered [39, 40].

The proposed domain decomposition method is important for variational inequal-
ities [2] related to crack problems with non-penetration conditions across the crack.
The arguments can, however, be developed for general variational inequalities. In
order to describe the methodology in a nut-shell, before going on to details for elas-
ticity, we consider the following abstract set-up.

v → I (v) = 1

2
a(v, v) − L(v) (1)

over a convex, closed subset K ⊂ H of the Hilbert space H called the energy space.
The function space H := H(�) is a Sobolev space which contains the functions
defined over a domain � ⊂ R

d , d = 2, 3. The singular geometrical perturbation ωε

centered at x̂ ∈ � of the domain � is denoted by �ε, the size of the perturbation is
governed by a small parameter ε → 0. The quadratic functional defined on H :=
H(�ε) becomes

v → Iε(v) = 1

2
aε(v, v) − Lε(v) (2)

with the minimizers uε ∈ K := K (�ε). The expansion of the associated energy
functional

ε → E(�ε) := Iε(uε) = 1

2
aε(uε, uε) − Lε(uε) (3)

is considered at ε = 0. Namely, we are looking for its asymptotic expansion

E(�ε) = E(�) + εdT (̂x) + o(εd), (4)

where x̂ → T (̂x) is the topological derivative [46, 54]. We show that there are
regular perturbations of the bilinear form defined on the energy space H(�),

v → b(v, v)

such that the perturbed quadratic functional defined on the unperturbed function
space H(�)

v → I ε(v) = 1

2

[

a(v, v) + εdb(v, v)
] − L(v) (5)

furnishes the first order expansion (4). In our applications to contact problems in
linear elasticity, it turns out that the bilinear form v → b(v, v) is supported on
�R := {|x − x̂ | = R} ⊂ � with R > ε > 0.



Shape- and Topology Optimization for Passive Control of Crack Propagation 145

Variational inequalities are used to model contact problems in elasticity. It is
known that the solutions to variational inequalities are Lipschitz continuous with
respect to the shape [52]. In general, however, the state governed by a variational
inequality is not Fréchet differentiable with respect to the shape. For a class of varia-
tional inequalities described by unilateral constraints in Sobolev spaces of Dirichlet
type, the metric projection onto the constraints turns out to be Hadamard differ-
entiable [12]. This property is used in order to obtain the first order directional
differentiability of the associated shape functionals.

In order to show second order shape differentiability for variational inequalities,
we have to restrict ourselves to energy-type shape functionals. The energy functional
is the so-called marginal function and it is Fréchet differentiable with respect to the
shape [12]. The first order shape derivative of the energy functional in the direction
of a specific velocity vector field is considered as the shape functional for topological
optimization. Thus, its topological derivative is evaluated. The possible applications
of shape-topological derivatives include the control of singularities of solutions to
variational inequalities by insertion of elastic inclusions far from the singularities.

Example 1 We describe the shape-topological differentiability of the energy shape
functional for the Signorini variational inequality in two spatial dimensions. The
same idea can be used for the frictionless contact problems in linear elasticity.

Let us consider the Signorini problem posed in � ⊂ R
2, with boundary ∂� =

� ∪ �0, and �c ⊂ �. Denote H 1
�0

(�) = {v ∈ H 1(�) | v = 0 on �0 ⊂ ∂�}. The
solution u ∈ K minimizes the quadratic functional

I (v) = 1

2
a(�; v, v) − ( f, v)�

over the cone

K = {v ∈ H 1
�0

(�) | v � 0 on �c ⊂ � ⊂ ∂�}.

The shape functional is the energy

E(�) = 1

2
a(�; u, u) − ( f, u)�,

where

a(�; u, u) =
∫

�

∇u · ∇udx,

( f, u)� =
∫

�

f udx .

We assume that � ∩ �0 = ∅. Let �t
0 := Tt (V )(�0) be the boundary variations [52]

of the Dirichlet boundary �0.
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Let us consider the decomposition of � = �1 ∪ � ∪ �2, �1 ∩ �2 = �, such
that �0 ⊂ ∂�1 and �c ⊂ ∂�2. It means that the boundary variations as well as the
topological asymptotic analysis are performed in �1, and the unilateral conditions
are prescribed in the second subdomain �2.

The shape derivative of the energy functional with respect to the boundary varia-
tions of �0 can be written in distributed form [52]

dE(�; V ) =
∫

�1

〈A′(0) · ∇u,∇u〉dx

where A′(0) = div V I − DV − DV�, under the assumption that the velocity field V
is supported in a small neighborhood of �0 and that supp V ∩ supp f = ∅.

The second shape functional for the purposes of topological optimization is simply
defined by

J (�) :=
∫

�1

〈A′(0) · ∇u,∇u〉dx . (6)

We are going to determine the topological derivatives of � → J (�) for insertion
of small inclusions in �1 far from �0. In this way we can control the possible
singularities on �0 by topology optimization in �.

We consider the domain decomposition method for purposes of the shape-
topological differentiability of energy shape functionals. First, the domain � is split
into two subdomains �1,�2 and the interface �. See Fig. 1. The differentiability
with respect to small parameter of the Dirichlet-to-Neumann map which lives on the
boundary � ⊂ ∂�1 is established. This map is called the Steklov-Poincaré operator
for subdomain �2.

Once, the derivative of the energy functional is given, we can proceed with the
subsequent topological optimization problem. For topological optimization another
decomposition � := �R ∪ �R ∪ �c is introduced. The small inclusion ωε centered
at the origin x̂ := O is located in subdomain �R ⊂ � with the interface �R ⊂ ∂�R .
See Fig. 2.

Fig. 1 Signorini problem
with domain decomposition
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Fig. 2 Domain � with crack

Σ

Ωc

ΓR
ε

Γ0

In particular, an elastic bodyweakened by small cracks is considered in the frame-
work of unilateral variational problems in linearized elasticity. The frictionless con-
tact conditions are prescribed on the crack lips in two spatial dimensions, or on the
crack faces in three spatial dimensions. Theweak solutions of the equilibrium bound-
ary value problem for the elasticity problem are determined by minimization of the
energy functional over the cone of admissible displacements. The associated elastic
energy functional evaluated for the weak solutions is considered for the purpose of
control of crack propagation. The singularities of the elastic displacement field at
the crack front are characterized by the shape derivatives of the elastic energy with
respect to the crack shape in the framework of Griffith’s theory. For example, in two
spatial dimensions, the first order shape derivative of the elastic energy functional
evaluated in the direction of a velocity field supported in an open neighbourhood
of one of crack tips is called the Griffith functional. The Griffith functional is mini-
mized with respect to the shape and the location of small inclusions in the body. The
inclusions are located far from the crack. In order to minimize the Griffith functional
over an admissible family of inclusions, the second order directional, mixed shape-
topological derivatives of the elastic energy functional are evaluated to determine
the locations of inclusions. The boundary value problem for the elastic displacement
field takes the form of a variational inequality over the positive cone in a fractional
Sobolev space. The sensitivity analysis of variational inequalities under considera-
tions lead to the property of directional differentiability of metric projection operator
onto a polyhedric positive cone in fractional Sobolev spaces. Therefore, the concept
of conical or Hadamard differentiability applies to shape and topological sensitivity
analysis of variational inequalities under consideration.

In our framework of shape-topological differentiability we consider:

• Variational inequalities for cracks in solids, the associated Griffith functional is
given by the shape derivative of the elastic energy;

• Conical differentiability of metric projection onto positive cone in the fractional
Sobolev space of Dirichlet type equipped with natural order;

• Asymptotic analysis of theDirichlet-to-Neumannmapwith applications to domain
decomposition technique andSteklov-Poincaré nonlocal pseudodifferential bound-
ary operators;

• The second order shape-topological derivatives of elastic energy for the purposes
of passive control of crack propagation.
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In linearized elasticity the Griffith criterion for crack propagation in two spatial
dimensions uses the size of singularity coefficients at the crack tips, called the stress
intensity factors, in order to forecast the crack propagation. In the pioneering paper
[26] this criterion is extended to the nonlinear crack models with a mathematical
proof which uses the Griffith shape functional, i.e. the shape derivative of the elastic
energy with respect to the perturbations of positions of crack tips. The next step in
the analysis of nonlinear crack models is the control of crack propagation. For such
control the possible strategy is proposed in this paper with full proofs.

• Find the sensitivities of the Griffith functional with respect to the location of
inclusions in elastic body;

• These sensitivities are called the topological derivatives [45] of Griffith’s shape
functional and can be determined by the asymptotic analysis in the singularly
perturbed geometrical domains;

• Minimize the topological derivatives and in this way determine the possible loca-
tions of inclusions;

• Use the shape sensitivity analysis of Griffith’s shape functional and determine
optimal shape of inclusions.

The main difficulty of sensitivity analysis of solutions to nonlinear boundary value
problems in non-smooth domains under consideration are the unilateral conditions
prescribed on the crack lips which lead to the variational inequalities of the first
kind. The asymptotic analysis of variational inequalities [57, 58]with respect to small
parameterwhich governs the size of the singular domain perturbation is performed by
a domain decomposition technique. In the present paper themathematical foundation
of the passive control strategy for crack propagation by means of shape-topological
optimization is described in detail. First, the method of sensitivity analysis used in
this paper is explained. The variational inequality in the perturbed domain �ε ⊂ �

is replaced by another variational inequality in the intact domain �. To this end the
bilinear form a(�ε; ·, ·) is approximated by the bilinear form

a(�; ·, ·) + εdb(�R; ·, ·), (7)

where d = 2, 3 is the space dimension.
We apply the method of boundary variations [53] and the asymptotic analysis

[45] in the subdomain �R in order to obtain the expansions of the elastic energy
with respect to an inclusion. These expansions are used in the subdomain �c which
contains the crack. As a surprising result expansion (7) of the bilinear form, which is
well defined on the energy space in the intact domain �, is established. To our best
knowledge, the bilinear form b(�R; ·, ·) has been employed in asymptotic analysis
in singularly perturbed geometrical domains for the first time in [57, 58] for the
Laplacian and the planar elasticity.

We now briefly describe the contents of paper, referring to the corresponding
sections.
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In Sect. 2, frictionless contact problems for the crack are introduced. The elastic
energy of the elastic body is considered in the subdomain�c. The contribution of the
elastic energy from the subdomain�R is given by the energy of the boundary Steklov-
Poincaré operator. The Steklov-Poincaré operator depends on a small parameter
ε → 0 which governs the size of singular geometrical perturbation in �R .

In Sect. 3, general results on directional differentiability of metric projection are
adapted to crack problems. The conical differentiability of solutions to the variational
inequality in �c leads to the main result of the paper, which is the directional differ-
entiability of the Griffith functional with respect to the shape parameter. The abstract
results on conical differentiability of the metric projection [12, 53] are adapted to
the non-penetration conditions prescribed on the crack.

In Sect. 4, the representative case of cracks in two spatial dimensions are consid-
ered for shape-topological sensitivity.

In Sect. 5, the complete proof of shape and topological differentiability of the
elastic energy in �R is given. This implies the differentiability of the boundary
bilinear form associated with the Steklov-Poincaré operator on�R . Thus, the Griffith
functional is differentiable. In this way we show that the main result of the paper
applies to the crack control strategy.

In Sect. 6, the bounded perturbations of bilinear forms are presented for elliptic
boundary value problems. In such a way the second order shape-topological deriv-
atives of the energy functionals can be evaluated by easily implemented numerical
methods.

The expansion of the Steklov-Poincaré operator involves a correction term B,
an operator that is made explicit for ring-shaped regions in Sect. 7 for a number of
situations.

Finally, in Sect. 8, an asymptotic analysis of the Steklov-Poincaré operator is
considered for ring-type walled inclusions, where different material properties apply.
This can be seen as an approach for coating of particles included in a matrix material.

In this article, some mathematical aspects of modeling and optimization for non-
linear partial differential equations are required, we refer the reader to the references
which can be considered for the specific topics:

• potential theory in Dirichlet spaces and applications to unilateral problems
[1, 5, 12, 14, 36, 53]

• mathematical theory of variational inequalities with applications to mechanics and
contact problems [7, 8, 14, 15, 22, 23, 36, 53, 57, 58]

• shape optimization in domains with cracks and for variational inequalities
[9–12, 18, 22, 53, 57, 58]

• asymptotic analysis and topological optimization for elasticity and variational
inequalities [2, 35, 41–45, 57, 58]

• modeling and control of cracks [6, 16, 17, 19, 21, 24–28, 30–34, 37, 48–51]
• numerical methods for variational inequalities and crack problems [3, 4]
• optimization for nonlinear pde’s [22, 47]
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2 Unilateral Boundary Conditions in Isotropic Elasticity

We consider the following situation:
For the sake of simplicity, it is assumed that

• the crack in two spatial dimensions is given by the interval �c := {0 < x1 <

1, x2 = 0};
• the crack in three spatial dimensions is given by the disk �c := {0 � x2

1 + x2
2 <

1, x3 = 0}.
Therefore, the function spaces for the crack problem can be identified in Lipschitz
domains (see Fig. 3)

• the traces u± on � of functions u± ∈ H 1(�±) live in the space H 1/2(�);
• the traces u± on �c of functions u ∈ H 1(�c) are defined as the restrictions to �c

of functions from H 1/2(�);
• the space of traces on the crack H 1/2

00 (�c) ⊂ H 1/2(�) extended by zero outside
the crack;

• the jump � u� := u+ − u− of a function u ∈ H 1(�c) is well defined in H 1/2
00 (�c);

• the convex constraints for the crack with nonpenetration condition are given by
the positive cone in the space H 1/2

00 (�c).

2.1 Isotropic Elasticity Boundary Value Problems

For a given displacement vector field v = (v1, v2, v3)
� : � → R

3, we define the
Jacobian Dv = (∂x j vi ) and the gradient is its transpose

∇v = Dv� = (∂xi v j ) = [∇v1,∇v2,∇v3]

The symmetrized gradient is denoted by

∇vs = (∇v + ∇v�)/2,

and it is called the linearized deformation tensor ε(v) := ∇vs .

Fig. 3 Domain
decomposition of elastic
body � weakened
by crack �c

Σ
Ω+

Ω−

a
b

ν

Γc
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Given the symmetric and positive definite constitutive tensor C with the compo-
nents cijkl, i, j, k, l = 1, 2, 3 and the inverse S := C

−1, the symmetric stress tensor
is defined by

σ(v) = C∇vs, hence, ε(v) = Sσ(v)

or for the components σij = cijrsεrs, where the summation convention over the
repeated indices is used. In the case of the isotropic elasticity

cijrs = λδijδrs + μ(δirδjs + δisδjr),

whence,
σij = λδijεkk + 2μεij,

where λ and μ are the Lame constants, μ is also known as the shear modulus.
Let us assume that the elastic body is given by a torus and let us consider the

decomposition of the elastic body into two subdomains � := �+ ∪ � ∪ �− where
� is a C1,1 regular closed surface. Let �c ⊂ � be the regular subset of the surface
with C1,1-boundary given by the curve ∂�c. We denote by ν the unit normal vector
field on � which points out of �+, and by n the unit normal vector field on ∂�c

orthogonal to ν. See Fig. 3.
Given the displacement field v ∈ H 1(�), and σ := σ(v), the associated stress

field, we introduce the normal and tangential components of the stress field on �

σν = σijν jνi , στ = σν − σνν, στ = (στ1,στ2,στ3)
�.

First, we recall the strong form of a general crack boundary value problem in two
spatial dimensions.

Remark 2 For the sake of simplicity it is assumed that on the exterior boundary
� := ∂� of the elastic body the homogeneous Dirichlet boundary conditions are pre-
scribed. For a torus boundary conditions disappear. In the case of domain decomposi-
tion, the exterior boundary of the subdomain�c is divided into two parts,�R = ∂�R

and the exterior boundary ∂�.

Problem 3 (Equilibrium problem for a linear elastic body occupying �c) In the
domain �c with the boundary ∂�c := � ∪ �c we have to find a displacement field
u = (u1, u2) and stress tensor components σ = {σij}, i, j = 1, 2, such that

−divσ = f in �c, (8)

σ = Cε(u) in �c, (9)

u = 0 on �, (10)

�u�ν � 0, �σν� = 0, σν · �u�ν = 0 on �c, (11)

σν � 0, στ = 0 on �±
c . (12)
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Here �v� = v+ − v− is a jump of v on �c, and signs ± correspond to the positive
and negative crack faces with respect to ν, f = ( f1, f2) ∈ L2(�c) := L2(�c; R

2)

is a given function,

σν = σijν jνi , στ = σν − σν · ν, στ = (σ1
τ ,σ

2
τ ),

σν = (σ1 jν j ,σ2 jν j ),

the strain tensor components are denoted by εi j (u),

εij(u) = 1

2
(ui, j + u j,i ), ε(u) = {εij(u)}, i, j = 1, 2.

The elasticity tensor C = {cijkl}, i, j, k, l = 1, 2, is given and satisfies the usual
properties of symmetry and positive definiteness

cijklξklξij � α|ξ|2, ∀ ξij, ξij = ξji, α > 0,

cijkl = cklij = cjikl, cijkl ∈ L∞(�c).
Relations (8) are equilibrium equations, and (9) is the generalized Hooke’s law,

ui, j = ∂ui
∂u j

, (x1, x2) ∈ �c. All functions with two lower indices are symmetric in
those indices, i.e. σij = σji etc.

In three spatial dimensions the strong form of the crack boundary value problem
is completely analogous. The weak form is given by a variational inequality.

Problem 4 Introduce the Sobolev space

H 1
�(�c) = {v = (v1, v2) | vi ∈ H 1(�c), vi = 0 on �, i = 1, 2}

and the closed convex set of admissible displacements

K = {v ∈ H 1
�(�c) | �v�ν � 0 a.e. on �c}.

Find a solution u ∈ K of the energy minimization problem

min
v∈K

⎧

⎨

⎩

1

2

∫

�c

σi j (v)εi j (v) −
∫

�c

fivi .

⎫

⎬

⎭

The solution satisfies the variational inequality

u ∈ K ,

∫

�c

σi j (u)εi j (v − u) �
∫

�c

fi (vi − ui ), ∀v ∈ K , (13)

where σi j (u) = σi j are defined in (9).
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Remark 5 1. Existence and uniqueness of solutions for the strong Problem3 and
the variational inequality (13) in Problem4 as optimality conditions for the min-
imization Problem in 4 are given in e.g. [27].

2. The analysis of shape-topological differentiability of the Griffith functional can
be reduced by the proposed domain decomposition approach to the differentia-
bility property of the solution mapping for variational inequality (13)

f → u

with respect to the input f . This will be investigated in Sect. 3. We claim that
the mapping admits a conical differential. The proof of this claim follows by the
Hadamard differentiability of metric projection onto positive cone in fractional
Sobolev spaces.

2.2 Control of the Crack Front

The Griffith shape functional is an appropriate indicator in the framework of linear
elasticity for the crack propagation scenario. In order to influence the crack prop-
agation, we are going to design the elastic body in such a way that the Griffith
functional assumes better properties. In order to improve the design, we consider a
finite number of inclusions in thematrix material. Optimization in this context means
the best choice of location and shape of inclusions, which can be complemented by
optimization of material parameters for the inclusion. To this end, we employ the
shape-topological sensitivity analysis [45, 53, 57]. Our analysis is performed for a
single inclusion, the same approach works for a finite number of inclusions.

2.2.1 Elastic Body with a Crack and an Inclusion

The domain is divided in two parts as described above. The first part �c which
contains the crack, is built up from the matrix material (λ,μ), the second is �R with
an inclusion ω. The material properties of ω are denoted by (λω,μω). For simplicity,
we can consider the inclusion in the form of a ball

ω := B(y, r) = {x ∈ �R : |x − y| < r}, ∂ω = {|x − y| = r},

however a general shape of the inclusion can be treated in the same way. A finite
number of inclusions, far from the crack, is also admissible for our approach.
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2.2.2 The Griffith Shape Functional

For a given vector field V := (V1, V2)
� supported in �c, denote 2Ei j (V ; u) :=

ui,k Vk, j + u j,k Vk,i , where Vk, j := ∂Vk

∂x j
, k, j = 1, 2, and define the shape functional

depending on ω,

J (ω) := 1

2

∫

�

{

divV · εi j (u) − 2Ei j (V ; u)
}

σi j (u) −
∫

�

div(V fi )ui .

Problem 6 The problem is then to minimize J (ω) with respect to ω ⊂ �R and
solutions u satisfying in the domain � := �c ∪ �R ∪ �R the variational inequality

u ∈ K (ω),

∫

�

σi j (u)εi j (v − u) �
∫

�

fi (vi − ui ) ∀v ∈ K (ω),

where
K (ω) = {v ∈ H 1

�(�) | �v�ν � 0 a.e. on �c}.

2.3 Main Results

The shape optimization problem under considerations depends on the shape of the
inclusions exclusively via the characteristic functions of the inclusions. We are inter-
ested in the existence of the shape derivatives of J (ω) and also of the topological
derivatives of this functional. In such a case we speak of the shape-topological dif-
ferentiability of the Griffith functional.

Theorem 7 The shape functional ω → J (ω) is directionally shape-topologically
differentiable with respect to the inclusion ω in the cracked elastic body �.

We precise the general result for the specific class of circular inclusions. First of
all, the simplest choice of the admissible family Uad of inclusions with the material
properties (λω,μω) is

Uad := {B(y, r) ⊂ �R}.

Such a family, parametrized in a compact subset of R
3+d by (λω,μω, y, r) ∈ R

3+d ,
d = 2, 3, is compact with respect to the convergence of characteristic functions.
Thus, the existence of an optimal inclusion within this family follows by standard
arguments.

Theorem 8 For given parameters (λω,μω) and ω = B(y, r) ⊂ �R, the function

r → I (r) := 1

2

∫

�

{

divV · εi j (u) − 2Ei j (V ; u)
}

σi j (u) −
∫

�

div(V fi )ui
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is Lipschitz continuous and admits the directional derivatives given by

• the shape derivative of ω → J (ω) for r > 0, r small enough;
• the topological derivative of ω → J (ω) for r = 0+.

3 Applications of Directional Differentiability of Metric
Projection in Fractional Sobolev Spaces

Our results on shape-topological sensitivities for the Griffith functional related to
crack problems with non-penetration conditions across the crack interfaces depend
crucially on the regularity properties of metric projections in Hilbert spaces. This
is a classical issue that, due to its importance in this article, nevertheless, deserves
a brief but self-contained description. The convex cone for the crack model with
non-penetration conditions takes the form

K := {v ∈ H 1(�c) : �v�ν ∈ K(�c) ⊂ H 1/2
00 (�c)},

where K(�c) is the positive cone in the fractional Sobolev space H 1/2
00 (�c). There-

fore, we establish the Hadamard differentiability [15, 36] of the metric projection in
the Dirichlet space H 1/2

00 (�c) onto its positive cone [12]. Let us consider the direc-
tional differentiability of the metric projection onto the positive cone in the fractional
Sobolev spaces H 1/2(�). In the applications for the crack problem, we would like
to have a C1,1-surface in three spatial dimensions, and the C1,1-curve in two spatial
dimensions, selected in the interior of the elastic body � in such a way that the crack
�c ⊂ �. In order to present the results, we are going to consider a simple geome-
try of the crack �c. In the general setting the results are obtained in a similar way.
Therefore, we consider the subset B = {|x | < R}, x = (x1, . . . , xd) ⊂ �, of the
elastic body �, with the crack �c := {x = (x ′, xd) ∈ R

d : xd = 0, |x ′| < R/2}
and � defined by an extension of the subset �̃ := {x = (x ′, xd) ∈ B : xd = 0}. In
such a case, the unit normal vector to the crack ν := (0, . . . , 0, 1) is constant on the
crack, and the unit tangent vector orthogonal to ν on the boundary ∂�c of the crack
n := (n1, . . . , nd−1, 0). For the displacement field u = (u1, . . . , ud) it follows that
uν = ud , hence, the unilateral constraints for the jump of the normal component over
the crack H 1/2

00 (�c) � �u�ν = u−
d − u+

d � 0. Thus, the convex cone of admissible
displacements for the crack problem takes the form

Uad = {v = (v1, . . . , vd) ∈ H 1(�c) : v−
d − v+

d � 0 on �c}

and our analysis of the metric projection is reduced to the positive cone in H 1/2
00 (�c),

hence, in H 1/2(�).

Remark 9 We recall that in general for a domain�with the boundary�, the Sobolev
spaces H 1(�) and H 1/2(�) are [1, 14] examples of so-called Dirichlet spaces.
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It means that for the scalar product a(·, ·), with v+ := sup {v, 0} and v− :=
sup {−v, 0}, the property a(v+, v−) ≤ 0 holds for all elements of the Sobolev spaces.

Remark 10 The metric projection in Dirichlet spaces onto the cone of nonnegative
elements is considered for the purpose of sensitivity analysis of solutions to friction-
less contact problems in [53]. This result is extended to the crack problem. In order
to avoid unnecessary technicalities, we restrict ourselves to a model problem. We
consider the Hadamard differentiability of metric projection in Dirichlet space onto
the cone of positive elements, and recall the result on its conical differentiability.

Consider the convex, closed cone

K = {v ∈ H 1/2(�) : v � 0 on �}

and themetric projection H 1/2(�) � f → u = PK ( f ) ∈ K onto K which is defined
by the variational inequality

u ∈ K : (u − f, v − u)1/2,� � 0 ∀v ∈ K .

We denote v+ =: v ∧ 0 := sup {v, 0} and v− =: −v ∧ 0 := sup {−v, 0} in H 1/2(�).
With the element u = PK ( f ) we associate the convex cone

CK (u) = {v ∈ H 1/2(�) : u + tv ∈ K for some t > 0}

and denote by TK (u) the closure ofCK (u) in H 1/2(�). On the other hand [12] there is
a nonnegative Radon measure m such that for all v ∈ H 1/2(�) we have the equality
∫

v dm = (u − f, v)1/2,� , hence, we denote

m[v] := (u − f, v)1/2,�.

Definition 11 The convex cone K is polyhedric [15, 36] at u ∈ K if

TK (u) ∩ m⊥ = CK (u) ∩ m⊥.

We recall the result on polyhedricity of the positive cone in a Dirichlet space [12].

Lemma 12 The convex cone

CK (u) ∩ m⊥ := {v ∈ H 1/2(�) : v ∈ CK (u) such that (u − f, v)1/2,� = 0}

is dense in the closed, convex cone

TK (u) ∩ m⊥ := {v ∈ H 1/2(�) : v ∈ TK (u)such that (u − f, v)1/2,� = 0}.
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Proof Using the property of the Dirichlet space

(v+, v−)1/2,� � 0 for all v ∈ H 1/2(�)

then
TK (u) ∩ m⊥ = CK (u) ∩ m⊥

follows easily. Indeed, let
w ∈ TK (u) ∩ m⊥.

Then w = 0 m-a.e. Let CK (u) � vn → w. Then v−
n → w−, v+

n → w+ and
v+

n ∧ w+ − v−
n → w, here v ∧ w = inf {v,w}. Now, if v ∈ CK (u) then u + tv ≥ 0.

We claim v+
n ∧ w+ − v−

n ∈ CK (u) ∩ m⊥. Indeed, u + t[v+
n ∧ w+ − v−

n ] ≥ 0 so
v+

n ∧ w+ − v−
n ∈ CK (u) and m[v+

n ∧ w+ − v−
n ] = m[v+

n ∧ w+] = 0, because of
m[w+] = 0. �

Remark 13 In [12] the tangent cone TK (u) is derived for u ∈ K , in the case of the
positive cone K = {v ∈ H : v � 0} in the Dirichlet space H equipped with the
scalar product (u, v)H. We have

TK (u) = {v ∈ H : v � 0 on {u = 0}}.

The convex cone S := TK (u) ∩ m⊥ is important for our applications. It is obtained
in [12]

TK (u) ∩ m⊥ = {v ∈ H : v � 0on {u = 0} and v = 0 m − a.e.}.

The following result on the directional differentiability of metric projection holds
for polyhedric convex sets [15, 36].

Lemma 14 Let K be a polyhedric cone. For t > 0, t small enough,

PK (u + th) = PK (u) + t PS(h) + o(t; h)in H 1/2(�)

where
S := TK (u) ∩ m⊥

and the remainder o(t; h) is uniform on compact subsets of H 1/2(�). Hence, the
directional derivative of the metric projection is uniquely determined by the varia-
tional inequality

q := PS(h) ∈ S : (q − h, v − q)1/2,� � 0 ∀v ∈ S.

For a crack �c ⊂ � we introduce the following convex cones

K(�) := {v ∈ H 1/2(�) : v = 0 on � \ �c, v � 0 on �c},



158 G. Leugering et al.

and

K(�c) := {v ∈ H 1/2
00 (�c) : v � 0 on �c}.

For the variational problems with unilateral conditions for the jump of normal com-
ponent of the displacement vector field over the crack, the convex cones K(�c) and
K(�) are employed in order to show the polyhedricity of the cone of admissible
displacements.

Remark 15 The proof of Lemma12 applies as well to the convex cone K(�c) ⊂
H 1/2

00 (�c) since the space C∞
0 (�c) is dense in H 1/2

00 (�c), hence, a nonnegative dis-
tribution is a Radon measure. In addition, contraction operates [5] for the scalar
product (16) in H 1/2

00 (�c). Let us note that the scalar products in H 1/2(�) and in
H 1/2

00 (�c) are not the same, the latter is a weighted space.

We recall an abstract result on shape sensitivity analysis of variational inequalities.
The conical differentiability of solutions to variational inequalities for the crack
problem follows from the abstract result given by Theorem17. The general result
[53] is adapted here to our settingwithin the domain decomposition framework. Thus,
the bilinear form a(·, ·) + bt (·, ·) defined in the subdomain �c is introduced, where
bt (·, ·) is the contribution from the Steklov-Poincaré operator on �R = ∂�R . The
real parameter t > 0 governs the shape perturbations of the inclusion t → ωt in �R ,
where t → 0 governs the topological changes of�R in the framework of asymptotic
analysis. The two boundary value problems in two subdomains are coupled by the
transmission conditions on the interface �R . The linear boundary value problem
in �R furnishes the expansions of the Steklov-Poincaré operators resulting from
perturbations of the inclusion in the interior of the subdomain. The sensitivity analysis
of solutions to variational inequality in �c is performed for compact perturbations
of nonlocal boundary conditions on the interface. As a result, the weak solution to
the unilateral elasticity boundary value problem under considerations is directionally
differentiable with respect to the parameter t → 0 which governs the perturbations
of the inclusion far from the crack. We provide the precise result on the conical
differentiability of solutions to variational inequalities [15, 36, 53] (see also [12])
which is given here without proof.

Let K ⊂ H be a convex and closed subset of a Hilbert space H, and let 〈·, ·〉
denote the duality pairing betweenH′ andH, whereH′ denotes the dual ofH. Let us
assume that there are given symmetric bilinear forms a(·, ·)+bt (·, ·) : H×H → R

parametrized by t � 0, and the linear form f ∈ H′ , such that

Condition 16 1. There are 0 < α � M such that

|a(u, v) + bt (u, v)| � M‖u‖‖v‖, α‖u‖2 � a(v, v) + bt (v, v) ∀u, v ∈ H

uniformly with respect to t ∈ [0, t0). Furthermore, there exists Q′ ∈ L(H;H′)
such that

Qt = Q + tQ′ + o(t) in L(H;H′),
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where Qt ∈ L(H;H′)

a(φ,ϕ) + bt (φ,ϕ) = 〈Qt (φ),ϕ〉 ∀φ,ϕ ∈ H.

2. The set K ⊂ H is convex and closed, and the solution operator H′ � f →
P( f ) ∈ H for (15)

P( f ) ∈ K : a(P( f ),ϕ − P( f )) ≥ 〈 f,ϕ − P( f )〉 ∀ϕ ∈ K

is differentiable in the sense that

∀h ∈ H′ : P( f + sh) = P( f ) + sP ′(h) + o(s) in H

for s > 0, s small enough, where the mapping P ′ : H′ → H is continuous and
positively homogeneous, in addition, the remainder o(s) is uniform with respect
to the direction h ∈ H′ on compact subsets of H′.

Let us consider the unique solutionsut = Pt ( f ) to variational inequalities depend-
ing on a parameter t ∈ [0, t0), t0 > 0,

ut ∈ K : a(ut ,ϕ − ut ) + bt (ut ,ϕ − ut ) � 〈 f,ϕ − ut 〉 ∀ϕ ∈ K. (14)

In particular, for t = 0

u ∈ K : a(u,ϕ − u) + b(u,ϕ − u) ≥ 〈 f,ϕ − u〉 ∀ϕ ∈ K, (15)

with u = P( f ) a unique solution to (15). The mapping t → ut is strongly differen-
tiable in the sense of Hadamard at 0+, and its derivative is given by a unique solution
of the auxiliary variational inequality [53].

Theorem 17 Assume that Condition16 is satisfied. Then the solutions to the vari-
ational inequality (14) are right-differentiable with respect to t at t = 0, i.e. for
t > 0, t small enough,

ut = u + tu′ + o(t) in H,

where
u′ = P ′(−Q′u).

3.1 Metric Projection onto Positive Cone in H1/2
00 (�c)

For boundary value problems in domains with cracks, unilateral conditions are pre-
scribed on the crack for the normal component of the displacement field. Hence, the
normal component of the displacement field belongs to the positive cone in the frac-
tional Sobolev space H 1/2

00 (�c). The sensitivity analysis of variational inequalities
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for Signorini problems was reduced in [53] to the directional differentiability of the
metric projection onto the positive cone in a fractional space which is the Dirichlet
space. This result is further extended in [12] to some crack problem. The method is
also used in the present paper, however for the other purposes.
Sensitivity analysis of the crack problem. We are going to explain how the results
obtained in [53] for the Signorini problem in linear elasticity can be extended to
the crack problems with unilateral constraints. To this end, the abstract analysis
performed in [12] for the differentiability of the metric projection onto the cone of
nonnegative elements in the Dirichlet space is employed. The framework for analysis
is established in function spaces over � := �+ ∪� ∪�−, where � is a C1,1 regular
curvewithout intersections. The regularity assumption can beweakened, if necessary.
Let �c ⊂ � be the segment {(x1, 0) : 0 < x1 < 1} included in the curve �. We
denote by ν the unit normal vector field on � which points out of �+, and by n the
unit normal vector field on ∂�c orthogonal to ν. We consider deformations of the
crack in the direction of the vector field V colinear with n in the neighbourhood of the
crack tip A = (1, 0) ∈ �c ⊂ R

2. In the Sobolev space defined on the cracked domain
�c, the elements enjoy jumps over the crack which are denoted by �v� := v+ − v−,
and we have the regularity property of traces �v� ∈ H 1/2

00 (�c). In our geometry of
�c, the Sobolev space H 1/2

00 (�c) coincides with the linear subspace of H 1/2(�)

H 1/2
00 (�c) = {ϕ ∈ H 1/2(�) : ϕ = 0 q.e. on � \ �c},

where q.e. means quasi-everywhere with respect to the capacity, see e.g. [47] for
the definition and elementary properties of the capacity useful for the existence of
optimal shapes in shape optimization problems with nonlinear PDE’s constraints. In
order to investigate the properties of the metric projection in the space of admissible
displacement fields onto the convex cone

K := {v ∈ H 1(�c) : �v�ν � 0},

where H 1(�c) := H 1(�c; R
2), we need to show that the positive convex cone

K = {ϕ ∈ H 1/2
00 (�c) : ϕ � 0 on �c}.

is polyhedric in the sense of [12, 15, 36]. We consider here the rectilinear crack �c

in two spatial dimensions. The scalar product in H 1/2
00 (�c) := H 1/2

00 (0, 1) is defined

〈ϕ,ψ〉c =
∫

�c

∫

�c

(ϕ(x) − ϕ(y))(ψ(x) − ψ(y))

|x − y|2 dxdy (16)

+
∫

�c

[

ϕ(x)ψ(x) + ϕ(x)ψ(x)

dist(x, ∂�c)

]

dx
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Polyhedricity of the positive cone in H1/2
00 (�c). In order to show the polyhedricity

of the nonnegative cone K inH := H 1/2
00 (0, 1), it is enough to check the property

〈ϕ+,ϕ−〉c � 0 ∀v ∈ H 1/2
00 (0, 1)

which is straightforward, here ϕ+(x) = max {v(x), 0}. The full proof of polyhedric-
ity in such a case is provided in [12]. It is easy to check that the polyhedricity with
respect to the scalar product implies the polyhedricity with respect to a bilinear form
which is equivalent to the scalar product.

Theorem 18 Let us consider the variational inequality for the metric projection of
f + th ∈ H onto K

ut ∈ K : 〈ut − f − th, v − ut 〉 � 0 ∀v ∈ K,

where f, h ∈ H are given, denote by �{u} = {x ∈ �c : u(x) = 0}. Then

ut = u + tq(h) + o(t; h) in H,

where the remainder o(t; h) is uniform on compact subsets of H, and the conical
diffferential of the metric projection q := q(h) is given by the unique solution to the
variational inequality

q ∈ S(u) : 〈q − h, v − q〉 � 0 ∀v ∈ S(u)

and the closed convex cone

S(u) = {ϕ ∈ H : ϕ � 0q.e. on �{u}, 〈u − f,ϕ〉 = 0}.

4 Rectilinear Crack in Two Spatial Dimensions

In this section the general method of shape-topological sensitivity analysis is pre-
sented in the domain � := �c ∪ �R ∪ �R , where the first subdomain �c contains
the rectilinear crack �c and the second subdomain �R contains the inclusion ω.
We denote by �in := �c ∪ �c, the first subdomain in the elastic body without the
crack. We assume that there is a regular C1,1-curve � ⊂ �in, without intersections,
which contains the rectilinear crack �c := {(x1, 0) : 0 � x1 � 1}. To simplify
the presentation, let us consider a torus � := T := T

2 with 2π-periodic coordi-
nates x = (x1, x2). The deformations of the subdomain �c are defined by the vector
field (x, t) → V (x, t) = (v(x, t), 0), where the C∞

0 (�+) function (x, t) → v(x, t)
is supported in [1 − δ, 1 + δ]2 × [−t0, t0] ⊂ �+ ⊂ R

2 × R and v(x, t) ≡ 1 on
[1 − δ/2, 1 + δ/2]2 × [−t0/2, t0/2]. In our notation, the real variable t ∈ R is a
parameter. It means that the vector field V deforms the reference domain �+

c to
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t → Tt (V )(�+
c ) just by moving the tip of the crack X = (1, 0) → x(t) = (x1(t), 0)

in the direction of the x1-axis. The mapping Tt : X → x(t) is given by the system
of equations

dx

dt
(t) = V (x(t), t), x(0) = X.

The boundary value problem of linear isotropic elasticity in �c is defined by the
variational inequality

u ∈ K : a(u, v − u) � ( f, v − u) ∀u ∈ K ,

where

K = {v ∈ H 1(�c) : �v� · ν := (v+ − v−) · ν � 0 on �c}.

The bilinear form

a(u, v) =
∫

�c

⎡

⎣
μ

2

2
∑

j,k=1

(∂ j uk + ∂ku j )(∂ jvk + ∂kv j ) + λdiv udiv v

⎤

⎦ dx

is associated with the operator

Lu := −μ�u − (λ + μ)grad div u.

The deformation tensor 2ε(u) = ∂ j uk + ∂ku j as well as the stress tensor σ(u) =
associated with the displacement field u are useful in the description of the boundary
value problems in linear elasticity. The energy functional E(�c) = 1/2a(u, u) −
( f, u)�c is twice differentiable [12] in the direction of a vector field V , for the
specific choice of the field V = (v, 0). The first order shape derivative

V → dE(�c; V ) = 1

t
lim
t→0

(E(Tt (�c)) − (E(�c))

can be interpreted as the derivative of the elastic energy with respect to the crack
length, we refer the reader to [26] for the proof, the same result for the Laplacian is
given in [24, 25].

Theorem 19 We have

dE(�c; V ) = 1

2

∫

�c

{

divV · εi j (u) − 2Ei j (V ; u)
}

σi j (u) −
∫

�c

div(V fi )ui . (17)

Now we restrict our consideration to the perturbation of the crack tip only in
the direction which coincides with the crack direction. The derivative is evaluated
in the framework of the velocity method [53] for a specific velocity vector field V
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selected in such a way that the result dE(�c; V ) is independent of the field V and
it depends only on the perturbation of the crack tip. That is why, this derivative is
called the Griffith functional J (�c) := dE(�c; V ) defined for the elastic energy in a
domain with crack. We are interested in the dependence of this functional on domain
perturbations far from the crack. As a result, shape and topological derivatives of
the nonsmooth Griffith shape functional are obtained with respect to the boundary
variations of an inclusion.

4.1 Green Formulae and Steklov-Poincaré Operators

The Steklov-Poincaré operator on the interface for the domain �c ∪ �R ∪ �R is
defined by the Green formula, first as the Dirichlet-to-Neumann map in �R , then
it is used on the interface as nonlocal boundary operator. Therefore, we recall here
the Green formula for linear elasticity operators in two and three spatial dimensions.
We start with analysis in two spatial dimensions. To simplify the presentation let
us consider the reference domain without a crack in the form of the torus T := T

2

with 2π-periodic coordinates x = (x1, x2). For the purpose of shape-topological
sensitivity analysis we assume that the elastic body without the crack is decomposed
into two subdomains, �in and �R , separated from each other by the interface �R .
Thus, the elastic body with the crack �c is written as

� := �c ∪ �R ∪ �R .

The rectilinear crack �c ⊂ � ⊂ �in is an open set, where the fictitious interface
� ⊂ �in is a closed C1,1-curve without intersections. In our notation�c = �in \�c.
The bilinear form of the linear isotropic elasticity is associated with the operator

Lu := −μ�u − (λ + μ) grad div u

for given Lame coefficients μ > 0,λ � 0. The displacement field u in the elastic
body � is given by the unique solution of the variational inequality

u ∈ K : a(u, v − u) � ( f, v − u) ∀u ∈ K ,

where

K = {v ∈ H 1(�c) : �v� · ν := (v+ − v−) · ν � 0 on �c}.

Given the unique solution u ∈ K of the variational inequality and the admissible
vector fieldV compactly supported in�c,we consider the associated shape functional
(17) evaluated in �c, which is called the Griffith functional

J (�c) := dE(�c; V ). (18)
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Let ω ⊂ �R be an elastic inclusion. Introduce the family of inclusions t → ωt ⊂ �R

governed by the velocity field W compactly supported in �R . The elastic energy in
�R with the inclusion ωt is denoted by

ωt → Et (�R) := 1

2
at (�R ; u, u) − ( f, u)�R .

Its shape derivative dE(�R; W ) in the direction W is obtained by differentiation at
t = 0 of the function

t → Et (�R) := 1

2
at (�R ; u, u) − ( f, u)�R .

Proposition 20 Assume that the energy shape functional in the subdomain �R,

ω → E(�R) := 1

2
a(�R ; u, u) − ( f, u)�R

is differentiable in the direction of the velocity field W compactly supported in a
neighbourhood of the inclusion ω ⊂ �R, then the Griffith functional (18) is direc-
tionally differentiable in the direction of the velocity field W . Therefore, the second
order directional shape derivative dE(�; V, W ) of the energy functional in � in the
direction of fields V, W is obtained.

This result can be proved by the domain decomposition technique:

• the shape differentiability of the energy functional in the subdomain �R implies
the differentiability of the associated Steklov-Poincaré operator defined on the
Lipschitz curve given by the interface�R ∩ �c with respect to the scalar parameter
t → 0 which governs the boundary variations of the inclusion ω;

• the expansion of the Steklov-Poincaré nonlocal boundary pseudodifferential oper-
ator obtained in the subdomain �R is used in the boundary conditions for the
variational inequality defined in the cracked subdomain �c and leads to the coni-
cal differential of the solution to the unilateral problem in the subdomain;

• the one term expansion of the solution to the unilateral problem is used in the
Griffith functional in order to obtain the directional derivative with respect to the
boundary variations of the inclusion.

Remark 21 For the circular inclusion ω := {x ∈ �R : |x − y| < r0}, r0 > 0, the
scalar parameter t → 0 which governs the shape perturbations of ∂ω in the direction
of a field W [53] can be replaced by the parameter r → r0. Thus, the moving domain
t → ωt is replaced by the moving domain r → {x ∈ �R : |x − y| < r}. In this way
the shape sensitivity analysis [53] for r0 > 0 and the topological sensitivity analysis
[45] for r0 = 0+ are performed in the same framework for the simple case of circular
inclusion.
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5 Shape and Topological Derivatives of Elastic Energy
in Two Spatial Dimensions for an Inclusion

In the subdomain �c the unique weak solutions

ε → u := uε

of the elasticity boundary value subproblem are given by the variational inequality

u ∈ K : a(�c; u, v − u) + bε(�R; u, v − u) � ( f, v − u)�c ∀v ∈ K .

In order to differentiate the solution mapping for this variational inequality, it is
required to differentiate the bilinear form ε → bε(�R; u, v), which is performed in
this section.

5.1 Shape and Topological Derivatives of the Energy
Functional in �R with Respect to the Inclusion ω

In order to evaluate the topological derivative of energy functional in isotropic elas-
ticity, the shape sensitivity analysis is combined with the asymptotic analysis [45].
In this section the small parameter is denoted by ε → 0, and the circular inclu-
sion ε → ωε := Bε is considered. The general shape of the inclusion ε → ωε

can be considered in the same way for shape sensitivity analysis [53] and asymp-
totic analysis [45]. For the sake of simplicity, the subscript R is omitted, thus, we
denote � := �R , since the inclusion is located in the subdomain �R . We also allow
for the Neumann �N and Dirichlet �D pieces of the boundary ∂� := ∂�R , thus,
∂�R := �N ∪ �D ∪ �. Thus, we evaluate the shape and topological derivative [45]
of the total potential energy associated to the plane stress linear elasticity problem,
considering the nucleation of a small inclusion, represented by Bε ⊂ �, as the topo-
logical perturbation. In this way the expansion of the Steklov-Poincaré operator on
the interface � := �R is obtained.

5.1.1 Steklov-Poincaré Operator

Let us consider the nonhomogeneous Dirichlet linear elasticity boundary value prob-
lem in the domain � with the boundary ∂� := �N ∪ �D ∪ �.
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⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Find u, such that
divσ(u) = 0 in �,

σ(u) = C∇us,

u = 0 on �D,

u = u on �,

σ(u)n = 0 on �N ,

where the only columnists term is the Dirichlet condition u = u on the interface �.
Let

a(u, u) :=
∫

�

σ(u) · ∇us

stands for the associated bilinear form, thus the elastic energy of the solution u is
given by

E(�; u) = 1

2
a(u, u).

Then by Green’s formula

E(�; u) = 〈T (u), u〉�.

In the case of an inclusion ωε ⊂ �, the formula becomes

Eε(�; u) = 〈Tε(u), u〉�. (19)

Hence, the expansion of the energy functional in �, on the left hand side of (19)
with respect to the parameter ε → 0 can be used in order to determine the associated
expansion of the Steklov-Poincaré operator u → T (u) on the right hand side of (19).
Therefore, let us consider the smooth domain � with the boundary ∂� := �N ∪
�D ∪ �, here � is the interface on which the Steklov-Poincaré operator introduced
in our domain decomposition method is defined.

5.2 Shape and Topological Differentiability of the Energy
Functional for Expansion of Steklov-Poincaré Operator

The notation of monograph [45] is used in this section. We recall the known results
[45, 53] on the shape gradient of the energy functional ε → Eε(�) with respect to
moving interface ε → ∂ωε which is the boundary of inclusion ωε ⊂ �. Finally, the
topological derivative of the energy functional with respect to ε → 0+ is obtained
[45]. In this way, the shape and topological differentiability of the Steklov-Poincaré
operator on the fictitious interface � is established. Let us consider the subdomain
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�R with the interface �R ⊂ ∂�R , which are denoted by � and �, respectively. Let
us consider a circular inclusion in �. The inclusion ωε := Bε(y) ⊂ �R depends
on the parameter ε ∈ [0, ε0) ε0 � 0. The energy functional ε → Eε(�) is shape
differentiable for ε > 0 and topologically differentiable for ε = 0+. In this way
the expansion of the Steklov-Poincaré operator is obtained on the interface �R . The
energy shape functional associated to the unperturbed domain with ε = 0, i.e.,
without inclusion, which we are dealing with is defined as

ψ(χ) = 1

2

∫

�

σ(u) · ∇us,

where χ stands for the characteristic function of �, and the vector function u is the
solution to the variational problem:

⎧

⎪⎨

⎪⎩

Find u ∈ U , such that
∫

�

σ(u) · ∇ηs = 0 ∀η ∈ V,

with σ(u) = C∇us .

(20)

In the above equation, C is the constitutive tensor given by

C = E

1 − ν2
((1 − ν)I + νI ⊗ I),

where I and I are the second and fourth order identity tensors, respectively, E is
the Young modulus and ν the Poisson ratio, both considered constants everywhere.
For the sake of simplicity, we also assume that the thickness of the elastic body is
constant and equal to one. The convex set U written for the columnists Dirichlet
boundary condition on the interface and the associated space of test functions V are
respectively defined as

U := {ϕ ∈ H 1(�;R2) : ϕ|�D
= 0, ϕ|� = u},

V := {ϕ ∈ H 1(�;R2) : ϕ|�D
= 0 ϕ|� = 0}.

In addition, ∂� = � ∪�D ∪�N with �D ∩�N = ∅, � ∩�N = ∅, and �D ∩� = ∅,
where �D and �N are Dirichlet and Neumann boundaries, respectively. Thus, u is a
Dirichlet data on �, and there are homogeneous Dirichlet data on �D and Neumann
data on �N . The strong system associated to the variational problem (20) reads:

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Find u, such that
divσ(u) = 0 in �,

σ(u) = C∇us,

u = u on �,

u = 0 on �D,

σ(u)n = 0 on �N .
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Remark 22 Since the Young modulus E and the Poisson ratio ν are constants, the
above boundary value problem reduces to the well-known Navier system, namely

−μ�u − (λ + μ)∇(divu) = 0 in �,

with the Lame’s coefficients μ and λ respectively given by

μ = E

2(1 + ν)
and λ = νE

1 − ν2
.

Now, let us state the same problem in the perturbed domain which contains the
inclusion Bε. More precisely, the perturbed domain is obtained if a circular hole
Bε(y) is introduced inside � ⊂ R2, where Bε(y) � � denotes a ball of radius ε and
center at y ∈ �. Then, Bε(y) is filled by an inclusion with different material property
compared to the unperturbed domain �. The material properties are characterized
by a piecewise constant function γε of the form

γε = γε(x) :=
{

1 if x ∈ � \ Bε,

γ if x ∈ Bε,
(21)

where γ ∈ R+ is the contrast coefficient. In this case, the shape functional reads

ψ(χε) := 1

2

∫

�

σε(uε) · ∇us
ε, (22)

where the vector function uε solves the variational problem:

⎧

⎪⎨

⎪⎩

Find uε ∈ Uε, such that
∫

�

σε(uε) · ∇ηs = 0 ∀η ∈ Vε,

with σε(uε) = γεC∇us
ε.

(23)

with γε given by (21). The set Uε and the space Vε are defined as

Uε := {ϕ ∈ U : �ϕ� = 0 on ∂Bε},
Vε := {ϕ ∈ V : �ϕ� = 0 on ∂Bε},

where the operator �ϕ� is used to denote the jump of function ϕ on the boundary of
the inclusion ∂Bε, namely �ϕ� := ϕ|�\Bε

−ϕ|Bε
on ∂Bε. The strong system associated

to the variational problem (23) reads:
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⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Find uε, such that
divσε(uε) = 0 in �,

σε(uε) = γεC∇us
ε,

uε = u on �,

uε = 0 on �D,

σ(uε)n = 0 on �N ,

�uε�
�σε(uε)�n

=
=

0
0

}

on ∂Bε.

(24)

The transmission condition on the boundary of the inclusion ∂Bε comes out from
the variation formulation (23).

5.3 Shape Derivative of Steklov-Poincaré Operator

The next step consists in evaluating the shape derivative of functional ψ(χε) with
respect to an uniform expansion of the inclusion Bε. In the particular case of circular
inclusions, for a given y ∈ � and 0 < ε < �, with � := dist(y, ∂�), we can
construct a shape change velocity fieldV that represents uniform expansion of Bε(y).
In fact, it is sufficient to define V on the boundary ∂Bε i.e., V|∂Bε(y)

= −n, where
n = −(x − y)/ε, with x ∈ ∂Bε, is the normal unit vector field pointing toward the
center of the circular inclusion Bε Let us introduce the Eshelby energy-momentum
tensor [45], namely

Eε = 1

2
(σε(uε) · ∇us

ε)I − ∇u�
ε σε(uε). (25)

In addition, we note that after considering the constitutive relation σε(uε) = γεC∇us
ε

in (22), with the contrast γε given by (21), the shape functional ψ(χε) can be written
as follows

ψ(χε) = 1

2

(∫

�\Bε

σ(uε) · ∇us
ε +

∫

Bε

γσ(uε) · ∇us
ε

)

, (26)

where σ(uε) = C∇us
ε. Therefore, the explicit dependence with respect to the para-

meter ε arises, and we recall the following result [45]

Proposition 23 Let ψ(χε) be the energy shape functional defined by (22). Then, the
shape derivative of ψ(χε) with respect to the small parameter ε > 0 is given by

ψ̇(χε) =
∫

�

Eε · ∇V,

where V is the shape change velocity field defined by an extension of the normal
vector field n = −(x − y)/ε, with x ∈ ∂Bε, and Eε is the Eshelby energy-momentum
tensor given by (25).



170 G. Leugering et al.

Proof Before starting, let us recall that the constitutive operator is defined asσε(ϕ) =
γεC∇ϕs . Thus, by making use of the Reynolds’ transport theorem and the concept
of material derivative of spatial fields [45], the derivative with respect to ε of the
shape functional (26) is given by

ψ̇(χε) = 1

2

(∫

�\Bε

σ(uε) · ∇us
ε +

∫

Bε

γσ(uε) · ∇us
ε

)

=
∫

�\Bε

σ(uε) · ∇u̇s
ε +

∫

Bε

γσ(uε) · ∇u̇s
ε

+ 1

2

∫

�\Bε

((σ(uε) · ∇us
ε)I − 2∇u�

ε σ(uε)) · ∇V

+ 1

2

∫

Bε

γ((σ(uε) · ∇us
ε)I − 2∇u�

ε σ(uε)) · ∇V.

Then,

ψ̇(χε) = 1

2

∫

�

((σε(uε) · ∇us
ε)I − 2∇u�

ε σε(uε)) · ∇V

+
∫

�

σε(u) · ∇u̇s
ε.

Since u̇ε is a variation of uε in the direction of the velocity field V, then u̇ε ∈ Vε

[53]. Finally, by taking u̇ε as test function in the variational problem (23), we have
that the last two terms of the above equation vanish. �

The shape gradient of energy functional is supported on the moving interface
ε → ∂Bε as it is predicted by the structure theorem of the shape gradient [45, 53].

Proposition 24 Let ψ(χε) be the shape functional defined by (22). Then, its deriv-
ative with respect to the small parameter ε is given by

ψ̇(χε) =
∫

∂Bε

�Eε�n · V, (27)

with V standing for the shape change velocity field compactly supported in a neigh-
bourhood of ∂Bε and tensor Eε given by (25).

Proof Before starting, let us recall the constitutive operator σε(ϕ) = γεC∇ϕs and
the relation betweenmaterial and spatial derivatives of vector fields ϕ̇ = ϕ′+(∇ϕ)V.
By making use of the Reynolds’ transport theorem [45], the shape derivative of the
functional (22) results in
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ψ̇(χε) =
(
1

2

∫

�

σε(uε) · ∇us
ε

)

=
∫

�

σε(uε) · (∇u′
ε)

s + 1

2

∫

∂�

(σε(uε) · ∇us
ε)n · V

+ 1

2

∫

∂Bε

�σε(uε) · ∇us
ε�n · V.

In addition, we have

ψ̇(χε) = 1

2

∫

∂�

(σε(uε) · ∇us
ε)n · V + 1

2

∫

∂Bε

�σε(uε) · ∇us
ε�n · V

−
∫

�

σε(uε) · ∇((∇uε)V)s +
∫

�

σε(u) · ∇u̇s
ε.

Since u̇ε is a variation of uε in the direction of the velocity field V, then u̇ε ∈ Vε

[53]. Now, by taking into account that uε is the solution to the variational problem
(23), we have that the last two terms of the above equation vanish. From integration
by parts

ψ̇(χε) = 1

2

∫

∂�

(σε(uε) · ∇us
ε)n · V + 1

2

∫

∂Bε

�σε(uε) · ∇us
ε�n · V

−
∫

∂�

(∇u�
ε σε(uε))n · V −

∫

∂Bε

�∇u�
ε σε(uε)�n · V

+
∫

�

div(σε(uε)) · (∇uε)V,

and rewriting the above equation in the compact form, we obtain

ψ̇(χε) =
∫

∂�

Eεn · V +
∫

∂Bε

�Eε�n · V +
∫

�

div(σε(uε)) · (∇uε)V.

Finally, taking into account that uε is the solution to the state equation (24), namely
divσε(uε) = 0, we have that the last term in the above equation vanishes, which
leads to the result. �

Corollary 25 We have

ψ̇(χε) =
∫

∂Bε

�Eε�n · V −
∫

�

divEε · V.

Since the above equation and (27) remain valid for all velocity fields V, we have that
the last term of the above equation must satisfy

∫

�

divEε · V = 0 ∀V ⇒ divEε = 0.
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hence
d

dε
ψ(χε) = ψ̇(χε) = −

∫

∂Bε

�Eε�n · n. (28)

5.4 Application to Conical Differentiability for Model Problem

We return to the variational inequalitywith regularly perturbed bilinear form, see (32)
for an application. Therefore, for given ε > 0 we consider the variational inequality
in �c,

ut ∈ K : a(ut , v − ut ) + bt (ut , v − ut ) = ( f, v − ut ) ∀v ∈ K ,

where for t > 0, t small enough, the symmetric, boundary bilinear form bt is defined
on � := �R by the elastic energy in �R ,

t → bt (u, u) := 〈Tε+t (u), u〉�.

Here, u stands for the trace of u on �. Thus, the shape derivative of this bilinear form
with respect to the deformations of interface ∂Bε governed by t → 0 is given by

b′(u, u) := ψ̇(χε) = −
∫

∂Bε

�Eε�n · n.

In this case Lemma14 applies and we have

Proposition 26 For t > 0, t small enough,

ut = u + tq + o(t),

where

q ∈ S : a(q, v − q) + b(q, v − q) + b′(q, v − q) � 0 ∀v ∈ S.

Remark 27 For ε = 0+ the result remain valid with the modification that

uε = u + ε2q + o(ε2),

and with the shape derivative of the Steklov-Poincaré replaced by the topological
derivative which is evaluated in the section below.

Remark 28 Given the one term expansion of the solution to variational inequality in
�c with respect to ε, it is straightforward to obtain the directional derivative of the
Griffith functional.
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5.5 Topological Derivative of the Steklov-Poincaré Operator

We recall known results on topological sensitivity analysis given in [45] which are
adapted to our setting. The shape derivative of functional ψ̇(χε) is given in terms of an
integral over the boundary of the inclusion ∂Bε (28). The formula for the topological
derivative Jψ of the shape functional ψ is obtained by asymptotic analysis of uε

with respect to ε. The asymptotic expansion of the solution uε is associated to the
transmission condition on the inclusion. We start with an ansatz for uε

uε(x) = u(x) + wε(x) + ũε(x).

After applying the operator σε, we have

σε(uε(x)) = σε(u(x)) + σε(wε(x)) + σε(̃uε(x))

= σε(u(y)) + ∇σε(u(ŷ))(x − y) + σε(wε(x)) + σε(̃uε(x)),

where ŷ is an intermediate point between x and y. On the boundary of the inclusion
∂Bε we have

�σε(uε)�n = 0 ⇒ (σ(uε)|�\Bε
− γσ(uε)|Bε

)n = 0,

with σε(ϕ) = γεC∇ϕs and σ(ϕ) = C∇ϕs . The above expansion, evaluated on ∂Bε,
leads to

(1 − γ)σ(u(y))n − ε(1 − γ)(∇σ(u(y))n)n + �σε(wε(x))�n + �σε(̃uε(x))�n = 0.

Thus, we can choose σε(wε) such that

�σε(wε(x))�n = −(1 − γ)σ(u(y))n on ∂Bε.

Now, the following exterior problem is considered, and formally obtained as ε → 0:

⎧

⎪⎪⎨

⎪⎪⎩

Find σε(wε), such that
divσε(wε) = 0 in R2,

σε(wε) → 0 at ∞,

�σε(wε)�n = û on ∂Bε,

with û = −(1− γ)σ(u(y))n. The above boundary value problem admits an explicit
solution, which will be used later to construct the expansion for σε(uε). Now we can
construct σε(̃uε) in such a way that it compensates the discrepancies introduced by
the higher order terms in ε as well as by the boundary layer σε(wε) on the exterior
boundary ∂�. It means that the remainder ũε must be solution to the following
boundary value problem:
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⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Find ũε, such that
divσε(̃uε) = 0 in �,

σε(̃uε) = γεC∇ũs
ε,

ũε = −wε on �D,

σ(̃uε)n = −σ(wε)n on �N ,

�̃uε�
�σε(̃uε)�n

=
=

0
εh

}

on ∂Bε,

(29)

with h = (1 − γ)(∇σ(u(y))n)n. The following lemma is proved in [45]:

Lemma 29 Let ũε be the solution to (29) or equivalently the solution to the following
variational problem:

⎧

⎪⎪⎨

⎪⎪⎩

Find ũε ∈ Ũε, such that
∫

�

σε(̃uε) · ∇ηs = ε2
∫

�N

σ(g)n · η + ε

∫

∂Bε

h · η ∀η ∈ Ṽε,

with σε(̃uε) = γεC∇ũs
ε,

where the set Ũε and the space Ṽε are defined as

Ũε := {ϕ ∈ H 1(�;R2) : �ϕ� = 0 on ∂Bε, ϕ|�D
= ε2g},

Ṽε := {ϕ ∈ H 1(�;R2) : �ϕ� = 0 on ∂Bε, ϕ|�D
= 0},

with functions g = −ε−2wε and h = (1−γ)(∇σ(u(y))n)n independent of the small
parameter ε. Then, we have the estimate ‖ũε‖H 1(�;R2) = O(ε2) for the remainder.

Therefore, the expansion for σε(uε) can be written [45] in a polar coordinate
system (r, θ) centered at the point y as:

• For r � ε (outside the inclusion)

σrr
ε (uε(r, θ)) = ϕ1

(

1 − 1−γ
1+γα

ε2

r2

)

+ ϕ2

(

1 − 4 1−γ
1+γβ

ε2

r2 + 3 1−γ
1+γβ

ε4

r4

)

cos 2θ + O(ε2),

σθθ
ε (uε(r, θ)) = ϕ1

(

1 + 1−γ
1+γα

ε2

r2

)

− ϕ2

(

1 + 3 1−γ
1+γβ

ε4

r4

)

cos 2θ + O(ε2),

σrθ
ε (uε(r, θ)) = −ϕ2

(

1 + 2 1−γ
1+γβ

ε2

r2 − 3 1−γ
1+γβ

ε4

r4

)

sin 2θ + O(ε2).

• For 0 < r < ε (inside the inclusion)
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σrr
ε (uε(r, θ)) = ϕ1

(
2

1−ν
γ

1+γα

)

+ ϕ2

(
4

1+ν
γ

1+γβ

)

cos 2θ + O(ε2),

σθθ
ε (uε(r, θ)) = ϕ1

(
2

1−ν
γ

1+γα

)

− ϕ2

(
4

1+ν
γ

1+γβ

)

cos 2θ + O(ε2),

σrθ
ε (uε(r, θ)) = −ϕ2

(
4

1+ν
γ

1+γβ

)

sin 2θ + O(ε2).

Some terms in the above formulae require explanations. The coefficients ϕ1 and ϕ2

are given by

ϕ1 = 1

2
(σ1(u(y)) + σ2(u(y))), ϕ2 = 1

2
(σ1(u(y)) − σ2(u(y))),

where σ1(u(y)) and σ2(u(y)) are the eigenvalues of tensor σ(u(y)), which can be
expressed as

σ1,2(u(y)) = 1

2

(

tr σ(u(y)) ±
√

2σD(u(y)) · σD(u(y))
)

,

with σD(u(y)) standing for the deviatory part of the stress tensor σ(u(y)), namely

σD(u(y)) = σ(u(y)) − 1

2
tr σ(u(y))I.

In addition, the constants α and β are given by

α = 1 + ν

1 − ν
and β = 3 − ν

1 + ν
. (30)

Finally, σrr
ε (uε), σθθ

ε (uε) and σrθ
ε (uε) are the components of tensor σε(uε) in the

polar coordinate system, namely σrr
ε (uε) = er · σε(uε)er , σθθ

ε (uε) = eθ · σε(uε)eθ

and σrθ
ε (uε) = σθr

ε (uε) = er · σε(uε)eθ, with er and eθ used to denote the canonical
basis associated to the polar coordinate system (r, θ), such that, ||er || = ||eθ|| = 1 and
er · eθ = 0.

5.6 Formulae for Topological Derivative

Now, we can evaluate the integral in formula (28). With this result, we can perform
the limit passage ε → 0. The integral in (28) can be evaluated by using the expansion
for σε(uε) given by (30). The idea is to introduce a polar coordinate system (r, θ)
with center at y. Then, we can write uε in this coordinate system to evaluate the
integral explicitly. In particular, the integral in (28) yields
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∫

∂Bε

�Eε�n · n = 2πεPγσ(u(y)) · ∇us(y) + o(ε).

Finally,

Jψ(y) = −lim
ε→0

1

f ′(ε)
(

2πεPγσ(u(y)) · ∇us(y) + o(ε)
)

,

where the polarization tensor Pγ is given by the following fourth order isotropic
tensor

Pγ = 1

2

1 − γ

1 + γβ

(

(1 + β)I + 1

2
(α − β)

1 − γ

1 + γα
I ⊗ I

)

,

with the parameters α and β given by (30). Now, in order to extract the leading term
of the above expansion, we choose

f (ε) = πε2,

which leads to the final formula for the topological derivative, namely

Jψ(y) = −Pγσ(u(y)) · ∇us(y).

Remark 30 Polarization tensors for cracks are considered e.g., in [41–44].

Finally, the topological asymptotic expansion of the energy shape functional takes
the form

ψ(χε(y)) = ψ(χ) − πε2Pγσ(u(y)) · ∇us(y) + o(ε2),

whose mathematical justification is given in [45].

Remark 31 We note that the obtained polarization tensor is isotropic because we are
dealing with circular inclusions. Some results on the polarization tensor associated
to arbitrary shaped inclusions can be found in [35, 43].

Remark 32 Formally, we can consider the limit cases γ → 0 and γ → ∞. For
γ → 0, the inclusion leads to a void and the transmission condition on the boundary
of the inclusion degenerates to homogeneous Neumann boundary condition. In fact,
in this case the polarization tensor is given by

P0 = 1

2
(1 + β)I + 1

4
(α − β)I ⊗ I = 2

1 + ν
I − 1 − 3ν

2(1 − ν2)
I ⊗ I.

In addition, for γ → ∞, the elastic inclusion leads to a rigid one and the polarization
tensor is given by

P∞ = −1 + β

2β
I + α − β

4αβ
I ⊗ I = − 2

3 − ν
I − 1 − 3ν

2(1 + ν)(3 − ν)
I ⊗ I.
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6 Asymptotic Analysis with Bounded Perturbations
of Variational Inequalities

The bounded perturbations of bilinear forms in variational inequalities resulting
from the approximation of the energy by (5) are employed in asymptotic analysis of
variational inequalities in singularly perturbed geometrical domains. The proposed
method of asymptotic analysis is sufficiently precise for the first order topological
differentiability [56].

6.1 Applications of Steklov-Poincaré Operators
in Asymptotic Analysis

We analyse the precision of the proposed method of approximation for variational
inequalities in singularly perturbed geometrical domains. We assume for simplicity
that the singular perturbation is a disc Bε = {|x | < ε}. The Signorini variational
inequality in �ε := � \ Bε,

uε ∈ K (�ε) : a(�ε; uε, v − uε) − L(�ε; v − uε) � 0 ∀v ∈ uε ∈ K (�ε),

can be considered in the truncated domain �c := � \ B R for R > ε > 0, R small
enough. It is assumed that the source or linear form v → L(�; v) is supported in�c.
Hence the restriction uε ∈ K (�c) of uε ∈ K (�ε) to the truncated domain is given
by the solution to variational inequality

uε ∈ K (�c) : a(�c; uε, v−uε)+〈Aε(uε), v−uε〉−L(�c; v−uε) � 0 ∀v ∈ K (�ε), (31)

where Aε stands for the Steklov-Poincaré operator which replaces the portion of
bilinear form over the ring C(R, ε) := {R > |x | > ε}.
Proposition 33 Assume that the Steklov-Poincaré operator admits the one-term
expansion

〈Aε(v), v〉 = 〈A(v), v〉 + ε2〈B(v), v〉 + o(ε2; v, v)

with the compact remainder o(ε2; v, v), then we can replace in (31) the Steklov-
Poincaré operator by its one term approximation

ũε ∈ K (�c) :
a(�c; ũε, v − ũε) + 〈A(̃uε), v − ũε〉 +

ε2〈B(̃uε), v − ũε〉 − L(�c; v − ũε) � 0 ∀v ∈ K (�ε),
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with the estimate
‖ũε − uε‖ = o(ε2).

Remark 34 From Proposition33 it follows that for the shape-topological differen-
tiability of the energy functional we can consider the variational inequality

ûε ∈ K (�) : a(�; ûε, v−ûε) + ε2〈B(̂uε), v−ûε〉−L(�; v−ûε) � 0 ∀v ∈ K (�),

(32)
since ‖ûε − uε‖ = o(ε2) in �c. In this way, the approximation (5) of quadratic
functional (2) is justified for the first order topological derivatives of variational
inequalities in truncated domains.

For the quadratic functional (1) and the associated boundary value problem, the
bilinear form

v → b(�R; v, v) := 〈B(v), v〉

is determined. The linear operator B is obtained from the one term expansion of the
Steklov-Poincaré operatorAε, the expansion results from the energy expansion in the
subdomain �R . Therefore, the perturbed quadratic functional (3) can be replaced by
its approximation given by (5). For the Signorini problem in two spatial dimensions
it means that the variational inequality is obtained for minimization of perturbed
functional (3) over the energy space in unperturbed domain �, and the associated
energy functional

Eε(�) = 1

2
a(�; uε, uε) + ε2

2
b(�R; uε, uε) − ( f, uε)�,

is evaluated for the solution of variational inequality

uε ∈ K (�) : a(�; uε, v − uε) + ε2b(�R; uε, v − uε) − ( f, v − uε)� � 0 ∀v ∈ K (�).

6.2 Asymptotic Analysis by Domain Decomposition Method

In order to apply the domain decomposition technique to topological differentiability
ωε → Jε(�) in topologically perturbed domains � := �ε for the shape functionals
� → J (�)weneed the appropriate results on topological differentiability ε → Bε of
the Steklov-Poincaré pseudodifferential boundary operators defined on the artificial
interface �. In the particular case of holes ε → ωε the notation is straighforward,
with the singularly perturbed domain �ε := � \ ωε and with the shape functional to
be analysed with respect to small parameter ε → Jε(�) := J (� \ ωε). In the case
of inclusions ε → ωε the shape functional depends on the characteristic functions
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ε → χε of the domain perturbation ωε. For inclusions the state solution ε → uε ∈
H(�) is obtained by solving boundary value problems with operator coefficients
depending on the small parameter ε → 0. In both cases the asymptotics of Steklov-
Poincaré operators are obtained by asymptotic analysis of the energy functional
for linear elliptic boundary value problems in subdomains �2 which contains the
perturbations ε → ωε. Let us consider the direct method of sensitivity analysis in
subdomain �1 which contains the contact subset �c ⊂ ∂�. This is possible due
to the conical differentiability of metric projection onto the convex set K which is
valid under some assumptions (e.g., the convex, closed cone K is polyhedric in the
Dirichlet space H(�) [12]).

Example 35 In the case of the Signorini problem in two spatial dimensions the direct
method of asymptotic analysis for the shape functional (6)

Jε(�ε) :=
∫

�1

〈A′(0) · uε, uε〉dx

can be described as follows for the disc ωε := B(ε) = {|x | < ε} located at the origin.
1. We solve the variational inequality in �1 : determine u ∈ K and its coincidence

set � := {x ∈ �c : u(x) = 0}. Thus, the convex cone

S = {v ∈ H 1
�0

(�) : v � 0 on � a(�; u, v) = ( f, v)�}

used in conical differentiability of the element u with respect to the shape can
be determined.

2. The asymptotic analysis of solutions to variational inequality in singularly per-
turbed domain �(ε) : � \ B(ε) with respect to small parameter ε → 0 which
governs the size of the hole B(ε) leads to the expansion

uε = u + ε2q + o(ε2)

obtained by the domain decompositionmethodwith theSteklov-Poincaré bound-
ary operators, where

q ∈ S : a(�; q, v − q) + ε2〈Bq, v − q〉R � ∀v ∈ S.

3. The shape functional

Jε(�ε) :=
∫

�1

〈A′(0) · uε, uε〉dx

can be expanded in �1, the expansion is valid in the whole domain �,
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Jε(�ε) =
∫

�

〈A′(0) · u, u〉dx + 2ε2
∫

�

〈A′(0) · q, u〉dx + o(ε2),

however the obtained expression for the topological derivative may not be con-
structive in numerical methods. We want to obtain an equivalent expression,
when possible, which replaces the topological derivative

T (O) = 2
∫

�

〈A′(0) · q, u〉dx

in the first order expansion of the energy functional for Signorini problem. In the
linear boundary value problems such an expression can always be obtained by
the introduction of an appropriate adjoint state. We point out that for variational
inequalities the existence of an adjoint state in general cannot be expected.

7 Asymptotic Analysis of Boundary Value Problems
in Rings or Spherical Shells

In this section we shall consider asymptotic corrections to the energy functional
for the elasticity boundary value problems or the Laplace equation in R

d , where
d = 2, 3. The dependence of the energy on small parameter is caused by creating
a small ball-like void of variable radius ε in the interior of the domain �, with the
homogeneous Neumann boundary conditions for the boundary value problems on its
surface. We assume that this void has its centre at the originO. In order to eliminate
the variability of the domain,we take as�R the open ball B(O, R) = B(R)with fixed
R. In this way the void B(ε) is surrounded by B(R) ⊂ int�. We denote also the ring
or spherical shell as C(R, ε) = B(R) \ B(ε), �(R) = � \ B(R) and �R = ∂B(R).
Using these notations we define our main tool, namely the Dirichlet-to-Neumann
mapping for linear elasticity or the Steklov-Poincaré operator

Aε : H1/2(�R) �−→ H−1/2(�R)

by means of the boundary value problem:

(1 − 2ν)�w + grad divw = 0, in C(R, ε),

w = v on �R,

σ(w).n = 0 on �ε

so that
Aεv = σ(w).n on �R .
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Domain decomposition—Steklov-Poincaré operator. Let uR be the restriction of
u to �(R) and γRϕ the projection of ϕ on �R . We may then define the functional

I R
ε (ϕε) = 1

2

∫

�(R)

σ(ϕε) : ε(ϕε) dx −
∫

�N

h.ϕε ds

+ 1

2

∫

�R

(Aεγ
Rϕε).γ

Rϕε ds

and the solution uR
ε as a minimal argument for

I R
ε (uR

ε ) = inf
ϕε∈K⊂Vε

I R
ε (ϕε),

Here lies the essence of the domain decomposition concept: we have replaced the
the variable domain by a fixed one, at the price of introducing variable boundary
operator Aε. The above expressions have even simpler form in case of a single
Laplace equation. It is enough to replace the displacement by the scalar function u,
elasticity operator by −�, and

σ(u) := grad u, ε(u) := grad u, σ(u).n := ∂u/∂n.

The goal is to find the expansion

Aε = A + εdB + Rε, (33)

where the remainder Rε is of order o(εd) in the operator norm in the space
L(H1/2(�R), H−1/2(�R)), and the operatorB is regular enough, namely it is bounded
and linear:

B ∈ L
(

L2(�R), L2(�R)
)

.

Under this assumption the following propositions hold.

Proposition 36 Assume that (33) holds in the operator norm. Then strong conver-
gence takes place

uR
ε → uR

in the norm of H1(�(R)).

Proposition 37 The energy functional has the representation

I R
ε (uR

ε ) = I R(uR) + εd〈B(uR), uR〉R + o(ε3),

where o(εd)/εd → 0 with ε → 0 in the same energy norm.
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Here I R(uR) denotes the functional I R
ε on the intact domain, i.e. ε := 0 and

Aε := A, applied to truncation of u. Generally, the energy correction for both the
elasticity system and the Laplace operator has the form

〈B(uR), uR〉R = −cdeu(O),

where cd = vol(B(1)). The energy-like density function eu(O) has the form:

• In case of the Laplace operator

eu(O) = 1

2
‖∇u R(O)‖2

for both d = 2 and d = 3, see [56].
• In case of the elasticity system

eu(O) = 1

2
IPσ(uR(O) : ε(uR(O),

where for d = 2 and plain stress

IP = 1

1 − ν
(4I − I ⊗ I)

and for d = 3

IP = 1 − ν

7 − 5ν

(

10I − 1 − 5ν

1 − 2ν
I ⊗ I

)

see [46, 55]. Here I is the fourth order identity tensor, and I is the second order
identity tensor.

This approach is important for variational inequalities since it allows us to derive the
formulas for topological derivatives which are similar to the expressions obtained
for the corresponding linear boundary value problems.
Explicit form of the operatorB—the Laplace operator in two spatial dimensions.
If the function u is harmonic in a ball B(R) ⊂ R

2, of radius R > 0 and centre at
x0 = O, then the exact expressions for the first order derivatives of u take on the
following form [56]

u/1(O) = 1

πR3

∫

�R

u · x1 ds,

u/2(O) = 1

πR3

∫

�R

u · x2 ds.

Since the line integrals on �R are well defined for functions in L2(�R), it follows
that the operator B can be extended to a bounded operator on L2(�R),
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B ∈ L(L2(�R) → L2(�R)).

The symmetric bilinear form for this operator, given by

〈Bu, v〉R = − 1
2πR6

[(∫

�R
ux1 ds

) (∫

�R
vx1 ds

)

+
(∫

�R
ux2 ds

) (∫

�R
vx2 ds

)]

,

is continuous for all u, v ∈ L2(�R). In fact, the bilinear form

L2(�R) × L2(�R) � (u, v) �→ b(�R; u, v) ∈ R

is continuous with respect to the weak convergence because of the simple structure

b(�R; u, v) = l1(u)l1(v) + l2(u)l2(v) u, v ∈ L1(�R)

with two linear forms v → li (v), i = 1, 2,

li (u) = 1√
2π

R−3
∫

�R

uxi ds

defined as line integrals on �R . This gives an additional regularity for the regu-
lar non-local perturbation B of the pseudo-differential Steklov-Poincaré boundary
operator Aε.

Explicit form of the operator B—the Laplace operator in three spatial dimen-
sions. Similarly as in two spatial dimensions, for harmonic functions in R

3 it may
be proved [56] that

u/1(O) = 3

4πR4

∫

S(R)

ux1 ds,

u/2(O) = 3

4πR4

∫

S(R)

ux2 ds,

u/3(O) = 3

4πR4

∫

S(R)

ux3 ds.

Using this one can easily write down the bilinear form

b(�R; u, v) = 〈Bu, v〉R = l1(u)l1(v) + l2(u)l2(v) + l3(u)l3(v)

where

li (u, v) =
√

3

8π
R−4

∫

S(R)

uxi ds.

From the computational point of view, the effort in comparison to two spatial dimen-
sions grows similarly as the difficulty of computing integrals over circle versus inte-
grals over sphere.
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Explicit form of the operator B—elasticity in two spatial dimensions. Let us
denote for the plain stress case

k = λ + μ

λ + 3μ
.

It has been proved in [56] that the following exact formulae hold

ε11(O) + ε22(O) = 1

πR3

∫

�R

(u1x1 + u2x2) ds,

ε11(O) − ε22(O) = 1

πR3

∫

�R

[

(1 − 9k)(u1x1 − u2x2) + 12k

R2
(u1x3

1 − u2x3
2)

]

ds,

2ε12(O) = 1

πR3

∫

�R

[

(1 + 9k)(u1x2 + u2x1) − 12k

R2
(u1x3

2 + u2x3
1)

]

ds.

These expressions are easy to compute numerically, but contain additional integrals of
third powers of xi . Therefore, strains εi j (O)may be expressed as linear combinations
of integrals over circle which have the form

∫

�R

ui x j ds,
∫

�R

ui x
3
j ds.

The same is true, due to Hooke’s law, for stresses σi j (O). They may then be substi-
tuted into expression for the operator B, yielding

〈B(uR), vR〉R = −1

2
c2IPσ(u) : ε(v).

These formulas are quite similar to the ones obtained for Laplace operator and easy
to compute numerically.

Explicit form of the operator B for elasticity in three spatial dimensions. It turns
out that similar situation holds in three spatial dimensions, but obtaining the formulas
is more difficult. Assuming given values of u on �R , the solution of elasticity system
in B(R) may be expressed as

u =
∞
∑

n=0

[Un + (R2 − r2)kn(ν)grad divUn].

where kn(ν) = 1/2[(3 − 2ν)n − 2(1 − ν)] and r = ‖x‖. In addition

Un = 1

Rn
[an0dn(x) +

n
∑

m=1

(anmcm
n (x) + bnmsm

n (x))].
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The vectors
an0 = (a1

n0, a2
n0, a3

n0)
�,

anm = (a1
nm, a2

nm, a3
nm)�,

bnm = (b1
nm, b2

nm, b3
nm)�

are constant and the set of functions

{d0; d1, c11, s11 ; d2, c12, s12 , c22, s22 ; d3, c13, s13 , c23, s23 , c33, s33 ; . . .}

constitutes the complete system of orthonormal harmonic polynomials on�R , related
to Laplace spherical functions, see next paragraph. Specifically,

cl
k(x) = P̂l,c

k (x)

‖P̂l,c
k ‖R

, sl
k(x) = P̂l,s

k (x)

‖P̂l,s
k ‖R

, dk = Pk((x)

‖P̂k‖R

.

For example,

c23(x) = 1

R4

√

7

240π
(15x2

1 x3 − 15x2
2 x3),

If the value of u on �R is assumed as given, then, denoting

〈φ,ψ〉R =
∫

�R

φψ ds,

we have for n � 0, m = 1..n, i = 1, 2, 3:

ai
n0 = Rn〈ui , dn(x)〉R, (34)

ai
nm = Rn〈ui , cm

n (x)〉R,

bi
nm = Rn〈ui , sm

n (x)〉R .

Since we are looking for εi j (O), only the part of u which is linear in x is relevant. It
contains two terms:

û = U1 + R2k3(ν)grad divU3.

For any f (x), grad div (a f ) = H( f ) · a, where a – constant vector and H( f ) is the
Hessian matrix of f . Therefore
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û = 1

R
[a10d1(x) + a11c11(x) + b11s11(x))]

+ R2k3(ν)
1

R3

[

H(d3)(x)a30 +
3

∑

m=1

(

H(cm
3 )(x)a3m + H(sm

3 )(x)b3m
)

]

From the above we may single out the coefficients standing at x1, x2, x3 in
u1, u2, u3. For example,

ε11(O) = 1

R3

√

3

4π
a1
11 + 1

R5
k3(ν)

[

−3

√

7

4π
a3
30 − 9

√

7

24π
a1
31

−3

√

7

24π
b2
31 + 30

√

7

240π
a3
32 + 90

√

7

1440π
a1
33 + 90

√

7

1440π
b2
33

]

,

ε12(O) = 1

R3

√

3

4π
(b1

11 + a2
11) + 1

R5
k3(ν)

[

−3

√

7

24π
a2
31 −

√

7

24π
b1
31

+15

√

7

60π
b3
32 − 90

√

7

1440π
a2
33 + 90

√

7

1440π
b1
33

]

.

Observe that

ε11(O) + ε22(O) + ε33(O) = 1

R3

√

3

4π

(

R〈u1, c11〉R + R〈u2, s11〉R + R〈u3, d1〉R
)

and c11 = 1
R2

√
3
4π x1, s11 = 1

R2

√
3
4π x2, d1 = 1

R2

√
3
4π x3, exactly the same as for the case

of Laplace equation. This should be expected, since tr ε is a harmonic function.
As a result, the operator B may be defined by the formula

〈Bu, u〉R = −c3IPσ(u((O))) : ε(u((O)))

but the right-hand side consists of integrals of u multiplied by first and third order
polynomials in xi over �R resulting from (34). This is a very similar situation as
in two spatial dimensions. Thus, the new expressions for strains make possible to
rewrite B in the form possessing the desired regularity.

Laplace spherical polynomials. For n = 1:

P̂1(x) = x3, P̂1,c
1 (x) = x1, P̂1,s

1 (x) = x2,

‖P̂1‖R = ‖P̂1,c
1 ‖R = ‖P̂1,s

1 ‖R = R2

√

4π

3
,
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and for n = 3:

P̂3(x) = x3
3 − 3

2
x2
2 x3 − 3

2
x2
1 x3, ‖P̂3‖R = R4

√

4π

7
,

P̂1,c
3 (x) = 6x1x2

3 − 3

2
x3
1 − 3

2
x1x2

2 , ‖P̂1,c
3 ‖R = R4

√

24π

7
,

P̂1,s
3 (x) = 6x2x2

3 − 3

2
x3
2 − 3

2
x2
1 x2, ‖P̂1,s

3 ‖R = R4

√

24π

7
,

P̂2,c
3 (x) = 15x2

1 x3 − 15x2
2 x3, ‖P̂2,c

3 ‖R = R4

√

240π

7
,

P̂2,s
3 (x) = 15x1x2x3, ‖P̂2,s

3 ‖R = R4

√

60π

7
,

P̂3,c
3 (x) = 15x3

1 − 45x1x2
2 , ‖P̂3,c

3 ‖R = R4

√

1440π

7
,

P̂3,s
3 (x) = 45x2

1 x2 − 15x3
2 , ‖P̂3,s

3 ‖R = R4

√

1440π

7
,

8 Asymptotic Analysis of Steklov-Poincaré Operators
in Reinforced Rings in Two Spatial Dimensions

In this section the similar asymptotic analysis of elliptic boundary value problems
in subdomain �R ∈ R

2 is performed, but we modify the situation, assuming that
the hole is filled only partially, different material constituting a fixed part of it. In
this way, we may consider double asymptotic transition, where both the size of the
hole, as well as the proportion of the different material contained in it can vary.
Mechanically this situation corresponds e.g. to the hole with hardened walls.

The analysis is based again on exact representation of solutions and allows to
obtain the perturbation of solutions, using the fact that these solutions may be con-
sidered as minimizers of energy functional. The method is also suitable for double
asymptotic expansions of solutions as well as energy form. The ultimate goal is to use
obtained formulas in the evaluation of topological derivatives for elliptic boundary
value problems.

8.1 Model Problem

Let us consider the the domain� containing the holewith boundarymade ofmodified
material. For simplicity the hole is located at the origin of the coordinate system. In
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order to write down the model problem, we introduce some notations.

Bs = { x ∈ R
2 | ‖x‖ < s }

Cs,t = { x ∈ R
2 | s < ‖x‖ < t }

�s = { x ∈ R
2 | ‖x‖ = s }

�s = � \ Bs

Then the problem in the intact domain � has the form

k1�w0 = 0 in �

w0 = g0 on ∂�
(35)

The model problem in the modified domain reads:

k1�wρ = 0 in �ρ

wρ = g0 on ∂�

wρ = vρ on �ρ

k2�vρ = 0 in Cλρ,ρ

(36)

k2
∂vρ

∂n2
= 0 on �λρ

k1
∂wρ

∂n1
+ k2

∂vρ

∂n2
= 0 on �ρ,

where n1—exterior normal vector to �ρ, n2—exterior normal vector to Cλρ,ρ, and
0 < λ < 1.Wewant to investigate the influence of the small ring-like inclusionmade
of another material on the difference wρ − w0 in �R , where �R surrounds Cλρ,ρ and
R is fixed. We assume that ρ → 0+ and λ is considered temporarily constant.

If we define

uρ =
{

wρ in �ρ

vρ in Cλρ,ρ

then the problem (36) reduces to finding minimum of the energy functional

E1(uρ) = 1

2

∫

�ρ

k1∇uρ · ∇uρ dx + 1

2

∫

Cλρ,ρ

k2∇uρ · ∇uρ dx
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for uρ ∈ H 1(�ρ), uρ = g0 on ∂�. This expression may be rewritten as

E1(uρ) = 1

2

∫

�R

k1∇wρ · ∇wρ dx

+ 1

2

∫

Cρ,R

k1∇wρ · ∇wρ dx

+ 1

2

∫

Cλρ,ρ

k2∇vρ · ∇vρ dx .

Using integration by parts we obtain

E1(uρ) = 1

2

∫

�R

k1∇wρ · ∇wρ dx

+ 1

2

∫

�ρ

(

wρk1
∂wρ

∂n1
+ vρk2

∂vρ

∂n2

)

ds

+ 1

2

∫

�R

k1wρ
∂wρ

∂n3
ds,

where n3—exterior normal to �R . Hence, due to boundary and transmission condi-
tion,

E1(uρ) = 1

2

∫

�R

k1∇wρ · ∇wρ dx + 1

2

∫

�R

k1wρ
∂wρ

∂n3
ds (37)

8.2 Steklov-Poincaré Operator

Observe that E1(w0) corresponds to the problem (35). Therefore the main goal is to
find the Steklov-Poincaré operator

Aλ,ρ : w ∈ H 1/2(�R) �−→ ∂wρ

∂n3
∈ H−1/2(�R)

where the normal derivative is computed from auxiliary problem

k1�wρ = 0 in Cρ,R

wρ = w on �R

wρ = vρ on �ρ

k2�vρ = 0 in Cλρ,ρ

k2
∂vρ

∂n2
= 0 on �λρ

k1
∂wρ

∂n1
+ k2

∂vρ

∂n2
= 0 on �ρ



190 G. Leugering et al.

The geometry of domains of definition for functions is shown in Fig. 2. Now let us
adopt the polar coordinate system around origin and assume the Fourier series form
for w on �R .

w = C0 +
∞
∑

k=1

(Ak cos kϕ + Bk sin kϕ)

The general form of the solution wρ is

wρ = Aw + Bw log r +
∞
∑

k=1

(

wc
k(r) cos kϕ + ws

k(r) sin kϕ
)

,

where

wc
k(r) = Ac

krk + Bc
k

1

rk
, ws

k(r) = As
krk + Bs

k

1

rk
.

Similarly for vρ:

vρ = Av + Bv log r +
∞
∑

k=1

(

vc
k(r) cos kϕ + vs

k(r) sin kϕ
)

,

where

vc
k(r) = ac

krk + bc
k

1

rk
, vs

k(r) = as
krk + bs

k

1

rk
.

Additionally, we denote the Fourier expansion of vρ on �ρ by

vρ = c0 +
∞
∑

k=1

(ak cos kϕ + bk sin kϕ)

From boundary conditions on �λρ it follows easily Bv = 0, Av = c0, and then
Bw = 0, Aw = Av = c0 = C0. There remains to find ak , bk , ac

k , bc
k , as

k , bs
k , Ac

k , Bc
k ,

As
k , Bs

k assuming Ak , Bk as given.

8.3 Asymptotic Expansion

In order to eliminate the above mentioned coefficients we consider first the terms at
cos kϕ. From boundary and transmission conditions we have for k = 1, 2, . . .
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Ac
k Rk + Bc

k

1

Rk
= Ak

Ac
kρ

k + Bc
k

1

ρk
− ak = 0

ac
kρ

k + bc
k

1

ρk
− ak = 0

ac
k(λρ)k−1 − bc

k

1

(λρ)k+1
= 0

k1Ac
kρ

k−1 − k1Bc
k

1

ρk+1
− k2ac

kρ
k−1 + k2bc

k

1

ρk+1
= 0

Thismay be rewritten in thematrix form: grouping unknown parameters into a vector
pk = [Ac

k, Bc
k , ac

k , bc
k, ak]� we obtain

T (k1, k2, R,λ, ρ)pk = Rk Ake1

where

T =

⎡

⎢
⎢
⎢
⎢
⎣

R2k 1 0 0 0
ρ2k 1 0 0 −ρk

0 0 (λρ)2k 1 −ρk

0 0 (λρ)2k −1 0
k1ρ2k −k1 −k2ρ2k k2 0

⎤

⎥
⎥
⎥
⎥
⎦

where e1 = [0, 0, 0, 0, 1]�. It is easy to see that

pk = p0
k Ak + ρ2kp1

k Ak + o(ρ2k)

where

p0
k = lim

ρ→0+ lim
λ→0+

pk(k1, k2, R,λ, ρ)

Ak

and p0
k = [1/Rk, 0, 0, 0, 0]�, which corresponds to the ball BR filled completely

with material k1. Similar reasoning may be conducted for terms containing sin kϕ.
As a result,

Aλ,ρ = A0,0 + ρ2A1
λ,ρ(k1, k2, R,λ, ρ, A1, B1) + o(ρ2).

The exact form ofA1
λ,ρ(k1, k2, R,λ, ρ, A1, B1) is obtained from inversion of matrix

T , but, what is crucial, it is linear in both A1 and B1. They in turn are computed as
line integrals
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A1(w) = 1

πR2

∫

�R

wx1 ds, B1(w) = 1

πR2

∫

�R

wx2 ds.

As a result, for computing uρ we may use the following energy form

E(uρ) = 1

2

∫

�

k1∇uρ · ∇uρ dx + ρ2Q(k1, k2, R,λ, ρ, A1, B1) + o(ρ2),

where A1 = A1(uρ), B1 = B1(uρ) and Q is a quadratic function of A1, B1. This
constitutes a regular perturbation of the energy functional which allows comput-
ing perturbations of any functional depending on this solution and caused by small
inclusion of the described above form.

8.4 Extension to Linear Elasticity

Let us consider the plane elasticity problem in the ring CR,ρ. We use polar coordi-
nates (r, θ)with er pointing outwards and eθ perpendicularly in the counter-clockwise
direction. Then there exists an exact representation of both solutions, using the com-
plex variable series. It has the form [20, 38]

σrr − iσrθ = 2�φ′ − e2iθ(z̄φ′′ + ψ′)
σrr + iσθθ = 4�φ′

2μ(ur + iuθ) = e−iθ(κφ − zφ̄′ − ψ̄).

(38)

The functions φ, ψ are given by complex series

φ = A log(z) +
k=+∞
∑

k=−∞
ak zk

ψ = −κ Ā log(z) +
k=+∞
∑

k=−∞
bk zk .

(39)

Here μ—the Lame constant, ν—the Poisson ratio, κ = 3 − 4ν in the plain strain
case, and κ = (3 − ν)/(1 + ν) for plane stress.

Similarly as in the simple case described in former sections, the displacement data
may be given in the form of Fourier series,

2μ(ur + iuθ) =
k=+∞
∑

k=−∞
Akeikθ
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The traction-free condition on some circle means σrr = σrθ = 0. From (38) and
(39) we get for displacements the formula

2μ(ur + iuθ) = 2κAr log(r)
1

z
− Ā

1

r
z

+
p=+∞
∑

p=−∞

[

κrap+1 − (1 − p)ā1−pr−2p+1 − b̄−(p+1)r
−2p−1

]

z p.

Similarly we obtain representation of tractions on some circle

σrr − iσrθ = 2A
1

z
+ (κ + 1)

1

r2
Āz

+
p=+∞
∑

p=−∞
(1 − p)

[

(1 + p)ap+1 + ā1−pr−2p + 1

r2
bp−1

]

z p.

As we see, in principle it is possible to repeat the same procedure again, glueing
solutions in two rings together and eliminating the intermediary Dirichlet data on the
interface. The only difference lies in considerably more complicated calculations,
see e.g. [13]. This could be applied for making double asymptotic expansion, in term
of both ρ and λ. However, in our case λ does not need to be small in comparison
to ρ.

8.5 Summary of Results for Particular Cases

The explicit form of solutions in BR allows us to conclude that for

‖wρ‖H 1/2(�R) � �0

the correction to the energy functional contains part proportional toρd and the remain-
der of order o(ρd). This in turn [56, 58] implies the possibility of representation

wρ = w0 + ρ2q + o(ρ2) in H 1(�R)

for both standard and contact problems, justifying computations of topological deriv-
atives. It is well known that the singularities of solutions to Partial Differential Equa-
tions due to the singularities of geometrical domains can be characterized by specific
shape derivatives of the associated energy shape functionals [12]. Therefore, the
influence of topological changes in domains on the singularities can be measured
by the appropriate second-order topological derivatives of the energy functionals. It
means that we evaluate the shape derivatives of the energy functional by using the
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velocity field method, and subsequently the second order topological derivatives of
the functionals by an application of the domain decomposition method,

• the portion �0 of the boundary with the homogeneous Dirichlet boundary condi-
tions is deformed to obtain t → Tt (V )(�0) as well as t → E(�t ) for the energy
shape functional; as a result the first order shape derivative J (�) := dE(�; V ) is
obtained in the distributed form as a volume integral.

• the second order derivative of the energy functional is evaluated with respect to
small parameter ε → 0, the parameter governs the size of small inclusion with the
material defined by a contrast parameter γ ∈ [0,∞).

We consider the energy shape functional � → E(�) for Signorini problems for
the Laplacian as well for the frictionless contact. The shape derivative J (�) :=
dE(�; V ) of this functional is evaluated with respect to the boundary variations of
the portion �0 ⊂ ∂�. In another words the velocity vector field V is supported
in a small neighbourhood of �0. The topological derivatives of J (�) are evaluated
with respect to nucleation of small inclusions far from�0. The domain decomposition
method is applied in order to obtain the robust expressions for topological derivatives.

9 Conclusions

In the paper the review of mathematical techniques required for shape-topological
sensitivity analysis for variational inequalities is presented. The singular geometrical
perturbations depending on small parameter ε → 0 are considered. It is shown that
the singular geometrical domain perturbations can be replaced, without any loss
of precision, by the regular perturbations of bilinear forms depending on the small
parameter. Non-smooth analysis is employed in order to obtain the second order
topological derivatives. The proposedmethod can be now used in numerical methods
of topology optimization as well in passive control of crack propagation.
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Recent Existence Results for Spectral
Problems

Dario Mazzoleni

Abstract In this survey we present the new techniques developed for proving exis-
tence of optimal sets when one minimizes functionals depending on the eigenvalues
of the Dirichlet Laplacian with a measure constraint, the most important being:

min
{

λk(�) :� ⊂ R
N , |�| = 1

}

.

In particular we sketch the main ideas of some recent works, which allow to extend
the now classic result by Buttazzo and Dal Maso to RN .
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1 Introduction

The aim of this note is to report some recent existence results for classical shape opti-
mization problems involving eigenvalues of the Dirichlet Laplacian. More precisely,
we consider minimization problems of the following form:

min {λk(�) : � ∈ A}, (1.1)

where k ∈ N, λi denotes the i th eigenvalue of the Dirichlet Laplacian (counted with
multiplicity) andA is the class of admissible shapes. A natural choice for this class,
that we use in Sects. 3 and 4, is:
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A := {

� ⊂ R
N , quasi-open, |�| ≤ 1

}

, (1.2)

where | · | denotes the Lebesgue measure inRN , N ∈ N. We need to have a bound on
the measure of admissible sets, otherwise the monotonicity of Dirichlet eigenvalues
would trivialize the problem;moreover the boundon themeasure is taken less or equal
to 1 only for simplicity: with every other positive constant the setting is unchanged.
Then, since eigenvalues are decreasing with respect to set inclusion, it is equivalent
to consider the problem with the equality constraint. An alternative (less common)
choice, instead of the measure constraint, is a bound on the perimeter, which was
studied only recently in [18]. The choice of quasi-open1 sets is made in order to
get compactness with a suitable topology and will be enlightened in Sect. 2. At last,
one can consider also shapes contained in (see Sect. 2) or containing (see Sect. 5) a
(quasi-)open bounded set.

Optimization problems like (1.1) naturally arise in the study of many physical
phenomena, e.g. heat diffusion or wave propagation inside a domain � ⊂ R

N , and
the literature is very wide (see [8, 13, 21, 22] for an overview), with many works in
the last few years. Problem (1.1) in the class (1.2) was studied first by Lord Rayleigh
in his treatise The theory of sound of 1877 (see [28]) and he conjectured the ball
to be the optimal set when k = 1. This was proved by Faber [19] and Krahn [23,
24] in the 1920s, using techniques based on spherical decreasing rearrangements.
From that result the case k = 2 follows with little additional effort: Krahn [23, 24]
and Szegö [29] proved two disjoint equal balls of half measure each to be optimal.
The situation for k ≥ 3 becomes more complicate and it is not known what are the
optimal shapes, yet. The only other functionals of eigenvalues for which the optimal
shape is known are λ1/λ2 and λ2/λ3; Ashbaugh and Benguria (see [2]) proved that
the minimizers are the unit ball and two equal disjoint balls of half measure each
respectively.

Since the search for explicit optimal shapes did not give other results, it is natural
to study at least whether a minimizer for (1.1) exists, and this subject turns out to be a
difficult one, too. It is natural to attack an existence problem using the direct method
of the Calculus of Variations. One first difficulty in order to apply it in this setting
consists in finding a suitable notion of convergence for sets, which “behaves well”
with respect to eigenvalues of Dirichlet Laplacian. More important, one needs also
to find out how to suitably choose the class of admissible sets. It is immediately clear
that the convergence in measure (or L1 convergence of the characteristic functions)
does not fit well, since it neglects sets of positive capacity: as an example one can
consider a ball and the same ball minus a radius (in R

2), which are the same set for
this topology, but have different Dirichlet eigenvalues.

The search for a “right” notion of convergence in this setting was a main problem
for many years. In the 1980s Dal Maso and Mosco (see [16, 17]) proposed the
notion of γ-convergence, which has the “good” property that Dirichlet eigenvalues
are continuous with respect to it. This was the main tool used by Buttazzo and Dal

1Quasi-open sets are superlevels of Sobolev functions.
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Maso in 1993 (see [14]) for proving a fundamental existence result for a very general
class of functions of eigenvalues, in the class ofquasi-open sets inside afixedbounded
box. More precisely, they fix D ⊂ R

N bounded and open, and consider F : Rk → R

a functional increasing in each variable and lower semicontinuous (l.s.c.). Then there
exists a minimizer for the problem

min {F(λ1(�), . . . ,λk(�)) : � ⊂ D, quasi-open, |�| ≤ 1}. (1.3)

The above result gives a definitive answer to the existence problem for a very
general class of spectral functionals in a bounded ambient space (actually it is suf-
ficient to suppose D to have finite measure). We give the main ideas of the proof
of this result in Sect. 2, together with some preliminaries about γ-convergence. The
extension of the result by Buttazzo and Dal Maso to generic domains in RN is a non
trivial topic, because minimizing sequences, in principle, could have a significant
portion of volume moving to infinity.

A first partial result in the direction of an extension to unbounded domains was
obtained by Bucur and Henrot in 2000 (see [11]); they proved the existence of a
minimizer for λ3, using a concentration-compactness argument (see [5]). Moreover
they showed that, given k ≥ 1, if there exists a bounded minimizer for λ j for all j =
1, . . . , k − 1, then there exists a minimizer for λk (and more in general for Lipschitz
functionals of the first k eigenvalues). Unfortunately this boundedness hypothesis
was not known even for λ3, till Dorin Bucur in a very recent paper (see [7]) was able
to study the regularity of energy shape subsolutions. Employing techniques coming
from the theory of free boundaries, it is possible to prove boundedness and finiteness
of the perimeter for this class of sets, stable with respect to internal perturbations.
Since optimal sets for (1.1) can be proved to be energy shape subsolutions, the
existence of a minimizer for λk for all k ∈ N follows easily from the result by Bucur
and Henrot. We present the ideas behind the proof of these results in Sect. 3.

In the same period another independent proof of existence of a solution for prob-
lem (1.3) in RN , with F satisfying the same hypotheses as in the result by Buttazzo
and Dal Maso, was given by Mazzoleni and Pratelli (see [27]). Their idea consists
in showing that, given a minimizing sequence for the problem

min
{

F(λ1(�), . . . ,λk(�)) : � ⊂ R
N , quasi-open, |�| ≤ 1

}

, (1.4)

it is then possible to find a new one made of sets with diameter bounded by a constant
depending only on k, N (but not on the particular functional) and with all the first k
eigenvalues not increased. This argument, roughly speaking, works because sets with
long “tails” can not have the first k eigenvalues very small. Moreover, with minor
changes in the proof, it is also possible to deduce that every minimizer for (1.4) is
bounded, provided that F is weakly strictly increasing (see [26]). This more “direct”
method is presented in Sect. 4.

In recent years the existence of optimal sets was studied also for another kind
of shape optimization problem (among sets with a measure constraint) involving
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eigenvalues of Dirichlet Laplacian: when there is an internal obstacle, that is,

min
{

λk(�) : D ⊂ � ⊂ R
N , quasi-open, |�| ≤ 1

}

, (1.5)

where D is a fixed quasi-open box with |D| ≤ 1. Bucur et al. in [10], using a
concentration-compactness argument similar to the one in [5], proved existence of
a solution for k = 1, gave a characterization of the cases when k ≥ 2 and provided
a partial regularity result for the solutions. In Sect. 5 we deal with the main ideas of
their work.

The results exposed above give a quite complete understanding for the problem of
existence ofminimizers for spectral functionals involving eigenvalues of theDirichlet
Laplacian with a measure constraint. On the other hand the study of the regularity of
solutions is still a main subject of research, both in the bounded (see [3]) and in the
unbounded case (see the recent work [12]). In particular it is not known in general
whether the minimizers for λk are open sets and not only quasi-open. This is one
major open problem in spectral shape optimization.

It is also possible to consider minimization problems like (1.1) with perimeter
constraint instead of volume constraint. This kind of problem was studied in the
recent paper by De Philippis and Velichkov [18], where they prove that there exists
a minimizer for

min
{

λk(�) : � ⊂ R
N , measurable, P(�) ≤ 1

}

.

They use techniques to some extent analogous to those used by Bucur in [7], com-
bining a concentration compactness argument and the study of the regularity for
perimeter shape subsolutions. The perimeter constraint turns out to have a better
regularizing effect than the volume constraint. In fact De Philippis and Velichkov
are able to give many informations about regularity of optimal shapes: first of all the
optimal shapes are open, so the above problem can be formulated among open sets.
Moreover every optimal set � is bounded, has finite perimeter and its boundary ∂�

is C1,α for all α ∈ (0, 1), outside a closed set of Hausdorff dimension at most N −8.

2 Preliminaries and Existence in a Bounded Box

First of all we need to recall some basic tools, which you can find in more detail in
the books [8, 21, 22]. We define the Sobolev space H 1

0 (�) as

H 1
0 (�) =

{

u ∈ H 1(RN ) : cap({u �= 0} \ �) = 0
}

, (2.1)

where for every E ⊂ R
N the capacity of E is defined as
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cap(E) := min
{

‖v‖2H1(RN )
: v ∈ H1(RN ), v ≥ 1 a.e. in a neighborhood of E

}

.

Then, given a function u ∈ H 1
0 (�), its quasi-continuous representative is defined as

ũ(x) := lim
r→0

−
∫

Br (x)

u(y) dy.

Since outside a set of zero capacity every point is Lebesgue for u (see [22] for
example), then the quasi-continuous representative is defined up to zero capacity
and we identify every H 1 function with its quasi-continuous representative.

A set � is called quasi-open if for all ε > 0 there exists an open set �ε such
that cap (�ε��) < ε; for example superlevels of H 1 functions are quasi-open sets.
Moreover, given a bounded open box D, we call R� : L2(D) → L2(D) the resolvent
operator for the Dirichlet Laplacian, that is,

R�( f ) := argmin

{
1

2

∫

D
|Du|2 −

∫

D
u f , u ∈ H 1

0 (�)

}

,

for all f ∈ L2(D). The definition above canbe extended also to capacitary2 measures:

Rμ( f ) := argmin

{
1

2

∫

D
|Du|2 +

∫

D
u2 dμ −

∫

D
u f , u ∈ H 1

0 (�) ∩ L2
μ(D)

}

.

When f = 1, R�(1) =: w� is called torsion function and it is an important tool for
proving existence results. In particular w� is the solution of

{ −�w = 1 in �,

w ∈ H 1
0 (�),

and hence a minimizer for the so called torsion energy functional

E(�) := min
u∈H 1

0 (�)

{
1

2

∫

D
|Du|2 −

∫

D
u

}

.

After that, given a sequence of quasi-open sets contained in D, (�n)n∈N, we say
that �n γ-converge to a quasi-open set � ⊂ D as n → ∞ when w�n ⇀ w� in
H 1

0 (D). Moreover Dal Maso and Mosco proved (see [16, 17]) that the convergence
above implies for all f ∈ L2(D) R�n ( f ) → R�( f ) in L2(D), hence also R�n →
R� in the operator norm L(L2(D)) and hence the full spectrum converges. Thus
eigenvalues of the Dirichlet Laplacian are continuous with respect to γ-convergence.
Unfortunately, γ is a rather strong convergence and it is not compact in the class
A(D) = {� ⊂ D, quasi-open, |�| ≤ 1}; it is then necessary to weaken it, in order

2A Borel measure μ is called capacitary if, for every set E , cap (E) = 0 implies μ(E) = 0.
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to apply the direct method of the calculus of variations to problem (1.3). A natural
choice is the following.

A sequence �n ∈ A(D) is said to weak γ-converge to a domain � ∈ A(D) if
w�n ⇀ w in H 1

0 (D) as n → ∞, with � := {w > 0}. Note that w coincide with
w� = R�(1) if and only if the convergence is γ and not only weak γ. More precisely,
for some capacitarymeasureμ,w = Rμ(1): in fact we can say that the γ-convergence
is compact in the class of capacitary measures, where a set � corresponds to the
following measure:

∞�(E) =
{

+∞ if cap (E \ �) > 0,

0 if cap (E \ �) = 0.

A well known example of a sequence of quasi-open sets γ-converging to a measure
which is not a quasi-open set is due to Cioranescu and Murat [15].

Buttazzo and Dal Maso used the compactness properties of the weak
γ-convergence and the lower semicontinuity of Dirichlet eigenvalues with respect to
it for proving a very general existence result.

Theorem 2.1 (Buttazzo–Dal Maso) Let D ⊂ R
N be a bounded, open set and

F : Rk → R be a functional increasing in each variable and lower semicontinu-
ous (l.s.c.). Then there exists a minimizer for the problem

min {F(λ1(�), . . . ,λk(�)) : � ⊂ D, quasi-open, |�| ≤ 1}. (2.2)

First of all, the weak γ-convergence is built in order to be compact in the class
A(D) and so a minimizing sequence converges, up to subsequences. Then it is easy
to see that the weak γ-convergence is l.s.c. with respect to the Lebesgue measure, so
the constraint |�| ≤ 1 is satisfied by the limit of a weak γ-converging sequence of
sets. It is then necessary to study the lower semicontinuity of theweak γ-convergence
with respect to eigenvalues and this turns out to be a crucial point in the argument by
Buttazzo and Dal Maso for proving Theorem 2.1. The following proposition gives a
positive answer, for a (quite large) class of functionals.

Proposition 2.2 A functional J : A(D) → R non decreasing with respect to set
inclusion is γ l.s.c if and only if it is weak γ l.s.c.

The hypothesis on the functional J to be nondecreasing with respect to set inclusion
is quite strong, but it is satisfied by eigenvalues of the Dirichlet Laplacian and hence
also by increasing functions of them. Thus the above Proposition can be applied in
the hypothesis of Theorem 2.1.

The proof of Proposition 2.2 is based on the following (non trivial) key points,
whose proof relies also on the maximum principle for the Dirichlet Laplacian.
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(a) If w�n converge weakly in H 1
0 (D) to w and vn ∈ H 1

0 (�n) converge weakly in
H 1

0 (D) to v, then v ∈ H 1
0 ({w > 0}).

(b) Let �n ⊂ D be quasi-open sets such that w�n converge weakly in H 1
0 (D) to

w ∈ H 1
0 (�) for some quasi-open set� ⊂ D. Then there exist a subsequence (not

relabeled) and a sequence of quasi-open sets �̃n that γ-converge to � satisfying
�n ⊂ �̃n ⊂ D.

Then the Buttazzo and Dal Maso Theorem follows easily from Proposition 2.2
using the direct method of the Calculus of Variations. Given a minimizing sequence
(�n) of quasi-open sets for problem (1.3), by the compactness of the weak γ-
convergence we can extract a subsequence (not relabeled) that weak γ-converges
to a quasi-open set � ∈ A(D). Using the properties of the weak γ-convergence
highlighted above, the hypotheses on F and Proposition 2.2, we have that

|�| ≤ lim inf
n→∞ |�n| ≤ 1,

F(λ1(�), . . . ,λk(�)) ≤ lim inf
n→∞ F(λ1(�n), . . . ,λk(�n)),

thus � is an optimal set for (1.3).

Remark 2.3 In the hypotheses of Theorem 2.1, it is sufficient to suppose that D ⊂
R

N has finite measure, so that the embedding H 1(D) ↪→ L2(D) remains compact
(see [9]).

3 Concentration Compactness and Subsolutions

The main problem in extending the result by Buttazzo and Dal Maso to (quasi-)open
sets of RN is the lack of compactness of the embedding H 1(RN ) ↪→ L2(RN ). The
concentration-compactness principle by P.L. Lions (see [25]) tries to focus on “how”
the embedding H 1(RN ) ↪→ L2(RN ) can be non compact. In the case of sets Bucur
(see [5]) rearranged the principle in the following way, ruling out the vanishing case.

Theorem 3.1 (Lions, Bucur) Let (�n)n ⊂ R
N be a sequence of quasi-open sets

with |�n| ≤ 1 for all n ≥ 1. Then there exists a subsequence (not relabeled) such
that one of the following situations occur:

(1) Compactness. There exist yn ∈ R
N and a capacitary measure μ such that

Ryn+�n → Rμ in L(L2(RN )).
(2) Dichotomy. There exist �i

n , i = 1, 2 such that |�i
n| > 0, d(�1

n,�
2
n) → ∞ and

‖R�n − R�1
n∪�2

n
‖L2(RN ) → 0 as n → ∞.

Thanks to the concentration compactness argument above, it is easy to prove the
following partial existence result (see [11]) for the unbounded case.
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Theorem 3.2 (Bucur–Henrot) For k ≥ 2 if there exists a bounded minimizer for
λ1, . . . ,λk in the class A(RN ), then there exists at least a minimizer for λk+1 in
A(RN ).

In particular this provides existence of a minimizer for the problem:

min
{

λ3(�) : � ⊂ R
N , quasi-open, |�| ≤ 1

}

, (3.1)

since the minimizers for λ1 and λ2 are respectively a ball and two balls, which are
bounded. The idea of the proof of Theorem 3.2 is quite simple. Given a minimizing
sequence for λk+1 in A(RN ), made of bounded sets �n , if compactness occur, exis-
tence follows directly considering the regular set3 �μ of the limit measure (see [21,
Theorem5.3.3]). On the other hand, if dichotomy happens, then �1

n ∪ �2
n is also a

minimizing sequence. But it is thus possible to see that the sequence (�i
n)n must be

minimizing for some lower eigenvalue in the class A(RN ), with different measure
constraints: c1, c2 > 0 such that c1 + c2 ≤ 1. Hence, up to translations, a minimizer
for λk+1 will be the union of the two minimizers corresponding to some lower eigen-
values. Note that if we do not know that there exists a bounded minimizer for every
lower eigenvalue, it is not possible to consider the union of two of them, since in
principle one can be dense in RN .

Since not even the boundedness of a minimizer for λ3 was known, Bucur studied
the link between this kind of shape optimization problems and free boundary prob-
lems, in order to be able to apply also in this framework the powerful techniques
developed by Alt and Caffarelli (see [1]) and later implemented in the study of the
energy of the Dirichlet Laplacian by Briançon, Hayouni and Pierre (see [4]).

First of all we need to be able to deal with measurable sets A, with |A| < ∞ (we
call M the class of such sets), so we define the Sobolev-like space

H̃ 1
0 (A) := {

u ∈ H 1(RN ) : u = 0 a.e. on RN \ A
}

. (3.2)

It is well known (see [18] for a more detailed discussion of those spaces) that there
exists a quasi-open set ωA ⊆ A such that

H 1
0 (ωA) = H̃ 1

0 (A),

hence for functionals decreasingwith respect to set inclusion (e.g. single eigenvalues)
it is equivalent to solve problem (1.4) in the class of quasi-open sets with the classical
definition of Sobolev space (2.1), or in the family of measurable sets associated
to H̃ 1

0 .
Then it is possible to endow the family of measurable sets with a distance induced

by γ-convergence:

3The regular set �μ of a measure μ is the largest (in the sense of inclusion q.e.) countable union of
sets of finite (μ-)measure.



Recent Existence Results for Spectral Problems 207

dγ(A, B) :=
∫

RN

|wA − wB |, A, B ∈ M,

where we considered the torsion functions in H 1(RN ) extended to zero: w� = 0 in
R

N \ �.

The most important notion in order to link shape optimization problems with free
boundary problems is the one of shape subsolution.

Definition 3.3 We say that a set A ∈ M is a local shape subsolution for a functional
F : M → R if there exist δ > 0 and � > 0 such that

F(A) + �|A| ≤ F( Ã) + �| Ã|, ∀ Ã ⊂ A, dγ(A, Ã) < δ.

Roughly speaking, a shape subsolution is a set that is optimal with respect to internal
perturbations. Bucur (see [7]) proved a very powerful regularity result for shape
subsolution of the torsion energy functional

E(A) := min
u∈H̃ 1

0 (A)

{
1

2

∫

RN

|Du|2 −
∫

RN

u

}

.

Theorem 3.4 Let A be a local shape subsolution (with constants δ,�) for the torsion
energy E. Then it is bounded, with diam(A) ≤ C(|A|, δ,�), has finite perimeter
and its fine interior has the same measure of A.

The proof of the theorem for the finite perimeter part is based on controlling the
term

∫

{0≤wA≤ε} |DwA|2, while the boundedness and the inner density estimate come
from the following Alt–Caffarelli type estimate: there exist r0, C0 > 0 such that for
all r ≤ r0

sup
B2r (x)

wA ≤ C0r implies u = 0 in Br (x).

The next key point in Bucur’s argument consists in linking the minimizers of
eigenvalues of Dirichlet Laplacian with shape subsolution of the energy.We consider
the minimization problem, equivalent to (1.4) up to choose � > 0 small enough (for
a detailed discussion about this equivalence, see [4]),

min
{

F(λ1(A), . . . ,λk(A)) + �|A| : A ⊂ R
N , quasi-open

}

, (3.3)

for a functional F : Rk → R which satisfies the following Lipschitz-like condition
for some positive αi , i = 1, . . . , k:

F(x1, . . . , xk) − F(y1, . . . , yk) ≤
k

∑

i=1

αi (xi − yi ), ∀xi ≥ yi , i = 1, . . . , k.

(3.4)
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Theorem 3.5 Assume that A is a solution of (3.3), then it is a local shape subsolution
for the energy problem.

The proof is based on [6, Theorem3.4], which assures, for all k ∈ N, the existence
of a constant ck(A) such that:

∣
∣
∣
∣

1

λk( Ã)
− 1

λk(A)

∣
∣
∣
∣
≤ ck(A)dγ(A, Ã).

Then, up to choose δ small enough and Ã ⊆ A with dγ( Ã, A) < δ, it follows

�(|A| − | Ã|) ≤ F(λ1( Ã), . . . ,λk( Ã)) − F(λ1(A), . . . ,λk(A))

≤
∑

i

αi (λi ( Ã) − λi (A))

≤
∑

i

αi c
′
i (E( Ã) − E(A)) ≤ K (E( Ã) − E(A)),

with a constant K depending on c′
i = c′

i (A, δ, i) and αi , for i = 1, . . . , k.
Now a straightforward application of Theorem 3.4, together with Theorem 3.2,

gives the main existence result.

Theorem 3.6 (Bucur) If the functional F satisfies the Lipschitz-like condition (3.4),
then problem (3.3) has at least a solution for every k ∈ N. Moreover every optimal
set is bounded and has finite perimeter.

In particular there exists a solution for the problem

min
{

λk(�) : � ⊂ R
N quasi-open, |�| ≤ 1

}

,

for all k ∈ N. We highlight here that, to our knowledge, it is not known yet if the
above problem admits solutions in the class of open sets. It is possible to give slightly
different proof of Theorem 3.6 that does not use the concentration-compactness
principle, but only the regularity of energy shape subsolutions. This proof is due to
BozhidarVelichkov and it has never appeared on a published paper, to our knowledge.

Remark 3.7 (Velichkov) Let (�n)n≥1 be a minimizing sequence for problem (3.3),
with |�n| < ∞ for all n ∈ N, and then we consider, for all n ∈ N, the minimum
problem

min {F(λ1(�), . . . ,λk(�)) + �|�| : � ⊂ �n},

for some � > 0 sufficiently small. Theorem 2.1 by Buttazzo and Dal Maso assures
that there exists a solution�∗

n , but this is also a subsolution and hence by Theorem 3.4
it has diameter uniformly bounded, depending only on k, N . Hence we have a new
minimizing sequence �∗

n uniformly bounded to which it is possible to apply again
Theorem 2.1, thus obtaining existence for problem (3.3).
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4 How to Choose an Uniformly Bounded
Minimizing Sequence

In this section we aim to provide the main ideas of the proof of the existence theorem
presented by Mazzoleni and Pratelli in [27], which uses an “elementary” method
that requires neither a concentration-compactness argument nor regularity of shape
subsolutions.

Theorem 4.1 Let k, N ∈ N and F : Rk → R be a functional increasing in each
variable and l.s.c., then there exists a (bounded) minimizer for the problem

min
{

F(λ1(�), . . . ,λk(�)) : � ⊂ R
N , quasi-open, |�| ≤ 1

}

. (4.1)

More precisely the diameter of the optimal set is controlled by a constant depending
only on k, N (and not on the particular functional F).

The proof is based on the following Proposition, which gives the possibility to
consider minimizing sequences for (4.1) with uniformly bounded diameters, which
means that we can employ Buttazzo–Dal Maso Theorem.

Proposition 4.2 If � ⊂ R
N is an open set with unit volume, there exists another

open set of unit volume, �̂, contained in cube of side R = R(k, N ) and such that

λi (�̂) ≤ λi (�), ∀ i = 1, . . . , k.

From Proposition 4.2, Theorem 4.1 follows easily: in fact, given a minimizing
sequence (�n)n∈N made of open sets with unit volume, it is sufficient to take the
corresponding sequence (�̂n)n∈N, which is again minimizing and then to apply The-
orem 2.1 by Buttazzo and Dal Maso to it.

On the other hand the proof of Proposition 4.2 is quite delicate: we give here
below the main ideas of how it is carried on. In particular, given � open and with
unit volume, we focus on its left “tail”, that is, the set

�l
t := {

x ∈ � : x1 < t
}

,

for a t such that
∣
∣�l

t

∣
∣ = m̂, for a suitably choosen m̂, very small but fixed (depending

only on k, N ). Then it is possible to find a new set �̂ with bounded tail and the first
k eigenvalues lowered. We need some notations: for all t ≤ t we define:
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Fig. 1 A set � with the cylinder Q(t) (shaded)

�r
t := {x ∈ � : x1 > t} ,

�t :=
{

(x2, . . . , xN ) ∈ R
N−1 : (t, x2, . . . , xN ) ∈ �

}

,

ε(t) := HN−1(�t ), m(t) =
∫ t

−∞
ε(s) ds,

δ(t) :=
k

∑

i=1

∫

�t

|Dui (t, x2, . . . , xN )|2 dHN−1.

For all t ≤ t it is possible to compare the first k eigenvalues of � with those of
�̃(t) := �r

t ∪ Q(t), which is obtained by “cutting” the “tail” at level t and adding a

suitable small cylinder Q(t) of height σ(t) = ε(t)
1

N−1 (see Fig. 1).
Using the min-max principle for eigenvalues one obtains

λi (�̃(t)) ≤ λi (�) + C(k, N )ε(t)
1

N−1 δ(t), ∀i = 1, . . . , k,

if ε(t), δ(t) ≤ ν, for some constant ν = ν(k, N ). After rescaling �̃(t) to unit
volume, being �̂(t) := |�̃(t)|− 1

N �̃(t), it is possible to prove that for a suitable
constant C = C(k, N ), exactly one of the following conditions hold.

(1) max {ε(t), δ(t)} > ν.
(2) (1) does not hold and m(t) ≤ C(ε(t) + δ(t))ε(t)

1
N−1 .

(3) (1) and (2) do not hold and for all i = 1, . . . , k, λi (�̂(t)) < λi (�). Moreover
if m(t) ≥ m̂, then there exist η = η(k, N ) such that λi (�̂(t)) < λi (�) − η for
all i = 1, . . . , k.

In order to conclude the boundedness of the “tail”, we define

t̂ := sup
{

t ≤ t : condition (3) holds for t
}

,
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with the usual convention that t̂ = −∞ if condition (3) is false for every t ≤ t . We
consider the following subsets of (t̂, t)

A : =
{

t ∈ (t̂, t̄) : condition (1) holds for t
}

,

B : =
{

t ∈ (t̂, t̄) : condition (2) holds for t andm(t) > 0
}

,

and it is possible to prove that |A| + |B| ≤ C(k, N ), since in this case we obtain
a differential equation, regarding the measure of the “tail”, since for a.e. t ∈ R

m ′(t) = ε(t),

m ′(t) ≥ 1

C
m(t)

N−1
N ,

and an analogous one about
∫ t
−∞ δ(s) ds.

Then, if t̂ = −∞, that is, only case (1) or (2) happen, the set � has itself a
bounded “tail”.

On the other hand, if t̂ > −∞, we pick a t� ∈ [t̂ − 1, t̂] for which condition (3)
holds and consider U1 := �̂(t�).

If m(t�) < m̂, then we have that λi (U1) < λi (�) for all i = 1, . . . , k and U1 has
a bounded “tail”, so we have concluded. Instead, if m(t�) ≥ m̂, the stronger estimate
λi (U1) < λi (�) − η holds for all i = 1, . . . , k, but possibly U1 has not bounded
“tail”. Hence we iterate the procedure, by applying the whole construction to U1 and
thus finding U2 which either has bounded “tail”, or it satisfies λi (U2) < λi (�) − 2η
for all i = 1, . . . , k. After l steps, if we have not concluded yet, there is Ul such that

λi (Ul) < λi (�) − lη, ∀ i = 1, . . . , k.

Since we can reduce to consider sets with λk(�) ≤ M (see [27, Appendix]), the
inequality above is impossible if lη ≥ M : as a consequence, the iteration must stop
after less than M/η steps, thus finding a set with bounded “tail” and with the first k
eigenvalues lowered.

The same procedure can be performed with small changes also for the “inner”
part of the set, that is, �i := {

(x, y) ∈ � : m̂ ≤ |�−(x)| ≤ 1 − m̂
}

and to the right
tail. Then one can apply the same arguments in all the other coordinate directions.
This concludes Proposition 4.2.

At this point, Theorem 4.1 does not guarantee that every minimizer is bounded,
in fact a constant functional satisfies the hypothesis of the Theorem, but it can not
have minimizers uniformly bounded! With a necessary additional assumption on the
functional F , in [26] was proved the following.

Theorem 4.3 In the hypotheses of Theorem 4.1, if the functional F is also weakly
strictly increasing, that is,

∀xi < yi , ∀i = 1, . . . , k, F(x1, . . . , xk) < F(y1, . . . , yk),
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then all the minimizers for problem (4.1) have diameter bounded by a constant
depending only on k, N.

The proof is carried out improving Proposition 4.2. More precisely, given a
sequence of open sets with unit measure that γ-converge to a minimum � for prob-
lem (4.1), then either, up to pass to a subsequence, diam(�n) ≤ C(k, N ), or there
exist (�̂(tn))n open sets with unit measure (obtained with a “cutting” procedure as
above) such that

λi (�̂(tn)) < λi (�) − η(k, N ), ∀ i = 1, . . . , k.

Hence in this last case,

inf
n

{

F
(

λ1(�(tn)), . . . ,λk(�(tn))
)}

< F(λ1(�), . . . ,λk(�)),

which is absurd.

Remark 4.4 The main differences in the existence results in R
N described in this

section and in the previous one are the following:

• Bucur’s proof gives the important information that all minimizers have finite
perimeter, while this property can not be easily deduced from the approach by
Mazzoleni and Pratelli;

• On the other hand, the result by Bucur applies to “Lipschitz” functionals of the
first k eigenvalues (more precisely satisfying condition (3.4)), while the method
by Mazzoleni and Pratelli requires the functionals only to be increasing in each
variables and l.s.c.

Remark 4.5 As we have already highlighted, the regularity issue for problem (4.1)
is a difficult one and it is not completely understood yet, to our knowledge. In the
recent work [12] it is proved that optimal sets are open for a very special class of
functional, among which λ1(·) + · · · + λk(·). Moreover it is shown that an optimal
set for λk(·) admits an eigenfunction, corresponding to the k th eigenvalue, which is
Lipschitz continuous in RN , but this does not assure the openness.

5 The Case of Internal Constraint

In this section we present the approach used in [10] in order to give some existence
results for problem (1.5) with an internal constraint, where D is a quasi-open set with
|D| ≤ 1, possibly unbounded. The main point in order to prove existence results for
such problems is the following concentration-compactness principle, inspired by
Theorem 3.1, in the case of inner constraints. We remark that the main changes are
in the “compactness” case, where there are no more translations.
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Theorem 5.1 Let (�n)n be a sequence of quasi-open sets in R
N , each of them

containing a given quasi-open set D, with |�n| ≤ 1 for all n ≥ 1. Then there exists
a subsequence (not relabeled) such that one of the following situations occur:

(1) Compactness. There exists a capacitary measure μ such that R�n → Rμ in
L(L2(RN )) and moreover D ⊂ �μ.

(2) Dichotomy. There exist �i
n , i = 1, 2 such that lim infn→∞ |�i

n| > 0, d(�1
n,�

2
n)

→ ∞ and ‖R�n − R�1
n∪�2

n
‖L2(RN ) → 0 as n → ∞. Moreover lim supn→∞

|�1
n ∩ D| = 0 or lim supn→∞ |�2

n ∩ D| = 0.

From the above concentration-compactness principle it is possible to prove the fol-
lowing existence result (see [10]). First of all we need to introduce, for m ≥ 0, the
value

λ∗
k(m) := inf {λk(�) : � quasi-open, |�| ≤ m}.

Theorem 5.2 Let D be a quasi-open set with |D| ≤ 1. For k ∈ N we define

αk := inf
{

λk(�) : D ⊂ � ⊂ R
N , quasi-open, |�| ≤ 1

}

. (5.1)

If k = 1 the problem has at least a solution.
For k ≥ 2 one of the following assertions holds:

(a) Problem (1.5) has a solution;
(b) There exists l ∈ {1, . . . , k − 1} and an admissible quasi-open set � such that

αk = λk−l(�) = λ∗
l (1 − |�|);

(c) There exists l ∈ {1, . . . , k − 1} such that αk = λ∗
l (1 − |D|) > λk−l(D).

Clearly in case (b) and (c) we do not have existence of a solution in general. Some-
thing more can be said with stronger hypotheses on D and it will be stated later. Now
we sketch the proof of Theorem 5.2 for the case k = 1. Let (�n)n≥1 be a minimizing
sequence such that lim infn→∞ |�n| is minimal (clearly the value must be strictly
positive). Following Theorem 5.1, if we are in the compactness situation, there is
a subsequence (not relabeled) that γ-converges to a capacitary measure μ. The set
�μ := {

Rμ(1) > 0
}

is admissible and thus it is a solution.
On the other hand, if dichotomy occurs, we get a contradiction. We may assume

that λ1(�
1
n ∪ �2

n) = λ1(�
1
n), since the two sets have positive distance, and clearly

the sequence (�1
n ∪ D)n is also minimizing. Then only two situations can happen:

1. Either lim infn→∞ |�1
n ∪ D| < lim infn→∞ |�n|;

2. Or limn→∞ |�2
n \ D| = 0.

Case (1) contradicts the fact that (�n)n is the minimal minimizing sequence. Also
case (2) is impossible, since it implies d(�1

n, {0}) → ∞, otherwise the measure of D
would be infinite. Hence |�1

n ∩ D| → 0 and consider the ball B with measure equal
to lim supn |�1

n|: B ∪ D is a solution for every position of B, and when B intersects
(but not cover) some connected component of D we have the contradiction.
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The proof of the case k ≥ 2 follows from similar ideas. One takes again (�n)n a
minimizing sequence with minimal lim inf |�n| and if there is compactness one gets
immediately the existence of a solution. If dichotomy happens, then we can suppose

|�1
n| → α1, |�2

n| → α2, |�1
n ∩ D| → 0,

and (up to subsequences) we can take the maximal l ∈ {1, . . . , k − 1} for which one
of the following holds:

• |λk(�n) − λk−l(�
2
n)| → 0 and λl(�

1
n) ≤ λk−l(�

2
n) ≤ λl+1(�

1
n),

• |λk(�n) − λl(�
1
n)| → 0 and λk−l(�

2
n) ≤ λl(�

1
n) ≤ λk−l+1(�

2
n).

It is clear that case (b) of the thesis follows from the first one and case (c) follows
from the second one. With an easy induction argument one can now conclude.

The next result highlight that stronger hypotheses lead to a good improvement.

Theorem 5.3 In the hypotheses of Theorem 5.2, if moreover we ask the set D to be
bounded, then also the cases (b) and (c) of Theorem 5.1 lead to the existence of a
solution.

Moreover in [10] are proved also some regularity properties of solutions of (5.1).
In particular, if k = 1, |D| < 1 and D is quasi-connected,4 all the minimizers are
open sets even if D is only quasi-open.

Acknowledgments The author wishes to thank Giovanni Franzina for some discussions about the
paper.
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Approximate Shape Gradients for Interface
Problems

A. Paganini

Abstract Shapegradients of shape differentiable shape functionals constrained to an
interface problem (IP) can be formulated in two equivalent ways. Both formulations
rely on the solution of two IPs, and their equivalence breaks down when these IPs
are solved approximatively. We establish which expression for the shape gradient
offers better accuracy for approximations by means of finite elements. Great effort
is devoted to provide numerical evidence of the theoretical considerations.

Keywords Shape gradients · Finite element approximations · Interface problems

Mathematics Subject Classification (2010) 65D15 · 65N30 · 49Q12

1 Introduction

Optimal control of mathematical models is a core activity of applied mathematics.
The goal is to optimizemodel parameters with respect to target functionals: real map-
pings on the set of all admissible configurations. In many practical cases the control
parameter is the shape of a structure [1, 2]. In this case we speak of shape functionals
and, in particular, of PDE constrained shape functionals, when the mapping involves
the solution of a PDE, the so-called state problem.

The sensitivity of shape functionals with respect to perturbations of shapes is
expressed by the shape gradient: a linear bounded operator on the space of pertur-
bation directions. The knowledge of this mapping is the starting point for gradient
based shape optimization [1–6].

Shape gradients of shape differentiable shape functionals can be stated equiv-
alently as an integration over the volume and as an integration on the boundary
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[7, Chap. 9, Theorem3.6]. In the case of PDE constrained shape functionals, shape
gradients depend on the solution of the state problem and, in general, on the solution
of an additional PDE, the so-called adjoint problem. When the state and the adjoint
solutions are replaced with numerical approximations, the equivalence of the two
representations of the shape gradient breaks down [8].

Several authors suggested that the volume based formulation is better suited,
when discretizations by means of finite elements are considered, cf. [7, Chap. 10,
Remark2.3], [8] and [9, Chap. 3.3.7]. However, to our knowledge, thorough con-
vergence analysis and numerical evidence have not been provided. For the case of
elliptic boundary value problem constraints, a first theoretical investigation was con-
ducted in [10]. The aim of this work is to extend these results to the case of elliptic
interface value problems. In particular, we devote great effort to provide numerical
evidence through numerical experiments. For the sake of simplicity, we restrict our
considerations to a class of shape functionals and interface problems. Nevertheless,
we believe that our test case is representative and that no important aspect is missing.

2 Shape Gradients

A shape functional is a real valued map J : A → R defined on a set of admissi-
ble domains A, which is usually constructed starting from an initial open bounded
domain �. In the general approach by Delfour–Zolesio [7, Chap. 4], A comprises
all domains Ts(�) that are generated through the evolution Ts(·) of the flow of a
non-autonomous vector field V .

For a fixed perturbation direction V , the Eulerian derivative

dJ (�;V) := lim
s↘0

J (Ts(�)) − J(�)

s
(1)

expresses the sensitivity of the shape functional J with respect to the perturba-
tion direction V . Without loss of generality, the vector field V can be assumed to
be autonomous [7, Chap. 9, Sect. 3.1]. The shape functional J is said to be shape
differentiable at � if (1) defines a linear bounded mapping

dJ (�; ·) : W 1,∞(Rd,Rd) → R, V �→ dJ (�;V), (2)

which is called the shape gradient of J at �. As already mentioned in the Introduc-
tion, shape gradients play a key role in shape optimization.

Shape optimization literature mostly deals with PDE constrained shape function-
als that can be expressed as an integral on a subdomain D ⊂ � [1–8]. Here we
consider

J (�) =
∫

D
j(u) dx, (3)
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Fig. 1 Computational
domain � of (4)

n

Γ
∂Ω

Ω1

Ω2

where j : R → R is a Lipschitz continuos function and u is the solution the scalar
interface problem

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−div(σ (x)∇u) = f in � = �1 ∪ �2,

[[u]] = 0 on �,
[[

σ
∂u

∂n

]]

= 0 on �,

u = 0 on ∂�,

(4)

with real piecewise constant coefficient

σ(x) := σ1χ�1(x) + σ2χ�2(x).

The jump symbol [[·]] denotes discontinuity across the interface �. Note that for the
Neumann jump the vector n points outward, see Fig. 1.

The shape gradient of shape differentiable PDE constrained shape functionals can
be expressed both as an integration in volume and as an integration on the boundary
(the latter as a result of the Hadamard–Zolésio structure theorem [7, Chap. 9, The-
orem3.6]). For instance, the shape gradient of (3) under the constraint (4) takes the
forms1

dJ (�;V) =
∫

�

(

σ∇u · (DV + DVT )∇p + p∇f · V

+ div(V) (j(u) − σ∇u · ∇p + fp)

)

dx (5)

and

dJ (�;V) =
∫

�

(V · n)

[[

2σ
∂p

∂n
∂u

∂n
− σ∇u · ∇p

]]

dS, (6)

1We tacitly assume that the vector field V vanishes on ∂� because we are mostly interested in the
contribution of the interface.
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where p is the solution of the adjoint problem

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

−div(σ (x)∇p) = j′(u)χD in �,

[[p]] = 0 on �,
[[

σ
∂p

∂n

]]

= 0 on �,

p = 0 on ∂�.

(7)

Remark 1 Deriving explicit formulas of shape gradients is a delicate and error prone
task. Among the several techniques available in literature, the so-called “fast deriva-
tion” method of Céa provides a formal shortcut to find the boundary based formula-
tion, cf. [1, Chap. 6.4.3] and [11]. However, great care has to be taken with interface
problems. In this case it is worth working out the details in order to overcome the
subtle issues induced by the presence of the interface. A thorough derivation of (5)
and (6) can be found in [5].

3 Approximation of Shape Gradients

The shape gradient dJ (�;V) of (3) depends on the solution of the two IPs (4) and
(7). To better stress this dependency, as well as to distinguish between Formulas (5)
and (6),we refer to themwith the notation dJ (�, u, p;V)Vol and dJ (�, u, p;V)Bdry,
respectively.

Lemma 1 Let u and p be exact solutions of (4) and (7), respectively. Then, the
following equality holds

dJ (�, u, p;V)Vol = dJ (�, u, p;V)Bdry. (8)

Proof Integration by parts on Formula (5) yields

dJ (�;V) =
∫

�

(

σ∇u · (DV + DVT )∇p

− V · (

j′(u)∇u − σ∇(∇u · ∇p) + f ∇p
)
)

dx

+
∫

�

[[V · n (j(u) − σ∇u · ∇p + fp)]] dS. (9)

With the vector calculus identity [8, Eq. (44)]

∇u · (DV + DVT )∇p + V · ∇(∇u · ∇p) = ∇p · ∇(V · ∇u) + ∇u · ∇(V · ∇p), (10)
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Formula (9) can be rewritten as

dJ (�;V) =
∫

�

(

σ∇p · ∇(V · ∇u) + σ∇u · ∇(V · ∇p)

− j′(u)V · ∇u − fV · ∇p

)

dx

+
∫

�

[[V · n (j(u) − σ∇u · ∇p + fp)]] dS. (11)

Then, integration by parts yields

dJ (�;V) =
∫

�

[[

σ
∂p

∂n
V · ∇u

]]

−
∫

�

div(σ∇p)(V · ∇u) + j′(u)(V · ∇u) dx

+
∫

�

[[

σ
∂u

∂n
V · ∇p

]]

−
∫

�

div(σ∇u)(V · ∇p) + f (V · ∇p) dx

+
∫

�

[[V · n (j(u) − σ∇u · ∇p + fp)]] dS. (12)

The two domain integrals in (12) vanish because of (4) and (7). Moreover, since
[[u]] = 0 on �,

[[

σ
∂p

∂n
V · ∇u

]]

= V · n
[[

σ
∂p

∂n
∂u

∂n

]]

and [[V · nj(u)]] = 0,

and since [[p]] = 0, [[V · nfp]] = 0, so that we retrieve

dJ (�;V) =
∫

�

V · n
[[

2σ
∂p

∂n
∂u

∂n
− σ∇u · ∇p

]]

dS. (6)

�

Remark 2 For dJ (�, u, p;V)Vol to be well-defined, it is sufficient to assume that
u, p ∈ H1(�). On the other hand, higher regularity of u and p is required for
dJ (�, u, p;V)Bdry to be well-defined because the latter is not continuous on H1(�).

Usually, exact solutions of IPs are not available, and one has to rely on numerical
approximations uh, ph ∈ W 1,∞(�). Equality (8) breaks down when u and p are
replaced with their approximate counterparts [8], and both formulas (5) and (6)
become approximations

dJ (�, uh, ph;V)Vol ≈ dJ (�;V) ≈ dJ (�, uh, ph;V)Bdry (13)

of the exact value dJ (�;V). The natural question is then which among
dJ (�, uh, ph; ·)Vol and dJ (�, uh, ph; ·)Bdry is closer to dJ (�; ·).
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The answer may depend on the underlying discretization scheme. Although
discretization by boundary element method is also possible [2, 4], we focus on
discretizations by means of finite elements. This is the most popular choice in shape
optimization because of its flexibility, which is much appreciated among engineers.

In applied mathematics several operators that depend on the solution of bound-
ary value problems have equivalent volume and boundary based representations.
For instance, this is the case for lift functionals for potential flow [12] and for far
field functionals in electromagnetism [13, 14]. When used in the context of finite
element approximations, volume based formulations tend to exhibit faster conver-
gence and superior accuracy than their counterparts formulated on the boundary.
This can be motivated by volume integrals being continuous in energy norm, whilst
boundary integrals involve traces that are not well-defined on the natural variational
space. This difference determines whether the formulation displays the superconver-
gence that holds for the evaluation of continuous functionals on Galerkin solutions
[15, Sect. 2].

On account of Remark2,we heuristically expect the same trend in (13). A rigorous
statement can be made in case of smooth interfaces and sufficient regular source
function in (4). Following the same lines as for the proofs of Theorems3.1 and 3.2
in [10], it can be shown that2

|dJ (�;V) − dJ (�, uh, ph;V)Vol| = Ch2‖V‖W 2,4(Rd ;Rd) (14)

and that
|dJ (�;V) − dJ (�, uh, ph;V)Bdry| = Ch‖V‖L∞(Rd ;Rd), (15)

when uh and ph are Ritz-Galerkin solutions computed with piecewise linear
Lagrangian finite elements on a family of quasi-uniform triangular meshes with
nodal basis functions.

Remark 3 The result (14) is restricted to vector fields in W 2,4(Rd;Rd) because the
proof relies on finite element duality techniques [16, Chap.5.7]. However, the volume
based formulation (5) is a continuous linear operator with respect to W 1,∞(Rd;Rd),
and it can easily be shown that

|dJ (�;V) − dJ (�, uh, ph;V)Vol| = Ch‖V‖W 1,∞(Rd ;Rd). (16)

On the other hand, the estimate (15) relies on the nontrivial approximation properties
of finite element solutions in W 1,∞(�) [16, Corollary8.1.12]. We are not aware of a
technique to improve the rate in (15) by restricting the space of vector fields.

2We denote by C a generic constant, which may depend on�, its discretization, the source function
f , and the coefficient σ . Its value may differ between different occurrences.
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4 Numerical Experiments

We consider the quadratic shape functional

J (�) =
∫

�

u2 dx.

The shape gradient is a linear bounded operator on W 1,∞(Rd,Rd). Hence, the
quality of the approximation in (13) should be investigated in the operator norm.
Numerically, this is an extremely challenging task, if not impossible. Therefore we
have to content ourself with considering convergence with respect to a more tractable
operator norm over a finite dimensional space of vector fields.

Since we are mainly interested in contributions of the interface, we select vector
fields that vanish on ∂�. We set � =] − 2, 2[2 (a square centered in the origin and
with side equal 4), and we restrict ourself to the finite dimensional space of vector
fields of the form3

V(x, y) =
∑

m1+n1≤5
m2+n2≤5

m1,m2,n1,n2≥1

λm1,n1

(
v(x, y, m1, n1)

0

)

+ λm2,n2

(
0

v(x, y, m2, n2)

)

with v(x, y, m, n) = sin(mxπ/2) sin(nyπ/2) and λmi,ni ∈ R. Moreover, we replace
the W 1,∞-norm with the more manageable H1-norm.

To investigate the convergence, we monitor the approximate dual norms

errVol :=
(

max
V

1

‖V‖2H1(�)

|dJ (�;V) − dJ (�, uh, ph;V)Vol|2
)1/2

(17)

and

errBdry :=
(

max
V

1

‖V‖2H1(�)

|dJ (�;V) − dJ (�, uh, ph;V)Bdry|2
)1/2

(18)

on different meshes generated through uniform refinement.4 The reference value
dJ (�;V) is approximated by evaluating both dJ (�, uh, ph;V)Vol and dJ (�,

uh, ph;V)Bdry on a mesh with an extra level of refinement. To avoid biased results
we display convergence history both with self- and cross-comparison.

3Repeating the experiments for mi + ni ≤ 3 produces results in agreement with the observations
made for mi + ni ≤ 5. Therefore, the arbitrary choice of restricting the sum of the indices to 5 does
not seem to compromise our observations.
4 In experiment 1 new meshes are always adjusted to fit the curved interface.
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Fig. 2 Plot of the solution u of the state problem in the computational domain � for the first (left)
and the second (right) numerical experiment. The interface is drawn with a dashed line

As in [10], we consider finite element discretizations based on linear Lagrangian
finite elements on quasi-uniform triangular meshes with nodal basis functions.5 Inte-
grals in the domain are computed by 7 point quadrature rule in each triangle, while
line integrals by 6 point Gauss quadrature on each segment. In experiment 1, the
interface is approximated by a polygon. Nevertheless, the convergence of linear
finite elements is not affected by this discretization [17].

In the first numerical experiment the interface� is a circle centered in (0.1, 0.2)
and with radius equal 1, see Fig. 2 (left). The problem data are

f (x) = 1 and σ(x) = 2χ�1(x) + 1χ�2(x). (19)

The numerical results are displayed in Fig. 3 (left column). We clearly see that the
volume based formulation converges faster and is more accurate than its boundary
based counterpart. The convergence rates agree with what has been predicted by
(14) and (15). In the cross-comparison plot dJ (�, uh, ph;V)Vol saturates due to
insufficient accuracy of the reference solution computed with dJ (�, uh, ph;V)Bdry,
whereas the boundary based formulation converges with the same rate as for the
self-comparison.

In the second numerical experiment the interface � is a triangle with corners
located at (−1,−1), (1,−1) and (0.2, 1), see Fig. 2 (right). Interface corners are
known to affect the regularity of the solution of interface problems [18]. Therefore,
the estimates (14) and (15) can not be proved in this case, and we expect to observe
lower convergence rates. To better stress the impact of the corners we increase the
contrast of the diffusion coefficient by setting

σ(x) = 10χ�1(x) + 1χ�2(x).

5The experiments are performed in MATLAB and are based on the library LehrFEM developed at
ETHZ. Mesh generation and uniform refinement are performed with the functions initmesh and
refinemesh of the MATLAB PDE Toolbox.
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Fig. 3 Convergence history for the first (left column) and the second (right column) numerical
experiment. In the first row the reference value dJ (�;V) is computed with an extra level of
refinement. The second row displays cross-comparisons

The source function is the same as in (19). From the results displayed in Fig. 3 (right
column) we observe that the volume based formulation converges faster and is more
accurate then its boundary based counterpart. Again, in the cross-comparison the
convergence history of the volume based formulation saturates due to an insufficient
accuracy of the reference solution computed with dJ (�, uh, ph;V)Vol. We suspect
that this inaccuracy gives rise to the difference in the convergence rates of the bound-
ary based formulation between self- and cross-comparisons.

In the third numerical experiment we investigate the impact of the choice of
the diffusion coefficient σ on the results obtained in the first and in the second
numerical experiment. For σ2 = 1 fixed and σ1 = 0.1, 0.5, 0.8, 1.25, 2, 10, we
monitor the approximate relative error constructed by dividing the approximate dual
norms (17) and (18) by

max
V

|dJ (�;V)|
‖V‖H1(�)

.
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Fig. 4 Convergence history for the third numerical experiment. The choice of the diffusion
coefficient has no influence on the convergence rates in case of a circular interface (left). On the
other hand, for a triangular interface (right), the effect of the singularity in the functions u and p is
visible only for high contrasts σ1/σ2

The reference solution is computed evaluating dJ (�, u, p;V)Vol on a mesh with
an extra level of refinement. In Fig. 4 (left), we see that the choice of the diffusion
coefficient σ has no influence on the convergence rates in case of a circular interface.
On the other hand, for non-smooth interfaces, the effect of the singularity in the
functions u and p is visible only for high contrasts σ1/σ2.

5 Conclusion

The shape gradient of shape differentiable PDE constrained shape functionals is a
linear bounded operator on W 1,∞(Rd,Rd), and its knowledge is the starting point
for gradient based shape optimization. The shape gradient can be stated both as an
integration in volume and as an integration on the boundary, both of which depend on
the solution of boundary value problems. When used with discrete solutions, these
two representations lose their equivalence and become approximations of dJ (�; ·).
Theoretical considerations in Sect. 3 and numerical experiments in Sect. 4 convey that
volume based approximations of the shape gradient are better suited in the context of
finite element discretizations. Although our investigations are conducted on a chosen
class of scalar interface problems, we believe that similar conclusions can be drawn
for the case of more general PDE constraints stemming from electromagnetism and
continuum mechanics.
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Towards a Lagrange–Newton Approach
for PDE Constrained Shape Optimization

Volker H. Schulz, Martin Siebenborn and Kathrin Welker

Abstract The novel Riemannian view on shape optimization developed in [27] is
extended to a Lagrange–Newton approach for PDE constrained shape optimization
problems. The extension is based on optimization on Riemannian vector space bun-
dles and exemplified for a simple numerical example.

Keywords Shape optimization · Riemannian manifold · Newton method

1 Introduction

Shape optimization problems arise frequently in technological processes, which are
modeled in the form of partial differential equations as in [2–4, 13, 14, 24–26].
In many practical circumstances, the shape under investigation is parametrized by
finitely many parameters, which on the one hand allows the application of standard
optimization approaches, but on the other hand limits the space of reachable shapes
unnecessarily. Shape calculus, which has been the subject of several monographs
[12, 22, 29] presents a way out of that dilemma. However, so far it is mainly applied
in the form of gradient descent methods, which can be shown to converge. The major
difference between shape optimization and the standard PDE constrained optimiza-
tion framework is the lack of the linear space structure in shape spaces. If one cannot
use a linear space structure, then the next best structure is the Riemannian manifold
structure as discussed for shape spaces in [5, 6, 19–21]. The publication [27] makes
a link between shape calculus and shape manifolds and thus enables the usage of
optimization techniques on manifolds in the context of shape optimization.
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PDE constrained shape optimization however, is confronted with function spaces
defined on varying domains. The current paper presents a vector bundle framework
based on the Riemannian framework established in [27], which enables the discus-
sion of Lagrange–Newton methods within the shape calculus framework for PDE
constrained shape optimization.

The paper first presents the novel Riemannian vector bundle framework on Sect. 2,
discusses this approach for a specific academic example in Sect. 3 and presents
numerical results in Sect. 4.

2 Constrained Riemannian Shape Optimization

The typical set-up of an equality constrained optimization problem is

min
y,u

J(y, u) , J : Y × U → R

s.t. c(y, u) = 0 , c : Y × U → Z

where U, Y , Z are linear spaces and c, J sufficiently smooth nonlinear functions [8].
In some situations the constraint c allows to apply the implicit function theorem
in order the define a unique control to state mapping y(u) and thus the constrained
problem maybe reduced to an unconstrained one of the form

min
u

J(y(u), u).

However, the constrained formulation is often computationally advantageous,
because it allows the usage of pre-existing solver technology for the constraint and it
is geared towards an efficient SAND (simultaneous analysis and design) or one–shot
approach based on linear KKT systems. So far, shape optimization methods based
on the shape calculus, have been mainly considered with the reduced black-box
framework above via the implicit function theorem—mainly because the set of all
admissible shapes is typically not a linear space—unlike the spaceU above. The pub-
lication [27] has developed a Riemannian framework for shape optimization in the
reduced unconstrained paradigm, which enables Newton—like iteration techniques
and convergence results. This publication aims at generalizing those results to the
constrained perspective—in particular for the case that the constraint is of the form
of a set of partial differential equations (PDE).

Within that framework, the space Y for the state variable is a linear (function)
space depending explicitly on u ∈ U, e.g., H1(�(u)), where �(u) is the interior of a
shape u. This line of thinking leads to vector bundles of function spaces as discussed
in detail in [18]. Thus, we now consider a Riemannian manifold (N , G) of class Cq

(q ≥ 0), where G is a smooth mapping assigning any point p ∈ N an inner product
Gp(·, ·) on the tangential bundle TN . For each u ∈ N , there is given a Hilbert space
H(u) such that the set
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E := {(H(u), u) | u ∈ N }

is the total space of a vector bundle (E,π,N ). In particular, there is a bundle—
projection π : E → N and for an open covering {Ui} of N a local Cq isomorphism

τi : π−1(Ui) → H0 × Ui

where H0 is a Hilbert space. In particular, we have an isomorphism on each fiber

τi(u) : π−1(x) = H(u) → H0

and for u ∈ Ui ∩Uj, the mapping τi(u)◦ τj(u)−1 : H0 → H0 is a linear isomorphism.
The total space E of the vector bundle (E,π,N ) is by itself a Riemannian manifold,
where the tangential bundle TE satisfies

T(y,u)E ∼= H(u) × TyN .

In Riemannian geometry, tangential vectors are considered as first order differen-
tial operators acting on germs of scalar valued functions (e.g. [10]). Such a differential
operator will be notated by h(J)(e), if J : E → R is a differentiable function and
e ∈ E. We will have to deal with derivatives, where we will always use directional
derivatives of scalar valued functions only, but notate them in the usual fashion. Let
the derivative of J at e in direction h ∈ TE be denoted by DJ(e)h. Then, we define
in this setting

DJ(e)h := h(J)(e) , h ∈ TE.

In particular, we denote

∂

∂y
J(y, u)hy := h1(J)(y, u) , h1 := (hy, 0) ∈ TE

∂

∂u
J(y, u)hu := h2(J)(y, u) , h2 := (0, hu) ∈ TE

where hy ∈ H(u) and hu ∈ TyN , if h1, h2 ∈ T(y,u)E.
We consider now the following constrained optimization problem

min
(y,u)∈E

J(y, u) , J : E → R (1)

s.t. au(y, p) = bu(p) , ∀p ∈ H (2)

whereau(., .) is a bilinear formandbu(.) a linear formdefined on thefiberH which are
Cq with respect to u. The scalar valued function J is assumed to be Cq. Intentionally,
the weak formulation of the PDE is chosen for ease of presentation. Now, it will be
necessary to define the Lagrangian L in order to formulate the adjoint and design
equation to the constrained optimization problem (1–2).
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Definition 1 We define the Lagrangian in the setting above for (y, u, p) ∈ F as

L (y, u, p) := J(y, u) + au(y, p) − bu(p)

where F := {(H(u), u, H(u)) | u ∈ N } with T(y,u,p)F ∼= H(u) × TyN × H(u).

Let (ŷ, û) ∈ E solves the optimization problem (1–2). Then, the (adjoint) varia-
tional problem which we get by differentiating L with respect to y is given by

aû(z, p) = − ∂

∂y
J(ŷ, û)z , ∀z ∈ H(û) (3)

and the design problem which we get by differentiatingL with respect to u is given
by

∂

∂u
u=û

[

J(ŷ, u) + au(ŷ, p̂) − bu(p̂)
]

w = 0 , ∀w ∈ TûN (4)

where p̂ ∈ H solves (3). If we differentiate L with respect to p, we get the state
equation (2). These (KKT) conditions (2–4) could be collected in the following
condition:

DL (ŷ, û, p̂)h = 0 , ∀h ∈ T(y,u,p)F. (5)

Remark 1 In a vector space setting, the existence of a solution p ∈ H of the (adjoint)
variational problem (3) is typically guaranteed by so-called constraint qualifications.
From this point of view, here, the existence itself can be interpreted as formulation
of a constraint qualification.

By using a Riemannian metric G on TN and a smoothly varying scalar product
〈., .〉u on the Hilbert space H(u), we can envision T(y,u,p)F as a Hilbert space with a
canonical scalar product

〈⎛

⎝

z1
w1

q1

⎞

⎠ ,

⎛

⎝

z2
w2

q2

⎞

⎠

〉

T(y,u,p)F

:= 〈z1, z2〉u + Gu(w1, w2) + 〈q1, q2〉u (6)

and thus also (F, 〈., .〉TF) as Riemannian manifold. This scalar product can be used
to apply the Riesz representation theorem in order to define the gradient of the
Lagrangian gradL ∈ TF by the condition

〈gradL , h〉T(y,u,p)F := DL (y, u, p)h , ∀h ∈ T(y,u,p)F.

Now, similar to standard nonlinear programmingwe can solve the problem of finding
(y, u, p) ∈ F with

gradL (y, u, p) = 0 (7)



Towards a Lagrange–Newton Approach for PDE Constrained Shape Optimization 233

as ameans to find solutions to the optimization problem (1–2). The nonlinear problem
(7) has exactly the form of the root finding problems discussed in [27]. Exploiting
the Riemannian structure on TF, we can formulate a Newton iteration involving the
Riemannian Hessian which is based on the resulting Riemannian connection:

kth iteration:

(1) compute increment �ξ as solution of

HessL (ξk)�ξ = −gradL (ξk) (8)

(2) increment ξk+1 := expξk (αk · �ξ) for some steplength αk

This iteration will be detailed out below. However, before that, we have to specify the
scalar product on the Hilbert space involved. Since we will use the exponential map
based on the Riemannian metric on F, we would like to choose a metric that is in the
Hilbert space parts as simple as possible. Therefore we use the metric defined on the
Hilbert space (H0, 〈., .〉0) and transfer that canonically to the Hilbert spaces H(u).
Thus, we assume now that in the sequel we only have to deal with one particular
chart (Ui, τi) from the covering {Ui} and define there

〈z1, z2〉u := 〈τi(u)z1, τi(u)z2〉0 , ∀u ∈ Ui .

Now, geodesics in the Hilbert space parts of F are represented just by straight lines
in H0 and the exponential map can be expressed in the form

exp(y,u,p)(z, w, q)

=
(

τi
(

expNu (w)
)−1 ◦ τi(u)(y + z), expNu (w), τi

(

expNu (w)
)−1 ◦ τi(u)(p + q)

)

where expN denotes the exponential map on the manifold N .
Within iteration (8), the Hessian has to be discussed. It is based on the Riemannian

connection ∇ on F at u ∈ N . The expression ∇N
u may denote the Riemannian

covariant derivative on TuN . Since the scalar product inH is completely independent
from the location u ∈ N , we observe that mixed covariant derivatives of vectors
from H with respect to tangential vectors in TN are reduced to simple directional
derivatives—which is the case for derivatives in linear spaces anyway. Thus:

∇(hy,hu,hp) : T(y,u,p)F→ T(y,u,p)F
⎛

⎝

z
w

q

⎞

⎠ �→
⎛

⎜
⎝

∂
∂y z[hy] + ∂

∂u z[hu] + ∂
∂p z[hp]

∂
∂y w[hy] + ∇N

u w[hu] + ∂
∂pw[hp]

∂
∂y q[hy] + ∂

∂u q[hu] + ∂
∂p q[hp]

⎞

⎟
⎠

From the definition of the Hessian as HessL [h] := ∇hgradL we conclude the
following block structure of the Hessian:
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HessL =
⎛

⎝

DygradyL DugradyL DpgradyL
DygraduL ∇N

u graduL DpgraduL
DygradpL DugradpL 0

⎞

⎠ (9)

From a practical point of view, it may be advantageous to solve Eq. (8) in a weak
formulation as

∇(DL (y, u, p)h)

⎛

⎝

z
w

q

⎞

⎠ = −DL (y, u, p)h , ∀h ∈ T(y,u,p)F (10)

i.e., in detail, the following equations have to be satisfied for all h := (z̄, w̄, q̄)T ∈
T(y,u,p)F:

H11(z, z̄)+H12(w, z̄)+H13(q, z̄) = −au(z̄, p)− ∂

∂y
J(y, u)z̄ (11)

H21(z, w̄)+H22(w, w̄)+H23(q, w̄) = − ∂

∂u

[

J(y, u)+au(y, p)−bu(p)
]

w̄ (12)

H31(z, q̄)+H32(w, q̄) + H33(q, q̄) = −au(y, q̄)+bu(q̄) (13)

where

H11(z, z̄) = ∂2

∂y2
J(y, u)zz̄

H12(w, z̄) = ∂

∂u

[

au(z̄, p) + ∂

∂y
J(y, u)z̄

]

w

H13(q, z̄) = au(z̄, q)

H21(z, w̄) = ∂

∂y

∂

∂u

([

J(y, u) + au(y, p)
]

w̄
)

z

H22(w, w̄) = G
(

HessN (J(y, u) + au(y, p) − bu(p)) w, w̄
)

H23(q, w̄) = ∂

∂u

[

au(y, q) − bu(q)
]

w̄

H31(z, q̄) = au(z, q̄)

H32(w, q̄) = ∂

∂u

[

au(y, q̄) − bu(q̄)
]

w

H33(q, q̄) = 0

One should note that the covariant derivative ∇ reveals natural symmetry properties
and thus obvious symmetries can be observed in the components above not involv-
ing second shape derivatives. A key observation in [27] is that even the expression
H22(w, w̄) is symmetric in the solution of the shape optimization problem. This
motivates a shape—SQP method as outlined below, where away from the solution
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only expressions in H22(w, w̄) are used which are nonzero at the solution. Its basis
is the following observation:

If the term H22(w, w̄) is replaced by an approximation Ĥ22(w, w̄), which omits
all terms in H22(w, w̄), which are zero at the solution and if the reduced Hessian
of (9) built with this approximation is coercive, equation (10) is equivalent to the
linear–quadratic problem

min
(z,w)

1

2

(

H11(z, z)+2H12(w, z)+ Ĥ22(w, w)
)

+ ∂

∂y
J(y, u)z + ∂

∂u
J(y, u)w (14)

s.t. au(z, q̄)+ ∂

∂u

[

au(y, q̄)−bu(q̄)
]

w = −au(y, q̄)+bu(q̄) , ∀q̄ ∈ H(u) (15)

where the adjoint variable to the constraint (15) is just p + q. In the next sections,
we also omit terms in H11 and H12, which are zero, when evaluated at the solution
of the optimization problems. Nevertheless, quadratic convergence of the resulting
SQP method is to be expected and indeed observed in Sect. 4.

3 Discussion for a Poisson–type Model Problem

In this section, we apply the theoretical discussion of Sect. 2 to a PDE constrained
shape optimization problem, which is inspired by the standard tracking—type ellip-
tic optimal control problem and motivated by electrical impedance tomography. It
is very close to the model problem of example 2 in [9] and the inverse interface
problem in [17].

Let the domain � := (0, 1)2 ⊂ R2 split into the two subdomains �1,�2 ⊂ �

such that �1∪· �∪· �2 = � and ∂�1 ∩∂�2 = �. The interface � is replaced by u and
an element of the following manifold

B0
e([0, 1],R2) := Emb0([0, 1],R2)/Diff0([0, 1])

i.e., an element of the set of all equivalence classes of the set of embeddings

Emb0([0, 1],R2) := {φ ∈ C∞([0, 1],R2) | φ(0) = (0.5, 0),φ(1) = (0.5, 1),

φ injective immersion}

where the equivalence relation is defined by the set of all C∞ re-parametrizations,
i.e., by the set of all diffeomorphisms

Diff0([0, 1],R2) := {φ : [0, 1] → [0, 1] | φ(0) = (0.5, 0),φ(1) = (0.5, 1),

φ diffeomorphism}.
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Fig. 1 Example of a domain
�(u) = �1(u) ∪· u ∪· �2(u) Ω2(u)Ω1(u)

u

In Fig. 1 the construction of the domain � from the interface u ∈ B0
e([0, 1],R2) is

illustrated. Now, we consider � dependent on u. Therefore, we denote it by �(u) =
�1(u)∪· u ∪· �2(u).

Remark 2 The manifold B0
e([0, 1],R2) is constructed in analogy to the manifold

Be(S1,R2) in [20] as a set of equivalence classes in a set of embeddings with respect
to a equivalence relation which is given by a set of diffeomorphisms. Moreover, a
particular point on the manifold B0

e([0, 1],R2) is represented by a curve c : [0, 1] →
R2, θ �→ c(θ). Because of the equivalence relation Diff([0, 1]), the tangent space is
isomorphic to the set of all smooth vector fields along c, i.e.,

TcB0
e([0, 1],R2) ∼= {h | h = αn,α ∈ C∞ ([0, 1],R)}

where n is the unit outer normal to �1(u) at u. Thus, all considerations of [27] carry
easily over to our manifold B0

e([0, 1],R2).

The PDE constrained shape optimization problem is given in strong form by

min
u

J(y, u) ≡ 1

2

∫

�(u)

(y − ȳ)2dx + μ

∫

u
1ds (16)

s.t. − �y = f in �(u) (17)

y = 0 on ∂�(u) (18)

where

f ≡
{

f1 = const. in �1(u)

f2 = const. in �2(u)
. (19)

The perimeter regularization with μ > 0 in the objective (16) is a frequently used
means to overcome ill—posedness of the optimization problem (e.g. [1]). Let n be the
unit outer normal to�1(u) at u. We observe that the unit outer normal to�2(u) at u is
equal to−n,which enables us to use only onenormal n for the subsequent discussions.
Furthermore, we have interface conditions at the interface u. We formulate explicitly
the continuity of the state and of the flux at the boundary u as
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[[y]] = 0,

[[
∂y

∂n

]]

= 0 on u (20)

where the jump symbol [[·]] denotes the discontinuity across the interface u and is
defined by [[v]] := v1 − v2 where v1 := v

∣
∣
�1

and v2 := v
∣
∣
�2
.

The boundary value problem (17–20) is written in weak form as

au(y, p) = bu(p) , ∀p ∈ H1
0 (�(u)) (21)

where

au(y, p) :=
∫

�(u)

∇yT∇p dx −
∫

u

[[
∂y

∂n
p

]]

ds (22)

bu(p) :=
∫

�(u)

fp dx. (23)

Now, F from Definition 1 takes the specific form

F := {

(H1
0 (�(u)), u, H1

0 (�(u))) | u ∈ B0
e([0, 1],R2)

}

.

The metric in the vector space parts is constructed by employing a “mesh deforma-
tion”. Mesh deformations are often used to deform a computational mesh smoothly
in accordance with a deformation of the boundary of the computational domain.
Here, we use this in the form of a deformation of the computational domain rather
than of the mesh only and assume that there is a bijective C∞-mapping

�u : [0, 1]2 → �(u),

e.g., �u is the deformation given by the solution of a linear elasticity problem. Thus,
we can construct the necessary bijective identification

τ (u) : H1
0 (�(u)) → H1

0

(

(0, 1)2
)

, g �→ g ◦ �u.

We have to detail the expressions in Eq. (8) or respectively (10). First, the
Lagrangian is defined for (y, u, p) ∈ F as

L (y, u, p) := J(y, u) + au(y, p) − bu(p)

where J(y, u) is defined in (16) and au, bu are defined in (22, 23). Now, we focus on
the shape derivative ofL in direction of a continuous vector field V . It is defined by

∂

∂u
L (y, u, p)[V ] := lim

t→0+

L (y, ut, p) − L (y, u, p)

t
(24)
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if for all directions V this limit exists and the mapping V �→ ∂
∂uL (y, u, p)[V ] is

linear and continuous. The perturbed boundaries ut in (24) are defined by

ut := Ft(u) = {Ft(x) : x ∈ u} with u0 = u (25)

where Ft(x) := x + tV (x) denotes the perturbation of identity and t ∈ [0, T ] with
T > 0.

Remark 3 One should note that we get perturbed domains �t given by

�t := Ft(�(u)) = {Ft(x) : x ∈ �(u)} with �0 = �(u) (26)

due to the perturbed boundaries ut .

Remark 4 The perturbation of u or respectively �(u) could also be described by
the velocity method, i.e., as the flow Ft(x) := ξ(t, x) determined by the initial value
problem

dξ(t, x)

dt
= V (ξ(t, x))

ξ(0, x) = x
(27)

instead of the perturbation of identity.

We first consider the objective J in (16) without perimeter regularization. Then
the shape derivative ∂

∂uL (y, u, p)[V ] can be expressed as an integral over the domain
�(u) as well as an integral over the interface u which is better suited for a finite ele-
ment implementation as already mentioned for example in [12, Remark 2.3, p. 531].
An important point to note here is that the shape derivative of ourL evaluated in its
saddle—point is equal to the one of J due to the theorem of Correa and Seeger [11,
theorem 2.1]. Such a saddle—point is given by

∂L (�, y, p)

∂y
= ∂L (�, y, p)

∂p
= 0 (28)

which leads to the adjoint equation

−�p = −(y − y) in �(u) (29)

p = 0 on ∂�(u) (30)

[[p]] = 0 on u (31)
[[

∂p

∂n

]]

= 0 on u (32)

and to the state equation
− �y = f in �(u). (33)
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Like in [28] we first deduce a representation of the shape derivative expressed as a
domain integral which will later allow us to calculate the boundary expression of
the shape derivative by means of integration by parts on the interface u. One should
note however, that by the Hadamard structure theorem [29, Theorem 2.27] only the
normal part of the continuous vector field has an impact on its value. Applying the
following common rule for differentiating domain integrals

d+

dt

(∫

�t

η(t)

) ∣
∣
∣
t=0

=
∫

�

(Dmη + div(V )η) (34)

which was proved in [15, Lemma 3.3] yields

∂

∂u
L (y, u, p)[V ] = lim

t→0+

L (y, ut, p) − L (y, u, p)

t
= d+

dt
L (y, ut, p)

∣
∣
∣
t=0

=
∫

�(u)

Dm

(
1

2
(y − y)2

)

+ Dm
(∇yT∇p

) − Dm(fp)

+ div(V )

(
1

2
(y − y)2 + ∇yT∇p − fp

)

dx

−
∫

u
Dm

([[
∂y

∂n
p

]])

+ divu(V )

[[
∂y

∂n
p

]]

ds

(35)

where Dm denotes the material derivative with respect to Ft = id + tV which is
defined by

Dm (j(x)) := lim
t→0+

(j ◦ Ft) (x) − j(x)

t
= d+

dt
(j ◦ Ft) (x)

∣
∣
∣
t=0

(36)

for a generic function j : �t → R. For the material derivative the product rule holds.
Moreover, the following equality was proved in [7]

Dm (∇j) = ∇ (Dm(j)) − ∇V T∇j. (37)

Combining (35), the product rule and (37) we obtain

∂

∂u
L (y, u, p)[V ] =

∫

�(u)

(y − y)Dm (y) + ∇(Dm(y))T ∇p + ∇yT∇(Dm (p))

− ∇yT
(∇V + ∇V T

) ∇p − Dm(f )p − fDm(p)

+ div(V )

(
1

2
(y − y)2 + ∇yT∇p − fp

)

dx

−
∫

u

[[

Dm

(
∂y

∂n

)

p + ∂y

∂n
Dm(p)

]]

+ divu(V )

[[
∂y

∂n
p

]]

ds.
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From this we get

∂

∂u
L (y, u, p)[V ] =

∫

�(u)

((y − y) − �p) Dm (y) + (−�y − f ) Dm (p)

− ∇yT
(∇V + ∇V T

) ∇p − Dm(f )p

+ div(V )

(
1

2
(y − y)2 + ∇yT∇p − fp

)

dx

+
∫

u

[[
∂p

∂n
Dm(y) − Dm

(
∂y

∂n

)

p

]]

+ divu(V )

[[
∂y

∂n
p

]]

ds. (38)

To deal with the term Dm(f )p, we note that the shape derivative of a generic function
j : �t → R with respect to the vector field V is given by

Dj[V ] := Dmj − V T j. (39)

Therefore Dm(f )p is equal to pV T∇f in the both subdomains �1(u), �2(u). Due to
the continuity of the state and of the flux (20) their material derivative is continuous.
Thus, we get

[[
∂p

∂n
Dm(y)

]]

= Dm(y)

[[
∂p

∂n

]]

(32)= 0 on u (40)

[[

Dm

(
∂y

∂n

)

p

]]

= Dm

(
∂y

∂n

)

[[p]] (31)= 0 on u. (41)

That [[
∂y

∂n
p

]]

= 0 on u (42)

follows from (20), (31) and the identity

[[ab]] = [[a]]b1 + a2[[b]] = a1[[b]] + [[a]]b2 (43)

which implies
[[ab]] = 0 if [[a]] = 0 ∧ [[b]] = 0. (44)

By combining (29), (33) and (38–42), we obtain
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∂

∂u
L (y, u, p)[V ] =

∫

�(u)

−∇yT
(∇V + ∇V T

) ∇p − pV T∇f

+ div(V )

(
1

2
(y − y)2 + ∇yT∇p − fp

)

dx

(45)

i.e., the shape derivative ofL expressed as domain integral which is equal to the one
of J due to the theorem of Correa and Seeger. Now, we convert this domain integral
into a boundary integral as mentioned above. Integration by parts in (45) yields

∫

�(u)

div(V )

(
1

2
(y − y)2 + ∇yT∇p − fp

)

dx

= −
∫

�(u)

V T
(

(y − y)∇y + ∇ (∇yT∇p
) − ∇(fp)

)

dx

+
∫

u

[[(
1

2
(y − y)2 + ∇yT∇p − fp

)

〈V, n〉
]]

ds

+
∫

∂�(u)

(
1

2
(y − y)2 + ∇yT∇p − fp

)

〈V, n〉 ds.

(46)

Since the outer boundary ∂� is not variable, we can choose the deformation vector
field V equals zero in small neighbourhoods of ∂�(u). Therefore, the outer integral
in (46) disappears. Combining (45), (46) and the vector calculus identity

∇yT
(∇V + ∇V T

) ∇p + V T∇ (∇yT∇p
) = ∇pT∇ (

V T∇y
) + ∇yT∇ (

V T∇p
)

which was proved in [7] gives

∂

∂u
L (y, u, p)[V ] =

∫

�(u)

−∇pT∇ (

V T∇y
) − ∇yT∇ (

V T∇p
)

− (y − y)V T∇y + f V T∇pdx

+
∫

u

[[(
1

2
(y − y)2 + ∇yT∇p − fp

)

〈V, n〉
]]

ds. (47)

Then, applying integration by parts in (47) we get

∫

�(u)

∇yT∇ (

V T∇p
)

dx

= −
∫

�(u)

�yV T∇pdx +
∫

u

[[
∂y

∂n
V T∇p

]]

ds +
∫

∂�(u)

∂y

∂n
V T∇pds (48)
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and analogously

∫

�(u)

∇pT∇ (

V T∇y
)

dx

= −
∫

�(u)

�pV T∇ydx +
∫

u

[[
∂p

∂n
V T∇y

]]

ds +
∫

∂�(u)

∂p

∂n
V T∇yds. (49)

Like in (46) the outer integral in (48) as well as in (49) vanishes due to the fixed outer
boundary ∂�(u). Thus, it follows that

∂

∂u
L (y, u, p)[V ] =

∫

�(u)

V T∇p (�y + f ) + V T∇y (�p − (y − y)) dx

+
∫

u

[[(
1

2
(y − y)2 + ∇yT∇p − fp

)

〈V, n〉
]]

−
[[

∂y

∂n
V T∇p

]]

−
[[

∂p

∂n
V T∇y

]]

ds. (50)

The domain integral in (50) vanishes due to (29) and (33). Moreover, the term
[[

1
2 (y − y)2 〈V, n〉]]disappears becauseof (20) and the term [[∇yT∇p 〈V, n〉]]because

of the continuity of ∇y and ∇p. That

[[
∂y

∂n
V T∇p

]]

=
[[

∂p

∂n
V T∇y

]]

= 〈V, n〉
[[

∂y

∂n

∂p

∂n

]]

= 0 (51)

follows from (20), (32) and (44). Thus, we obtain the shape derivative ofL expressed
as interface integral:

∂

∂u
L (y, u, p)[V ] = −

∫

u
[[f ]]p 〈V, n〉 ds (52)

Now,we consider the objective J in (16)with perimeter regularization. Combining
(52) with proposition 5.1 in [23] we get

∂

∂u
L (y, u, p)[V ] =

∫

u
(−[[f ]]p + μκ) 〈V, n〉 ds (53)

where κ denotes the curvature corresponding to the normal n.

Remark 5 Note that (52) is equal to ∂
∂u J(y, u)[V ] without perimeter regularization

and (53) is equal to ∂
∂u J(y, u)[V ] with perimeter regularization due to the theorem

of Correa and Seeger as mentioned above.
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We focus now on the weak formulation (11–13) and observe the following for the
right hand sides in the case of (16–18):

−au(z̄, p) − ∂

∂y
J(y, u)z̄ = −

∫

�(u)

∇ z̄T∇p + (y − ȳ)z̄dx (54)

− ∂

∂u

[

J(y, u) + au(y, p) − bu(p)
]

w̄ =
∫

u
([[f ]]p − μκ) 〈w̄, n〉 ds (55)

−au(y, q̄) + bu(q̄) =
∫

�(u)

−∇yT∇q̄ + f q̄dx (56)

These expressions are set to zero, in order to define the necessary conditions of
optimality.

Now, we discuss more details about the Hessian operators in the left hand sides
of (11–13). We first consider them without the term H22 which requires special care.
These are at the solution (y, u, p) ∈ F of the optimization problem (16–18) for all
h := (z̄, w̄, q̄)T ∈ T(y,u,p)F as follows:

H11(z, z̄) = ∂2

∂y2
J(y, u)zz̄ =

∫

�(u)

zz̄dx

H12(w, z̄) = ∂

∂u

[

au(z̄, p) + ∂

∂y
J(y, u)z̄

]

w = 0

H13(q, z̄) = au(z̄, q) =
∫

�(u)

∇ z̄T∇qdx

H21(z, w̄) = ∂

∂y

∂

∂u
(
[

J(y, u) + au(y, p)
]

w̄)z = 0

H23(q, w̄) = ∂

∂u

[

au(y, q) − bu(q)
]

w̄ = −
∫

u
[[f ]]q 〈w̄, n〉 ds

H31(z, q̄) = au(z, q̄) =
∫

�(u)

∇zT∇q̄dx

H32(w, q̄) = ∂

∂u

[

au(y, q̄) − bu(q̄)
]

w = −
∫

u
[[f ]]q̄ 〈w, n〉 ds

H33(q, q̄) = 0

We compute now the term H22. It will be evaluated at the solution of the optimization
problem which means that it consists only of the second shape derivative. In Sect. 4
this solution will be a straight line connection of the points (0.5, 0) and (0.5, 1), i.e.,
the curvature is equal to zero. Combining proposition 5.1 in [23] with the following
rule for differentiating boundary integrals

d+

dt

(∫

�t

η(t)

) ∣
∣
∣
t=0

=
∫

�

(

Dη[V ] +
(

∂η

∂n
+ ηκ

)

〈V, n〉
)

(57)
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which was proved in [16] yields

H22(w, w̄)

= G(HessN (J(y, u) + au(y, p) − bu(p)) w, w̄)

=
∫

u
−D ([[f ]] p) [w̄] 〈w, n〉 − [[f ]]

(

κp + ∂p

∂n

)

〈w̄, n〉 〈w, n〉

+ μ
∂w

∂τ

∂w̄

∂τ
〈w̄, n〉 〈w, n〉 ds

(58)

where ∂/∂τ denotes the derivative tangential to u. We have to evaluate the shape
derivative D ([[f ]]p) [w̄] in (58). We observe in our special case

p = 0 on u (59)

because of the necessary optimality condition (55). Thus, it holds that

Dp[w̄] = −w̄T∇p = −w̄T ∂p

∂n
n on u (60)

due to (39). Applying the product rule for shape derivatives yields

D ([[f ]]p) [w̄] = [[Df [w̄]p]] + [[fDp[w̄]]] (20)= [[Df [w̄]]]p + [[f ]]Dp[w̄]
(59)=
(60)

−[[f ]]∂p

∂n
〈w̄, n〉 on u.

(61)

Thus, the Hessian operator H22 reduces to

Ĥ22(w, w̄) =
∫

u

(

μ
∂w

∂τ

∂w̄

∂τ
− [[f ]]κp

)

〈w, n〉 〈w̄, n〉 ds. (62)

By using the expressions above, we can formulate the QP (14, 15) at the solution
in the following form:

min
(z,w)

F(z, w, y, p) (63)

s.t.
∫

�(u)

∇zT∇q̄dx −
∫

u
[[f ]]q̄wds

= −
∫

�(u)

∇yT∇q̄dx +
∫

�(u)

f q̄dx , ∀q̄ ∈ H1
0 (�(u)) (64)
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where the objective function F is given by

F(z, w, y, p) =
∫

�(u)

z2

2
+ (y − ȳ)zdx +

∫

u
μκw − [[f ]]pwds

+ 1

2

∫

u
μ

(
∂w

∂τ

)2

− [[f ]]κpw2ds.

(65)

This QP in weak formulation can be rewritten in the more intelligible strong form of
an optimal control problem:

min
(z,w)

F(z, w, y, p) (66)

s.t. − �z = �y + f1 in �1(u) (67)

−�z = �y + f2 in �2(u) (68)

∂z

∂n
= f1w on u (69)

− ∂z

∂n
= f2w on u (70)

z = 0 on ∂�(u) (71)

The adjoint problem to this optimal control problem is the boundary value prob-
lem:

−�q = −z − (y − ȳ) in �(u) (72)

q = 0 on ∂�(u) (73)

The resulting design equation for the optimal control problem (66–71) is

0 = −[[f ]] (p + κpw + q) + μκ − μ
∂2w

∂τ 2
on u. (74)

4 Numerical Results

In this section, we use the QP (63, 64) away from the optimal solution as a
means to determine the step in the shape normal direction and thus create an iter-
ative solution technique very similar to SQP techniques known from linear spaces.
We solve the optimal control problem (66–71) by employing a CG–iteration for
the reduced problem (74). I.e., we iterate over the variable w and each time the
CG–iteration needs a residual of equation (74) from wk , we compute the state vari-
able zk from (67–71) and then the adjoint variable qk from (72, 73), which enables
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Fig. 2 Iterations 0, 1 and 2 (left to right) together with deformations of mesh �1
h

Table 1 Performance of shape Lagrange–Newton algorithms: distances dist(uk, u∗) from the opti-
mal solution on meshes with varying refinement

It. no. �1
h �2

h �3
h

0 0.0705945 0.070637 0.0706476

1 0.0043115 0.004104 0.0040465

2 0.0003941 0.000104 0.0000645

Quadratic convergence on the finest grid can be observed

the evaluation of the residual

rk := −[[f ]] (

p + κpwk + qk
) + μκ − μ

∂2wk

∂τ 2
. (75)

The particular values for the parameters are chosen as f1 = 1000, f2 = 1 and μ = 10.
The data ȳ are generated from a solution of the state equation (17) with u being the
straight line connection of the points (0.5, 0) and (0.5, 1). The starting point of our
iterations is described by a B-spline defined by the two control points (0.6, 0.7) and
(0.4, 0.3). We build a coarse unstructured tetrahedral grid �1

h with roughly 6000
triangles as shown in the leftmost picture of Fig. 2. We also perform computations
on uniformly refined grids �2

h,�
3
h with roughly 24000 and 98000 triangles. In Fig. 2

are also shown the next two iterations on the coarsest grid, where table 4 gives the
distances of each shape to the solution approximated by

dist(uk, u∗) :=
∫

u∗

∣
∣
∣
∣

〈

uk, e1
〉 − 1

2

∣
∣
∣
∣
ds

where u∗ denotes the solution shape and e1 = (1, 0) is the first unit vector. Similar
to [27], the retraction chosen for the shape is just the addition of the qkn1 to the
current shape. In each iteration, the volume mesh is deformed according to the elas-
ticity equation. Table1 [27] demonstrates that indeed quadratic convergence can be
observed on the finest mesh, but also that the mesh resolution has a strong influence
on the convergence properties revealed.
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The major advantage of the Newton method over a standard shape calculus steep-
est method based on the (reduced) shape derivative

dJ(y, u)[V ] = −
∫

u
([[f ]]p − μκ) 〈V, n〉ds

is the natural scaling of the step, which is just 1 near to the solution. When first
experimenting with a steepest descent method, we found by trial and error, that one
needs a scaling around 10 000 in order to obtain sufficient progress.

5 Conclusions

This paper presents a generalization of the Riemannian shape calculus framework
in [27] to Lagrange–Newton approaches for PDE constrained shape optimization
problems. It is based on the idea that Riemannian shape Hessians do not differ from
classical shape Hessians in the solution of a shape optimization problem and that
Newton methods still converge locally quadratically, if Hessian terms are neglected
which are zero at the solution anyway. It is shown that this approach is viable and leads
to computational methods with superior convergence properties, when compared to
only linearly converging standard steepest descent methods. Nevertheless, several
issues have to be addressed in future investigations, like:

• More refined retractions have to be developed for large shape deformations.
• As observed during the computations, the shape deformation sometimes leads to
shapes, where normal vectors can no longer be reliably evaluated. Provisions for
those cases have be developed.

• Full Lagrange–Newton methods may turn out being not very computationally effi-
cient. However, this paper lays the foundation for the construction of appropriate
preconditoners for the reduced optimization problem in many practical cases.

• The Riemannian shape space properties including quadratic convergence of the
Lagrange–Newton approach seem to materialize only on very fine grids. A logical
next development is then to use locally adapted meshes near the shape front to be
optimized.
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Shape Optimization in Electromagnetic
Applications

Johannes Semmler, Lukas Pflug, Michael Stingl and Günter Leugering

Abstract We consider shape optimization for objects illuminated by light. More
precisely, we focus on time-harmonic solutions of the Maxwell system in curl-curl-
form scattered by an arbitrary shaped rigid object. Given a class of cost functionals,
including the scattered energy and the extinction cross section, we develop an adjoint-
based shape optimization scheme which is then applied to two key applications.

1 Introduction

Problems of shape optimization for Maxwell’s system have been recently studied
in the literature. In particular, for time harmonic solutions, adjoint based gradient
descent methods have been considered in [1, 16, 17, 22] and most recently in [13].
The transient problem has been discussed in [8]. Applications range from inverse
problems related to the detection of cavities to shape optimization of machinery
tools. In this note, we concentrate on an adjoint-based descent scheme using volume
representations for the shape derivative. We consider two particular applications: the
first concerns the optimization of particle shapes with respect to the extinction cross
section as cost functional, whereas the second is related to the geometry optimization
of nano-antennas. In both cases the results are realized in close contact with physicists
and particle engineers.

1.1 Maxwell’s Equation

The first section is a formal derivation of Maxwell’s equation and follows the format
of standard publications on electrodynamics, such as [19, 29]. In classical elec-
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trodynamics, the macroscopic electromagnetic fields are described by four vec-
tor functions E , D, H and B. These three-dimensional real vector functions are
functions of position x ∈ R3 and time t ∈ R. The fields E and H are called electric
and magnetic field intensities, respectively. These fields are sufficient to describe the
electromagnetic field, if the electric displacementD and the magnetic inductionB are
related to E and H by constitutive equations. The distribution of sources, consisting
of static electric charges and directed flow of electric charges, which is called current,
creates an electromagnetic field. Static charges are given by a scalar charge density
function R, while currents are described by the vector current density function J .
The field variables and sources are related by the following Maxwell equations:

∂B
∂t

+ curl E = 0 (Faraday’s law)

div D = R (Gauss’s law)

∂D
∂t

− curl H = −J (Ampere’s law)

div B = 0.

These equations apply in the region of space in R3 occupied by the electromagnetic
field. Faraday’s law describes the action of changing the magnetic field on the electric
field. Gauss’s law relates the charge density to the electric displacement. Ampere’s
law is modified by James C. Maxwell and the last equation states that the magnetic
induction B is solenoidal. Since charge has to be conserved, the sources are related
to each other via

∂tR + div J = 0 (1.1)

which is already included in the divergence equations, but can not be entirely ignored,
when solving Maxwell’s equation numerically. If we are only interested in electro-
magnetic fields and sources at a single frequency then the time-dependent Maxwell
equations can be reduced to the time-harmonic Maxwell system. With a frequency
ω > 0 the time-harmonic electric field are given by

E(x, t) = Re (exp(−ıωt)E(x)) (1.2)

where ı is the imaginary unit and E is a complex-valued vector function of position.
The time-harmonic formulation of the electric field (1.2) applies to all field and source
quantities as well. Thus with (1.1), the time-harmonic Maxwell system reads as

−ıωB + curl E = 0

ıωdiv D = div J

−ıωD − curl H = −J

div B = 0

⎫

⎪⎪⎪⎬

⎪⎪⎪⎭

(1.3)
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The time-harmonic Maxwell system (1.3) is extended by constitutive laws that relate
E and H to D and B respectively. The properties of material occupied by the elec-
tromagnetic field affect these laws. Here it is assumed that the material properties are
linear, i.e. independent of the electromagnetic field, and isotropic, i.e. uniform in all
directions of the medium. Thus the electric displacement D and magnetic induction
B can be expressed by

D = εE and B = μH, (1.4)

where ε and μ are called, respectively, electric permittivity and magnetic perme-
ability. In anisotropic media the material constants ε and μ would be second-order
tensors. For vacuum these constants are denoted by ε0 and μ0 and have the values

ε0 ≈ 8.854 × 10−12 F m−1 and μ0 = 4π10−7 H m−1.

If the material is conductive, like metals, then the electric field gives rise to cur-
rents. We assume that Ohm’s law holds, which is satisfied for sufficiently small field
strengths, so that

J = σE + Ja, (1.5)

where σ is called conductivity and is a non-negative number. The vector function Ja

describes the applied current density. A nonconducting medium, except vacuum, is
termed dielectric. Using the constitutive equations for fields (1.4) and currents (1.5),
we arrive at the following time-harmonic Maxwell system

−ıκcμ0μr H + curl E = 0

−ıκcε0εr E − curl H = −Ja,

}

(1.6)

where the frequency ω = κc is replaced by the wave number κ times the vacuum
speed of light c = (ε0μ0)

−1/2. The relative permittivity εr and relative permeability
μr are defined by

εr = 1

ε0

(

ε + ıσ

ω

)

and μr = μ

μ0
.

Materials are also characterized by their complex refractive index n = √
εrμr in

the literature. Thus, εr is computed by εr = n2μ −1
r , if μr is known. By eliminating

H from the first-order Maxwell system (1.6), we obtain the second-order Maxwell
system or curl-curl formulation with F = ıκcμ0 Ja

curl μ −1
r curl E − κ2εr E = F. (1.7)

The natural interface conditions between two different materials, where the material
constants are discontinuous, are derived from the integral form of Maxwell equations
[25]. These conditions state that the tangential components of electric and magnetic
fields are continuous over the interface with normal vector n between material 1 and
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material 2 with relative permeability μ1 and μ2 respectively:

E1 × n = E2 × n and μ −1
1 curl E1 × n = μ −1

2 curl E2 × n

E1 denotes the electric field in material 1 and E2 denotes the electric field in material 2.

1.2 Scattering Problem

A special case of Maxwell’s equation in the curl-curl formulation (1.7) is the scat-
tering of a bounded object, see Fig. 1, which is exposed to an incident electric field.
Assuming the absence of external sources and propagation of the electric field with
wave number κ, the total electric field ET has to satisfy the curl-curl problem, i.e.

curl μ −1
r curl ET − κ2εr ET = 0 (1.8)

where εr is continuously differentiable in each part of the scatterer with Re (εr ) > 0
and Im (εr ) ≥ 0 and μr > 0. Obviously, one solution of the problem is a vanishing
electric field, but the total electric field has also to contain the incident field EI . Thus,
the total electric field ET can be expressed by the scattered field E and the incident
field EI

ET = E + EI . (1.9)

The incident electric field must satisfy Maxwell’s equation in absence of the scattering
object, this means, for instance, for constant relative permittivity εb with εb = εr

outside the bounded scattering object and constant relative permeability μb = μr , i.e.

curl μ −1
b curl EI − κ2εb EI = 0. (1.10)

Fig. 1 A bounded scatterer
where the relative
permittivity εr differs from
the background
permittivity εb
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Inserting (1.9) and (1.10) in (1.8), we get the curl-curl formulation of the time-
harmonic Maxwell system for the scattered field E incident by EI

curl μ −1
r curl E − κ2εr E = κ2(εr − εb)EI . (1.11)

To obtain uniqueness of the solution, we have to impose a condition for ‖x‖ → ∞
[20, Theorem 61], e.g. the Silver-Müller-radiation condition

lim‖x‖→∞
(

curl E × x − ‖x‖ıκE
) = 0. (1.12)

For numerical simulations the radiation condition can be approximated on a bounded
domain by a perfectly matched layer (PML) as derived in [6]. The PML is realized
by replacing the relative permeability and permittivity by an anisotropic complex
tensor which represents an infinite extended and absorbing material.

2 Shape Optimization

Let the hold-all D ⊂ R3 be a bounded domain composed of N disjoint sub-domains
�i with boundaries �i for i ∈ {1, . . . , N }. Furthermore �i j denotes for i < j the
interface between two domains �i and � j , i.e. �i j = �i ∩ � j (see Fig. 2). Then we
formulate the shape optimization problem for electrodynamic applications as

Fig. 2 Exemplary partition
of the hold-all D into five
sub-domains �1, . . . , �5
surrounded by �B , which
represents a PML, and the
interface �15 between
domain 1 and domain 5 in
red
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min
�∈O

J (�, u�) s.t. A�(u�) = 0.

We summarize the sub-domains �i to a tuple denoted by � := (�1, . . . , �N )

with the set O of admissible �. The tuple � will be referred to as shape. The real
scalar function J is called objective functional and depends on the shape � and
solution u� of a partial differential equation on � denoted by A�. According to the
electrodynamic application, A� is one of the formulations of Maxwell’s equation.

Since we are interested in shape optimization of scattering problems for a single
frequency, A� is the curl-curl formulation for the scattered electric field surrounded
by an additional perfectly matched layer �N+1. The PML �B := �N+1 is a numerical
tool to approximate the scattering condition (1.12) and is fixed during optimization.
The outer boundary of �B is denoted by �B∞. Thus we conclude our shape opti-
mization setting

min
�∈O

J (�, E) s.t. ∀i ∈ {1, . . . , N } and i < j ≤ N +1

curl μ −1
r curl E − κ2εr E = κ2(εr − εb)EI in �i

curl μ̂ −1
b curl E − κ2ε̂b E = 0 in �B

[E × n] = 0 on �i j[

μ −1
r curl E × n

] = 0 on �i j

E × n = 0 on �B∞

⎫

⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(2.1)

where, on each �i for i ∈ {1, . . . , N }, the relative permittivities εr and εb are
chosen constant and the relative permeability μr = 1, due to the application. In �B

the coefficients ε̂b = εb Mε and μ̂b = μb Mμ are complex-valued matrix functions
representing the PML. Moreover, on the inner boundary �i B of �B the PML matrices
Mε and Mμ are the identity. To simplify the notation, we restrict our-self to use εr

and μr through out, i.e. εr = ε̂b and μr = ε̂b on �B . Furthermore, the extension of
the hold-all D through �B is denoted by B = D̄ ∪ �B . The weak formulation of the
PDE constraint, further called state or primal problem, reads as follows:

Find E ∈ H0(curl ,B) s.t.

(μ −1
r curl E, curl ϕ)B − κ2(εr E,ϕ)B = (F,ϕ)D ∀ϕ ∈ H0(curl ,B)

(2.2)

where F := κ2((εr −εb)EI . The function space H(curl ,B) with L2(B) functions
with a weak curl in L2(B) and the function space H0(curl ,B) of H(curl ,B)-
functions with vanishing tangential trace are defined as

H(curl ,B) := {v ∈ (L2(B))3 : curl v ∈ (L2(B))3},
H0(curl ,B) := {u ∈ H(curl ,B) : u × n = 0 a.e. on ∂B}.
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2.1 Objective Functionals

The objective functional must be properly chosen according to the application. We
give three examples of objective functionals, which are used in common applications.

1. Electric field intensity
Let B ⊆ D, then the intensity of the scattered electric field E in the sub-region
B is measured by

J (�, E) =
∫

B
|E |2 dx .

For example this functional is used to minimize the scattered field in a specific
region. Modifying the intensity function to a tracking type functional, it also
models an inverse scattering problem.

2. Energy flux
For optimization of nano-optical circuits, the energy flow through a monitoring
surface is of interest. Let ∂B be the boundary of a domain B ⊂ D with outer unit
normal vector n. The energy flow of an electromagnetic field with continuously
differentiable weight function η is defined over the time averaged Poynting vector
S [9]:

J (�, E) =
∫

∂B
ηS · n dx = 1

2

∫

∂B
ηRe (E × H̄) · n dx (2.3)

Furthermore the energy flow can be transferred to a domain integral in B by
extension of η and integration by parts. With a properly chosen region B and
weight function η, this functional is used for the maximization of the energy flow
inside a waveguide.

3. Extinction cross section of a particle P
The extinction cross section is the wavelength dependent section of light which is
interacting with the particle—either scattered or absorbed. The so-called extinc-
tion spectrum of a particle is in most applications the averaged extinction over
all possible orientations of the particle. Obviously, the mean value of all particle
orientations is equivalent to average over all illumination directions and polariza-
tions. In low particle concentrations ρ multiple scattering can be neglected as the
spectra scale linear with ρ.

W ext(d, p,λ) =
∫

∂B
Sext(d, p,λ) · n dω (2.4)

�(λ) = 1

4π2

∫

S2

∫

U
W ext(d, p,λ) d p dd (2.5)

J (�) = min
ρ≥0

∫

�

(�D(λ) − ρ�(λ))2 dλ (2.6)
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The extinction cross section W ext (2.4) of a particle P illuminated by a plane wave
with direction d and polarization p is calculated by integration of the extinction
part Sext of the time-averaged pointing vector over the surface of a sphere B
enclosing the particle P ⊂ B ([7, 18]). By averaging over all illumination direc-
tions and polarizations, the extinction spectrum � (2.5) is computed. Finally in
(2.6), the squared L2-error on the wavelength set � of the spectrum � to the
desired spectrum �D is measured for the optimal concentration ρ. Of course, the
optimal concentration can be directly computed

ρ∗(�,�D) =
( ∫

�

(�D(λ)�(λ)) dλ
)( ∫

�

�(λ)2 dλ
)−1

.

Thus, (2.6) can be rewritten as

J (�) =
∫

�

(�D(λ) − ρ∗(�,�D)�(λ))2 dλ. (2.7)

2.2 Adjoint Calculus

By using an adjoint approach we take the PDE constraint in (2.1) into account. The
PDE constraint will also be referred to primal problem. Let the Lagrangian function
L be a function of shape � := (�1, . . . , �N ) and two function u, p ∈ H(curl ,R3).
It is specified by

L(�, u, p) = J (�, u) − (μ −1
r curl u, curl p)B + κ2(εr u, p)B − (F, p)D

where F = κ2(εr − εb)EI is the given right hand side of the scattering problem
(1.11). The parentheses denote the real scalar product in L2 of two complex-valued
vector functions over the domain B

(u, v)B =
∫

B
Re (u · v) dx .

As necessary condition for an optimal shape, all partial derivative of the Lagrangian
function L have to vanish. If the adjoint function P ∈ H0(curl ,B) is a solution of
the weak problem

(μ −1
r curl P, curl ϕ)B − κ2(εr P,ϕ)B = ∂u J (�)[ϕ] ∀ϕ ∈ H0(curl ,B), (2.8)

then the partial derivatives with respect to u and p of the Lagrangian function
L(�, E, P) vanish for E ∈ H0(curl , D) which is solution of the primal problem.
The partial derivative with respect to u in a direction ϕ of the objective functional is
located on the right hand side of the adjoint problem and denoted by ∂u J (�)[ϕ].
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2.3 Shape Calculus

Let Tt : M → Mt be a one-to-one transformation from the reference domain
M ⊂ R3 to a perturbed domainMt ⊂ R3 by perturbation of identity [2, 11, 12, 28]

Tt (x) = x + tV (x)

with the so called velocity field V ∈ (C1(M))3 and a small non-negative number t .
Furthermore, let ut be a function in the domainMt , i.e. the solution of the Maxwell’s
equation. Then ut is transported to the reference domain M by the transformation
Tt with

ū(x) = DT T
t ut (Tt (x)) and curl ū(x) = Jt DT −1

t curl ut (Tt (x)) ∀x ∈ M, (2.9)

where DTt is the Jacobian matrix of Tt and Jt the determinant of DTt , see Fig. 3. By
a simple computation we see that the transported function ū is also in H(curl ,M)

if ut was in H(curl ,Mt ). For shape sensitivity analysis we need the sensitivity of
the function ū on the parameter t , which is equivalent to the material derivative u̇ of
the transported function ū. Thus, there is the relation

u̇(x) = d

dt
ū

∣
∣
∣
∣
t=0

= DV T · u + u′ + Du · V

where u′ is the shape derivative of u = u0 and Du denotes the Jacobian of u. The
shape derivative u′ vanishes if the function u is independent of the shape M, which
will be applied for the incident field of the scattering problem. In the following,
useful identities regarding the material derivative are provided:

Tt → V, DTt → DV, DT −1
t → −DV,

Jt → div (V ), DT T
t → DV T , DT −T

t → −DV T .

In order to obtain a partial differential equation for the material derivative Ė of the
electric field, we differentiate the terms of the primal weak form (2.2) with respect to
the shape. By testing (2.2) with a function ϕt ∈ H(curl ,Mt ) which is constructed

Fig. 3 Transformation from reference domain � to perturbed domain �t
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by ϕt = DT −T
t ϕ ◦ T −1

t over a function ϕ ∈ H(curl ,M), we derive

d

dt

∫

Mt

curl Et · curl ϕt dxt

∣
∣
∣
t=0

=
∫

M
(curl Ė + Acurl E) · curl ϕ dx,

d

dt

∫

Mt

Et · ϕt dxt

∣
∣
∣
t=0

=
∫

M
(Ė − AE) · ϕ dx,

d

dt

∫

Mt

Ft · ϕt dxt

∣
∣
∣
t=0

=
∫

M
(DV T · F + DF · V − AF) · ϕ dx,

where A = DV T + DV − div (V )1. To derive a weak system for the mate-
rial derivative Ė , we apply those rules to each element of the perturbed shape
�t = (�t

1, . . . , �
t
N ). Thanks to the transformation (2.9), we simply combine the

result to �, since the tangential continuity conditions in (2.1) are fulfilled. The weak
formulation for Ė reads for a deformation field V |�B = 0 as

Find Ė ∈ H0(curl ,B) s.t. for all ϕ ∈ H0(curl ,B)

(μ −1
r curl Ė, curl ϕ)B − κ2(εr Ė,ϕ)B =
− (Acurl E, curl ϕ)D − κ2(εr AE,ϕ)D + (DV T ·F + DF ·V − AF,ϕ)D.

(2.10)

We do not solve (2.10) explicitly, because we use this result and the adjoint system
to write down the volume representation of the shape derivative of the objective
function in direction V with V |�B = 0

dJ (�, V ) = ∂� J (�) + (Acurl E, curl P)D + κ2(εr AE, P)D

− (DV T ·F + DF ·V − AF, P)D.

If the objective functional depends explicitly on the shape then the shape derivative
consist of a term ∂� J (�), which has to be determined for each objective function
individually. The remaining parts apply to any objective function.

To obtain a continuous velocity field with negative shape derivative, we use an
H 1-projection by solving

−�V + η2V = −dJ in D

V = 0 on ∂D
(2.11)

with a positive scalar η > 0. Furthermore, some components Vi of the deformation
field V may be set to zero on interfaces Gi , i.e. Vi = 0 on Gi , which realize the
fixing of boundary parts. It is clear that this projection leads to a descent direction
of the objective functional for all η > 0 as long as there exists descent direction
under movement restrictions. Furthermore, it is obvious that there exists a scalar
0 < τ ≤ 1 such that τV ∈ V and is a descent direction. Based on this information,
a gradient-based algorithm can be obtained.
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Algorithm 1 Shape gradient algorithm for electromagnetic applications
Initial domain �0, i = 0
repeat

E ← solving primal system
J ← evaluation objective function
P ← solving adjoint system
G ← evaluating shape gradient
V ← computing velocity field
τ ← step size control
�i+1 = �i + τV
i = i + 1

until dJ < TOL

2.4 Algorithm

In this subsection we give a brief overview over the gradient-based shape optimiza-
tion algorithm for electromagnetic applications, see Algorithm 1. Starting with an
admissible shape �0 the shape is iteratively updated until a stopping criterion is
reached. First the shape is tessellated with suitable mesh generator, since a finite ele-
ment method is used to approximate Maxwell’s equation in the examples of Sect. 3.
After the discretization of the domain, the primal problem of (2.1) is solved (E) and
the objective functional J can be evaluated. With the solution P of the discretized
adjoint problem (2.8), the right hand side of (2.11) is assembled (G). The projec-
tion (2.11) and the resulting deformation field V leads to a descent of the objective
functional by updating �i to �i+1 with a properly chosen step-size τ ≤ 1.

3 Numerical Experiments

In this section we demonstrate shape optimization in two applications in context of
electromagnetic fields. In the first example an extinction spectrum of a particle is
prescribed and the distance to this desired spectrum is minimized by changing the
shape of the particle, c.f. objective functional (2.7). The maximization of the incou-
pling efficiency of a nano-optical antenna is considered in the second configuration.
Therefore the objective function (2.3) is used as the aim for this subject.

In both applications the electric fields are approximated by the finite element
method with Nédélec basis functions (curl-conforming tangential vector basis func-
tion [3, 21, 24]) on tetrahedral elements. Those induced function-spaces inherently
fulfill the tangential continuity condition of the electric field in (2.1). Algorithm 1 is
implemented in an own MATLAB [30] package exploiting the parallel computation
capabilities of LAPACK [5]. The finite element mesh is generated by the open-source
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tetrahedral mesh generator TETGEN [27] and the arising linear system of equation is
solved by HSL_MA87 [26], a direct solver for complex symmetric indefinite sparse
matrices. Both software packages were integrated into MATLAB over the C/C++
MEX-file creation API.

3.1 Experiment 1

The first example deals with the tracking type functional of the extinction spectrum of
a particle (2.7). To verify the method, we choose as target spectrum �D the extinction
spectrum of an ellipsoid and start with a deformed shape.

The transformation of the surface integral (2.4) to a numerically preferable volume
integral is done by using Gauss Theorem and the identities of (1.6) as follows

W ext =
∫

∂B
Sext

h · n dω = 1

2

∫

∂B
Re

(

E × H̄I + EI × H̄
) · n dω

= 1

2

∫

B
Re

(

H̄I · curl E − E · curl H̄I + H̄ · curl EI − EI · curl H̄
)

dx

= κ

2

∫

B
Im

(

(ε̄r − εb)EI · ĒT

)

dx . (3.1)

The outer integral in equation (2.5) is discretized by choosing 32 distributed direc-
tions on one half sphere Fig. 4. The extinction value of a particle is independent of
the sign chosen in the exponential term of (1.2) and thus equivalent for the direc-
tions d and −d. Due to the linearity of Maxwell equations the inner integral over the
polarizations can be calculated directly by computing the extinction value for two
orthogonal polarizations and taking the mean value. Thus solving Maxwell equations
for 32 illumination directions and two orthogonal polarizations each, gives us, up to
numerical errors, an exact value of the inner integral for 128 incident waves. Integrat-
ing over the wavelength range in equation (2.6) is also done numerically by a linear
interpolation between wavelengths. Thus, we define with (3.1) the extinction cross
section for discrete illumination directions di , polarizations p j and wavelengths λk

W ext
i, j,k := κ

2

∫

B
Im

(

(ε̄r − εb) EI (di , p j ,λk) · ĒT (di , p j ,λk)
)

dx .

Finally, the objective functional in (2.1) for the tracking of an extinction spectrum
reads as

J (�) = 1 − 〈�D,�〉2
α

〈�,�〉α
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Fig. 4 Setting of example 1.
The gray region is the
illuminated particle, the
black lines and arrows
symbolize the different
incident waves

where 〈·, ·〉α represents the discretized integration over the wavelength range with
quadrature weights α, i.e.

〈a, b〉α :=
M

∑

k=0

αkakbk with
M

∑

k=0

αk = |�|.

The averaged extinction cross section at a wavelength λk is defined by

�k :=
N

∑

i=1

νi

2

(

W ext
i,1,k + W ext

i,2,k

)

with
N

∑

i=0

νi = 1

which includes the weighted sum over all illumination direction with weights ν and
the mean between two polarizations. Furthermore, the target extinction spectrum �D

is normalized, i.e. 〈�D,�D〉α = 1.
In this example, the particle is made of gold and is imbedded in water with

the two refractive indices given in [14] and [10] respectively. The ellipsoidal target
particle has two half axis with 10 nm and one with 20µm length. To solve the pri-
mal and the adjoint equation we use tetrahedral elements and second-order Nédélec
finite elements which results in an indefinite system of equations with more then
106 unknowns. In each step, this system with 64 right-hand-sides has to be solved
twice for each wavelength. For the wavelength range we chose the visible part of
the spectrum, i.e. 0.4µm up to 0.7µm. This range is discretized in 30 equidistant
intervals.

In Fig. 5, the shape of initial particle and the final particle are visualized. The
visible difference between the final particle and the desired ellipsoid is mainly due to
the investigated wavelength range. Figure 6 depicts the progression of the objective
function in logarithmic scale and Fig. 7 shows the extinction spectrum of the ellipsoid
(green) and the initial shape (blue). At the end of the optimization, these two lines
do not differ with the naked eye.
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Fig. 5 Visualization of the particle, a initial particle, b final particle

Fig. 6 Evolution of the
objective functional over
iteration time
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Fig. 7 The target spectrum
(green) and the initial
spectrum (blue). The final
spectrum has in this scaling
no visible difference to the
target spectrum
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3.2 Experiment 2

Nanoantennas are one component of plasmonic circuits where the efficient use of
energy is a necessary step towards enhanced computer chips. Plasmonic based chips
will be significantly smaller and faster compared to the current silicon based technol-
ogy. By numerical and practical experiments it is shown that shape of a nanoantenna
influences its efficiency [4, 15].

In this example the incoupling efficiency of a gold (Au) nanoantenna inside a silica
(SiO2) block is studied, see a visualization in Fig. 9. Moreover, the antenna is attached
to slot waveguide with a width of 0.3µm and both are extruded by 0.22µm. This
design was introduced by [15] as Yagi-Uda type antenna. The geometry is associated
with a Cartesian grid, where the x-axis is parallel to the waveguide direction and the
z-axis is parallel to the extrusion direction, c.f. Fig. 8. A quasi-Gaussian laser beam,
propagating in positive z direction, is incoupled by the antenna to a guided wave.
The laser emits light with a vacuum wavelength of λ = 1.55µm, is linear polarized
along y-axis and is highly focused to a waist size of 0.75µm. The model of the
Gaussian beam is described by [31] and slightly modified using Fourier transform
for faster numerical evaluation. Furthermore, the laser beam is aligned to the smallest
gap of the initial shape of the nanoantenna at x = 0.6µm. The refractive indices at
a vacuum wavelength of 1.55µm of the used materials are determined by [14] and
[23] for gold and silica respectively.

Fig. 8 True to scale geometrical setting of the incoupling efficiency optimization of a nanoantenna
(yellow) with the incident laser beam position (red). The weight function η is equal to one on the
solid line and transits smoothly on the gray line to zero on the dashed line
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Fig. 9 Three-dimensional
illustration of antenna
attached to slot waveguide

The incoupling efficiency is the ratio between the energy flow through a rectangu-
lar monitor inside the waveguide and the incident beam energy. The weight function
η ∈ C1(R3) in (2.3) is chosen to respect the energy flow near the waveguide, i.e.
η = 1, at the position x = −2.75µm and neglect the energy apart, i.e. η = 0, see
Fig. 8. Furthermore, the waveguide width, the extrusion thickness and the observation
area B are fixed during optimization. After normalization of the incident beam power
and switching to a minimization problem by changing the sign, the cost functional
in (2.1) reads as

J (�, E) = 1

2κ

∫

B
∇η · Im (ET × curl ĒT ) + κ2Im (εr )η|ET |2 dx .

The evolution of the normalized objective functional is depicted in Fig. 10. Note that
the efficiency increases by 2.3 times in comparison to the initial value. In Fig. 11,
both the y-component of the electric field Ey (lower half) and the magnitude of
x-component of the energy flow |Sx | (lower half) in the initial shape (Fig. 11a) are
compared to the respective field quantities in the optimized domain (Fig. 11b). The
colors show small values in blue and large values in red. So the effect of the shape
optimization on the efficiency of the nanoantenna is qualitatively visible inside the
waveguide. Since the initial shape and the incident beam are symmetric to the xz-
plane, the final shape has the same symmetry as well.
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Fig. 10 Normalized incoupling efficiency over optimization time
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Fig. 11 Horizontal slice though the center of the geometry with combined visualization of the
y-component of the scattered electric field Ey (upper half ) and magnitude of x-component of the
Poynting vector |Sx | (lower half ). a Initial domain, b Optimized domain
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4 Concluding Remarks

We derived a gradient descent algorithm for the optimization of nanooptical objects
based on the volume representation of the shape gradient. In our setting, the physical
situation is modeled by the time-harmonic formulation of Maxwell’s equations. With
aid of adjoint calculus and the consequently partial differential equation for the
adjoint state, the volume representation of the shape gradient was deduced.

Moreover, two application for the shape optimization method were presented. The
results, which show the high sensitivity of scattering phenomena with respect shape
changes, give insight into the large potential of shape optimization for the design
of nanooptical objects. Providing innovative ideas for the design of nanoantennas or
particles, shape optimization supports the current practical and theoretical researches
in various research areas like physics and chemical engineering.
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Shape Differentiability Under Non-linear
PDE Constraints

Kevin Sturm

Abstract We review available methods to compute shape sensitivities and apply
these methods to a semi-linear model problem. This will reveal the difficulties of
each method and will help to decide which approach should be used for a concrete
applications.

Keywords Lagrange method · Shape derivative ·Non-linear PDE ·Material deriv-
ative · Céa’s method · Minimax formulation

AMS 49Q10 · 49Q12

1 Introduction

The objective of this manuscript is to give readers an overview on methods that
allow to derive the shape differentiability of PDE (partial differential equation) con-
strained shape functions. There are several methods available to prove the shape
differentiability of shape functions depending on the solution of a PDE. In the recent
past two new methods have been proposed: the rearrangement method [14] and an
approach using a novel adjoint equation [19]. Other more established methods com-
prise the material/shape derivative method [18] (also called ‘chain rule’ approach),
the min approach for energy cost functions [7], the minimax approach of [9] and an
interesting penalization method [8] to derive sensitivities for a class of variational
inequalities. The approach of Céa [5] is frequently used to derive the formulas for
the shape derivative, but itself gives no proof for the shape differentiability. Indeed,
there are cases where Céa’s method fails; cf. [17, 19]. For linear partial differential
equations and (semi)-convex cost functions all mentioned methods (except Céa’s
Lagrange method in some cases) work and the necessary assumptions are readily
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verified. But for non-linear PDEs the situation is quite different as we will see in the
presented example. After reading this article the reader may decide which method is
suited for his or her problem in hand .

In particular the presented methods are:

• The material derivative method analyzes the sensitivity of the solution of the PDE
with respect to the domain. This procedure is similar to the direct approach used in
PDE constraint optimal control [21]. Here, the solution of the PDE depends on a
control function, which belongs to a usually convex set. The main objective when
deriving the necessary optimality conditions is the investigation of the control-
solution operator. In shape optimization we have to investigate the “domain-state”
operator. The investigation of shape function is more involved, since spaces of
shapes admit no vector space structure.

• The rearrangement method exploits a first order expansion of the PDE and the
cost function with a remainder which tends to zero with order two. This expansion
is combined with the Hölder continuity of the domain-state operator. The main
challenge of this method constitute the proof of the Hölder continuity, but more
importantly the first order expansion.

• In the minimax approach the cost function is expressed as a minimax of the
Lagrangian associated to the optimization problem. By definition a Lagrangian
is a function that is the sum of a utility function and a state equation. The problem
of the differentiability of the cost function is shifted to the differentiability of a
minimax function. The Theorem of Correa-Seeger [6] can be applied to prove
the differentiability if (among other requirements) the Lagrangian admits saddle
points. A special case of this approach is when the cost function is itself aminimum
of an energy. In this case the minimax of the Lagrangian is replaced by the min of
the energy and we have to investigate the differentiability of the min function to
prove the shape differentiability.

• The averaged adjoint approach can also be seen as a proof for the differentiability
of a minimax function. Unlike the Theorem of Correa-Seeger it requires no saddle
point assumption. Therefore it constitutes an extension of the Theorem of Correa-
Seeger for the special class of Lagrangian functions.

The manuscript is organized as follows:
Section2, the basic notation is introduced and basic tools from shape optimization,

including the Zolésio-Hadamard structure theorem, are recalled. We introduce the
basic model problem and make some basic assumptions.

Section3, the existence of the strong material derivatives associated to this equa-
tion is shown under suitable assumption. This proves then the shape differentiability
of the cost function.

Section4, the minimax formulation is reviewed for the particular example. Then
the Theorem of Correa-Seeger is applied to prove the differentiability of theminimax
function with respect to a parameter, that is, the shape differentiability of the cost
function.

Section5, the rearrangement method is employed to derive the shape differentia-
bility of the semi-linear model problem.
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Section6, the shape differentiability of a special cost function, that is the energy
associated to the PDE, is proved. In this case the minimax differentiability reduces
to the differentiability of a min function.

Section7, a recently proposed approach of the averaged adjoint equation is pre-
sented and applied to the semi-linear problem.

2 Notations and Problem Description

2.1 Notation

Let E and F be Banach spaces and U ⊂ E an open subset. We denote by C(U ; F)

the space of all continuous functions f : U → F . We call a function f : U → F
differentiable in x ∈ U if it is Fréchet differentiable at x and denote the derivative by
∂ f (x). The function is called differentiable if it is differentiable at every point x ∈ U .
For k ≥ 1, the space of all k-times continuously differentiable functions f : U → F
is denoted by Ck(U ; F). The directional derivative of f at x in direction v is denoted
by d f (x; v). When F = R and E = Rd , we adopt the notation Ck(U ; Rd) of
[23] for all those functions f ∈ Ck(U ; F) that admit extendable partial derivative
∂α f to U for all indices α = (α1, . . . ,αd) with |α| ≤ k. Also, we identify the
derivative ∂ f (x) : Rd → R via the Riesz representation theorem by the gradient
∇ f (x), which is for each point x ∈ Rd a vector in Rd . For p ≥ 1, the space of all
measurable functions f : � → R for which ‖ f ‖L p(�) := (∫

�
| f |p dx

)1/p
< ∞ is

denoted by L p(�). The space of functions of bounded variations on D is denoted
by BV(D). For the one-sided limit (t approaches zero from the right) we write
limt↘0. The right derivative in zero of a function f : U ⊂ R → R is denoted
f (0+) := limt↘0( f (t) − f (0))/t .

2.2 The Problem Description

Let d ∈ N+. Throughout this manuscript, we consider the following semi-linear
state equation

− �u + �(u) = f in �, u = 0 on ∂�. (2.1)

on a domain � ⊂ Rd . The function u : � → R is called state and f : D → R
is a function specified below. Without loss of generality, we may assume �(0) = 0
otherwise consider �̃(x) := �(x) − �(0) with right hand side f̃ (x) := f (x) − �(0).
To simplify the exposition, we choose as objective function

J (�) :=
∫

�

|u − ur |2 dx, (2.2)
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where ur : D → R is given and | | denotes the absolute value. The task is now
to derivative the shape derivative of the cost function (2.2) by employing different
techniques.

Throughout this manuscript we suppose that the following assumption is satisfied.

Assumption (Data)

(i) Let � ⊂ D ⊂ Rd be two simply connected domains with Lipschitz boundaries
∂� and ∂D, respectively.

(ii) The functions ur , f : D → R are continuously differentiable.
(iii) The vector field θ belongs to C2

c (D, Rd).

For any k ≥ 1, we define the space

Ck
c (D, Rd) := {θ ∈ Ck(Rd; Rd) : supp(θ) ⊂ D}

and set C∞
c (D, Rd) = ⋂

n∈N Cn
c (D, Rd). The flow of a vector field θ ∈ Ck

c (D, Rd) is
defined for each x0 ∈ D by �θ

t (x0) := x(t), where x : [0, τ ] → Rd solves

ẋ(t) = θ(x(t)) in (0, τ ), x(0) = x0.

In the sequel, we write �t instead of �θ
t .

2.3 Compositions of Functions with Flows

In the following let θ ∈ C1
c (D, Rd) be a given vector field and�t = �θ

t its associated
flow. First, note that by the chain rule ∂�−1(t,�(t, x)) = (∂�(t, x))−1 or briefly
(∂(�−1

t )) ◦ �t = (∂�t )
−1 =: ∂�−1

t , which implies1

(∇ f ) ◦ �t = ∂�−T
t ∇( f ◦ �t ).

Subsequently the following abbreviations are used

ξ(t) := det(∂�t ), A(t) := ξ(t)∂�−1
t ∂�−T

t , B(t) := ∂�−T
t , (2.3)

where det : Rd,d → R denotes the determinant. Step-by-step, we will derive prop-
erties of the quantities ξ, B and A.

1For any scalar function f ∈ H1(Rd ), we have for all v ∈ Rd and all x ∈ D

∂( f (�t (x))v = ∂ f (�t (x))∂�t (x)v = ∇ f (�t (x)) · ∂�t (x)v = (∂�t (x))T ∇( f (�t (x))) · v.
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Proposition 2.1 Let a continuous mapping A ∈ C([0, τ ]; C(D; Rd,d)) and a func-
tion ξ ∈ C([0, τ ]; C(D)) be given and assume A(0) = I and ξ(0) = 1. Then there
are constants γ1, γ2, δ1, δ2 > 0 and τ > 0 such that

∀ζ ∈ Rd , ∀t ∈ [0, τ ] : γ1|ζ|2 ≤ ζ·A(t)ζ ≤ γ2|ζ|2, (a)

δ1 ≤ ξ(t) ≤ δ2. (b)

Proof (a) We can estimate

|η|2 = (I − A(t))η · η + A(t)η · η

≤ ‖I − A(t)‖C(D;Rd,d )η · η + A(t)η · η.

By continuity of t → A(t) there exists for all ε > 0, a δ > 0 such that for all t ∈
[0, δ] we have ‖I − A(t)‖C(D;Rd,d ) ≤ ε. From this the claim follows.
(b) This is clear. �

Proposition 2.2 Let B : [0, τ ] → Rd,d be a bounded mapping such that
‖B−1(t)‖C(D;Rd,d ) ≤ C for all t ∈ [0, τ ] for some constant C > 0. Then for any
p ≥ 1 there is a constant C > 0 such that

∀t ∈ [0, τ ], ∀ f ∈ W 1
p(D) : ‖∇ f ‖L p(D;Rd ) ≤ C‖B(t)∇ f ‖L p(D;Rd )

Proof Estimating

‖∇ f ‖L p(D;Rd ) = ‖(B(t))−1B(t)∇ f ‖L p(D;Rd ) ≤ C ‖B(t)∇ f ‖L p(D;Rd )

gives the first inequality. �

Lemma 2.3 Let θ ∈ C1([0, τ ]; C1
c (D, Rd)) be vector field and � its flow. The

functions t → A(t) := ξ(t)∂�−1
t ∂�−T

t , t → ξ(t) := det(∂�t ) and t → B(t) :=
∂�−T

t are differentiable on [0, τ ] and satisfy the following ordinary differential
equations

B ′(t) = −B(t)(∂θt)T B(t)

ξ′(t) = tr(∂θt BT (t))ξ(t)

A′(t) = tr(∂θt BT (t))A(t) − BT (t)∂θt A(t) − (BT (t)∂θt A(t))T ,

where θt (x) := θ(t,�t (x)) and ′ := d
dt .

Proof (i) Let E, F be two Banach spaces. In [2, p. 222. Satz 7.2] it is proved that

inv : Lis(E; F) → L(F; E), A → A−1

is infinitely continuously differentiable with derivative ∂inv(A)(B) = −A−1BA−1.
Now by the fundamental theorem of calculus, we have
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�t (x) = x +
∫ t

0
θ(s,�s(x)) ds ⇒ ∂�t (x) = I +

∫ t

0
∂θ(s,�s(x))) ds,

where I ∈ Rd,d denotes the identity matrix. Therefore t → ∂�t (x) is differentiable
for each x ∈ D with derivative

d

dt
(∂�t (x)) = ∂θt (x) = ∂θ(t,�t (x))∂�t (x).

Thus if we let E = F = Rd,d and take into account the previous equation, we get
by the chain rule

d

dt
(inv(∂�t (x))) = −(∂�t (x))−1∂θt (x)(∂�t (x))−1.

(ii) A proof may be found in [22, p. 215, Proposition10.6].
(iii) Follows from the product rule together with (i) and (ii). �

Remark 2.4 Note that equation (i) can also be proved by differentiating the iden-
tity ∂�t∂�−1

t = I , where I is the identity matrix in Rd . That the inverse
t → ∂�−1

t is differentiable can also be seen by the well known formula ∂�−1
t =

(det(∂�t ))
−1(cofac(∂�t ))

T , where cofac denotes the cofactor matrix.

Lemma 2.5 Let D ⊂ Rd be an open, bounded set and p ≥ 1 a real number. Denote
by �t the flow of θ ∈ C1

c (D, Rd).

(i) For any f ∈ L p(D), we have

lim
t↘0

‖ f ◦ �t − f ‖L p(D) = 0 and lim
t↘0

‖ f ◦ �−1
t − f ‖L p(D) = 0.

(ii) For any f ∈ W 1
p(D), we have

lim
t↘0

‖ f ◦ �t − f ‖W 1
p (D) = 0. (2.4)

(iii) For p ≥ 1 a real number, k ∈ {1, 2} and any f ∈ W k
p(D), we have

lim
t↘0

∥
∥
∥
∥

f ◦ �t − f

t
− ∇ f · θ

∥
∥
∥
∥

W k−1
p (D)

= 0.

(iv) Fix p ≥ 1 and let t → ut : [0, τ ] → W 1
p(D) be a continuous function in 0.

Set u := u0. Then t → ut ◦ �t : [0, τ ] → W 1
p(D) is continuous in 0 and

lim
t↘0

‖ut ◦ �t − u‖W 1
p (D) = 0.
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Proof (i) A proof can be found in [10, p. 529].
(ii) In order to prove (2.4) it is sufficient to show

lim
t↘0

‖∇( f ◦ �t − f )‖L p(D) = lim
t↘0

‖∂�T
t ((∇ f ) ◦ �t − ∇ f )‖L p(D) = 0.

By the triangle inequality, we have

‖∂�T
t ((∇ f )◦�t −∇ f )‖L p(D) ≤ ‖(∇ f )◦�t −∇ f )‖L p(D)+‖(∂�T

t − I )∇ f )‖L p(D).

For the first term on the right hand side we can use (i) and the second term tends to
zero since ∂�T

t → I in C(D; Rd,d).
(iii) A proof can be found in [14, p. 6, Lemma3.6].
(iv) By the triangle inequality, we get

‖ut ◦ �t − u‖W 1
p (D) ≤ ‖ut ◦ �t − u ◦ �t‖W 1

p (D) + ‖u ◦ �t − u‖W 1
p (D).

The last term on the right hand side converges to zero as t → 0 due to (ii). For the
second inequality note that

‖ut ◦ �t − u ◦ �t‖W 1
p (D) =

(∫

D
ξ−1(t)|ut − u|p + ξ−1(t)|B(t)∇(ut − u)|p

)1/p

≤ C

(∫

D
|ut − u|p + |∇(ut − u)|p

)1/p

and the right hand side converges to zero. �

Definition 2.6 (Eulerian semi-derivative) Let � ⊂ D and k ≥ 1 be given. Sup-
pose we are given a shape function J : Ξ(�) → R on the set Ξ(�) :=
∪t∈[0,τ ]{�t (�)| θ ∈ Ck

c (D, Rd)}. Then the Eulerian semi-derivative of J at � in
the direction θ is defined as the limit (if it exists)

d J (�)[θ] := lim
t↘0

J (�t ) − J (�)

t
.

Moreover, if the Eulerian semi-derivative d J (�)[θ] exists for all θ ∈ C∞
c (D, Rd)

and the map θ → d J (�)[θ] : C∞
c (D, Rd) → R, is linear and continuous, then J is

called shape differentiable at �.

Finally, we state the following theorem from [10, pp. 483–484], which will be
used to compute the boundary expression of the shape derivative.

Theorem 2.7 Let θ ∈ Ck
c (D, Rd), where k ≥ 1. Fix τ > 0 and let ϕ ∈

C(0, τ ; W 1,1
loc (Rd)) ∩ C1(0, τ ; L1

loc(R
d)) and an bounded domain � with Lipschitz

boundary � be given. The right sided derivative of the function f (t) := ∫

�t
ϕ(t) dx

at t = 0 is given by
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f ′(0+) =
∫

�

ϕ′(0) dx +
∫

�

ϕ(0) θn ds.

In the following, we prove the shape differentiability of J defined in (2.2) by the
following methods: the material and shape derivative method, the min-max formula-
tion of Correa-Seeger and the rearrangement method. We present a modification of
Céa’s Lagrange method which allows a rigorous derivation of the shape derivative
in the case of existence of material derivatives.

3 Material and Shape Derivative Method

3.1 Material Derivative Method

In order to compute the Eulerian semi-derivative of J given by (2.2) via material
derivative method (chain rule approach), we make the following assumption:

Assumption (A) The function � : R → R is continuously differentiable, bounded
and monotonically increasing.

We call u ∈ H 1
0 (�) a weak solution of (2.1) if

∫

�

∇u · ∇ψ dx +
∫

�

�(u)ψ dx =
∫

�

f ψ dx for all ψ ∈ H 1
0 (�). (3.1)

The weak solution of the previous equation characterizes the unique minimum of the
energy E(�, ·) : H 1

0 (�) → R defined by

E(�,ϕ) := 1

2

∫

�

|∇ϕ|2 + �̂(ϕ) dx −
∫

�

f ϕ dx,

where �̂(s) := ∫ s
0 2 �(s ′) ds ′. In the following, we denote by

dϕE(�,ϕ;ψ) := lim
t↘0

E(�,ϕ + t ψ) − E(�,ϕ)

t

d2
ϕE(�,ϕ;ψ, ψ̃) := lim

t↘0

dϕE(�,ϕ + t ψ̃;ψ) − dϕE(�,ϕ;ψ)

t

the first and second order directional derivative of E atϕ in the directionψ and (ψ, ψ̃),
respectively. Then we may write (3.1) as dϕE(�, u;ψ) = 0 for all ψ ∈ H 1

0 (�).
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Lemma 3.1 Assume that � is continuously differentiable. Then the mapping

s →
∫

�

�(ϕ + sϕ̃)ψ dx

is continuously differentiable on R for all ϕ, ϕ̃ ∈ L∞(�) and ψ ∈ H 1
0 (�).

Proof Let ϕ, ϕ̃ ∈ H 1
0 (�) ∩ L∞(�) and ψ ∈ H 1

0 (�). Put zs(x) := �(ϕ(x) +
sϕ̃(x))ψ(x). We have for almost all x ∈ �

zs+h(x) − zs(x)

h
→ = �′(ϕ(x) + sϕ̃(x))ϕ̃(x)ψ(x) as h → 0,

∣
∣
∣
∣

d

ds
zs(x)

∣
∣
∣
∣
≤ C |ψ(x)||ϕ̃(x)|.

Then it holds

∣
∣
∣
∣

zs+h(x) − zs(x)

h

∣
∣
∣
∣
=

∣
∣
∣
∣

1

h

∫ s+h

s

d

ds ′ zs ′
(x)ds ′

∣
∣
∣
∣

≤ C |ψ(x)||ϕ̃(x)|1
h

∫ s ′+h

s ′
ds ′

= C |ψ(x)||ϕ̃(x)|.

Therefore applying Lebesgue’s dominated convergence theorem we conclude

d

ds

∫

�

zs(x) dx =
∫

�

�′(ϕ(x) + sϕ̃(x))ϕ̃(x)ψ(x) dx .

As a consequence of the previous lemma, we get the differentiability of s →
dϕE(�,ϕ + sϕ̃,ψ). Moreover, we conclude by the monotonicity of �

d2
ϕE(�,ϕ;ψ,ψ) =

∫

�

|∇ψ|2 + �′(ϕ)ψ2 dx ≥ C‖ψ‖2H 1
0 (�)

for all ϕ ∈ H 1
0 (�) ∩ L∞(�) and ψ ∈ H 1

0 (�). We now want to calculate the shape
derivative of (2.2). For this purpose, we consider the perturbed cost function J (�t ) =
∫

�t
|ut − ur |2 dx , where ut denotes the weak solution of (3.1) on the domain �t :=

�t (�), that is, ut ∈ H 1
0 (�t ) solves

∫

�t

∇ut · ∇ψ̂ dx +
∫

�t

�(ut )ψ̂ dx =
∫

�t

f ψ̂ dx for all ψ̂ ∈ H 1
0 (�t ). (3.2)

It would be possible to compute the derivative of ut : �t → R pointwise by
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du(x) := lim
t↘0

ut (x) − u(x)

t
for all x ∈

(
⋂

t∈[0,τ ]
�t

)

∩ �.

In the literature this derivative is referred to as local shape derivative of u in direction
θ; cf. [12]. Nevertheless, we go another way and use the change of variables�t (x) =
y to rewrite J (�t ) as

J (�t ) =
∫

�

ξ(t)|ut − ur ◦ �t |2 dx, (3.3)

where ut := �t (ut ) : � → R is a function on the fixed domain �. We introduce the
mapping �t (ϕ) := ϕ ◦ �t with inverse � t (ϕ̂) := �−1

t (ϕ̂) = ϕ̂ ◦ �−1
t . To study the

differentiability of (3.3), we can study the function t → ut . Notice that u0 = u0 = u
is nothing but the weak solution of (3.1).

The limit u̇ := limt↘0(ut − u)/t is called strong material derivative if we
consider this limit in the norm convergence in H 1

0 (�) and weak material derivative
if we consider the weak convergence in H 1

0 (�).
The crucial observation of [23, Theorem2.2.2, p. 52] is that �t constitutes an

isomorphism from H 1(�t ) into H 1(�). Hence using a change of variables in (3.2)
shows that ut satisfies
∫

�

A(t)∇ut · ∇ψ dx +
∫

�

ξ(t) �(ut )ψ dx =
∫

�

ξ(t) f tψ dx for all ψ ∈ H 1
0 (�),

(3.4)
where we used the notation from (2.3). The previous equation characterizes the
unique minimum of the convex energy Ẽ : [0, τ ] × H 1

0 (�) → R2

Ẽ(t,ϕ) := 1

2

∫

�

ξ(t)|B(t)∇ϕ|2 + ξ(t)�̂(ϕ) dx −
∫

�

ξ(t) f tϕ dx . (3.5)

By standard regularity theory (see e.g. [15]) it follows that ut ∈ C(�) for all t ∈
[0, τ ]. Moreover, the proof of [4, Theorem3.1] shows that there is a constant C > 0
such that

‖ut‖C(�) + ‖ut‖H 1(�) ≤ C for all t ∈ [0, τ ].

As before using Lebesque’s dominated convergence theorem it is easy to verify that
for fixed t ∈ [0, τ ] the second order directional derivative d2

ϕ Ẽ(t,ϕ;ψ, η) exists for
all ϕ ∈ L∞(�) ∩ H 1

0 (�) and ψ, η ∈ H 1
0 (�). Taking into account Proposition2.1,

we see that
C‖ψ‖2H 1(�;Rd ) ≤ d2

ϕ Ẽ(t,ϕ;ψ,ψ). (3.6)

2Here we mean convex with respect to ϕ for each t ∈ [0, τ ].
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or all varphi ∈ L∞(�) ∩ H 1
0 (�),ψ ∈ H 1

0 (�) and for all t ∈ [0, τ ], Note that
dϕ Ẽ(t,ϕ;ψ) is also differentiable with respect to t and Lemma2.3 shows:

∂t dϕ Ẽ(t,ϕ;ψ) =
∫

�

A′(t)∇ϕ · ∇ψ + ξ′(t)�(ϕ)ψ dx

−
∫

�

(ξ′(t) f t + ξ(t)B(t)∇ f t )ϕ dx (3.7)

≤ C(1 + ‖ϕ‖H 1(�))‖ψ‖H 1(�),

for all t ∈ [0, τ ], where C > 0 is a constant. By the coercivity property (3.6) of the
second order derivative of Ẽ

C‖∇(ut − u)‖2L2(�;Rd ) ≤
∫ 1

0
d2

ϕ Ẽ(t, sut + (1 − s)u; ut − u, ut − u) (3.8)

= dϕ Ẽ(t, ut ; ut − u) − dϕ Ẽ(t, u; ut − u) (3.9)

= −(dϕ Ẽ(t, u; ut − u) − dϕ Ẽ(0, u; ut − u)) (3.10)

= −t∂t dϕ Ẽ(ηt t, u; ut − u) (3.11)

≤ Ct ‖∇(ut − u)‖L2(�;Rd ). (3.12)

In step (3.8)–(3.9), we applied themean value theorem in integral form, in step (3.9)–
(3.10), we used that dϕ Ẽ(t, ut ; ut − u) = dϕ Ẽ(0, u; ut − u) = 0, and in step from
(3.10)–(3.11), we applied the mean value theorem which yields ηt ∈ (0, 1). In the
last step (3.12), we employed the estimate (3.7). Finally, by the Poincaré inequality,
we conclude that there is c > 0 such that ‖ut − u‖H 1(�) ≤ ct for all t ∈ [0, τ ]. From
this estimate we deduce that for any real sequence (tn)n∈N with tn ↘ 0 as n → ∞,
the quotient wn := (utn − u)/tn converges weakly in H 1

0 (�) to some element u̇
and by compactness there is a subsequence (tnk )k∈N such that (wnk )k∈N converges
strongly in Lq(�) to some v, where 0 < q < 2d

d−2 ; (cf. [11, p. 270, Theorem6]).3

Extracting a further subsequence we may assume that wtk (x) → u̇(x) as k → ∞
for almost every x ∈ �. Notice that the limit u̇ depends on the sequence (tnk )k∈N.
However, we will see that this limit is the same for any sequence (tn)n∈N converging
to zero.

Subtracting (3.4) at t > 0 and t = 0 yields

∫

�

A(t)∇(ut − u) · ∇ψ dx +
∫

�

ξ(t)(�(ut ) − �(u))ψ dx

=
∫

�

(ξ(t) − 1) �(u)ψ dx −
∫

�

(A(t) − I )∇u · ∇ψ dx (3.13)

+
∫

�

(ξ(t) − 1) f tψ dx +
∫

�

( f t − f )ψ dx .

3When d = 2 this means H1(�) is compactly embedded into L p(�) for arbitrary p > 1. When
d = 3 we get that H1(�) compactly embeds into L6−ε(�) for any small ε > 0.
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We choose t = tnk in the previous equation and want to pass to the limit k → ∞.
The only difficult term in (3.13) is

∫

�

ξ(t)
�(ut ) − �(u)

t
ψ dx =

∫

�

ξ(t)

[∫ 1

0
�′(ut

s) ds

] (
ut − u

t

)

ψ dx .

From the strong convergence of (utnk − u)/tnk to u̇ in L2(�) and the pointwise
convergence ξ(tnk ) → 1 and �′(utnk

s ) → �′(u), we infer that

∫

�

ξ(tnk )
�(utnk ) − �(u)

tnk

ψ dx −→
∫

�

�′(u) u̇ ψ dx as k → ∞.

Therefore, choosing t = tnk in (3.13) and dividing by tnk , we may pass to the limit:

∫

�

∇u̇ · ∇ψ + �′(u) u̇ ψ dx +
∫

�

A′(0)∇u · ∇ψ dx

+
∫

�

div θ�(u)ψ dx =
∫

�

div (θ) f ψ dx +
∫

�

∇ f · θ ψ dx .

(3.14)

for all ψ ∈ H 1
0 (�). The function u̇ is the unique solution of (3.14). Hence for every

sequence (tn)n∈N converging to zero there exists a subsequence (tnk )k∈N such that
wtk → u̇ as k → ∞. Moreover,

∫

�

ξ(t)
�(ut ) − �(u)

t
ψ dx −→

∫

�

�′(u) u̇ ψ dx as t ↘ 0

and ∫

�

A(t)∇ ut − u

t
· ∇ψ dx −→

∫

�

∇u̇ · ∇ψ dx as t ↘ 0.

We now show that the strong material derivative exists. For this subtract (3.14)
from (3.13) to obtain

∫

�
A(t)∇

(
ut − u

t
− u̇

)

· ∇ψ dx +
∫

�
ξ(t)

[
∫ 1

0
�′(ut

s) ds

] (
ut − u

t
− u̇

)

ψ dx

=
∫

�
(A(t) − I )∇u̇ · ∇ψ dx +

∫

�
(ξ(t) − 1)

[
∫ 1

0
�′(ut

s) ds

]

u̇ ψ dx

+
∫

�

[
∫ 1

0
�′(ut

s) − �′(u) ds

]

u̇ ψ dx −
∫

�

(
A(t) − I

t
− A′(0)

)

∇u · ∇ψ dx

+
∫

�

(
ξ(t) − 1

t
− div (θ)

)

�(u)ψ dx +
∫

�

(
ξ(t) − 1

t
− div (θ)

)

f tψ dx

+
∫

�

(
f t − f

t
− ∇ f · θ

)

ψ dx .
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Now we insert ψ = wt − u̇ as test function into the previous equation. Using
Proposition2.1 and the fact that ξ(t) > 0, �′ ≥ 0 we get

γ1‖∇(wt − u̇)‖2L2(�) ≤
∫

�
(A(t) − I )∇u̇ · ∇(wt − u̇) dx

+
∫

�
(ξ(t) − 1)

∫ 1

0
�′(ut

s) ds u̇ (wt − u̇) dx

+
∫

�

∫ 1

0
(�′(ut

s) − �′(u) ds) u̇ (wt − u̇) dx

−
∫

�

(
A(t) − I

t
− A′(0)

)

∇u · ∇(wt − u̇) dx

+
∫

�

(
ξ(t) − 1

t
− div (θ)

)

(�(u) (wt − u̇) + f t (wt − u̇)) dx

+
∫

�

(
f t − f

t
− ∇ f · θ

)

(wt − u̇) dx .

Using the convergences A(t) → I , (A(t)− I )/t−A′(0) → 0, ( f t − f )/t−∇ f ·θ →
0 , ξ(t) → 1 and (ξ(t) − 1)/t − div (θ) in C(�), and the uniform boundedness of
‖wt − u̇‖H 1(�) and ‖u̇‖H 1(�) yields

‖wt − u̇‖H 1(�) → 0 as t ↘ 0.

We are now in the position to calculate the volume expression of the shape derivative.
First, we differentiate (3.3) with respect to t

d J (�)[θ] =
∫

�

div (θ)|u − ur |2 dx −
∫

�

2(u − ur )∇ur · θ dx +
∫

�

2(u − ur )u̇ dx .

Note that for the previous calculation it was enough to have ‖ut − u‖H 1(�) ≤ ct for
all t ∈ [0, τ ]. This is sufficient to differentiate the L2 cost function. Nevertheless,
for a cost function that involves gradients of u such as

J̃ (�) :=
∫

�

‖∇u − ∇ur‖2 dx,

this is not true anymore. Now in order to eliminate the material derivative in the last
equation, the so-called adjoint equation is introduced

Find p ∈ H1
0 (�) : dϕE(�, u; p, ψ) = −2

∫

�

(u − ur )ψ dx for all ψ ∈ H1
0 (�).

(3.15)

The function p is called adjoint state. Finally, testing the adjoint equation with u̇ and
the material derivative Eq. (3.14) with p, we arrive at the volume expression
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d J (�)[θ] (3.15)=
∫

�

div (θ)|u − ur |2 dx

−
∫

�

2(u − ur )∇ur · θ dx − dϕE(�, u; p, u̇)

(3.14)=
∫

�

div (θ)|u − ur |2 dx −
∫

�

2(u − ur )∇ur · θ dx

+
∫

�

A′(0)∇u · ∇ p + div (θ)�(u)p dx −
∫

�

div (θ f )p dx . (3.16)

Note that the volume expression alreadymakes sensewhen u, p ∈ H 1
0 (�). Assuming

higher regularity of the state and adjoint (e.g. u, p ∈ H 2(�) ∩ H 1
0 (�)) would allow

us to rewrite the previous volume expression into a boundary expression, that is, an
integral over the boundary ∂�.

3.2 Shape Derivative Method

Assuming that the solutions u, p and the boundary ∂� are smooth, say C2, we
may transform the volume expression (3.16) into an integral over ∂�. This can be
accomplished by integration by parts or in the following way. Instead of transporting
the cost function back to �, one may directly differentiate J (�t ) = ∫

�t
|� t (ut ) −

ur |2 dx by invoking Theorem2.7, to obtain

d J (�)[θ] =
∫

∂�

|u − ur |2θnds +
∫

�

2 (u − ur )(u̇ − ∂θu) dx . (3.17)

The function u′ := u̇ − ∂θu is called shape derivative of u at � in direction θ
associated with the parametrization �t . It is linear with respect to θ. Note that since
�0 = id, we have � t ◦ �−t = �0 = idH 1

0 (�) and �−t ◦ � t = �0 = idH 1
0 (�t )

. Note
that setting ut := �t (ut ), we can write

u′ = d

dt
� t (ut )|t=0 = d

dt
(ut ◦ �−1

t )|t=0.

Therefore the shape derivative decomposes into two parts, namely

u′ = ∂t�
t (ut )|t=0

︸ ︷︷ ︸

∈L2(�)

+�0(u̇)
︸ ︷︷ ︸

∈H 1
0 (�)

,

where ∂t�
t (ut )|t=0 := limt↘0(�

t (ut ) − �0(ut ))/t = −∂θu. Assuming that the
solution u belongs to u ∈ H 1

0 (�) ∩ H 2(�), we have
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u′ = ∂t�
t (ut )|t=0

︸ ︷︷ ︸

∈H 1(�)

+ �0(u̇)
︸ ︷︷ ︸

∈H 1
0 (�)∩H 2(�)

The perturbed state equation (3.2) can be rewritten as

∫

�t

∇(� t (ut )) · ∇(� t (ϕ)) + �(� t (ut )) (� t (ϕ)) dx =
∫

�t

f � t (ϕ) dx

for all ϕ ∈ H 1
0 (�). Suppose that u, p ∈ H 2(�) ∩ H 1

0 (�). Hence by formally
differentiating the last equation using the transport Theorem2.7:

∫

�

∇u′ · ∇ϕ + �′(u)u′ ϕ dx −
∫

�

∇u · ∂θϕ + �(u) ∂θϕ dx

+
∫

∂�

(∇u · ∇ϕ + �(u) p) θnds =
∫

∂�

f ϕ θnds −
∫

�

f ∂θϕ dx
(3.18)

for all ϕ ∈ H 2(�) ∩ H 1
0 (�), where θn := θ · n and ∂θ := θ · ∇. Note that the

adjoint state p vanishes on �. This equation can also be derived from (3.14) by
partial integration.

Remark 3.2 Note that u′ does not belong to H 1
0 (�), but only to H 1(�). As the shape

derivative does not belong to the solution space of the state equation, it may lead
to false or incomplete formulas for the boundary expression. This seems to be first
observed in [17].

Note that u = 0 on � implies that ∇�u = 0 and hence ∇u|� = (∂nu)n. Then
integrating by parts in (3.18) and using that u is a strong solution yields

∫

�

∇u̇ · ∇ϕ + �′(u)u̇ ϕ dx =
∫

∂�

(∂nu ∂nϕ − 2 ∂nu ∂nϕ) θn ds

+
∫

�

∂θu (−�ϕ + �′(u)ϕ) dx .

(3.19)

Now, one can eliminate u̇ in d J (�)[θ] given by (3.17) using the previous equation
and the adjoint state equation

d J (�)[θ] (3.15)=
∫

∂�

|u − ur |2 θn ds +
∫

�

∇u̇ · ∇ p + �′(u) u̇ p dx

+
∫

�

∂θu 2(u − ur ) dx

(3.19)=
∫

∂�

|u − ur |2 θn ds −
∫

∂�

2∂nu ∂n p θnds

+
∫

�

(−�p + �′(u) p + 2(u − ur ))∂θu dx .
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Finally, assuming that p solves the adjoint equation in the strong sense, we get

d J (�)[θ] = ∫

∂�
(|u − ur |2 − ∂nu ∂n p) θn ds. (3.20)

What we observe in the calculations above is that there is no material derivative u̇ or
shape derivative u′ in the final expression (3.16) or (3.20). This suggests that there
might be a way to obtain this formula without the computation of u̇. In the next
section, we get to know one possible way to avoid the material derivatives.

4 The Min-Max Formulation of Correa and Seeger

In this section, we want to discuss the minimax formulation of shape optimization
problems and a theorem of Correa and Seeger [6] that gives a powerful tool to
differentiate a minimax function with respect to a parameter. The cost function for
many optimal control problems can be rewritten as the min-max of a Lagrangian
function L, that is, an utility function plus the equality constraints, i.e.,

J (u) = inf
ϕ∈A

sup
ψ∈B

L(u,ϕ,ψ).

Therefore, the directional differentiation of the cost function is equivalent to the
differentiation of the inf-sup with respect to u. This method has clear restrictions,
but still it is applicable to many commonly used cost functions and to a certain class
of non-linear partial differential equations. This method is in particular applicable to
linear partial differential equations and convex cost functions.

4.1 Saddle Points and Their Characterization

For the convenience of the reader we recall here the definition of saddle points and
their characterization.

Definition 4.1 Let A, B be sets and G : A × B → R a map. Then a pair (u, p) ∈
A × B is said to be a saddle point on A × B if

G(u,ψ) ≤ G(u, p) ≤ G(ϕ, p) for all ϕ ∈ A, for all ψ ∈ B.

We have the following equivalent condition for (u, p) being a saddle point.
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Lemma 4.2 A pair (u, p) ∈ A × B is a saddle point of G(, ) if and only if 4

min
ϕ̂∈A

sup
ψ̂∈B

G(ϕ̂, ψ̂) = max
ψ̂∈B

inf
ϕ̂∈A

G(ϕ̂, ψ̂),

and it is equal to G(u, p), where u being the attained minimum and p the attained
maximum, respectively.

Proof A proof can be found in [20, p. 166–167].

4.2 Min-Max Formulation for the Semi-linear Equation

Let ϕ,ψ ∈ H 1
0 (�) be two functions. Instead of differentiating the cost function and

the state equation separately, we incorporate both in the Lagrangian

L(�,ϕ,ψ) :=
∫

�

|ϕ − ur |2 dx +
∫

�

∇ϕ · ∇ψ dx +
∫

�

�(ϕ)ψ dx −
∫

�

f ψ dx .

The point of departure for the min-max formulation is the observation that

J (�) = min
ϕ∈H 1

0 (�)
sup

ψ∈H 1
0 (�)

L(�,ϕ,ψ),

since for any ϕ ∈ H 1
0 (�)

sup
ψ∈H 1

0 (�)

L(�,ϕ,ψ) =
{

J (�) when ϕ = u solves (3.1)
+∞ else .

In order to apply the theorem of Correa-Seeger to the Lagrangian L, we have to
show that it admits saddle points. Reasonable conditions to ensure the existence of
saddle points for our specific example is to assume thatL is convex and differentiable
with respect to ϕ.

Assumption (C) The function � is linear, that is, �(x) = ax , where a ∈ R.

Since for every open set � ⊂ Rd the Lagrangian L is convex and differentiable
with respect to ϕ, and concave and differentiable with respect to ψ, we know from
[20, Proposition1.6, p. 169–170] that the saddle points can be characterized by

u ∈ H 1
0 (�) : ∂ψL(�, u, p)(ψ̂) = 0 for all ψ̂ ∈ H 1

0 (�)

p ∈ H 1
0 (�) : ∂ϕL(�, u, p)(ϕ̂) = 0 for all ϕ̂ ∈ H 1

0 (�).

4Here the min and max indicate that the infimum and supremum is attained, respectively.
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The last equations are exactly the state equation (3.1) and the adjoint Eq. (3.15). To
compute the shape derivative of J , we consider for t > 0

J (�t ) = min
ϕ̂∈H 1

0 (�t )
sup

ψ̂∈H 1
0 (�t )

L(�t , ϕ̂, ψ̂)

= min
ϕ∈H 1

0 (�)
sup

ψ∈H 1
0 (�)

L(�t , �
t (ϕ),� t (ψ)),

(4.1)

where the saddle points of L(�t , ·, ·) are again given by the solutions of (3.1) and
(3.15), but the domain � has to be replaced by �t . By definition of a saddle point

L(�t , ut , ψ̂) ≤ L(�t , ut , pt ) ≤ L(�t , ϕ̂, pt ) for all ψ̂, ϕ̂ ∈ H 1
0 (�t ). (4.2)

Since �t : H 1
0 (�t ) → H 1

0 (�) is a bijection it is easily seen that the saddle points
of G(t,ϕ,ψ) := L(�t , �

t (ϕ),� t (ψ)) are given by ut = �t (ut ) and pt = �t (pt ).
It can also be verified that the function ut solves (3.4) and applying the change of
variables �t (x) = y to (3.15) shows that pt solves

∫

�

A(t)∇ψ · ∇ pt + ξ(t) �′(ut ) pt ψ dx = −2
∫

�

ξ(t)(ut − ut
r )ψ dx (4.3)

for all ψ ∈ H 1
0 (�). Moreover, the functions ut , pt satisfy

G(t, ut ,ψ) ≤ G(t, ut , pt ) ≤ G(t,ϕ, pt ) for all ψ,ϕ ∈ H 1
0 (�),

where G takes, after applying the change of variables �t (x) = y, the explicit form

G(t,ϕ, ψ) =
∫

�
ξ(t)|ϕ − ut

r |2 dx +
∫

�
A(t)∇ϕ · ∇ψ + ξ(t)�(ϕ)ψ dx −

∫

�
ξ(t) f tψ dx .

(4.4)

From Lemma4.2 and the definition of a saddle point (ut , pt ) of G(t, ), we conclude

g(t) := min
ϕ∈H 1

0 (�)
sup

ψ∈H 1
0 (�)

G(t,ϕ,ψ) = G(t, ut , pt ). (4.5)

Moreover, we have the relation

g(t) = G(t, ut ,ψ) for all ψ ∈ H 1
0 (�), (4.6)

since ut solves (3.4). In view of (4.1), we can obtain the shape derivative d J (�)[θ]
by calculating the derivative of g(t) at t = 0. In order to use (4.5), we have to
find conditions which show that we are allowed to differentiate the min-max of the
function G with respect to t at t = 0. On the other hand the relation (4.6) shows that
d J (�)[θ] = d

dt G(t, ut ,ψ)|t=0 for all ψ ∈ H 1
0 (�), that means the differentiability

of the min-max of G is equivalent to the differentiability of G(t, ut ,ψ) and it is
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independent of ψ. Sufficient conditions for the differentiability are provided by the
Theorem of Correa-Seeger (Theorem4.5). Note the relation (4.5) is also true for a
general function G when ut , pt are saddle points, but the relation (4.6) only for the
special structure (4.4) of G. It is clear that if the functions ut and G are sufficiently
differentiable the derivative d

dt (g(t))t=0 exists. The purpose of the reformulation of
the cost function as an inf-sup is to avoid the material derivatives u̇. Note that when
the state equation has no unique solution the cost function is not well-defined, but
the the function g is. Without a computation of the material derivative u̇ or ṗ, we can
show (cf. also the Theorem4.5) that d J (�)[θ] = ∂t G(0, u, p). Clearly the functions
t → ut , t → pt and G have to satisfy some additional conditions. Let us sketch the
proof of this fundamental result when G is given by (4.4). To be more precise we
want to establish the following.

Proposition 4.3 Let ψ ∈ H 1
0 (�). Then the function [0, τ ] → R : t → G(t, ut ,ψ)

is differentiable from the right side in 0. Moreover, we have the following

d

dt
G(t, ut ,ψ)|t=0 = ∂t G(0, u, p) (4.7)

for arbitrary ψ ∈ H 1
0 (�). Here, p ∈ H 1

0 (�) solves the adjoint Eq. (3.15).

Proof By definition of a saddle point (ut , pt )

G(t, ut , pt ) ≤ G(t, u, pt ), G(0, u, p) ≤ G(0, ut , p)

and therefore setting �(t) := G(t, ut , pt ) − G(0, u, p) gives

G(t, ut , p) − G(0, ut , p) ≤ �(t) ≤ G(t, u, pt ) − G(0, u, pt ).

Using the mean value theorem, we find for each t ∈ [0, τ ] numbers ζt , ηt ∈ (0, 1)
such that

t∂t G(tζt , ut , p) ≤ �(t) ≤ t∂t G(tηt , u, pt ), (4.8)

where the derivative of G with respect to t is given by

∂t G(t,ϕ, ψ) =
∫

�
ξ′(t)|ϕ − ut

r |2 − 2ξ(t)(ϕ − ut
r )B(t)∇ut

r · θt dx

+
∫

�
A′(t)∇ϕ · ∇ψ + ξ′(t)�(ϕ)ψ − ξ′(t) f tψ − B(t)∇ f t · θtψ dx

(4.9)

and the derivatives ξ′ and A′ are given by Lemma2.3. It can be verified from this for-
mula that (t,ϕ) → ∂t G(t,ϕ, p) is strongly continuous and (t,ψ) → ∂t G(t, u,ψ)

is even weakly continuous. Moreover, from (3.4) and (4.3) it can be inferred that
t → ut and t → pt are bounded in H 1

0 (�) and therefore for any sequence (tn)n∈N

we get utn ⇀ w, ptn ⇀ v for two elements w, v ∈ H 1
0 (�). Passing to the limit in
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(3.4) and (4.3) and taking into account Lemma2.5, we see that w solves the state
equation and v the adjoint equation. By uniqueness of the state and adjoint equation
we get w = u and v = p. Selecting a further subsequence (tnk )k∈N yields that utnk

converges strongly in L2(�). Thus we conclude from (4.8)

lim inf
t↘0

�(t)/t ≥ ∂t G(0, u, p), lim sup
t↘0

�(t)/t ≤ ∂t G(0, u, p),

which leads to lim supt↘0 �(t)/t = lim inf t↘0 �(t)/t . This finishes the proof of
(4.7) and hence we have shown the shape differentiability of J .

Evaluating the derivative ∂t G(t, u, p)|t=0 leads to the formula (3.16). Note that
when ∂� is C2 then we may extend u, p ∈ H 2(�) ∩ H 1

0 (�) to global H 2 functions
ũ, p̃ ∈ H 2(Rd). Then the boundary expression is obtained by applying the transport
theorem (Theorem2.7) to d

dt L(�t , �
t (ũ),� t ( p̃))|t=0:

d J (�)[θ] =
∫

�
(|u − ur |2 + ∇u · ∇ p + �(u) p)θn ds +

∫

�
∇ů · ∇ p + �′(u) ů p dx

+
∫

�
(u − ur )ů dx +

∫

�
∇u · ∇ p̊ + �(u) p̊ dx −

∫

�
f p̊ dx,

where ů = ∂t (�
t (ũ))|t=0 = −∇u · θ, p̊ = ∂t (�

t ( p̃))|t=0 = −∇ p · θ. To rewrite the
equation into an integral over �, we integrate by parts and obtain

d J (�)[θ] =
∫

�

(|u − ur |2 + ∇u · ∇ p + �(u) p) θn ds

+
∫

∂�

ů ∂n p ds +
∫

∂�

∂nu p̊ ds

−
∫

�

ů
(−�p + �′(u) p + 2(u − ur )

)

dx

−
∫

�

p̊ (−�u + �(u) − f ) dx .

Finally, using the strong solvability of u and p, and taking into account∇u = (∂nu)n
on ∂�, we arrive at (3.20).

Remark 4.4 We point out that the inequalities (4.2) are the key to avoid the material
derivatives. Nevertheless, without the assumption of convexity of G with respect to
ϕ it is difficult to prove this inequality.

4.3 The Theorem of Correa-Seeger

Finally, we quote the Theorem of Correa-Seeger, which applies in situations when
the state equation admits no unique solution and the Lagrangian admits saddle points.



Shape Differentiability Under Non-linear PDE Constraints 291

The proof is similar to the proof of Proposition4.3. Let a real number τ > 0 and
vector spaces E and F be given. We consider a mapping

G : [0, τ ] × E × F → R.

For each t ∈ [0, τ ] we define

g(t) := inf
u∈E

sup
p∈F

G(t, u, p), h(t) := sup
p∈F

inf
u∈E

G(t, u, p)

and the associated sets

E(t) =
{

ϕ̂ ∈ E : sup
p∈F

G(t, ϕ̂, p) = g(t)

}

F(t) =
{

ψ̂ ∈ F : inf
u∈E

G(t, u, ψ̂) = h(t)

}

.

For fixed t they are the points in E respectively F where inf respectively the sup are
attained in g(t) respectively h(t). We know that if g(t) = h(t) then the set of saddle
points is given by

S(t) := E(t) × F(t).

Theorem 4.5 (R. Correa andA. Seeger, [9])Let the function G and the vector spaces
E,F be as before. Suppose the following conditions:

(HH1) For all t ∈ [0, τ ] assume S(t) �= ∅.
(HH2) The partial derivative ∂t G(t, u, p) exists for all (t, u, p) ∈ [0, τ ] × E × F.
(HH3) For any sequence (tn)n∈N with tn ↘ 0 there exists a subsequence (tnk )k∈N

and an element u0 ∈ E(0), utnk
∈ E(tnk ) such that for all p ∈ F(0)

lim
k→∞
t↘0

∂t G(t, unk , p) = ∂t G(0, u0, p).

(HH4) For any sequence (tn)n∈N with tn ↘ 0 there exists a subsequence (tnk )k∈N

and an element p0 ∈ F(0), ptnk
∈ F(tnk ) such that for all u ∈ E(0)

lim
k→∞
t↘0

∂t G(t, u, ptnk
) = ∂t G(0, u, p0).

Then there exists (u0, p0) ∈ E(0) × F(0) such that

d

dt
g(t)|t=0 = ∂t G(0, u0, p0).
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4.4 Céa’s Classical Lagrange Method and a Modification

Let the function G be defined by (4.4). Assume that G is sufficiently differentiable
with respect to t , ϕ and ψ. Additionally, assume that the strong material derivative
u̇ exists in H 1

0 (�). Then we may calculate as follows

d J (�)[θ] = d

dt
(G(t, ut , p))|t=0 = ∂t G(t, u, p)|t=0

︸ ︷︷ ︸

shape derivative

+ ∂ϕG(0, u, p)(u̇)
︸ ︷︷ ︸

adjoint equation

,

and due to u̇ ∈ H 1
0 (�) it implies

d J (�)[θ] = ∂t G(t, u, p)|t=0.

Therefore, we can follow the lines of the calculation of the previous section to obtain
the boundary and volume expression of the shape derivative.

In the original work [5], it was calculated as follows

d J (�)[θ] = ∂�L(�, u, p) + ∂ϕL(�, u, p)(u′) + ∂ψL(�, u, p)(p′), (4.10)

where ∂�L(�, u, p) := limt↘0(L(�t , u, p) −L(�, u, p))/t . Then it was assumed
that u′ and p′ belong to H 1

0 (�), which has as consequence that ∂ϕL(�, u, p)(u′) =
∂ψL(�, u, p)(p′) = 0. Thus (4.10) leads to the wrong formula

d J (�)[θ] =
∫

�

(|u − ur |2 + ∂nu ∂n p) θn ds.

This can be fixed by noting that u′ = u̇ −∂θu and p′ = ṗ −∂θ p with u̇, ṗ ∈ H 1
0 (�):

d J (�)[θ] = ∂�L(�, u, p) − ∂ϕL(�, u, p)(∂θu) − ∂ψL(�, u, p)(∂θ p),

which gives the correct formula. Finally, note that for Maxwell’s equations a differ-
ent parametrization than v → v ◦ �t of the function space is necessary since the
differential operator is modified differently. This leads then to a different definition
of the shape derivative and also the formulas will be different. This is well-known
from the finite element analysis of Maxwell’s equations; cf. [1, 3, 13, 16].

5 Rearrangement of the Cost Function

The rearrangement method introduced in [14] avoids the material derivative and is
applicable to a wide class of elliptic problems. We describe the method at hand of
our semi-linear example and write subsequently the perturbed cost function (3.3) as



Shape Differentiability Under Non-linear PDE Constraints 293

J (�t ) =
∫

�

j (t, ut ) dx, j (t, v) := ξ(t)|v − ut
r |2. (5.1)

In order to derive the shape differentiability, we make the following assumptions:

Assumption (R) Assume that � ∈ C2(R) ∩ L∞(R), �′′ ∈ L∞(R) and �′(x) ≥ 0
for all x ∈ R.

Instead of requiring theLipschitz continuity of t → ut ,we claim that the following
holds: there exist constants c, τ , ε > 0 such that ‖ut − u‖H 1

0 (�) ≤ ct1/2+ε for all
t ∈ [0, τ ].
Theorem 5.1 Let Assumption (R) be satisfied and let θ ∈ C2

c (D, Rd). Then J (�t )

given by (5.1) is differentiable with derivative:

d J (�)[θ] = ∂t G(0, u, p),

where u, p are solutions of the state and adjoint state equation.

Proof The main idea is to rewrite the difference J (�t ) − J (�) and use a first order
expansions of the PDE and the cost function with respect to the unknown together
with Hölder continuity of t → ut . To be more precise, write

J (�t ) − J (�)

t
= 1

t

∫

�

( j (t, ut ) − j (t, u) − j ′(t, u)(ut − u)) dx
︸ ︷︷ ︸

B1(t)

+ 1

t

∫

�

( j (t, u) − j (0, u)) dx
︸ ︷︷ ︸

B2(t)

+ 1

t

∫

�

( j ′(t, u) − j ′(0, u))(ut − u) dx
︸ ︷︷ ︸

B3(t)

(5.2)

+ 1

t

∫

�

j ′(0, u)(ut − u) dx
︸ ︷︷ ︸

B4(t)

,

where j ′ := ∂u j and ut
s := sut + (1− s)u. Using the mean value theorem in integral

form entails for some constant C > 0

∫

�

( j (t, ut ) − j (t, u) − j ′(t, u)(ut − u)) dx =
∫ 1

0
(1 − s) j ′′(t, ut

s)(u
t − u)2 dx

≤ C‖ut − u‖2L2(�) for all t ∈ [0, τ ].
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Using the limt↘0 ‖ut − u‖H 1
0 (�)/

√
t = 0, we see that B1 tends to zero as t ↘ 0. Let

Ẽ(t,ϕ) be defined by (3.5). Then the fourth term in (5.2) can be written by using the
adjoint Eq. (3.15) as follows

∫

�

j ′(0, u)(ut − u) dx = dϕ Ẽ(0, ut ; p) − dϕ Ẽ(0, u; p) − d2
ϕ Ẽ(0, u; ut − u, p)

+ dϕ Ē(t, ut ; p) − dϕ Ē(t, u; p)

− (dϕ Ẽ(0, ut ; p) − dϕ Ẽ(0, u; p))

+ dϕ Ẽ(t, u; p) − dϕ Ẽ(0, u; p). (5.3)

By standard elliptic regularity theory, we may assume that p ∈ H 1
0 (�) ∩ L∞(�).

Therefore by virtue of Taylor’s formula in Banach spaces (cf. [2, p. 193, Theo-
rem5.8]) the first line in (5.3) on the right hand side can be written as

dϕ Ẽ(0, ut ; p) − dϕ Ẽ(0, u; p) − d2
ϕ Ẽ(0, u; ut − u, p)

=
∫ 1

0
(1 − s)d3 Ẽ(0, ut

s; ut − u, ut − u, p) ds,

where the remainder can be estimated as follows

∫ 1

0
(1 − s)d3ϕ Ẽ(0, ut

s; ut − u, ut − u, p) ds =
∫ 1

0
(1 − s)�′′(ut

s)(u
t − u)2 p ds

≤ 1

2
‖p‖L∞(�)‖�′′‖L∞(R)‖ut − u‖L2(�).

Using dϕ Ẽ(t, ut ; p) − dϕ Ẽ(0, u; p) = 0, and the differentiability of t → Ẽ(t, u)
yields

lim
t↘0

dϕ Ẽ(t, ut ; p) − dϕ Ẽ(t, u; p)

t
= lim

t↘0

1

t
(dϕ Ẽ(0, ut ; p) − dϕ Ẽ(0, u; p)),

lim
t↘0

dϕ Ẽ(t, u; p) − dϕ Ẽ(0, u; p)

t
=

∫

�
A′(0)∇u · ∇ p − div (θ) f p − ∇ f · θ p dx .

Thus from (5.3), we infer

lim
t↘0

1

t

∫

�

j ′(0, u)(ut − u) dx

=
∫

�

A′(0)∇u · ∇ p + div (θ)�(u)p − div (θ) f p − ∇ f · θ p dx .

Therefore we may pass to the limit in (5.2) and obtain
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lim
t↘0

J (�t ) − J (�)

t
=

∫

�

∂t j (0, u) dx + ∂t dϕ Ẽ(0, u; p).

This finishes the proof and shows that d J (�)[θ] = ∂t G(0, u, p). �

6 Differentiability of Energy Functionals

If it happens that the cost function J is the energy of the PDE (2.1), that is,

J (�) := min
ϕ∈H 1

0 (�)
E(�,ϕ),

then it is easy to show the shape differentiability of J by using a result from [10, p.
524, Theorem2.1], see also [7, pp. 139]. First note that J (�t ) = minϕ∈H 1

0 (�) Ẽ(t,ϕ).

By definition of the minimum ut of Ẽ(t, ·) and u of Ẽ(0, ·), respectively, we have

Ẽ(0, ut ) − Ẽ(0, u) ≥ 0, Ẽ(t, u) − Ẽ(0, u) ≤ 0

and thus

J (�t ) − J (�) = Ẽ(t, ut ) − Ẽ(0, ut ) + Ẽ(0, ut ) − Ẽ(0, u)

≥ Ẽ(t, ut ) − Ẽ(0, ut )

J (�t ) − J (�) = Ẽ(t, ut ) − Ẽ(t, u) + Ẽ(t, u) − Ẽ(0, u)

≤ Ẽ(t, u) − Ẽ(0, u).

Using the mean value theorem, we conclude the existence of numbers ηt , ζt ∈ (0, 1)
such that

t ∂t Ẽ(ηt t, ut ) ≤ J (�t ) − J (�) ≤ t ∂t Ẽ(ζt t, u).

Thus if

Ẽ(0, u) ≤ lim inf
t↘0

∂t Ẽ(ηt t, ut ), Ẽ(0, u) ≥ lim sup
t↘0

∂t Ẽ(ζt t, u), (6.1)

then we may conclude that J is shape differentiable by the squeezing lemma. We
obtain

lim
t↘0

J (�t ) − J (�)

t
= ∂t Ẽ(0, u).

This result can be seen as a special case of Theorem4.5. Note that in our example
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∂t Ẽ(t,ϕ) =
∫

�

A′(t)∇ϕ · ∇ϕ + ξ′(t)�(ϕ) dx

−
∫

�

ξ′(t) f tϕ dx +
∫

�

ξ(t) B(t)∇ f t · ϕ dx .

From this identity, the convergence of ut → u in H 1
0 (�) and the smoothness of A(t),

ξ(t) and B(t), we infer that (6.1) are verified.

7 The Averaged Adjoint Approach

Let the Banach spaces E, F and a number τ > 0 be given. Consider a function

G : [0, τ ] × E × F → R, (t,ϕ,ψ) → G(t,ϕ,ψ)

such that ψ → G(t,ϕ,ψ) is affine for all (t,ϕ) ∈ [0, τ ]× E . Introduce the solution
set of the state equation

E(t) := {u ∈ E | dψG(t, u, 0; ψ̂) = 0 for all ψ̂ ∈ F}.

Introduce the following hypothesis.

Assumption Suppose that E(t) = {ut } is single-valued for all [0, τ ].
(i) For all t ∈ [0, τ ] and p̃ ∈ F the mapping

[0, 1] → R : s → G(t, sut + (1 − s)u0, p̃)

is absolutely continuous. This implies that for almost all s ∈ [0, 1] the derivative
dϕG(t, sut + (1 − s)u0, p̃; ut − u0) exists and in particular

G(t, ut , p̃) − G(t, u0, p̃) =
∫ 1

0
dϕG(t, sut + (1 − s)u0, p̃; ut − u0) ds.

(ii) For all t ∈ [0, τ ], ϕ ∈ E and p̃ ∈ F

s → dϕG(t, sut + (1 − s)u0, p̃;ϕ)

is well-defined and belongs to L1(0, 1).

Introduce for t ∈ [0, τ ], ut ∈ E(t) and u0 ∈ E(0) the following set

Y (t, ut , u0) :=
{

q ∈ F | ∀ϕ̂ ∈ E :
∫ 1

0
dϕG(t, sut + (1 − s)u0, q; ϕ̂) ds = 0

}

,
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which is called solution set of the averaged adjoint equation with respect to t , ut and
u0. For t = 0 the set Y (0, u0) := Y (0, u0, u0) coincides with the solution set of the
usual adjoint state equation

Y (0, u0) = {

q ∈ F | dϕG(0, u0, q; ϕ̂) = 0 for all ϕ̂ ∈ E
}

.

We call any p ∈ Y (0, u0) an adjoint state.

Theorem 7.1 Let linear vector spaces E and F, a real number τ > 0. Suppose that
the function

G : [0, τ ] × E × F → R, (t,ϕ,ψ) → G(t,ϕ,ψ),

is affine in the last argument. Let Assumption (H0) and the following conditions be
satisfied.

(H1) For all t ∈ [0, τ ] and all (u, p) ∈ E(0)× F the derivative ∂t G(t, u, p) exists.
(H2) For all t ∈ [0, τ ] the set Y (t, ut , u0) is nonempty and Y (0, u0, u0) is single-

valued.
(H3) Let p0 ∈ Y (0, u0). For any sequence (tn)n∈N of non-negative real numbers con-

verging to zero, there exist a subsequence (tnk )k∈N and ptnk ∈ Y (tnk , utnk , u0)

such that
lim
k→∞
s↘0

∂t G(s, u0, ptnk ) = ∂t G(0, u0, p0).

Then for any ψ ∈ F:

d

dt
(G(t, ut ,ψ))|t=0 = ∂t G(0, u0, p0).

Proof The result was proved in [19].

7.1 Application to the Semi-linear Problem

In this section,we applyTheorem7.1 to the example (2.1) and (2.2). For convenience,
we recall the cost function

J (�) =
∫

�

|u − ur |2 dx, (7.1)

and the weak formulation of (2.1)

∫

�

∇u · ∇ψ dx +
∫

�

�(u)ψ dx =
∫

�

f ψ dx for all ψ ∈ H 1
0 (�). (7.2)
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Suppose in the following the assumption on the data f, ur and � introduced in the
beginning of Sect. 3 is satisfied. Recall that the equation (7.2) on the domain �t (�)

transported back to � by y = �t (x) reads

∫

�

A(t)∇ut · ∇ψ dx +
∫

�

ξ(t)�(ut )ψ dx =
∫

�

ξ(t) f tψ dx, for all ψ ∈ H 1
0 (�).

(7.3)

This equation characterizes the unique minimum of the convex energy (3.5). Recall
the definition of the Lagrangian associated to the problem

G(t,ϕ, ψ) =
∫

�
ξ(t)|ϕ − ut

r |2 dx +
∫

�
A(t)∇ϕ · ∇ψ + ξ(t)�(ϕ)ψ dx −

∫

�
ξ(t) f tψ dx .

(7.4)

Theorem 7.2 Let Assumption (A) be satisfied. Then J defined in (7.1) is shape
differentiable and its derivative is given by

d J (�)[θ] = ∂t G(0, u0, p0),

where p0 ∈ Y (0, u0).

Proof Let us verify the conditions (H0)–(H3) for the function G given by (7.4).

(H0) This has already been proven in Sect. 3.
(H1) This is an easy consequence of θ ∈ C2

c (D, Rd) and Lemma2.5. The derivative
is given by (4.9).

(H2) Note that for all t ∈ [0, τ ], we have ∈ E(t) = {ut }, where ut solves (7.3). We
have pt ∈ Y (t, ut , u0) if and only if

∫

�

A(t)∇ψ · ∇ pt + ξ(t)k(u, ut )ψ dx = −
∫

�

ξ(t)(ut + u − 2ut
r )ψ dx, (7.5)

for all ψ ∈ H 1
0 (�), where k(u, ut ) := ∫ 1

0 �′(ut
s) ds and ut

s := sut + (1− s)u.
Due to the Lemma of Lax-Milgram the previous equation has a unique solution
pt ∈ H 1

0 (�). Note that the strong formulation of the averaged adjoint on the
moved domain, namely pt := pt ◦ �−1

t on �t satisfies

−�pt + k(u ◦ �−1
t , ut )pt = −(ut − u ◦ �−1

t − 2ur ) in �t

pt = 0 on ∂�t ,

where k(u ◦ �−1
t , ut ◦ �−1

t ) := ∫ 1
0 �′(ut

s ◦ �−1
t ) ds = ∫ 1

0 �′(sut + (1 − s)u ◦
�−1

t ) ds.
(H3) We already know that Assumption (A) implies that t → ut is continuous from

[0, τ ] into H 1
0 (�). But this is actually not necessary as we will show. Suppose
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that we do not know that t → ut is continuous. Then by inserting ψ = ut in
the state equation (7.3), we obtain after an application of Hölder’s inequality
‖ut‖H 1(�) ≤ C for some constant C > 0. For any sequence of non-negative
real numbers (tn)n∈N converging to zero there exists a subsequence (tnk )n∈N

such that utnk ⇀ z as k → ∞. Setting t = tnk in the state equation and passing
to the limit k → ∞ shows z = u. Moreover, inserting ψ = pt into (7.5) as
test function and using Hölder’s inequality yields for some constant C > 0

‖pt‖H 1
0 (�) ≤ C‖ut + u − 2ut

r‖L2(�) for all t ∈ [0, τ ].

Therefore again for any sequence (tn)n∈N there exists a subsequence (tnk )n∈N

such that ytnk ⇀ q as k → ∞ for some q ∈ H 1
0 (�). Selecting t = tnk in

(7.5), we want to pass to the limit k → ∞ by using Lebesque’s dominated
convergence theorem. It suffices to show that wk(x) := ∫ 1

0 �′(utnk
s (x)) ds is

bounded in L∞(Rd) independently of k and that this sequence convergences
pointwise almost everywhere in � to �′(u). The boundedness of wk follows
from the continuity of ut on � and the continuity of �. The pointwise conver-
gencewk(x) → �(u(x)) as k → ∞ (possibly a subsequence) follows from the
fact that � is continuous and utnk converges pointwise to u as k → ∞. There-
fore there is a sequence tn ↘ 0 such that we may pass to the limit n → ∞ in
(7.5), after inserting t = tn . By uniqueness, we conclude q = p ∈ Y (0, u0).
Finally note that (t,ψ) → ∂t G(t, u,ψ) is weakly continuous.

All conditions (H0)–(H3) are satisfied and we finish the proof. �
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Of the many non-local operators now object of study in the literature, this paper
is concerned with possibly the easiest yet most fundamental one: the half-Laplacian.
Given a smooth function u ∈ C∞

0 (RN ), the half-Laplacian operator (−�)1/2 is
defined as the singular integral

(−�)1/2u := CNpv
∫

RN

u(x) − u(y)

|x − y|N+1
dy

where the constant CN is a normalization constant and pv stands for the principal
value. For non-smooth functions, whenever possible, the operator is defined in the
distributional sense (see [9], or the more recent [8], for comprehensive theory of
the operator). As it is now well known, the above operator is related both to the
infinitesimal generator of a Levy α-stable diffusion process and, via the Fourier
transform F , to the multiplication operator whose symbol is given by |ξ| (see [8,
Proposition3.3]), that is

∀u ∈ S(Rk) (−�)1/2u = F−1(|ξ|û)

where S(Rk) is the space of Schwartz functions, û = F(u) and F−1 is the inverse
transform. Moreover, from a variational point of view, the half-Laplacian can be
related to the differential of the fractional Sobolev seminorm of H 1/2(RN ), that is

|u|2H 1/2(RN ) := 〈(−�)1/2u, u〉 = CN

2

∫

RN ×RN

|u(x) − u(y)|2
|x − y|N+1

dxdy.

The paper is devoted to the study of the regularity of optimal partition problems
involving the fractional operator (−�)1/2. With this we mean that, given a set � ⊂
R

N and a cost functional J associated to a suitable set of partitions of �, we wish to
find the regularity shared by all the partitions that minimize J . More precisely, let
us consider the functional space

H 1/2(RN ) :=
{

u : ‖u‖2H 1/2(RN ) := |u|2H 1/2(RN ) + |u|2L2(RN ) < +∞
}

and let � ⊂ R
N be bounded and smooth set (i.e., with at least C1 boundary). Given

some suitable functions Fi : � × R → R, we introduce the functional

J (u1, . . . , uk) :=

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

k
∑

i=1

(
1

2
|ui |2H 1/2(RN ) +

∫

�

Fi (x, ui )dx

)

if ui · u j = 0 a.e. for every j 
= i

+∞ otherwise

(1.1a)
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and set the optimal partition problem on

S
k
L2 :=

{

(u1, . . . , uk) : ui ∈ H 1/2
� (RN ), ‖ui‖L2(RN ) = 1

}

(1.1b)

where we used the notation H 1/2
� (RN ) := {w ∈ H 1/2(RN ) : w|RN \� = 0}. The main

results we shall prove in the paper are the followings.

Theorem 1.1 Let � ⊂ R
N be bounded and smooth set. For each i = 1, . . . , k,

let Fi : � × R → R be a Carathéodory function (that is, (x, s) �→ Fi (x, s) is
measurable in x and continuous in s) such that

|Fi (x, s)| ≤ Ci (1 + |s|p) ∀x ∈ �, s ∈ R

for a suitable constant Ci ≥ 0, where p < p� = 2N
N−1 . Then there exists at least

a minimizer of J in S
k
L2 . Moreover, if Fi (x, ·) ∈ C1(R) for a.e. x ∈ �, then any

minimizer u := (u1, . . . , uk) ∈ C0,α(RN ;Rk) for any α ∈ (0, 1/2).

Theorem 1.2 Under the assumptions of Theorem1.1, let us assume also that

(A) each function Fi is independent of x, Fi ∈ C2,ε(R) for some ε > 0 and F ′
i (0) = 0.

Then any minimizer u of J over the set Sk
L2 belongs to C0,1/2(RN ;Rk) and satisfies

the following Euler–Lagrange equation

ui
(

(−�)1/2ui − F ′
i (ui )

) = 0 a.e. in �.

Remark 1.3 One could also consider partition problems of unbounded domains, for
examplewith� = R

N , if the functions Fi can be used to ensure compactness: this can
be achieved, for instance, if Fi (x, s) = V (x)s2, with V positive and V (x) → +∞
for |x | → ∞. In such a case the correct functional setting in given by the space

H1/2
V (RN ) :=

{

w ∈ H1/2(RN ) : ‖w‖2
H1/2

V (RN )
:= |w|2H1/2(RN )

+
∫

RN
V w2dx < ∞

}

.

Associating to the bounded set � its indicator function

χ�(x) :=
{

1 if x ∈ �

+∞ if x /∈ �,

we see that H 1/2
� (RN ) ≡ H 1/2

χ�
(RN ). We shall not address this extension in the

following, though the theory here developed may be used also to cover this case with
little modifications.

At themoment no result asserting the regularity of the partition sets {(ω1, . . . ,ωk)}
is known. In any case we observe that from Theorem1.1 we can deduce that any
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subset ωi = {ui > 0} ∪ {ui < 0} is an open set, which is already a non trivial result.
Theorems1.1 and 1.2 are analogous to well established results found in the case of
standard diffusion operators, see for instance [3, 10]: in particular, they constitute the
first step in the proof of the regularity of the free-boundary ∪i∂ωi , as done in [3, 11].

As a possible application, we can consider the case Fi ≡ 0. In such a situation,
the optimal partition problem (1.1) is precisely given by the problem of finding k
disjoint subsets ω1, . . . ,ωk of � such that the functional

(ω1, . . . ,ωk) �→
k

∑

i=1

λ1(ωi )

is minimal. Here λ1(ωi ) stands for the first eigenvalue of the half-Laplacian in ωi ,
defined as

λ1(ωi ) := inf
{

|u|2H 1/2(RN ) : ‖u‖L2(RN ) = 1, u = 0 a.e. on R
N \ ωi

}

.

Remark 1.4 From a point of view of the applications, mainly linked to pattern for-
mation in relativistic quantum systems, one could also consider a slightly different
formulation of the optimal partition problem, as follows. Let us fix k ∈ N non-
negative constants m1, . . . , mk and let us introduce the operator (−� + m2

i )
1/2,

which acts on smooth functions as

∀u ∈ S(Rk) (−� + m2
i )

1/2u = F−1((ξ2 + m2
i )

1/2û).

Accordingly, one could introduce as a cost functional

R(u1, . . . , uk) :=

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

k
∑

i=1

(
1

2
〈(−� + m2

i )
1/2ui , ui 〉 +

∫

�

Fi (x, ui )dx

)

if ui · u j = 0 a.e. for every j 
= i

+∞ otherwise

again defined over the set Sk
L2 . The same regularity results available for the functional

J can be recast and extended without effort to the case of the functional R.

The last section is devoted to some numerical results. The simulations are obtained
using an approximation scheme which is based on the proof of the Theorems1.1 and
1.2: some comparisons with the results obtained in the case of the standard Laplacian
are also presented.

To conclude, we would like to mention that results similar to those discussed
above are available also in the case of any fractional power of the Laplacian (−�)s

with s ∈ (0, 1): some of the needed preliminaries can be already found in [13].
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2 Proof of the Results

As a first step, we shall prove that, under the assumptions of Theorem1.1, the opti-
mal partition problem admits at least a solution. Later we shall concentrate on the
regularity of the whole set of solutions.

Lemma 2.1 Let � ⊂ R
N be bounded and smooth set. For each i = 1, . . . , k,

let Fi : � × R → R be a Carathéodory function (that is, (x, s) �→ Fi (x, s) is
measurable in x and continuous in s) such that

|Fi (x, s)| ≤ Ci (1 + |s|p) ∀x ∈ �, s ∈ R

for a suitable constant Ci ≥ 0, where p < p� = 2N
N−1 . Then there exists a minimizer

of J in S
k
L2 .

Proof The lemma follows by the direct method of the calculus of variations. Indeed,
we evince directly from the assumptions on the functions Fi that the functional J is
weakly lower semicontinuous in H 1/2(RN ;Rk) and moreover, since

lim‖u‖H1/2→∞ J (u) = +∞,

the functional J is also coercive in the weak topology of H 1/2(RN ;Rk) (see [7,
Example1.14]). �

The regularity of the solutions to the previous minimization problem is in general
hard to study directly. In order to simplify the analysis, in what follows we shall
introduce two families of functionalswhich are related to the previous one in a precise
way. The first family precisely implements the disjointness constraint in a relaxed
way, through a penalization term: in particular we shall show that any sequence of
minima to the family of functional converges to aminimumof the original functional.
Our goal is to show that the topology of this convergence is sufficiently strong in
order to ensure the regularity of the limiting densities.Unfortunately, since no result is
known about the uniqueness of the optimal partition, the first proposed approximating
procedure may fail to conclude the regularity of the whole set of optimal partitions.
To avoid this issue, we need to introduce another family of functionals.

We start with the easier family of functionals.

Definition 2.2 Under the functional setting of Theorem1.1, for any β > 0, let us
introduce

Jβ(u1, . . . , uk) :=
k

∑

i=1

(
1

2
|ui |2H 1/2(RN ) +

∫

�

Fi (x, ui )dx

)

+ β
∑

j<i

∫

�

u2
i u2

jdx .
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Lemma 2.3 Under the assumptions of Theorem1.1, for every β > 0 there exists a
minimizer uβ ∈ S

k
L2 of Jβ . Moreover, there exists a constant C > 0 (independent of

β) such that ‖uβ‖H 1/2(RN ;Rk ) ≤ C.

Proof The proof is analogous to the one given in the limiting case β = +∞. The
main difference is represented by the presence of the interaction term, which is
not sub-critical if N ≥ 3. In this situation, it is sufficient to recall that, thanks
positivity of β, the last term is lower semicontinuous, as a consequence of the Fatou’s
Lemma. �

Lemma 2.4 It holds �−limβ→+∞ Jβ = J (w.r.t. the weak H 1/2(RN ;Rk)-topology).
Moreover, any sequence of minimizers {uβ} to Jβ converges weakly in H 1/2(RN ;Rk),
up to a subsequence, to a minimizer of J .

Proof The family of functionals Jβ is increasing in β and converges pointwise to the
functional J . As a consequence � − lim Jβ = J . The family Jβ is also equi-coercive
and this implies, up to subsequences, the convergence of the minimizers. See [7,
Proposition5.4, Corollary7.20] for further details. �

Asmentioned before, even though the family {uβ} converges, up to subsequences,
to a minimizer of J , at the moment we can not say that any minimizer of J can be
approximated in this way. In order to obtain a stronger conclusion, we need another
step, involving the introduction of another functional, which will be the main object
of the analysis in the following. For this purpose, let

e(s) :=
√

1 + s2

(we observe preliminarily that |e′(s)| < 1 for any s ∈ R) and let ū ∈ S
k
L2 be any

minimizer of J .

Definition 2.5 Under the functional setting of Theorem1.1, for any β > 0, we let

J ∗
β (u1, . . . , uk) :=

k
∑

i=1

(
1

2
|ui |2H 1/2(RN ) +

∫

�

[Fi (x, ui ) + e(ui − ūi )] dx

)

+ β

2

∑

j<i

∫

�

u2
i u2

jdx .

It is immediate to see that the proof of existence of minimizers developed for the
functional Jβ covers also the functional J ∗

β . Moreover, since the functional J ∗
β can

be decomposed as

J ∗
β (u) = Jβ(u) +

k
∑

i=1

∫

�

e(ui − ūi )dx

it easily follows that any the sequence of minima {uβ} convergence weakly in
H 1/2(RN ;Rk) and strongly in L2(RN ;Rk) to the minimum ū of J .
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Lemma 2.6 There exists C > 0 independent of β such that

‖uβ‖2H 1/2(RN ;Rk ) + β

∫

RN

∑

j 
=i

u2
i,βu2

j,βdx ≤ C.

Moreover if Fi (x, ·) ∈ C1(R) for a.e. x ∈ �, each function ui,β is a smooth solution
to the Euler-Lagrange equation

(−�)1/2ui,β + fi (x, ui,β) + e′(ui,β − ūi )ui,β = γi,βui,β − βui,β

∑

j 
=i

u2
j,β

in � together with the boundary condition ui ≡ 0 in R
N \ �. (here fi (x, s) :=

∂s Fi (x, s)). The Lagrange multipliers γi,β are bounded uniformly with respect to β.

Proof The first conclusion follows from the estimate

J ∗
β (uβ) ≤ J ∗

β (ū) = J (ū) ≤ C

and the coercivity of J ∗
β . Once the constraints are expressed through the Lagrange

multipliers, the Euler-Lagrange equations can be derived classically, considering
smooth variation of the minimizers u. To conclude, testing the equation in ui,β by
ui,β itself, the identity

γi,β = |ui,β |2H1/2(RN )
+

∫

�
ui,β

⎛

⎝ fi,β(x, ui,β) + e′(ui,β − ūi )ui,β + βui,β

∑

j 
=i

u2j,β

⎞

⎠ dx

yields the uniform bound for the multipliers. �

Corollary 2.7 There exists a constant C > 0, independent of β, such that
‖uβ‖L∞(RN ;Rk ) ≤ C.

Proof This a consequence of the Brezis-Kato inequality, suitably generalized to the
fractional setting (see [2, Sect. 5], and in particular [2, Theorem5.2]). We give a
sketch of the proof of such result in the appendix. �

We are in a position to apply the result contained in [12], which implies a first
uniform regularity estimate for the densities uβ .

Theorem 2.8 For any α < 1/2, there exists a constant C > 0 which is independent
of β, such that

‖uβ‖C0,α(RN ;Rk ) ≤ C ∀β > 0.

In particular, the sequence uβ is compact in the H 1/2
� (RN ;Rk) topology and the

uniform topology, and the limit ū of the family belongs to C0,α(RN ;Rk) for any
α < 1/2.
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Proof This is a direct consequence of [12, Theorem1.3]. The only difference here is
that the forcing term in the Euler–Lagrange equation (see Lemma2.6) here depends
also on the variable x . But the same proof of [12, Theorem1.3] works also in this
case, under the verified hypothesis there exists a constant C > 0 such that

sup
β>0

∥
∥ fi (x, ui,β) + e′(ui,β − ūi )ui,β − γi,βui,β

∥
∥

L∞(�)
< C. �

We can conclude with the optimal regularity result mentioned in the introduction.

Theorem 2.9 (Theorem1.2) Under the previous assumptions, let us also sup-
pose that

(A) each function Fi is independent of x, Fi ∈ C2,ε(R) for some ε > 0 and
F ′

i (0) = 0.

Then any minimizer u of J over the set Sk
L2 belongs to C0,1/2(RN ;Rk) and satisfies

the following Euler-Lagrange equation

ui
(

(−�)1/2ui − F ′
i (ui )

) = 0 a.e. in �.

Proof As of now, we have shown that the minimizer u ∈ C0,α(RN ;Rk) for any α <

1/2 and that the approximating sequenceuβ converges tou strongly in H 1/2(RN ;Rk)

and uniformly in RN . Passing to the limit in the Euler-Lagrange equation and using
the uniform estimate in Lemma2.6, we infer that u satisfies

⎧

⎪⎨

⎪⎩

ui u j = 0 in �, for any i 
= j

ui
(

(−�)1/2ui − F ′
i (ui )

) = 0 a.e. in �

ui = 0 in RN \ �.

We are then in a position to apply the result in [12, Theorem1.2] (see also [12,
Proposition9.2.]). �

3 Numerical Simulations

We now present some numerical validations of the theoretical results obtained so far.
In the followingwe shall present a numerical algorithmwhich is based on the approx-
imation scheme developed in the previous section, which has then no pretensions
of being the most suitable from a computational point of view. All the simulations
were carried out with a finite element approximation scheme, using the free software
FreeFem++, available at http://www.freefem.org/ff++/.

Let us consider a specific example, which has also a possible interest in the applied
science. Let us consider the optimal partition in k subsets of the unit ball in R2, that
is, the optimal partition induced by the functional

http://www.freefem.org/ff++/
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J (u1, . . . , uk) :=

⎧

⎪⎨

⎪⎩

k
∑

i=1

1

2
|ui |2H 1/2(R2) if ui · u j = 0 a.e. for every j 
= i

+∞ otherwise

(3.1)

constrained on the set Sk
L2 with � = B1(0). Reasoning as in Sect. 2, we recall that

the minimizers of the previous functional can be approximated by the minimizers of
the approximating functional

Jβ(u1, . . . , uk) :=
k

∑

i=1

1

2
|ui |2H 1/2(R2) + β

∫

RN

∑

j<i

u2
i u2

j

and, finally, the minimizers can be obtained as solutions to the Euler–Lagrange
equation

(−�)1/2ui,β + βui,β

∑

j 
=i

u2
j,β = γi,βui,β (3.2)

for suitable Lagrange multipliers γi,β : a meta-algorithm inspired by this approxima-
tion is illustrated in Algorithm 1. Let us observe that, in order to find a solution to
the nonlinear system of equations, we have used a fixed point method based on the
steepest descent algorithm alternated with a projection on the constraint Sk

L2 . Being
the underlying problem strongly non-convex, no results about the convergence to the
minimal solution are known, if not under the assumptions that the initial guess is
already close to the optimal configuration. Similar results may be found for example
in [1], where a different algorithm is presented to study the optimal partition problem
of the standard Laplace-Dirichlet eigenvalues.

Algorithm 1 Approximating scheme
1: procedure ApproximatingProcedure
2: initialize γi , ui , ūi
3: β ← 1
4: β̄ ← a large constant
5: repeat
6: repeat
7: Solve (−�)1/2ui + βui

∑

j 
=i

ū2
j = γi ūi , ui ≡ 0 in R

2 \ B1

8: ūi ← αui + (1 − α)ūi

‖αui + (1 − α)ūi ‖L2
� Projection on S

k
L2 , α ∈ (0, 1)

9: γi ← |ūi |2H1/2(R2)
+ β

∫

R2
ū2

i

∑

j 
=i

ū2
jdx

10: until convergence in L2 with a prescribed tolerance
11: β ← 2β
12: until β > β̄ and convergence in L2

13: end procedure
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The only non trivial task in the algorithm is given by the non-local equation in
ui : to solve it, we can make use of the extensional formulation of the half-Laplacian
(see [4] and reference therein), which relates the Eq. (3.2) to

⎧

⎪⎪⎨

⎪⎪⎩

−�vi = 0 in R3+ = R
2 × R+

∂νvi + βvi
∑

j 
=i
v̄2

j = γi v̄i on B1 × {0}
vi ≡ 0 in R2 \ B1 × {0}

(3.3)

where vi , v̄i ∈ H 1(R3+) satisfy vi (·, 0) = ui and v̄i (·, 0) = ūi . The advantage of
this formulations is that it can be readily approximated using finite element schemes,
which are implement, for example, in the free software FreeFem++. To complete
the approximating procedure, since (3.3) is defined on an unbounded set, we need to
consider a bounding box QL ⊂ R

3+, QL = (−L , L)2 × (0, 2L) with L > 0 large,
and reformulated the equation as

⎧

⎪⎪⎨

⎪⎪⎩

−�vi = 0 in QL

∂νvi + βvi
∑

j 
=i
v̄2

j = γi v̄i on (−L , L)2 × {0}
vi ≡ 0 in (−L , L)2 \ B1 × {0}

for vi , v̄i ∈ H 1
0,+(QL) = {w ∈ H 1

0,+(QL), w = 0 on QL \(−L , L)2×{0}}. This last
approximation is valid since, by the comparison, it is possible to show the solutions
of Eq. (3.3) decay away from the origin x = 0. As a result, we can formulate the
final Algorithm 2.

Algorithm 2 Approximating scheme revised
1: procedure ApproximatingProcedure
2: L , β̄ ← large constants
3: initialize vi , v̄i ∈ H1

0,+(QL ), γi ∈ R

4: β ← 1
5: repeat
6: repeat

7: Solve

⎧

⎪⎪⎨

⎪⎪⎩

−�vi = 0 in QL

∂νvi + βvi
∑

j 
=i
v̄2j = γi v̄i on (−L , L)2 × {0}

vi ≡ 0 in (−L , L)2 \ B1 × {0}
8: v̄i ← αvi + (1 − α)v̄i

‖αvi + (1 − α)v̄i ‖L2((−L ,L)2×{0})
9: γi ← |v̄i |2H1

0,+(QL )
+ β

∫

(−L ,L)2×{0}
v̄2i

∑

j 
=i

v̄2jdx

10: until convergence in L2 of the traces up to a prescribed tolerance
11: β ← 2β
12: until β > β̄ and convergence in L2 of the traces
13: end procedure
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Fig. 1 Optimal partitions related to the problem3.1. The non complete symmetry of the solutions,
which can be expected by comparison with the partition problem involving the standard Laplacian,
may be an effect of the presence of the bounding box QL : the more L is chosen large, the more
such effect should be smoothed out. In any case, even for large values of L this phenomenon seems
persistent

Remark 3.1 It should be mentioned that, though the extensional formulation of the
fractional Laplacian alleviates us from solving non-local equations, it transforms
N -dimensional optimal partition problems in to N + 1-dimensional boundary par-
tition problems. For example, a planar problem is solved resorting to a fully three-
dimensional one. Since both three-dimensional partition problem and, in general,
boundary problems are stiff from a numerical point of view, it may seem surprising
that the algorithms presented in this section converge in general, with just simple
tunings of the parameters.

Remark 3.2 In order to obtain more accurate solutions, but sacrificing the efficiency,
we have also inserted a step involving mesh-refinements.

As a result of the numerical simulation, we collect in Fig. 1 the solutions obtained
for the problem (3.1) in the case of k = 3components and k = 5components. InFig. 2
we show the corresponding solutions in the case of the standard Laplace operator:
comparing the two situations, it is possible to see that, even though qualitatively
very similar, the solutions may be different not only with respect to the regularity
of their respective densities, but also in the geometry of the sets constituting the
partition. In Fig. 3 we show the numerical results for the optimal partitions related
to the problem 3.1, in the case of k = 10 components. It is tempting to extend the
hexagonal conjecture (see for instance [1, 5]) also to the non-local setting.
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Fig. 2 Optimal partitions related to the problem3.1, in the case the standard Laplace operator,
obtained with the same approximating scheme employed for the half-Laplacian (see also [6] for
further examples). The solutions are qualitatively similar, even though in this former case the tran-
sition between two different densities is smoother (in particular, solution are Lipschitz-continuous,
as shown in [10])

Fig. 3 Optimal partitions related to the problem3.1, in the case of k = 10 components

Acknowledgments The author is indebted with the anonymous referee for suggesting many useful
improvements to the original manuscript.

Appendix A: The Brezis-Kato Inequality

In this last section, we will give a proof of Corollary2.7, using in fact the following
version of the Brezis-Kato inequality
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Lemma A.1 Let � ⊂ R
N be a smooth and bounded domain and let us consider

u ∈ H 1/2
� (RN ,Rk) to be solutions to the system

(−�)1/2ui = ai (1 + |ui |) − βui

∑

j 
=i

u2
j . (A.1)

where ai ∈ L N (RN ). Then ui ∈ L∞(RN ) for all i = 1, . . . , k and the norm can be
bounded uniformly in β with a constant that depends only on the H 1/2-norm of u
and the L N -norm of ai .

Remark A.2 In order to apply the previous result to the setting of Corollary2.7, it is
sufficient to introduce the functions

ai,β := (γi,β − K e′(ui,β − ūi ))ui,β − fi (x, ui,β)

1 + |ui,β |
and to observe that, thanks to the sub-criticality of fi and the uniform boundedness
of Lagrange multipliers, we have ‖ai,β‖L N (RN ) ≤ C uniformly in β.

Proof In order to simplify the proof, we resort to the extensional formulation of the
half-Laplacian, relating the system (A.1) to

⎧

⎪⎪⎨

⎪⎪⎩

−�vi = 0 in RN+1
+

∂νvi = ai (1 + |vi |) − βvi
∑

j 
=i
v2

j on � ⊂ ∂RN+1
+

vi = 0 on R
N \ �

where vi ∈ H 1(RN+1
+ ) satisfy vi (·, 0) = ui . Let gε ∈ C∞(R) be a smooth approxi-

mation of themodulus functions, that is, gε(t) = √
ε + t2. The Stampacchia’s lemma

and the Lebesgue’s theorem ensure that

gε(vi ) → |vi | in H 1(RN+1
+ ), g′

ε(vi )vi → |vi | in L2(RN )

For any test function φ ∈ H 1(RN+1
+ ) such that φ ≥ 0, we have

∫

R
N+1+

∇gε(vi )∇φ +
∫

RN

βg′
ε(vi )vi

∑

j 
=i

v2
j φ

=
∫

RN

g′
ε(vi )ai (1 + |vi |)φ −

∫

R
N+1+

g′′
ε (vi )|∇vi |2φ

and letting ε → 0+ we obtain

∫

R
N+1+

∇|vi |∇φ +
∫

RN

β|vi |
∑

j 
=i

v2
j φ ≤

∫

RN

sgn(vi )ai (1 + |vi |)φ.
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(similar computations are present in [12, Lemma5.5]). As a result, each |vi | ∈
H 1(RN+1

+ ) is a subsolution of the equation in wi ∈ H 1(RN+1
+ )

⎧

⎪⎨

⎪⎩

−�wi = 0 in RN+1
+

∂νwi = |ai |(1 + wi ) on � ⊂ ∂RN+1
+

wi = 0 on R
N \ �

Thus, if we show a uniform bound for the functions wi in L∞, by the comparison
principle we could evince that the same bounds holds for the functions |vi |. To
conclude it is then sufficient to recall the Brezis-Kato estimate for the half-Laplacian,
shown in [2, Theorem5.2], which implies the sought L∞ bound. �
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